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Waste reduction is critical in today’s manufacturing climate. Producers are being com-

pelled to incorporate reverse logistics into their supply chain by government legislation,

the potential for recovering economic value, and consumer demand for “green” practices.

Complicating network design for reverse logistics is the need to incorporate existing supply

chain networks and higher levels of uncertainty in quantity, frequency and quality of return

product.

Even though facility location models have been developed for reverse logistics network

design, the producer is confronted with a number of high-level decisions before detailed

decisions can be made. For instance, how will the product be collected? Will testing be

done centrally or near the collection site? Where will processing be performed? In order

to answer these questions, decision makers need a means to quantify and analyze tradeoffs

inherent in the network design.

This work presents a flexible, generalized decision model that integrates high-level and

detailed design decisions and that incorporates uncertainty. The first part of the work is a

conceptual framework for the high-level decisions identifying eight possible network configu-

rations based on more than thirty-five case studies. The second part extends the framework

into a multicriteria decision making model using Analytical Hierarchy Process (AHP), which

quantifies tradeoffs and provides insights through sensitivity analysis. The third part of the





work presents a suite of mixed-integer linear programming (MILP) models that integrates

the high-level and detailed decisions, and that addresses uncertainty using three methods:

chance-constrained programming, stochastic programming, and robust optimization. The

deterministic and chance-constrained models provide a comparatively inexpensive way to

determine the optimal network configuration, while the stochastic programming and robust

optimization models require more computation but better address sensitivity to detailed

site locations through recourse variables.

The AHP decision making model is demonstrated on three case studies with different

characteristics. The findings show that the AHP preference ranking of network configura-

tions is sensitive to the producer’s goals and values, and sensitivity analysis explores the

impact of the relationships of those goals and values. For instance, the collection decision

is sensitive to the preference for business relations vs. cost savings, the sort-test decision is

sensitive to potential cost savings from reducing testing costs and identifying scrap early,

and the processing decision is sensitive to the need to protect proprietary knowledge and

the availability of original facility processing capacity.

The suite of MILPs with uncertainty is demonstrated on a numerical study from the

literature and a fourth case study involving consumer electronics recycling. The research

found that the choice of network configuration is relatively insensitive to uncertainty, but

that there is sensitivity to site location decisions. The findings indicate that the combination

of the AHP decision making model and the detailed MILP models provides a strategic

approach for decision makers facing the challenge of designing a reverse logistics network

into their supply chain.
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Chapter 1

INTRODUCTION

1.1 Motivation

Experts tell us that we are facing an impending scarcity of natural resources. According to

a number of sources, there is an enormous amount of waste in today’s manufacturing world.

As William McDonough and Michael Braungart, authors of Cradle to Cradle: Remaking

the Way We Make Things, state:

Cradle-to-grave designs dominate manufacturing. According to some accounts

more than 90 percent of materials extracted to make durable goods in the United

States become waste almost immediately (McDonough and Braungart, 2002,

p. 27).

Kirstie McIntyre of Hewlett Packard puts it another way:

The primary output of today’s production processes is waste. Across all indus-

tries, less than 10 percent of everything that is extracted from the earth (by

weight) becomes usable products. The remaining 90 percent becomes waste

from production . . . (McIntyre, 2007, p. 243).

Producers are increasingly aware that they can no longer afford to produce a product

that is tossed into a landfill in a few years. From single-use cameras to printer ink car-

tridges to outdated cell phones, products are being recycled, reused and remanufactured

more then ever before. Manufacturers are incorporating product recovery into their supply

chains, and while there are many reasons for doing so, three primary drivers are at work.

First, there may be governmental legislation mandating that the producer be responsible

for disposal of the product. Nineteen states in the U.S. have already passed laws requiring

manufacturers of consumer electronic products to pay for the disposal of those products



2

safely. In Europe where there is a paucity of landfill space, laws have been passed not only

for electronic products, but for carpet as well. Second, there may be significant economic

value residing in the product even after being used by a consumer. Scrap metal, automo-

bile engines, and power tools are among such products. Third, consumers are demanding

“earth-friendly” practices by manufacturers, and they are choosing to buy from producers

who can demonstrate “green” practices.

Yet producers need to be thoughtful when incorporating product recovery into their

supply chain. Supply chains are acutely optimized for efficiency and cost-effectiveness when

distributing new product to customers; going the reverse direction can be costly and ineffi-

cient, cutting into profits. Compounding the problem is the fact that reverse logistics does

not seek to merely maximize profit or minimize costs, as with conventional supply chain

models. Instead, multiple objectives are involved, such as protecting specialized product

knowledge from falling into competitive hands, maintaining a reliable supply of older model

replacement parts to retain established customers, or identifying scrap early in the return

process that can be sent directly to disposal to reduce transportation costs.

Reverse logistics is further complicated by higher levels of uncertainty in volume, fre-

quency and quality of return product than in new product. Producers often have little

control over when and how much product is returned, and the quality can vary from nearly

new to completely worn-out, depending on the product and the market.

While much work has been done to develop facility location models, there are a number

of high-level decisions that a producer needs to consider before settling on a set of candidate

facility locations. Among these decisions are how to collect the product, whether testing will

be done at the collection site or at a central facility, and if processing could be performed

more effectively by a third-party logistics provider (3PL). These high-level decisions involve

tradeoffs: for example, collecting directly from a customer is likely to be more costly than a

shared collection system among similar manufacturers, but the cost may would be necessary

if the producer needs to protect its proprietary knowledge. Yet before making such a decision

the producer needs to know the difference between the cost of implementing customer-only

collection and the cost of implementing an industry-wide collection system.
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In addition, the challenge of higher variability in return flows must be met. Would the

network layout be different if volumes are significantly higher or significantly lower than

expected? The impact of uncertainty needs to be assessed before making critical design

decisions – the network design should perform well under uncertain conditions.

There is a need for a flexible, generalized decision model that integrates high-level and

detailed design decisions, and that incorporates uncertainty. The model needs to quantify

tradeoffs in high-level decisions, and it should have the capability for sensitivity analysis rel-

ative to the high-level decisions. The model should be informed by real-world applications,

and it should be tested using those applications so that manufacturers can see the benefits

of the model, and so that they can understand how the model is implemented. This is the

direction of the research in this work.

1.2 Overview of research contribution

The primary contribution of the research is in developing a set of decision making models

to analyze the tradeoffs inherent in reverse logistics network design and to evaluate the im-

pacts of uncertainty on network design. The first part of the work consists of developing a

conceptual framework that encompasses the high-level decisions with eight possible network

configurations, derived from an analysis of forty case studies: 37 published case studies and

three additional case studies developed through this research. The second part quantifies

the framework using Analytical Hierarchy Process (AHP), taking into account multiple cri-

teria of cost savings and business relationships. The AHP model was applied to the three

case studies to demonstrate the high-level decision model and to explore sensitivity of the

high-level decisions to changing business conditions. The third part of the research provides

a suite of mixed-integer linear programming (MILP) models that integrates the high-level

and detailed design decisions and addresses uncertainty using three probabilistic methods:

chance-constrained programming (CCP), stochastic programming (SP), and robust opti-

mization. The MILP models are demonstrated with a numerical study and a real-world

application involving consumer electronics recycling.

Integrating the conceptual framework and the AHP model in a suite of MILP models

with uncertainty provides a methodology for network design. Through this work, the pro-
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ducer can evaluate the cost of an AHP-preferred solution relative to the lowest-cost solution.

The AHP model also provides sensitivity analysis to explicate inherent tradeoffs in the high-

level decisions. Sensitivity analysis on the case studies shows: 1) that the collection decision

is largely determined by producer ranking of business relations relative to cost savings, 2)

that the sort-test decision is governed by the potential for cost savings of reducing test costs

or the need to eliminate scrap early in the return process, and 3) the processing decision

is reliant on the availability of original facility processing capacity. Processing is also sen-

sitive to a higher desire to protect proprietary or intellectual knowledge by the producer.

In addition, both collection and processing choices are affected by whether the product is

to be recycled, because a recycling operation favors industry-wide collection and secondary

processing facilities to reduce costs as much as possible. The interaction among competing

producer preferences is handled well by the AHP model and sensitivity analysis.

With regard to uncertainty, the findings from the numerical study indicate that the high-

level decisions are relatively insensitive to variability in return volumes, although the site

location decisions are sensitive to uncertainty. Because the deterministic and CCP models

are comparatively inexpensive and quick to run, a producer can use them to determine an

optimal network configuration. Through recourse variables, the SP and robust optimization

models are better prepared to handle uncertainty and may be an alternative for determining

detailed site location decisions. The CCP model allows the producer to balance increased

costs against the probability of meeting return volume demand.

The industry study on consumer electronics recycling demonstrates the value of the

AHP model as well as the MILP models in understanding the cost and benefits related to

high-level and detailed reverse logistics decisions.

1.3 Organization of the dissertation

The rest of this disseration is organized as follows. Chapter 2 describes the background

and literature survey for the problem. Chapter 3 develops the conceptual framework and

quantifies it into a multicriteria decision model using AHP. The AHP model is demon-

strated on three new case studies, using sensitivity analysis to provide insights into the

critical aspects of the high-level decisions. Section 3.1 and portions of 3.4 appear in a paper
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published by The International Journal of Sustainable Engineering (Barker and Zabinsky,

2008), and Sections 3.2, 3.3, and portions of Section 3.4 appear in a paper that has been

submitted to Omega: The International Journal of Management Science and is currently

under revision (Barker and Zabinsky, 2009).

Chapter 4 presents the suite of optimization models incorporating uncertainty and a

numerical study to analyze the sensitivity of high-level decisions and the impacts of un-

certainty on network design. The work in Chapter 4 has been submitted in a paper to

a special issue of IEEE Transactions on Engineering Management entitled “Engineering

Management and Sustainability” and is in review (Barker and Zabinsky, 2010).

Chapter 5 presents a demonstration of the methodology on an industrial study for con-

sumer electronics recycling. Chapter 6 is a summary of the research and a description of

future research in the field.
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Chapter 2

BACKGROUND AND LITERATURE SURVEY

Over the past two decades, traditional supply chains in which product is shipped from

producer to consumer are giving way to supply chains which incorporate reverse logistics.

Because traditional supply chains are designed to provide a certain quantity of product to

the customer at a certain time, they are typically not designed to accommodate reverse

logistics efficiently.

Reverse logistics is the process of recovering value from end-of-life products, and it has

been defined as:

. . . the process of planning, implementing and controlling backward flows of raw

materials, in process inventory, packaging and finished goods, from a manu-

facturing, distribution or use point, to a point of recovery or point of proper

disposal. (de Brito and Dekker, 2004, p. 5)

A number of facility location mixed-integer linear programming models exist for detailed

network design for reverse logistics (Kroon and Vrijens, 1995; Wang et al., 1995; Bloemhof-

Ruwaard et al., 1996; Spengler et al., 1997; Del Castillo and Cochran, 1996; Barros et al.,

1998; Louwers et al., 1999; Jayaraman et al., 2003; Sahyouni et al., 2007; Aras and Aksen,

2008; Tan and Kumar, 2008). These MILP facility location models assume certain high-level

decisions have already been made, e.g., that a set of candidate sites have been identified,

and that certain reverse logistics activities have been assigned to specific candidate sites.

However, there are key considerations that need to be taken into account before these

MILP models can be implemented. For instance, how will the producer collect the return

products? Will the product be shipped to a central site for sorting and testing, or will the

necessary testing be done at the time of collection? Does the product need to be processed

at the original factory? Could the return products be processed by a third party processor?
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Addressing these considerations through high-level conceptual decisions are a critical part

of an effective reverse logistics network design.

Another key consideration for reverse logistics is addressing uncertainty. The literature

has established that there is higher uncertainty in volume, quantity and condition of return

product than in new product production (Fleischmann et al., 1997). Some MILP mod-

els have used stochastic programming (Listeş and Dekker, 2005; Fleischmann et al., 2004;

Salema et al., 2007; Chouinard et al., 2008) or robust optimization (Realff et al., 2004;

Fleischmann et al., 2004; Hong et al., 2006) to model inherent uncertainties.

A related consideration is assessing the impact of uncertainty. Even though uncertainty

is a recognized consideration, the impact of uncertainty may or may not be significant in a

particular problem, as noted by (Wallace, 2000):

. . . it is important to remember that although all decisions can be viewed as

being made under uncertainty, this does not imply that uncertainty is an im-

portant aspect of all problems. If, for example, the same decision is the unique

optimum for absolutely all possible values of the uncertain parameters, although

the objective function value may be very dependent, the true optimal decision

can be found simply by solving one single problem, normally the one where all

parameters are set at their mostly likely value. In such a case it is fair to claim

that uncertainty is unimportant for making decisions.

The two major challenges confronting a motivated producer are: 1) incorporating con-

ceptual decisions into detailed network design, and 2) assessing the degree to which uncer-

tainty affects network design.

2.1 Previous frameworks

A number of frameworks have been presented in the literature, describing critical high-level

decisions and the considerations for network design.

An early framework proposed by Flapper (1996) provides an overview of the logistics

of reuse, in which the author categorized reuse activities into collection, processing, and

distribution, and discussed various aspects of each activity. Flapper described a number of
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tradeoff considerations, including whether to collect directly from customers or at depots,

whether the network should be geographically wide-spread or localized, whether different

items should be collected together or separately, whether to transport return product back

to a processing plant or to reuse or recycle the product locally, and whether inspection and

sorting should be done immediately on collection or at the point of processing.

Fleischmann et al. (1997) presented a comprehensive review of quantitative models

for reverse logistics, in which they enumerated considerations for these network design

questions. These network design questions were the basis for later conceptual models.

They described the entities performing reverse logistics (e.g., collectors, reprocessors, etc.),

which functions need to be carried out and where, and whether the forward and reverse

flows should be integrated or separate.

In 2000, Fleischmann et al. (2000) proposed a conceptual model based on the network

design questions in Fleischmann et al. (1997). Using common characteristics of several case

studies, they classified product recovery networks into three types: (i) bulk recycling net-

works, (ii) assembly product remanufacturing networks, and (iii) re-usable item networks.

Each type of network was identified by a specific set of characteristics, including degree

of centralization, integration with existing supply chain operations, and whether products

would be returned to the manufacturer for reprocessing or to an outside entity. The result

was a descriptive conceptual model that distinguishes among network types based on prod-

uct function – recycling, remanufacturing, or reusing – and then proposed specific network

design considerations for each network type.

DeBrito et al. (2003) presented a descriptive framework for reverse logistics, which dis-

cussed structures for re-use, remanufacturing, and recycling networks in 24 case studies.

Their work was informed by two previous works: Thierry et al. (1995), and Goggin and

Browne (2000). Thierry et al. (1995) categorized networks by type of product recovery

options: (i) direct re-use and re-sale, (ii) repair, refurbishing, remanufacturing, cannibal-

ization and recycling, and (iii) waste disposal. Goggin and Browne (2000) developed a

generic typology of resource recovery as a basis for problem-solving to help original equip-

ment manufacturers (OEMs) determine whether to implement recovery and how to operate

it. Their typology defined the complexity of types of recovery and provided insights into
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the requirements for material reclamation, component reclamation, and remanufacturing

product recovery.

The framework in DeBrito et al. (2003) encompassed the following observations: (i)

successful re-use networks rely on matching supply and demand of returned items at the

same time; (ii) optimal remanufacturing depends on the location of the remanufacturing

facility, ensuring a steady return product volume and minimizing the impact of uncertainty

in return supply, and (iii) recycling is primarily done through public government-sponsored

networks, driven by environmental objectives, and is likely to be centralized due to expense

of facilities.

These frameworks presented important information on conceptual decisions. They iden-

tified many characteristics of reverse logistics networks and described implications of those

decisions. Although not quantitative, the frameworks provide understanding of the princi-

ples of reverse logistics within the supply chain system.

Other frameworks in the literature approached this topic from a business analysis point

of view. (Carter and Ellram, 1998) developed a decision framework predicated on the rela-

tionship between drivers (Regulations, Customers, Policy Entrepreneurs, and Uncertainty)

and constraints (Stakeholder Commitment, Top Management Support, Incentive Systems,

Quality of Inputs, and Vertical Coordination). The framework also explicated internal

and external drivers. Their work suggested, for instance, that the principal internal driver

is having at least one policy entrepreneur, and that top management support, stakeholder

commitment, and appropriate incentive systems are necessary for successful implementation

of reverse logistics.

Krumwiede and Sheu (2002) proposed a decision-making model for third-party logistics

providers (3PLs), using interviews of 3PLs and analyzing related research articles. They

identified a three-stage flow: retrieval (collection), transportation (including storage), and

disposition (two types: on-site and off-site). The authors then developed a marketing-

oriented model for decision making that included researching existing issues and identifying

current customers, building marketing channels using those customers, identifying a specific

niche, and performing a feasibility study.

Meade et al. (2007) analyzed an large number of articles from the literature to determine
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the definition, functions and mechanisms of reverse logistics, and presented a framework

composed of two categories of driving forces: 1) environmental factors (e.g., regulation

and environmental friendliness), and 2) business factors (e.g., liberal customer returns and

customer satisfaction).

The work by previous researchers has explored various aspects of high-level reverse

logistics decisions. Yet existing frameworks do not bridge the gap between conceptual

decisions and quantitative models. The need for generalized models was observed by Meade

et al. (2007). In a similar vein, Rubio et al. (2008) confirmed the need for new research

into strategic aspects and organizational frameworks for reverse logistics, despite existing

quantitative models and case studies.

2.2 Analytical Hierarchy Process decision methodology

One method of quantifying decision models is Analytical Hierarchy Process (AHP). AHP

is a multicriteria decision methodology introduced by Saaty (1982) that encompasses both

quantitative and non-quantitative objectives. AHP is a flexible approach that defines the

problem and derives the desired solution, and the sensitivity of the solution can be tested to

changes in information (Saaty, 1982, 2001). It has been used for business decisions, public

policy and economic policy decisions, and representing systems networks.

In reverse logistics, AHP has been used by Staikos and Rahimifard (2007) to develop an

AHP decision model for product recovery of shoes. Their model consists of criteria in three

areas: environmental factors based on Life Cycle Analysis (LCA), economic factors from

cost-benefit analysis, and qualitative technical factors from a secondary AHP analysis.

AHP was also used by Fernández et al. (2008), who proposed a conceptual model using

Delphi and AHP as an illustration of model-building under multiple conflicting priorities.

The Delphi method was used to develop concensus among reverse logistics practitioners

to determine which variables caused reverse logistics success and what cause-and-effect

sequences impacted these successes. AHP was then applied to determine the relationships

among the variables and their relationships to the recovery options.

Kannan et al. (2008) created a multicriteria decision making model using AHP and Fuzzy
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Analytical Hierarchy Process (FAHP) to evaluate collection centers for product recovery in

the tire manufacturing industry in India.

The ability to synthesize multiple criteria into a desired solution and evaluate the sensi-

tivity of the solution to changing conditions makes AHP a good choice to quantify a decision

framework.

2.3 Evaluating the impact of uncertainty

Probabilistic optimization models have been developed for reverse logistics using stochastic

programming and robust optimization. Stochastic programming approaches have been pre-

sented by Fleischmann et al. (2004), Listeş and Dekker (2005), Salema et al. (2007), and

Chouinard et al. (2008), while robust optimization was applied by Realff et al. (2000, 2004),

Fleischmann et al. (2004), and Hong et al. (2006). Both methods implemented scenarios to

represent probabilistic demand and return volumes.

Stochastic programming (SP) strives to account for varying conditions by minimizing

expected costs over a set of scenarios. On the other hand, robust optimization determines the

solution with the best performance by minimizing the maximum cost across all scenarios,

without an associated probability for each scenario. SP and robust optimization models

employ recourse variables in a second stage to capture the ability of the system to adapt

to uncertain information. It is worth noting that scenario-based approaches require expert

situational knowledge to choose meaningful scenarios. In addition, while more scenarios

can more accurately reflect the uncertainty, the computational cost increases significantly

as the number of scenarios increases.

In another probabilistic method, chance-constrained programming (CCP) represents the

uncertain parameters as random variables with a probability distribution (Charnes and

Cooper, 1959; Prékopa, 1995; Growe, 1997). In an optimization formulation, the constraints

involving the uncertain parameters are formulated as probabilistic statements, in which

the probability of satisfying a constraint is greater than or equal to a given satisfaction

level ε (Mayer, 1997).

An MILP model using CCP for a vendor selection problem was presented by Li and

Zabinsky (2009), and CCP has been used recently in widely varying fields (Campos et al.,
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2006; Bhattacharya, 2009; Laslo et al., 2009; Ostrovsky et al., 2010). CCP avoids the com-

putational complexity of SP and robust optimization, although it also lacks the flexibility of

including recourse variables as in SP and robust optimization. Additionally, the satisfaction

level of the probability constraints ε can be varied in CCP to explore the balance between

costs and an acceptable satisfaction level.

2.4 Producer responsibility for end-of-life disposal

The drive to reduce waste and to protect the natural environment is introducing new

paradigms in manufacturing. Some sources predict that manufacturing will begin to provide

the service of a product rather than selling the product itself to a customer:

. . . recent decades have witnessed a shift in business thinking from selling prod-

ucts to providing service solutions to customer needs. (Mont et al., 2006)

In industrialized countries sustainable development has to start with a consid-

erable reduction of the consumption of resources. . . . This then defines a new

management task, to unlink economic success from resource consumption, i.e. to

produce the same sales turnover and profits with a substantially reduced resource

throughput throughout the economy. In many cases, this will only be feasible

by redefining corporate strategies, orienting them towards selling performance

rather than goods. (Stahel, 1998)

This shifts the focus of manufacturing away from products that end up in a landfill and

toward higher quality products that are reusable or repairable. Producer responsibility is

becoming a focus, according to several industry experts interviewed for this research (Lin-

nell, 2010; O’Brien, 2010; Spille, 2010; Trotti, 2010). Legislation is increasingly a factor in

compelling manufacturers to provide funding for the disposal of products that are consid-

ered especially prevalent or costly to dispose of. For governments facing increasing budget

shortages and an atmosphere of “no new taxes,” putting the financial responsibility for

product disposal on the producer is a fiscal reality (Spille, 2010).
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Although manufacturers are generally responding to government mandates, the need to

provide for end-of-life disposal is also beginning to translate into designing the product with

efficient disposal in mind, such as reduced packaging and reuse options. An expert with

twenty years’ experience in the solid waste management industry believes that increased

producer responsibility will change materials and construction techniques to be more effi-

cient. Consumers are bringing more awareness of the demand for responsible disposal as

well (Trotti, 2010).

From a producer point of view, reverse logistics is evolving from having to pay for

disposal of products to being able to reclaim some value from end-of-life products. Increasing

environmental standards for manufacturing are also motivating manufacturing to become

more focused on improving product disposal options. Further, remanufacturing and product

recovery can have the added benefit of increasing revenue through product resales and

extended customer service contracts (Aanenson, 2010).

In summary, producer responsibility for end-of-life disposal is predicted to increase,

according to industry experts. However, in the words of one expert, the problem is not

simple: “people need to know the cost implications” (O’Brien, 2010). It is clear that the

efficient use of materials in manufacturing and the environmentally productive disposal of

used materials is becoming a focus in today’s consumer arena.

2.5 Summary

Producer responsibility for end-of-life product disposal is a key issue confronting manufac-

turers. The literature contains conceptual frameworks describing the high-level decisions

and considerations for reverse logistics network design, yet existing frameworks do not quan-

tify important tradeoffs. Many quantitative MILP models have been developed to determine

detailed network layouts. However, previous models do not conjoin the high-level and de-

tailed design decisions. As well, probabilistic models using stochastic programming and

robust optimization are presented in the literature. Chance-constrained programming is an

alternative to these approaches that has not yet been developed, and that can provide an

assessment of a cost-satisfaction level balance and reduced computational complexity.

The suite of MILPs in this research incorporates conceptual and detailed decisions into a
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network design model, and addresses the impact of uncertainty on the network design using

three probabilistic methods. The next chapter develops the high-level conceptual model

with AHP.



15

Chapter 3

HIGH-LEVEL CONCEPTUAL FRAMEWORK
AND AHP DECISION MODEL

This chapter describes a conceptual framework for evaluating tradeoffs in network design

decisions, and the model is quantified using AHP, a multi-criteria decision-making (MCDM)

method. The model provides an optimal network configuration with respect to a preference

ranking among the eight possible configurations identified in the conceptual framework.

This work explores the dependencies of network configuration decisions on various cost

and business relations factors, including the strength of customer relationships and the

degree of cost savings that can be achieved to evaluate the sensitivity of the solution. The

AHP model and sensitivity analysis is demonstrated with three case studies for real-world

applications: medical device remanufacturing, residential carpet recycling, and commercial

carpet recycling.

3.1 Conceptual framework

In reverse logistics, it has been established that there are three fundamental stages of flow:

1) collection, 2) sort-test and 3) processing (Flapper, 1996; DeBrito et al., 2003; Fleischmann

et al., 2004). As Fleischmann et al. (2004) observes:

In particular, companies need to choose how to collect recoverable products from

their former users, where to inspect collected products in order to separate re-

coverable resources from worthless scrap, where to re-process collected products

to render them remarketable, and how to distribute recovered products to future

customers.

A product recovery flow diagram showing the three stages is shown in Figure 3.1. After the

collection stage and the sort-test stage, the product is sent to processing, which may include



16

A B

C

sort-test

finished product

spare parts recovery

remanufacturing/

raw material

collection

reprocessed

disposal of waste

Stage Stage

Stage

(reuse)

(recycling)

Figure 3.1: Flow of reverse logistics activities.

include finished product reuse, remanufacturing and spare parts recovery, reprocessed raw

material and disposal of waste.

The conceptual framework with the design decisions and associated tradeoff considera-

tions is shown in Figure 3.2. The framework consists of the three stages of reverse logistics,

with each stage having two decision options, resulting in eight possible configurations. The

eight configurations and their corresponding notations are shown in Table 3.2. The decision

options for each stage are:

1) Collection: Proprietary collection, in which the producer collects only their own prod-

ucts (“P”), or Industry-wide collection, in which multiple producer’s products are

collected in a single return stream (“I”).

2) Sort-Test: Centralized sort-test sites, in which products are taken to a centralized lo-

cation for sorting and testing (“C”), or Distributed sort-test sites, in which products

are sorted and tested at or near the collection site (“D”).

3) Processing: Original facility processing, in which products are processed at the pro-
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ducer’s own facility (“O”), or Secondary facility processing, in which products are

processed at a secondary facility (“S”).

Each stage of flow has a set of network characteristics involving critical tradeoffs, which

lead to choices for network design decisions. The decision choices and key tradeoff consid-

erations were developed through case study analysis. Case studies were selected through a

literature search to represent diverse products and industries, and 13 published case stud-

ies representing a variety of industries were used to develop an initial framework. The

framework was further tested using an exhaustive set of case studies in DeBrito and Dekker

(2003). Of 67 case studies in DeBrito and Dekker (2003), 31 case studies written in English

were examined. Of these 31 case studies, seven were duplicated in the original set of 13,

leaving 24 additional case studies to be classified. Table 3.1 classifies the complete set of 37

case studies under the eight possible configurations.

Of the 37 case studies in the analysis, approximately one-third of the case studies (12)

had the configuration (P,C,O): proprietary collection, centralized sort-test and original fa-

cility processing. Proprietary systems often have this configuration, in which a company

retrieves its own products, and processing is done at the original facility. This configuration

is consistent with a proprietary remanufacturing system, such as car engines (Seitz and

Peattie, 2004) or reusable glass soft drink bottles (Del Castillo and Cochran, 1996).

Four case studies had the configuration (P,C,S): proprietary collection, centralized sort-

test and secondary facility processing. This system makes sense for a proprietary collection

system using a third-party logistics provider, such as toner cartridges (Bartel, 1995), for

a company without space in its original facility, such as business lease-return computers

(Fleischmann, 2000; Fleischmann et al., 2004) or where the secondary processing is dramat-

ically different from original manufacturing, such as proprietary battery recycling (Yender,

1998).

Another four had the configuration (P,D,O): proprietary collection, distributed sort-test

and original facility processing. Proprietary systems where sorting can be done at the

collection site fall into this category. For instance, some reusable container systems perform

inspection at distributed depots, before being sent to a new user (Duhaime et al., 2001), or
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Figure 3.2: Framework for network design decisions.
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Table 3.1: Classification of 37 published case studies by network configuration.

1. (P,C,O): 12 of 37 case studies
(Del Castillo and Cochran, 1996) Reusable glass soft drink bottles
(DeBrito and Dekker, 2003) Lab equipment restocking
(DeBrito and Dekker, 2003) Mail order company restocking
(DeBrito and Dekker, 2003) Refinery spare parts restocking
(Diaz and Fu, 1997) Subway spare parts restocking
(Guide Jr. and Van Wassenhove, 1997) Military aircraft remanufacturing
(Linton and Johnston, 1999) Circuit board refurbishing
(Maslennikova and Foley, 2000) Electronic product remanufacturing
(McGavis, 1994) Printer toner cartridge recycling
(Meyer, 1999) Cosmetics products restocking
(Seitz and Peattie, 2004) Car engine remanufacturing
(Toktay et al., 2000) Single-use camera recycling

2. (P,C,S): 4 of 37 case studies
(Bartel, 1995) Printer toner cartridge recycling
(Fleischmann, 2000) Business computer refurbishing
(Thomas Jr., 1997) Aircraft engine remanufacturing
(Yender, 1998) Battery recycling

3. (P,D,O): 4 of 37 case studies
(Duhaime et al., 2001) Reusable postal containers
(Gupta and Chakraborty, 1984) Glass scrap recycling
(Krikke et al., 1999a) Copier refurbishing
(Rudi et al., 2000) Wheelchair refurbishing

4. (P,D,S): 2 of 37 case studies
(Kroon and Vrijens, 1995) Reusable packaging
(Thierry et al., 1995) Copier refurbishing

5. (I,C,O): 0 of 37 case studies
No published case studies found

6. (I,C,S): 12 of 37 case studies
(Barros et al., 1998) Construction sand recycling
(Chang and Wei, 2000) Municipal curbside waste
(Farrow et al., 2000) Recycled plastic kayaks
(Guide Jr. and Van Wassenhove, 2001) Cellular phone remanufacturing
(Klausner and Hendrickson, 2000) Power tool remanufacturing
(Krikke et al., 1999b) PC monitor recycling
(Louwers et al., 1999) Carpet recycling
(Nagel and Meyer, 1999) Refrigerator remanufacturing
(Realff et al., 2000) Carpet recycling
(Spengler et al., 1997) Steel by-products
(Staikos and Rahimifard, 2007) Shoe recycling
(Wang et al., 1995) Cardboard recycling

7. (I,D,O): 0 of 37 case studies
No published case studies found

8. (I,D,S): 3 of 37 case studies
(Bloemhof-Ruwaard et al., 1996) Paper recycling
(Hong et al., 2006) e-Scrap recycling
(Kleineidam et al., 2000) Paper recycling
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Table 3.2: Eight network configurations.

Notation Collection Sort-Test Processing

(P,C,O) Proprietary Centralized Original facility
(P,C,S) Proprietary Centralized Secondary facility
(P,D,O) Proprietary Distributed Original facility
(P,D,S) Proprietary Distributed Secondary facility
(I,C,O) Industry-wide Centralized Original facility
(I,C,S) Industry-wide Centralized Secondary facility
(I,D,O) Industry-wide Distributed Original facility
(I,D,S) Industry-wide Distributed Secondary facility

computer manufacturers inspect at disassembly centers before shipping to the refurbishing

facility (Krikke et al., 1999a).

Two case studies with the configuration (P,D,S): proprietary collection, distributed sort-

test and secondary facility processing. In both studies, return product was sorted and

processed by a third party at a decentralized location. One was a reusable container sys-

tem (Kroon and Vrijens, 1995) and the other was a copier remanufacturing system (Thierry

et al., 1995).

Of the case studies with proprietary collection systems, the majority also had original

processing facilities. This was primarily due to the desire to protect proprietary product

knowledge, often combined with the availability of specialized technical knowledge and labor

for processing controlled by the company. However, for a company that may not have a

strong value for proprietary knowledge and control, performing processing at a secondary

facility may be an appropriate option, possibly by a third party logistics provider.

Another one-third of the case studies (12) had the configuration (I,C,S): industry-wide

collection, centralized sort-test and secondary facility processing. In these systems, returned

product is collected via an industry-wide system, transported to a central facility for sorting

and testing, and then processed at a secondary facility which is not company-specific. This

configuration is common for a commodity-type recycling system, such as used construction

sand (Barros et al., 1998) or carpet (Realff et al., 2000).
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Finally, three case studies had the configuration (I,D,S): industry-wide collection, dis-

tributed sort-test and secondary facility processing. These case studies were recycling stud-

ies, two recycled paper systems and an electronic waste recycling system, in which the return

product was first sorted at the collection site before it was transported to the recycling fa-

cility (Bloemhof-Ruwaard et al., 1996; Hong et al., 2006; Kleineidam et al., 2000).

All of the case studies with industry-wide collection systems performed processing at

secondary facilities, and none used original facilities. In industry-wide collection systems,

processing was highly likely to occur at a secondary facility, because it is relatively inefficient

to retrieve a specific manufacturer’s products from an industry-wide collection system and

then deliver those products to the original manufacturing facility for processing. However,

such a configuration may become viable if certain conditions change – for instance, if a

specific manufacturer’s products were easily identified and separated out from a industry-

wide collection stream, then shipped directly from a collection site to the original facility

to avoid unnecessary transportation costs. One example of such a system would be the

use of RFID tagging for a particular manufacturer’s product in an industry-wide collection

system; RFID tagging would make tracking and retrieval of that manufacturer’s products

much simpler. Another example is the specific labeling of a manufacturer’s product with a

guarantee of end-of-life return by the manufacturer, such as for flooring squares, allowing

the collector to contact the manufacturer to return the product.

The tradeoff considerations for each stage are as follows:

3.1.1 Stage A: Collection

Collection systems are either proprietary (company-specific), in which a company collects

only its own products for recovery, or industry-wide, in which the same type of product

from multiple producers is collected within the system. For proprietary collection systems,

producers can use proprietary routing, in which the producer uses its own transportation

system for collection, or they can outsource collection to a third-party logistics provider.

A proprietary collection system is particularly beneficial when the company has a strong

direct relationship with its customer, such as a lease-return relationship, or when there is
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high customer trade-in behavior, such as there is in the business computer market (Fleis-

chmann, 2000; Fleischmann et al., 2004). The proprietary collection system tends to

strengthen those customer relationships, enhancing marketing and sales efforts. However,

transportation costs may be higher than in an industry-wide collection system, because pro-

prietary collection cannot take advantage of economies of scale available to higher volumes

that an industry-wide system would handle.

Within a proprietary collection system, the company may either do its own collection

using company trucks or freight providers, or it may contract with a third party to pick

up its products for processing. Collecting with company trucks or freight is an attractive

choice when a company wishes to protect intellectual and proprietary information. It can

be desirable for integrating forward and reverse flows, such as for dropoff and pickup of

reusable containers (Kroon and Vrijens, 1995). This system is also beneficial when there

are relatively few customer sites. One drawback is potentially higher costs, as proprietary

routing may be more expensive than outsourcing the collection system.

Contracting with a third-party for collection within a proprietary system may provide

some economies of scale, as third-party logistics providers can pool shipping and facilities

needs for multiple customers. This type of system may also be preferable for companies

with large numbers of customer sites. Nevertheless, a third-party routing system has the

drawback of reduced control by an individual company when it comes to intellectual and

proprietary information.

Proprietary collection is a common choice for remanufacturing or remanufacturing sys-

tems. By contrast, industry-wide collection systems tend to be used for commodity-type

products, such as paper recycling (Bloemhof-Ruwaard et al., 1996). These systems are also

beginning to be prevalent for computers and electronic products, due to government man-

dates for industry-wide e-waste collection systems (Hong et al., 2006). A benefit of this

type of system is economies of scale, due to higher volumes. It also does not complicate a

company’s forward supply chain, as an industry-wide system is typically a completely sep-

arate product return stream, collected by a third-party entity, as it is for electronic waste

(e-scrap). However, an individual company has limited control over this type of collection

system, and that includes costs and routing. Also, higher start-up costs may be incurred
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for an industry-wide collection system, because of the much larger scale and scope of the

system.

3.1.2 Stage B: Sort-test

Sorting and testing can be performed either at a centralized site, or at distributed locations.

A centralized site is common for a commodity-type product, such as construction sand

recycling (Barros et al., 1998) or carpet recycling (Louwers et al., 1999; Realff et al., 2000),

owing to efficiencies from higher volumes. But a centralized site is also desirable for high-

cost testing procedures, because it minimizes costs of testing equipment and specialized

labor. One drawback to centralized sorting and testing is the risk of higher transportation

costs for shipping scrap to the testing facility first, rather than directly to waste disposal.

Distributed sort-test sites are often used if low-cost testing procedures are available,

such as for paper recycling (Bloemhof-Ruwaard et al., 1996; Kleineidam et al., 2000), ma-

chine refurbishing (Thierry et al., 1995; Krikke et al., 1999a), or reusable containers and

equipment (Duhaime et al., 2001; Kroon and Vrijens, 1995; Rudi et al., 2000). Scrap can be

identified early and shipped to waste disposal, reducing transportation costs. However, test-

ing procedures must be consistent and reliable, and the network may be more complicated

because scrap and usable return product are shipped in separate streams.

3.1.3 Stage C: Processing

Once the type of processing is determined (recycling, reprocessing raw material, remanu-

facturing and spare parts recovery, or reuse), the key decision is whether to reprocess at the

original facility, which is the methods for copiers (Krikke et al., 1999a), or at a secondary

facility, which is the method for carpet (Realff et al., 2000).

Processing at the original facility provides increased efficiency from use of original facility

equipment and processes, and it is often used for machine remanufacturing or spare parts

recovery processing. However, there may be a need for increased processing capacity, which

would be a drawback.

The benefits of processing at a secondary facility include economies of scale if done across
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the entire industry rather than for a single manufacturer, which makes this a good choice

for a bulk commodity-type product such as construction sand. The drawbacks include the

need to establish new, separate facilities with a possible loss of processing efficiency.

3.2 AHP decision making model

This section presents a multicriteria AHP decision model for network design. AHP is a

multicriteria decision making (MCDM) method that provides a quantitative evaluation for

decisions with both qualitative and quantitative decision factors. The AHP model in this

research incorporates the following steps: 1) identify network configurations as alterna-

tives, 2) specify decision criteria and subcriteria drawn from the conceptual framework in

the previous section, 3) create pairwise comparison matrices with relative rankings among

the criteria and the alternatives, and 4) synthesize them into a solution vector of overall

preferences for the network configurations.

3.2.1 Decision factors: criteria and subcriteria

AHP involves identification of criteria and subcriteria and assigning rankings to the al-

ternatives, criteria and subcriteria. The alternatives in the model are the eight network

configurations in Table 3.2, while the criteria and subcriteria were derived from the concep-

tual framework in the previous section.

The decision hierarchy for our model is illustrated in Figure 3.3, comprising an over-

all goal, two principal criteria, six subcriteria, and eight alternatives. The criteria and

subcriteria are described next.

Principal criteria: cost savings and business relations. The principal criteria

consist of two categories into which the six subcriteria are assigned. Taken all together,

the criteria and subcriteria encompass the set of considerations identified in the conceptual

model in the previous section.

The cost savings criterion indicates the potential for cost savings and its relative im-

portance as compared to business relations. On the other hand, the business relations

criterion consists of whether strong customer relationships exist and whether proprietary

knowledge needs to be protected. There is an implicit balance between cost savings and
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Figure 3.3: AHP hierarchy for network design of reverse logistics.
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business relations. If the producer has few customer relationships or does not have a signif-

icant investment in product proprietary knowledge, then the cost savings criterion will be

assigned a higher ranking relative to the business relations criterion. On the other hand,

if the producer has strong customer relationships or may need to control the entire prod-

uct recovery process due to a proprietary product knowledge investment, then the business

relations criterion will be assigned a higher ranking relative to the cost savings criterion.

The six subcriteria, derived from the conceptual framework in Figure 3.2, are grouped

under the principal criteria. Four subcriteria relate to the cost savings criterion:

Cost Savings subcriterion 1: Recycled product. Is the return product going to be

recycled into raw materials, such as paper, carpet, or end-of-life consumer electronics? Or

will the product be reused, remanufactured or refurbished? The recycled product subcrite-

rion will be assigned a high ranking if there is a high potential for cost savings for recycling

the product into raw materials. If the product will not be recycled, but instead will be

reused or remanufactured, then there is little opportunity for cost savings due to recycling,

and hence the ranking for this subcriterion will be assigned a low value. This subcriterion

affects the collection stage decision and the processing stage decision.

Cost Savings subcriterion 2: Testing. How will the quality and condition of the

return product be determined? Does it require high-cost equipment, specialized labor or

materials? Or is the quality decision based on low-cost procedures, like determining model

year, batch date or quantity on hand? The testing subcriterion will be assigned a high

ranking if the product involves high testing costs with potential for reducing those costs,

and it will be assigned a low ranking if it has little or no opportunity to save on testing

costs. This subcriterion affects the sort-test stage decision.

Cost Savings subcriterion 3: Scrap shipped. Is there a high proportion of scrap

in the return product stream? Does it need to be sent directly to a disposal location? If

there is a high proportion of scrap in the product return stream, then transportation costs

for scrap will be high, and that allows a high potential for cost savings by considering the

location of sorting and testing facilities. Thus the ranking for this subcriterion will be high.
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In contrast, if there is very little scrap, then this subcriterion will be assigned a low ranking,

because there is a low potential for cost savings. This subcriterion affects the sort-test stage

decision.

Cost Savings subcriterion 4: Original facility. Does the producer have capacity

in its original plant to reprocess return product? Is it willing to dedicate specialized labor

or machines to the reprocessing system? Or would it have to acquire or lease a secondary

facility or to contract with a third party logistics provider instead? The original facility

subcriterion will be assigned a high ranking if there is a high potential for cost savings, such

as when the original facility has capacity for reprocessing, or a low ranking if there is a

low potential for cost savings, such as when a secondary facility would need to be obtained.

This subcriterion affects the processing stage decision.

Two subcriteria relate to the business relations criterion:

Business Relations subcriterion 1: Proprietary knowledge and control. Is

there a notable amount of proprietary knowledge in the product? Does the producer want

to keep a return product out of a competitor’s hands? To what degree does the producer

want to control the entire return product process? If it is important that the producer

control the return product process, then this subcriterion will be assigned a high ranking.

If there is little proprietary knowledge in the product or no desire to control the return

process, then it will be given a low ranking. This subcriterion affects the collection stage

decision and the processing stage decision.

Business Relations subcriterion 2: Customer interactions and direct rela-

tionships. Are there strong direct customer relationships with the producer? Is the

product under warranty or a lifetime guarantee? Does the producer interact frequently

with the customer, such as under a service contract? If the producer has a high degree of

customer interactions and strong customer relationships, this subcriterion will be given a

high ranking. If there are no direct customer relations, it will have a low ranking. This

subcriterion affects the collection stage decision.
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3.2.2 Pairwise comparisons: assigning priorities to criteria, subcriteria and alternatives

After identifying criteria and subcriteria, pairwise comparison matrices are constructed

that contain numerical judgments assigned for each criterion, subcriterion and alternative.

The Saaty scale is commonly used to denote the relative importance of one element to

another (Saaty, 1982), but this study uses a related method, benchmarking (Saaty, 2001).

In benchmarking one element is ranked 1, and the other elements are assigned an integer

ranking relative to the benchmark element. With the benchmarking approach it is relatively

straightforward for a producer to rank criteria and alternatives by comparing them to a

benchmark element.

In this study, the rankings for pairwise comparison matrices were developed from infor-

mation gathered in expert interviews and from published case studies. Industry knowledge

from managers in the three case studies was used for the criteria and subcriteria rankings,

because those rankings are dependent on the specific business situation and company values

involved. On the other hand, the rankings of alternatives – network configurations – were

determined by referring to the information across all case studies analyzed in this research,

and those rankings depend only on the characteristics of the network configuration, not on

the business situation or company values. Thus, the pairwise comparison matrices for prin-

cipal criteria and subcriteria will vary from one application to another, while the pairwise

comparison matrices for alternatives will not change.

The following is a description of the pairwise comparison matrices. Note that in each

matrix, the matrix entries and priority vectors are presented as expressions in terms of each

ranking (e.g., g1, c1, etc.) to clarify the relationship among rankings, which will lead into

the sensitivity analysis that appears later in this section.

Pairwise comparison matrices for principal criteria and subcriteria. The

pairwise comparison matrix for the principal criteria level of the decision hierarchy is shown

in Table 3.3, in accordance with standard AHP methodology. The rankings of the cost

savings and business relations criteria are denoted by g1 and g2 respectively. A matrix entry

is the ratio of the row element ranking to the column ranking and all diagonal elements
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Table 3.3: Pairwise comparison matrix for principal criteria.

Goal Cost Savings Business Rel’s Priority Vector
g1 g2 V G

Cost Savings g1 1 g1/g2 g1/(g1 + g2)
Business Rel’s g2 g2/g1 1 g2/(g1 + g2)

g1 + g2

g1

g1 + g2

g2

Table 3.4: Pairwise comparison matrix for cost savings subcriteria.

Priority
Cost Savings Recycled Testing Scrap Facility Vector

c1 c2 c3 c4 V C

Recycled c1 1 c1/c2 c1/c3 c1/c4 c1/
∑4

i=1 ci
Testing c2 c2/c1 1 c2/c3 c2/c4 c2/

∑4
i=1 ci

Scrap c3 c3/c1 c3/c2 1 c3/c4 c3/
∑4

i=1 ci
Facility c4 c4/c1 c4/c2 c4/c3 1 c4/

∑4
i=1 ci

∑4
i=1 ci
c1

∑4
i=1 ci
c2

∑4
i=1 ci
c3

∑4
i=1 ci
c4

are equal to 1. The priority vector V G in the rightmost column of the pairwise comparison

matrix in Table 3.3 is the normalized set of values for the principal criteria level.

Using a similar approach, a pairwise comparison matrix was constructed for the four cost

savings subcriteria in Table 3.4, whose rankings are denoted by c1 through c4. Table 3.5

shows the matrix for the two business relations subcriteria, with rankings of r5 and r6.

Priority vectors V C for the four cost savings subcriteria and V R for the business relations

subcriteria are also shown in Tables 3.4 and 3.5.

Pairwise comparison matrices for alternatives. Six pairwise comparison matrices

were constructed, one for each subcriterion, to compare the eight network configuration

alternatives, as shown in Table 3.6. The rankings are denoted by am
1 through am

8 , where
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Table 3.5: Pairwise comparison matrix for business relations subcriteria.

Business Rel’s Propr. Knowl. Customer Int’s Priority Vector
r5 r6 V R

Propr. Knowl. r5 1 r5/r6 r5/(r5 + r6)
Customer Int’s r6 r6/r5 1 r6/(r5 + r6)

r5 + r6

r5

r5 + r6

r6

Table 3.6: Pairwise comparison matrix for alternatives relative to subcriteria m = 1, . . . , 6.

Subcriteria (P,C,O) (P,C,S) · · · (I,D,S) Priority Vector
m am

1 am
2 am

8 WAm

(P,C,O) am
1 1 am

1 /a
m
2 · · · am

1 /a
m
8 am

1 /
∑8

i=1 a
m
i

(P,C,S) am
2 am

2 /a
m
1 1 · · · am

2 /a
m
8 am

2 /
∑8

i=1 a
m
i

...
...

... · · ·
...

...
(I,D,S) am

8 am
8 /a

m
1 am

8 /a
m
2 · · · 1 am

8 /
∑8

i=1 a
m
i

∑8
i=1 a

m
i

am
1

∑8
i=1 a

m
i

am
2

∑8
i=1 a

m
i

am
3

∑8
i=1 a

m
i

am
4

m is an index associated with a specific subcriterion (m = 1 is recycled product, m = 2 is

testing, etc.). The priority vectors are denoted by WA1
through WA6

.

As mentioned previously, the rankings in the matrixes for alternatives were developed

from information across all case studies. The rankings reflect specific relationships between

network configuration alternatives and the subcriteria, which are described in Table 3.7.

For example, the cost savings for recycled product subcriterion impacts both the collection

decision and the processing decision. It is probable that costs of collection and processing

will be lessened by having an industry-wide collection system and a secondary processing

facility, because recycled product networks are part of a waste stream with no cost flexibility

to justify a proprietary collection system and would not merit processing in the original

manufacturer’s facility. The (I, , ) and ( , ,S) entries in the recycled column indicate that
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Table 3.7: Network configuration alternatives and relationships to subcriteria.

Propr. Customer
i Config. Recycled Testing Scrap Facility Knowl. Int.’s

1 (P,C,O) – ( ,C, ) – ( , ,O) (P, ,O) (P, , )
2 (P,C,S) ( , ,S) ( ,C, ) – – (P, , ) (P, , )
3 (P,D,O) – – ( ,D, ) ( , ,O) (P, ,O) (P, , )
4 (P,D,S) ( , ,S) – ( ,D, ) – (P, , ) (P, , )
5 (I,C,O) (I, , ) ( ,C, ) – ( , ,O) ( , ,O) –
6 (I,C,S) (I, ,S) ( ,C, ) – – – –
7 (I,D,O) (I, , ) – ( ,D, ) ( , ,O) ( , ,O) –
8 (I,D,S) (I, ,S) – ( ,D, ) – – –

if the return product will be recycled to raw material, costs can be reduced in network

configurations with an industry-wide collection decision option and a secondary facility

processing decision option.

On the other hand, the cost savings for testing subcriterion impacts only the sort-test

decision. There is an opportunity to reduce overall testing costs by performing testing at

centralized locations rather than at distributed locations. The ( ,C, ) in the testing column

indicates that high testing costs may be reduced through network configurations with the

centralized sort-test decision option.

The cost savings for scrap subcriterion also impacts only the sort-test decision. Costs to

ship scrap can be reduced by having distributed testing sites, so that scrap can be identified

early and shipped directly to a disposal site. The ( ,D, ) in the scrap column denotes that,

if there is a high proportion of scrap in the return stream, it is possible to reduce costs by

having a distributed sort-test decision option in the network configuration.

The cost savings for original facility subcriterion impacts only the processing decision.

Having capacity in the original plant and specialized labor for reprocessing can eliminate

costs to obtain a secondary processing facility or outsource processing to a third party

processing. The ( , ,O) in the facility column indicates that costs can be reduced in network

configurations with a secondary processing decision option when the producer has original

facility capacity for reprocessing.
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Table 3.8: Relative rankings for eight network configurations.

Propr. Customer
Recycled Testing Scrap Facility Knowl. Int.’s

i Config. a1
i a2

i a3
i a4

i a5
i a6

i

1 (P,C,O) 1 4 1 3 6 6
2 (P,C,S) 2 4 1 1 4 6
3 (P,D,O) 1 1 6 3 6 6
4 (P,D,S) 2 1 6 1 4 6
5 (I,C,O) 4 4 1 3 2 1
6 (I,C,S) 6 4 1 1 1 1
7 (I,D,O) 4 1 6 3 2 1
8 (I,D,S) 6 1 6 1 1 1

The business relations for proprietary knowledge subcriterion impacts both the collection

decision and the processing decision. Protecting proprietary knowledge can be best accom-

plished by proprietary collection and original facility processing. The (P, , ) and ( , ,O)

entries in the proprietary knowledge column denote that network configurations with a pro-

prietary collection decision option and an original facility processing decision option enable

the producer to maintain full control over their proprietary product investment.

The business relations for customer interactions subcriterion impacts the collection de-

cision only. Strong direct producer-customer relationships make it easier to implement a

proprietary collection system, because there are natural opportunities for collection during

customer interactions, fostering repeat purchases and potentially increasing business for

the producer. The (P, , ) in the customer interactions column shows that a proprietary

collection system is linked with a high degree of customer interactions.

Numerical values were developed for the rankings am
i , i = 1, . . . , 8 and m = 1, . . . , 6 in

the case studies, and are provided in Table 3.8. As mentioned previously, these rankings

among network configurations are independent of specific industries, whereas the subcriteria

rankings g1, g2, c1, c2, c3, c4, r5 and r6 are dependent on the specific situation in each case

study.
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3.2.3 Synthesis: solution vector

The solution vector of preferences can be obtained with a straightforward matrix-vector

multiplication approach of the priority vectors. The algebraic expressions for the multi-

plication are provided next as a basis for the sensitivity analysis calculations in the next

section.

A matrix with the four network configuration priority vectors WA1
through WA4

that

relate alternatives to the four cost savings subcriteria, is multiplied by V C , the priority

vector for the cost savings subcriteria, resulting in an 8 x 1 cost savings priority vector UC :

UC = [WA1
WA2

WA3
WA4

] [V C ]. (3.1)

Similarly, a matrix with the two network configuration priority vectors WA5
and WA6

is

multiplied by V R, the priority vector for the two business relations subcriteria, to form an

8 x 1 business relations priority vector UR:

UR = [WA5
WA6

] [V R]. (3.2)

A matrix formed with UC and UR is then multiplied by the priority vector for the principal

criteria, V G, resulting in the 8 x 1 solution vector, UG:

UG = [UC UR] [V G]. (3.3)

Using equations (3.1), (3.2), and (3.3), the solution vector UG can be written in terms

of the relative rankings g1, g2, c1, c2, c3, c4, r5, and r6. The ith element of the solution

vector UG has the form:

uG
i =

g1

g1 + g2

(
1∑4

k=1 ck

)(
c1a

1
i∑8

k=1 a
1
k

+
c2a

2
i∑8

k=1 a
2
k

+
c3a

3
i∑8

k=1 a
3
k

+
c4a

4
i∑8

k=1 a
4
k

)

+
g2

g1 + g2

(
1

r5 + r6

)(
r5a

5
i∑8

k=1 a
5
k

+
r6a

6
i∑8

k=1 a
6
k

)
. (3.4)

The solution vector UG contains the overall preferences for all eight network configurations,
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that is, if uG
i > uG

j , then the ith alternative is preferred over the jth alternative. The highest

value in the solution vector corresponds to the most preferred network configuration.

Using (3.4), the solution vector can be parameterized to analyze the effect of changing

the relative rankings. This allows the sensitivity of the solution to the relative rankings in

the decision model to be explored.

3.3 Sensitivity analysis

This section describes analytical calculations for sensitivity analysis of the solution to prin-

cipal criteria and subcriteria rankings. Specifically, an expression for the intersection or

crossover point at which the most preferred alternative is equal to the another alternative

is presented.

Sensitivity analysis is provided by commercial software implementing AHP methodology,

including Expert Choice (2009), using similar calculations. The visual representations of

sensitivity analysis in Expert Choice were used as inspiration in this research. However, the

following expressions were derived in this research and were used to analyze the sensitivity

of the solutions in the three case studies using Excel.

Suppose the most preferred configuration in the solution vector is the ith alternative. A

crossover point is desired, in which the ith alternative becomes equal to the jth alternative,

indicating that the two alternatives have equal preference. The crossover point is determined

by setting uG
i = uG

j using (3.4):

(
g1

g1 + g2

)(
1∑4

k=1 ck

)(
c1a

1
i∑8

k=1 a
1
k

+
c2a

2
i∑8

k=1 a
2
k

+
c3a

3
i∑8

k=1 a
3
k

c4a
4
i∑8

k=1 a
4
k

)

+
(

g2

g1 + g2

)(
1

r5 + r6

)(
r5a

5
i∑8

k=1 a
5
k

+
r6a

6
i∑8

k=1 a
6
k

)

=
(

g1

g1 + g2

)(
1∑4

k=1 ck

)(
c1a

1
j∑8

k=1 a
1
k

+
c2a

2
j∑8

k=1 a
2
k

+
c3a

3
j∑8

k=1 a
3
k

+
c4a

4
j∑8

k=1 a
4
k

)

+
(

g2

g1 + g2

)(
1

r5 + r6

)(
r5a

5
j∑8

k=1 a
5
k

+
r6a

6
j∑8

k=1 a
6
k

)
. (3.5)
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Simplifying (3.5):

(
g1

g1 + g2

)[(
c1∑4

k=1 ck

)(
a1

i − a1
j∑8

k=1 a
1
k

)
+

(
c2∑4

k=1 ck

)(
a2

i − a2
j∑8

k=1 a
2
k

)

+

(
c3∑4

k=1 ck

)(
a3

i − a3
j∑8

k=1 a
3
k

)
+

(
c4∑4

k=1 ck

)(
a4

i − a4
j∑8

k=1 a
4
k

)]

+
(

g2

g1 + g2

)[(
r5

r5 + r6

)(
a5

i − a5
j∑8

k=1 a
5
k

)
+
(

r6

r5 + r6

)(
a6

i − a6
j∑8

k=1 a
6
k

)]

= 0. (3.6)

Equation (3.6) can then be used to consider the sensitivity of the ordering of alternatives

to the relative rankings of criteria and subcriteria decision factors.

3.3.1 Principal criteria: cost savings and business relations

First consider the sensitivity of the solution vector UG to g1 and g2, the rankings corre-

sponding to the cost savings and business relations principal criteria. Let parameter α be

defined as follows:

α =
g1

g1 + g2
, 1− α =

g2

g1 + g2
.

Substituting α into (3.6), collecting terms and manipulating yields the following expression

for crossover point α̂i,j between alternatives i and j:

α̂i,j =

−
(

r5

r5 + r6

)(
a5

i − a5
j∑8

k=1 a
5
k

)
−
(

r6

r5 + r6

)(
a6

i − a6
j∑8

k=1 a
6
k

)

−
(

r5

r5 + r6

)(
a5

i − a5
j∑8

k=1 a
5
k

)
−
(

r6

r5 + r6

)(
a6

i − a6
j∑8

k=1 a
6
k

)
+K

(3.7)

with

K =

(
c1∑4

k=1 ck

)(
a1

i − a1
j∑8

k=1 a
1
k

)
+

(
c2∑4

k=1 ck

)(
a2

i − a2
j∑8

k=1 a
2
k

)

+

(
c3∑4

k=1 ck

)(
a3

i − a3
j∑8

k=1 a
3
k

)
+

(
c4∑4

k=1 ck

)(
a4

i − a4
j∑8

k=1 a
4
k

)
. (3.8)
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The value of α̂i,j is the percentage g1/(g1 + g2) at which the jth alternative becomes

equal in preference to the ith alternative. The solution is not considered sensitive to α when

α̂i,j is outside the interval (0,1] because g1, g2 > 0 by definition, so only crossover points

0 < α̂i,j ≤ 1 make sense.

It is possible for the denominator in (3.7) to be zero, in which case there is no crossover

point between alternatives i and j, i.e., the alternatives are parallel with respect to α.

3.3.2 Subcriteria: business relations

Next consider sensitivity to r5 and r6, the rankings corresponding to the two business

relations subcriteria: proprietary knowledge and customer interactions. Let parameter β

be defined as follows:

β =
r5

r5 + r6
, 1− β =

r6

r5 + r6
.

Substituting β into (3.6), gives another crossover point

β̂i,j =

−

(
a6

i − a6
j∑8

k=1 a
6
k

)
−
(
g1

g2

)
K

(
a5

i − a5
j∑8

k=1 a
5
k

)
−

(
a6

i − a6
j∑8

k=1 a
6
k

) (3.9)

with K as in (3.8).

The crossover point β̂i,j is subject to the same conditions as for α̂i,j ; if β̂i,j is in the

interval (0, 1], the solution is sensitive to β, otherwise, it is not sensitive.

3.3.3 Subcriteria: cost savings

Finally, consider sensitivity to changes in c1, c2, c3, and c4, the relative rankings correspond-

ing to the cost savings subcriteria: recycled product, testing, scrap shipped, and original

facility. However, because there are four rankings, there is not a simple ratio of two rankings

as was the case for g1, g2 and for r5, r6.
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Let four parameters γp be defined as follows:

γp =
cp∑4

k=1 ck
, p = 1, . . . , 4, (3.10)

with

γ1 + γ2 + γ3 + γ4 = 1.

To graph sensitivity for a particular γp, the remaining (1 − γp) is distributed among the

other three γ parameters in proportion to their original proportions.

Consider uG
i for each network configuration as a function of a particular γp as it varies

between 0 and 1. Suppose γ1 is fixed at a specific value between 0 and 1; to re-assign (1−γ1)

among the other three γ parameters while maintaining their original proportions, let

γ̂q
1 =

(
cq∑4

k=2 ck

)
(1− γ1) , q = 2, 3, 4 (3.11)

where γ̂q
1 is the coefficient that has been assigned its proportion of (1− γ1).

Using γ1, γ̂2
1, γ̂3

1, and γ̂4
1 from (3.10) and (3.11) in (3.4) and solving for uG

i ,

uG
i =

g1

g1 + g2

[
γ1

(
a1

i∑8
k=1 a

1
k

)
+ γ̂2

1

(
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i∑8
k=1 a

2
k

)

+ γ̂3
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(
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i∑8
k=1 a

3
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)
+ γ̂4

1

(
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i∑8
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4
k

)]

+
g2

g1 + g2

(
1

r5 + r6

)(
r5a

5
i∑8

k=1 a
5
k

+
r6a

6
i∑8

k=1 a
6
k

)
. (3.12)

Thus, as γ1 varies between 0 and 1, uG
i is a function of γ1 from (3.12), where γ̂2

1, γ̂3
1, and

γ̂4
1 are given in (3.11). A similar procedure is applied to obtain sensitivity to γ2, γ3 and

γ4. Sensitivity to the γ parameters in the three case studies are illustrated in graphs in the

following section.
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3.4 Three new case studies

This section describes three case studies from real-world applications that were used to

validate the conceptual framework and to demonstrate the multicriteria AHP model. The

case studies are taken from actual reverse logistics systems, and they are: (1) medical

device remanufacturing, (2) residential carpet fiber recycling, and (3) commercial carpet

fiber recycling. Because they are drawn from different products, business situations, or

both, the three case studies illustrate different producer preferences and different network

configurations. Experts were interviewed in company or organization to construct the case

study. After information on the reverse logistics system had been gathered, the conceptual

framework was applied to identify the network configuration represented by the case study.

The multicriteria AHP model was then applied on each case study based on information

provided by the experts, and sensitivity analysis was performed to determine the sensitivity

of the decisions to each criteria and subcriteria.

Each case study is first described briefly followed by the associated network configuration

using the conceptual framework. Then the implementation of the AHP model for each case

study is explained, and the results for sensitivity analysis are presented and discussed.

3.4.1 Description and network configuration

Case study 1: Medical device remanufacturing.

Phillips Healthcare, a major medical device manufacturer on the West Coast, has an

ultrasound device remanufacturing program, which operates on a trade-in basis with cus-

tomers under a service contract. An outdated machine may be either shipped back to

the manufacturer’s facility for remanufacturing or shipped directly to a national electronics

recycler in Chicago, Sims/URI (see Figure 3.4).

At the customer site, the outdated product is evaluated for recycling or possible reman-

ufacturing. Products to be recycled are shipped to the electronics recycler directly, reducing

transportation costs that would be incurred if the product was shipped first to the manu-

facturer’s warehouse on the West Coast and then to the recycling facility. Products that

may be remanufactured are shipped to a warehouse near the manufacturing plant. They are
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Figure 3.4: Medical device remanufacturing.

held until a customer order is received, and then they are remanufactured to fill the order,

avoiding the investment of unnecessary cost to remanufacture a product that does not get

sold. Periodically, the manufacturer’s warehouse inventory is culled for excess inventory,

and unneeded machines are sent to the electronics recycler.

The electronics recycler has the capability to recover spare parts for the manufacturer’s

service part inventory. This provides valuable spare parts to repair older machines still in

use by customers, which are under a service contract for seven to ten years.

This system has the following advantages:

• On-site evaluation for sort-test. Transportation costs are minimized by avoiding ship-

ping scrap to the manufacturer’s warehouse before shipping to the recycler.

• Remanufacture on customer order. Because machines are remanufactured to order,

unnecessary costs are avoided that would be incurred if a machine was remanufactured

and remained unsold.

• Flexible spare part recovery. Spare parts can be recovered either by the recycler or at

the manufacturing plant, allowing flexibility in maintaining outdated machine spare

parts.

This system’s major challenge is uncertainty in supply and demand. The volume and



40

condition of return products is highly variable, complicating sales forecasting and inventory

control of used machines. The producer’s holding warehouse provides some mitigation as

an inventory buffer.

Framework: network configuration (P,D,O). The medical device remanufacturing

case study has proprietary collection, distributed sort-test, and original facility processing.

Because the medical device manufacturer’s system involves a single manufacturer’s product

in which proprietary knowledge is critical, proprietary collection and original facility pro-

cessing are preferable. This case has the advantage of distributed sort-test, shipping scrap

directly from the customer site to the recycler, saving transportation costs. Performing

sorting and testing at the collection site is preferable over centralized sorting and testing

whenever possible. Dealing with pre-sorted returned product reduces costs at the pro-

cessing center and reduces transportation costs for product that cannot be processed. For

example, in the business lease-return computer case study (Fleischmann, 2000; Fleischmann

et al., 2004), all return computers came into a central facility before they were recycled or

remanufactured, unlike the system in this new case study.

Case study 2: Residential carpet fiber recycling.

Shaw Industries, a Dalton, Georgia flooring manufacturer, collects used residential car-

pet from a number of individual third-party recycling centers located nation-wide. Used

carpet is not limited to Shaw Industries’ products alone, but it accepted from all carpet

manufacturers’ products. The carpet is sorted at the recycling centers for a specific type of

fiber (nylon 6), then bundled and shipped to Shaw’s secondary nylon 6 recycling plant in

Georgia (see Figure 3.5).

Used carpet is tested at the third-party recycling center with a hand-held device that

identifies the fiber content. Nylon 6 carpet is separated from other carpet types and bundled

by the recycler, then shipped to a warehouse near the Shaw recycling plant. The carpet is

unbundled and tested again; if a bundle is 96% or greater nylon 6 fiber, a bonus payment is

given to the recycler. It is then stored in the warehouse both to adjust the humidity level

of the carpet, and to buffer seasonal variations in inventory levels.

Used carpet is processed at the depolymerizing plant, producing raw caprolactum fiber,

the basis for nylon 6 fiber. The quality of the caprolactum fiber is actually higher than
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Figure 3.5: Residential carpet fiber recycling.

fiber obtained elsewhere by Shaw for carpet production, and it can be sold by Shaw to

other carpet manufacturers. Shaw’s customers indicate that, given a comparable price

point between products made from recycled fiber and those made from virgin fiber, they

will consistently buy the recycled product.

This system has the following advantages:

• Collection site testing incentive program. Over the years, Shaw has found that the

content of baled carpet bundles is consistently above 98% nylon 6, due to their incen-

tive program.

• Customer preference for recycled product. Having a recycling process for carpet pro-

duction translates to increased customer sales.

• Economies of scale. Having an industry-wide, nation-wide collection program helps

promote efficiencies in transportation and processing of used carpet.

This system’s major challenge is capital investment and costs of production. Under

current conditions, production costs of recycled fiber slightly exceed the cost to purchase

raw material. However, changing conditions, such as an increase in the cost of oil, may

make recycled fiber more cost-effective.

Framework: network configuration (I,D,S). The residential carpet recycling case

study has industry-wide collection, distributed sort-test, and secondary facility processing.
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Figure 3.6: Commercial carpet fiber recycling.

Although the recycled fiber is used in its original manufacturing facility, the recycling pro-

cessing is performed at a secondary facility, which is typical for an industry-wide collection

system. The distributed sort-test feature is an improvement over the prior carpet case

study listed in Realff et al. (2000). The advantage of testing at the collection site is that the

returned product is pre-sorted, avoiding excess transportation costs for non-nylon 6 carpet.

Case study 3: Commercial carpet fiber recycling.

Shaw Industries has developed a commercial carpet product that consists of nylon 6

carpet squares with a fully recyclable backing. The product comes with a lifetime guarantee

that Shaw will pick up the used carpet from the customer location and recycle it. Each

carpet square has a toll-free telephone number stamped on the back, and with a minimum

square footage, the commercial customer can call to have the carpet collected by a Shaw-

dispatched freight carrier. The carpet is sent to Shaw’s secondary nylon 6 recycling plant

(see Figure 3.6).

Sorting takes place at the customer location. Because the product is modular, in remov-

able squares rather than a large carpet expanse, only the worn carpet is collected, reducing

waste. Since the product is under a lifetime guarantee, the content is already known at
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the time of collection, eliminating the need for additional testing for fiber content. Nylon 6

fiber processing is the same as for residential carpet.

This system has the following advantages:

• Direct customer relationships. Providing a lifetime guarantee fosters strong direct

customer relationships, potentially increasing sales.

• Reduces testing costs. Collecting from the customer under the lifetime guarantee

ensures purity of carpet fiber collected, avoiding post-consumer testing needed in the

residential carpet recycling system.

• Waste reducing in post-consumer product. Providing the product as carpet squares

eliminates unnecessary disposal of usable carpet.

One challenge of this system is collecting sufficient volume of used product to satisfy

the volume needed for the Shaw secondary processing facility. The reason the residential

carpet recycling system collects from across the country is to meet capacity to make the

caprolactum facility fully operational. However, if combined with the residential program,

volumes have been sufficient in the past few years.

Framework: network configuration (P,D,S). The commercial carpet recycling

case study has proprietary collection, distributed sort-test, and secondary facility process-

ing. Even though carpet is considered a commodity-type product and has no significant

proprietary product knowledge, the manufacturer wants to retain control over the system

and has implemented a proprietary collection system. The higher investment in cost for

a proprietary system is offset by retaining direct customer relationships, which generates

additional sales potential. It also eliminates the need for testing. Proprietary collection may

be more widely implemented in the future if manufacturers move from a waste-collection

paradigm to a service-providing model, in which companies deliver the service of a product

to customers rather than the product itself.

Next, the AHP decision model is demonstrated on the three case studies.



44

Table 3.9: Relative rankings for three case studies.

Criteria- Ranking Medical Residential Commercial
Subcriteria Device Carpet Carpet

Cost Savings g1 1 5 1
Business Rel’s g2 5 1 5
Recycled c1 1 6 6
Testing c2 2 2 2
Scrap c3 5 5 5
Facility c4 6 1 1
Propr. Knowl. r5 2 1 1
Customer Int’s r6 1 1 5

3.4.2 AHP demonstration and sensitivity analysis

Based on information obtained in expert interviews, the relative rankings for the two prin-

cipal criteria (g1, g2 ) and for the six subcriteria (c1, c2, c3, c4, r5, and r6) were assigned for

each case study. The rankings are listed in Table 3.9.

Relative rankings for the alternative-subcriteria relationships am
i , i = 1, . . . , 8, m =

1, . . . , 6 were provided earlier in Table 3.8, and were determined from information in all

case studies. These rankings are the same for all three case studies, because the rankings of

the alternatives relative to each criteria do not depend on the business situation or company

values. Only the rankings for criteria and subcriteria change for each case study.

The AHP methodology with the alternative-subcriteria rankings in Table 3.8 and the

criteria and subcriteria rankings in Table 3.9 results in the solution vectors in Table 3.10.

The most preferred network configuration for each case study appears in boldface type in

the solution vector.

The results of the AHP model for each case study are described next.

Case study 1: Medical device remanufacturing.

In the medical device remanufacturing operation, the manufacturer developed a trade-

in program to take back outdated versions of the medical device. The return product will

either be remanufactured or disposed, depending on market demand.
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Table 3.10: Solutions vectors for three case studies (preferred configuration in bold).

Configuration Medical Residential Commercial
Device Carpet Carpet

(P,C,O) 0.21 0.10 0.19
(P,C,S) 0.16 0.10 0.18
(P,D,O) 0.22 0.13 0.20
(P,D,S) 0.16 0.13 0.19
(I,C,O) 0.07 0.11 0.06
(I,C,S) 0.05 0.13 0.05
(I,D,O) 0.08 0.15 0.06
(I,D,S) 0.05 0.16 0.06

The producer in this case study considers business relations to be more important than

cost savings alone, because the producer has invested significantly in direct cusomer rela-

tionships, through long-term customer service contracts. The producer has also invested

heavily in proprietary product design, and needs to protect proprietary knowledge in its

product. Thus, the business relations criterion is ranked 5 (g2 = 5), while the cost savings

criterion is the benchmark (g1 = 1).

Among the four cost savings subcriteria, the producer considers the recycled product

subcriterion to be the least valuable. Because the product will be remanufactured, it will

not be recycled into raw material, so there is no opportunity to reduce costs through the

recycled product subcriterion. Therefore, recycled product is the benchmark subcriterion

(c4 = 1). The testing subcriterion is also considered to be of low value by the producer.

Testing costs are very low, and no specialized equipment or labor is needed, as the testing

assessment is based on the model type and year. Thus, cost savings may not be possible

through the testing subcriterion. The testing subcriterion is valued only slightly higher than

the benchmark subcriteria, so it is ranked 2 (c2 = 2).

On the other hand, the producer has more than sufficient in-plant capacity in its original

manufacturing facility for remanufacturing, together with availability of specialized labor

and equipment. This provides a rich opportunity for cost savings by not having to lease

or purchase a secondary facility for remanufacturing. Consequently, the original facility
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subcriterion is the highest ranked subcriterion (c4 = 6). The shipping scrap subcriterion is

also highly valued. The producer can realize significant cost savings by identifying scrap

machines early and shipping them directly to a recycler for disposal, avoiding unnecessary

freight costs. The shipping scrap subcriterion is valued only slightly lower than the original

facility subcriterion, ranked 5 (c3 = 5).

As for the business relations subcriteria, the producer considers it vital to protect its

proprietary knowledge from competitors. This interest is considered more valuable than

customer interactions, although both are important to the producer. The proprietary

knowledge subcriterion is therefore ranked 2 (r5 = 2), while the benchmark subcriterion

is customer interactions (r6 = 1).

The solution vector for this case study (see Table 3.10) shows that network configurations

with proprietary collection, (P, , ), are preferred significantly over network configurations

with industry-wide collection, (I, , ), with fourteen percentage points separating the most

favored configuration, (P,D,O), from the most favored among industry-wide collection con-

figurations, (I,D,O). This indicates proprietary collection is clearly a preferred option for

this producer’s network configuration.

The results indicate that this producer should strongly consider either the (P,D,O) or

(P,C,O) network configurations. The (P,D,O) and (P,C,O) alternatives are separated by

five or six percentage points from the next alternatives. Although distributed testing site

configurations are slightly preferred over centralized testing site locations, the distinction

is one percentage point or less; the choice between a distributed or centralized testing site

option would depend on the degree to which the producer wants to avoid shipping scrap.

Case Study 2: Residential carpet recycling.

In the second case study, residential carpet fiber recycling, carpet from residential cus-

tomers is typically returned through retailers, installers and other disposal centers, then

sorted to identify the needed carpet fiber type from other types and debris, and converted

into raw materials Realff et al. (2004). Handheld fiber testing devices are used to test

the used carpet for a specific fiber type, and all other fiber types cannot be recycled in a

recycling facility and must be disposed of.

In this case study, cost savings is very important to the producer, far outweighing busi-
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ness relationships. The producer has no direct relations with retail carpet customers in

the carpet recycling stream, and no need to protect proprietary knowledge. Thus, the cost

savings criterion is ranked 5 (g1 = 5, and the business relations criterion is the benchmark

(g2 = 1). This is typical for a recycled material operation, where the return product is part

of a waste stream, and no direct relationships exist with the final user. This is the opposite

of the medical device case study, where customer relationships and proprietary knowledge

were paramount.

Among the four costs savings subcriteria, the producer considers the original facility

subcriterion to be the least valuable. Because there is no capacity in the original plant for

processing, there is little potential to reduce costs through the original facility subcriterion.

Original facility is therefore the benchmark subcriterion (c4 = 1). This is the reverse of the

medical device case study, where the producer was set up to perform product remanufac-

turing in its original facility. The testing subcriterion is also considered to be of low value.

Testing costs are relatively low and can be easily performed at the collection site with a

handheld tester, so not much cost savings can be realized through the testing subcriterion

(c2 = 2).

Because the return product will be recycled into raw material, there is great opportunity

to reduce costs through the recycled product subcriterion, which is ranked 6 (c4 = 6). Again,

this is the reverse of the medical device case study, where the product was not part of a

recycling waste stream. Like the medical device case study, the producer highly values the

scrap subcriterion (c3 = 5), because it has high potential for cost reductions.

Regarding the business relations subcriteria, proprietary knowledge and customer in-

teractions are not significant factors in residential carpet recycling. Thus, the proprietary

knowledge subcriterion (r5 = 1) is valued equally to the customer interactions subcriterion

(r6 = 1).

The solution vector in Table 3.10 indicates that the network configurations are much

more closely clustered than in the medical device case study. The highest preferred alter-

native is (I,D,S), with a close second choice of (I,D,O). The (I,D,S) and (I,D,O) configura-

tions share common decision options for collection (industry-wide) and testing (distributed
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testing). Industry-wide collection systems and early testing reduce costs by exploiting effi-

ciencies of volume, and by allowing scrap to be shipped directly from collection to disposal.

The (I, , ) configurations denote a collection system that collects products from multiple

manufacturers, rather products from the producer alone, as was the case in the medical

device case study. It is interesting to note that network configurations with industry-wide

collection and secondary facility processing, (I,D,S) and (I,C,S), are by far the most common

configurations for a recycled product; Barker and Zabinsky (2008) found that in 15 recycled

product case studies, all had either (I,D,S) or (I,C,S) network configurations. By contrast, in

the medical device case study, proprietary collection systems were preferred over industry-

wide collection because of the value of proprietary product knowledge and strong customer

relations. A proprietary collection system could be considered for a recycling system under

certain conditions, as the third case study shows.

Case study 3: Commercial carpet recycling.

In the third case study, the commercial carpet product has a lifetime guarantee that the

manufacturer will pick up and recycle used carpet directly from the commercial customer.

Unlike the residential carpet case study, the manufacturer maintains a direct relationship

with the commercial customer due to volume and type of product; it does not have a direct

relationship with residential customers, who purchase through a retailer or installer.

As in the medical device case study, the producer has fostered strong customer relation-

ships. Consequently, the business relations criterion is ranked 5 (g2 = 5), while the cost

savings criterion is the benchmark (g1 = 1).

Among the four costs subcriteria, the rankings are the same as for the residential carpet

case study. The benchmark subcriterion is original facility (c4 = 1), and testing is ranked

2 (c2 = 2), shipping scrap is ranked 5 (c3 = 5), and recycled product is ranked 6 (c4 = 6).

This is nearly opposite to the medical device case study, in which recycled product was

ranked 1, and original facility had the highest ranking of 6.

For the business relations subcriteria, the producer is highly interested in sustaining cus-

tomer relationships, but has no interest in protecting proprietary knowledge. The customer

interactions subcriterion is ranked 5 (r6 = 5), and the proprietary knowledge subcriterion

is the benchmark (r5 = 1). This is in contrast to the medical device case study, in which



49

the producer wanted to have both strong customer relations and proprietary protection and

control. It is also in contrast to the residential carpet case study, in which neither customer

relations nor proprietary knowledge were important to the producer.

In the solution vector in Table 3.10, network configurations with proprietary collection

are widely preferred over those with industry-wide collection. All proprietary collection

configurations are closely clustered, and they are separated from industry-wide collection

configurations by at least thirteen percentage points. This is more similar to the medical

device case study than the residential carpet case study. Even though the cost savings

subcriteria rankings c1, c2, c3, and c4 are the same for residential carpet and commercial

carpet case studies, the rankings for the principal criteria g1 and g2 are the same for the

first and third case studies (medical devices and commercial carpet).

The proprietary network configurations are closely grouped, where (P,D,O) is the most

preferred, with (P,C,O) and (P,D,S) tied for second, and (P,C,S) a close third. This indicates

the producer should focus on a proprietary collection configuration. The testing decision

and the processing decision would not be critical, and could be made based on updated

information or other considerations.

The sensitivity of the network configuration to criteria and subcriteria rankings is dis-

cussed next.

3.4.3 Sensitivity for the three case studies

Sensitivity analysis was performed using equations in Section 3.3. Table 3.11 summarizes

the results for the three case studies to parameters α, β and γ1, . . . , γ4. Sensitivity analysis

to each of the criteria and subcriteria for the three case studies is also illustrated graphically

in this section using charts produced in Excel.

As shown in Table 3.11, all three case studies are sensitive to the principal criteria α. The

medical device and residential carpet case studies are insensitive to the business relations

subcriteria β, and the commercial carpet case study is slightly sensitive. While residential

carpet is sensitive to all four cost savings subcriteria, medical devices and commercial carpet
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Table 3.11: Sensitivity results for three case studies.

Parameter Medical Residential Commercial
Devices Carpet Carpet

α Principal criteria slightly sensitive sensitive sensitive

β Business Relations subcriteria insensitive insensitive slightly sensitive

γ1 Recycled Costs subcriteria insensitive sensitive insensitive
γ2 Testing Costs subcriteria sensitive sensitive sensitive
γ3 Scrap Costs subcriteria sensitive sensitive sensitive
γ4 Facility Costs subcriteria insensitive sensitive insensitive

are sensitive to the cost savings testing and scrap shipped subcriteria only. The results are

discussed in detail below.

Sensitivity to α parameter.

The three graphs in Figure 3.7 illustrate the relationships among the decision alternatives

with regard to the principal criteria parameter α. As the value of α increases (from left

to right along the horizontal axis), the preference uG
i of each decision alternative i follows

a linear path. These paths can be considered sensitivity lines. The solid vertical line

on the graph indicates the current value of α for each case study. At that point, the

network configuration with the highest preference on the vertical axis is the most preferred

alternative in the solution. The dotted crossover point is the point at which the most

preferred alternative has an equal preference with another alternative.

All three case study solutions are sensitive to α. The (P, , ) and (I, , ) solutions are

widely separated at α near 0, then (P, , ) solutions decrease and (I, , ) solutions increase in

preference as α increases toward 1. For all three solutions, (P,D,O) is the preferred alterna-

tive when α is closer to zero, which is when the business relations criterion dominates the

cost savings criterion. As α increases toward 1 and the cost savings criterion becomes dom-

inant over the business relations criterion, an (I, , ) solution eventually becomes preferred.

Specifically, in the medical device case study, the (I,D,O) network configuration be-

comes preferred over (P,D,O) if α surpasses 95%, while in the residential carpet case study,

(I,D,S) becomes preferred over (P,D,O) if α is greater than at 72%. In the commercial case
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Figure 3.7: Sensitivity to α for case studies.
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study, there are two crossover points: (P,D,S) is preferred over (P,D,O) in the short interval

between 63% and 72%, and (I,D,S) is preferred at above 72%.

Overall, the parameter α largely impacts the collection decision (proprietary or industry-

wide), with secondary effects on the sort-test and processing network decisions.

Sensitivity to β parameter.

Figure 3.8 contains the graphs for the business relations subcriteria parameter β. The

first two case studies, medical devices and residential carpet, have no crossover point for β,

while the third case study, commercial carpet, has one crossover point at β = 2%. Thus,

the first two are insensitive to the β parameter, and only the third is slightly sensitive to β.

It can be seen in the three graphs that the eight network configuration preferences have

sensitivity lines that are parallel to one another in pairs; that is, the lines for (P,D,O) and

(P,C,O) are parallel to one another and have the same slope. The same is true for (P,D,S)

and (P,C,S), for (I,D,O) and (I,C,O), and for (I,D,S) and (I,C,S). The only difference among

the two network configurations in these pairs is the middle decision choice: whether sort-

test is distributed ( ,D, ) or centralized ( ,C, ). Therefore there is no impact from β on the

sort-test decision choice.

The sensitivity lines for original facility network configurations ( , ,O) have increasing

values as β increases, while the sensitivity lines for secondary facility network configurations

( , ,S) have decreasing values as β increases. In the first two case studies, there is no impact

from β on processing choice. In the third case study, however, there is one crossover point

at 2%; below that point (P,D,S) is preferred, and above it, (P,D,O) is preferred. Thus β

has a slight impact on the processing decision choice in commercial carpet only.

Sensitivity to γ parameters.

Figures 3.9, 3.10, and 3.11 contain the graphs for the four cost savings subcriteria

parameters γ1, γ2, γ3, γ4 in Case Studies 1, 2 and 3 respectively. Case Studies 1 and 3

have no crossover points for γ1 and γ4, hence are insensitive to γ1 and γ4. They have one

crossover point each for γ2 and γ3, while the Case Study 2 has crossover points for all four

γ parameters. Case Studies 1 and 3 are sensitive to γ2 and γ3, and Case Study 2 is sensitive

to all γ parameters.

First consider sensitivity to γ2 and γ3, which affect all three case studies. In Case Studies
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1 and 3, when γ2 is less than 33% (P,D,O) is the preferred configuration, and above that

point, (P,C,O) is preferred. In Case Study 2, if γ2 is less than 33%, (I,D,S) is preferred,

between 33% and 57% (I,C,S) is preferred, and above 57% (P,C,O) is preferred. When γ2

is near zero and the testing costs subcriterion is dominated by the other three subcriteria,

a ( ,D, ) alternative is preferred, and as γ2 increases and the testing costs subcriterion

becomes more dominant, a ( ,C, ) alternative is eventually preferred.

Looking next at γ3, when γ3 is less than 16% in Case Studies 1 and 3, (P,C,O) is the

preferred configuration, and above that point, (P,D,O) is preferred. For Case Study 2, if γ3

is less than 16%, (I,C,S) is preferred, between 16% and 68% (I,D,S) is preferred, and above

68% (P,D,O) is preferred. Thus, when γ3 is near zero and the scrap shipped subcriterion

is dominated by the other three subcriteria, a ( ,C, ) alternative is preferred, but as γ3

increases and the scrap shipped subcriterion becomes more dominant, a ( ,D, ) alternative

is eventually preferred.

Sensitivity to γ2 and γ3 have an impact on the sort-test decision in opposite ways. When

γ2 is high, there is more potential to reduce testing costs, which favors centralized testing

configurations ( ,C, ). When γ3 is high, there is more potential to reduce costs for shipping

scrap, which favors distributed testing configurations ( ,D, ). The same pattern occurs in

all three case studies for the impact of γ2 and γ3 on the sort-test decision.

Next consider sensitivity to γ1 and γ4, which occurs only in Case Study 2. If γ1 is less

than 25%, (P,D,O) is preferred, and above that point, (I,D,S) is preferred. The sensitivity

lines for γ1 in configurations with industry-wide collection and secondary facility processing

(I, ,S) have increasing values as γ1 increases, while the sensitivity lines for configurations

with proprietary collection and original facility processing (P, ,O) have decreasing values

as γ1 decreases. This indicates that values of γ1 near zero, when the recycled product

subcriterion is dominated by the other three subcriteria, will lead to (P, ,O) configurations.

As the recycled product subcriterion becomes more dominant, increasing values of γ1 will

lead to (I, ,S) configurations. Although Case Studies 1 and 3 do not have a crossover point

for γ1, the findings show that if their principal criteria changed to give more ranking to

cost savings than to business relations, the same effect occurs as in Case Study 2. Thus,
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the collection and the processing decision choices would be impacted in a similar way as in

Case Study 2, and γ1 would impact the collection and processing decisions.

Looking at sensitivity to γ4, in Case Study 2 if γ4 is less than 20%, (I,D,S) is preferred,

between 20% and 38% (I,D,O) is preferred, and above 38% (P,D,O) is preferred. The

sensitivity lines for γ4 in all three case studies indicate that configurations with secondary

facility processing ( , ,S) have decreasing values as γ4 increases, while the sensitivity lines for

configurations with original facility processing ( , ,O) have increasing values as γ4 increases.

Thus it may be expected, as seen in Case Study 2, that values of γ4 near zero, when the

original facility subcriterion is dominated by the other three subcriteria, will lead to ( , ,S)

configurations. In Case Studies 1 and 3, the crossover point is less than zero, so a ( , ,S)

configuration is never realized. This is due to the large difference in principal criteria, as

discussed next. However, it is clear that γ4 has an impact on the processing decision choice.

One distinction between Case Study 2 and Case Studies 1 and 3 is the principal criteria

rankings; Case Study 2 has a high ranking for the cost savings primary criterion, whereas

Case Studies 1 and 3 have a low ranking for the cost savings criterion (g1 = 5 vs. g1 = 1 as

shown in Table 3.10). Because the cost savings criterion dominates the business relations

criterion in Case Study 2, it is reasonable to expect Case Study 2 to be sensitive to all

four costs savings subcriteria. By contrast, Case Studies 1 and 3 have a high ranking for

the business relations criterion, which impacts the collection and processing decisions, e.g.,

(P, , ) and (, ,O), as indicated in the last two columns of Table 3.10. Since the sort-test

decision is impacted by the testing subcriterion and the shipping scrap subcriterion (see

Table 3.10), Case Studies 1 and 3 are sensitive to γ2 and γ3.

Looking at the distinction between sensitivity in Case Studies 1 and 3 vs. Case Study 2,

sensitivity to all four cost savings criteria results when the cost savings criterion dominates

the business relations criterion. Therefore the four cost savings subcriteria need to be

most carefully ranked when the cost savings principal criteria are ranked highest relative to

business relations.

Even though Case Study 2 is very sensitive to the γ parameters, at the current γ evalu-

ation levels (as indicated by the solid red line in Figure 5), the preferred solution is (I,D,S),

and for γ1, γ2 and γ3, that solution remains preferred for a reasonable interval around the
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current levels. The γ4 parameter has a smaller interval for which (I,D,S) remains preferred,

but based on the sensitivity results, (I,D,S) is a robust solution for Case Study 2.

Overall sensitivity to parameters. Generally speaking, α impacts collection, (P, , )

and (I, , ). The β parameter has a slight influence on processing, ( , ,O) and ( , ,S). The

γ1 parameter impacts the collection-processing combinations of (P, ,O) and (I, ,S). The γ2

and γ3 parameters impact sort-test ( ,C, ) and ( ,D, ), and γ4 impacts processing ( , ,O)

and ( , ,S).

3.5 Summary and discussion

A better understanding of the tradeoffs inherent in network design decisions is essential for

producers and industries to develop efficient reverse logistics networks. This chapter pre-

sented a conceptual framework consisting of eight network configurations. The framework

was developed by identifying key tradeoff considerations through by case study analysis

of 37 published case studies. This work was extended into a multicriteria decision model

using AHP methodology. The AHP model establishes overall preferences among the eight

alternative network configurations, and the AHP methodology lends itself well to sensitivity

analysis. The framework was validated and the AHP model with sensitivity analysis was

demonstrated using three case studies taken from real-world applications.

The results in the AHP model provide the following insights into the network configu-

ration decision process. The decision for how to collect return products is determined by

the producer’s ranking for business relations relative to cost savings, and it is sensitive to

α, the ratio of rankings between these two factors. A high ranking for business relations

over cost savings favors a proprietary system (P, , ), while a high preference for cost savings

over business relations favors an industry-wide collection system (I, , ).

The sorting and testing decision is determined by the potential cost savings from testing

and the cost savings from the proportion of scrap that needs to be identified early and sent

directly to disposal, and it is sensitive to γ2 and γ3. If cost savings from testing has a high

ranking, then a centralized system ( ,C, ) is favored, while if cost savings from shipping

scrap has a high ranking, then a distributed system ( ,D, ) is favored. The sorting and

testing decision is not at all sensitive to β, the business relations parameter.
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The decision for whether to do reprocessing at the original factory or by a third-party

reprocessor is slightly influenced by the business relations parameter β. If the ranking of

customer relationships dominates proprietary knowledge within business relations, the pro-

cessing decision favors reprocessing at a secondary facility ( , ,S). However, if proprietary

knowledge is very important to the producer, it favors reprocessing at the original facility

( , ,O). The processing decision is also impacted by the cost savings parameter γ4; a high

potential for cost savings from use of original facility favors original facility configurations

( , ,O), and secondary facility configurations ( , ,S) are favored otherwise. Finally, collec-

tion and processing is influenced by γ1; industry-wide collection and secondary processing

alternatives (I, ,S) are favored where there is a high potential for cost savings from recycled

product, and proprietary collection and original processing (P, ,O) alternatives are favored

where there is no such potential savings.

The three case studies were developed through interviews with three industry collabo-

rators who provided information on reverse logistics designs in their company or organiza-

tion. Information shared by the collaborators about the designs helped inform the decision

framework and AHP decision model in this research. Followup interviews were done with

the industry collaborators to obtain their feedback on the conceptual framework and the

AHP decision model. The responses consistently indicated that the decision model in this

research would be useful to explore reverse logistics options. The collaborators mentioned

that the model would add value in particular for an organization with analysis as part of

its business practice (Aanenson, 2010; Conyers, 2010; Spille, 2010). One collaborator also

stated that there is a significant need to raise awareness of the need for reverse logistics

planning and to indicate what the critical decisions are, and that the model in this research

would increase the awareness of those decisions and the tradeoffs involved (Aanenson, 2010).

The conceptual framework and AHP decision model provide insights into high-level

decisions. Detailed decisions are integrated through a suite of MILP models, which is the

topic of the next chapter.
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Chapter 4

OPTIMIZATION MODEL UNDER UNCERTAINTY

This chapter presents an optimization model integrating the conceptual model described

in Chapter 3 with an MILP model that incorporates uncertainty. The model addresses

uncertainty with a set of variations using CCP, SP, and robust optimization. This suite

of MILPs evaluates the impact of uncertainty on the problem, and the CCP variation

determines a cost vs. reliability tradeoff. Finally, the fixed configuration model is contrasted

with a “blended” model, exploring the sensitivity of high-level vs. blended configuration

decision. The suite of MILPs is then demonstrated on a European office documents company

example introduced in Salema et al. (2007).

4.1 Model

This research proposes a suite of mixed-integer linear programming models that integrate

a facility location model. The foundation of the optimization model is a generalized MILP

developed by Fleischmann et al. (2001) and extended by Salema et al. (2007), and this

study combines the MILP with a multicriteria AHP model using eight associated network

configurations developed in the previous chapter.

The model incorporates sets of locations for forward flow and reverse flow stages, as

illustrated in Figure 4.1. The forward flow locations are grouped into processing plants (set

I), warehouses or distribution centers (set J), and customers (set K). The reverse flow

locations are grouped into sets for the three stages (collection, sort-test and processing)

with two options for each stage. These options reflect the eight possible configurations in

Table 3.2. For each of the eight configurations, only one of the sets is used at each stage.

Collection can preserve proprietary relationships with individual customers and collect from

set K, or collection may be industry-wide with a set of potential locations in set K̃. The sort-

test stage can take place at centralized locations, which may be co-located with warehouses
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in set J , or in dedicated and distributed locations in set J̃ . The processing stage may

occur at the original plants, set I, or at secondary processing plants, set Ĩ. In the (P,C,O)

configuration, collection would be performed only at proprietary sites K, sort-test at central

sites J , and processing at original sites I, while for the (I,D,O) configuration, collection

would be performed only at industry-wide sites K̃, sort-test at distributed sites J̃ , and

processing at original sites I, and so on.

Site locations in Figure 4.1 are also labeled with the potential facility site locations

used in the numerical study in Section 4.2. These potential site locations are illustrated in

Figure 4.2. There are five original potential plant locations in set I, labeled P1-P5, and two

secondary processing sites in set Ĩ, P6 and P7. For sort-test, there are five central locations

in set J , T1-T5, and eight distributed locations in set J̃ , T6-T13. For collection, there are

fifteen proprietary locations in set K, C1-C15, and three industry-wide locations in set K̃,

C16-C18. Centralized sort-test sites are assumed to be co-located with warehouse sites in

set J in the numerical study, although the model could be adapted to include distinct sites

by using appropriate data. A location for landfill disposal is included in the diagram, which

represents the proportion of returns that are sent to disposal rather than to a processing

plant.

The following MILP models all include binary variables zp, zt, and zc to indicate the

network configuration and select the set of sites to be used in the reverse flow: zp to indicate

processing site set I or Ĩ, zt to indicate sort-test site set J or J̃ , and zc to indicate collection

site set K or K̃.

First the deterministic model is described along with a blended configuration version,

followed by the CCP, SP and robust optimization models.
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Industry-Wide Collection Sites K̃
(I, , )

Secondary Processing Plants Ĩ
( , ,S)

Original Processing Plants I
( , ,O)

Customers or
Proprietary Collection Sites K
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Centralized Test Centers J
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Distributed Test Centers J̃
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to disposal/landfill
outside network
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T6 T13T1 T5
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Figure 4.1: Forward and reverse logistics diagram, adapted from Fleischmann et al. (2004).
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Figure 4.2: Facility sites for example (actual scaled distances), adapted from Salema et al.
(2007).
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4.1.1 Deterministic model

The deterministic MILP model that underlies our probabilistic models is first presented.

As mentioned previously, the optimal solution is one of eight network configurations. Also

described is a blended model that removes the network configuration constraints that allows

any site to be selected.

Index sets

I = candidate original plant locations

Ĩ = candidate secondary processing plant locations

J = candidate distribution centers and central test locations

J̃ = candidate distributed test locations

K = fixed customer collection locations

K̃ = candidate industry-wide collection locations
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Variables

Flow variables

xf
ijk = demand served by plant i ∈ I to distribution center j ∈ J

to customer k ∈ K, forward flow

xr
kji = returns from collection site k ∈ K ∪ K̃ to test center j ∈ J ∪ J̃

to processing plant i ∈ I ∪ Ĩ, reverse flow

Site indicator variables–forward flow

yfp
i =





1 if plant site i is open, i ∈ I

0 otherwise

yft
j =





1 if warehouse site j is open, j ∈ J

0 otherwise

Site indicator variables–reverse flow

yrp
i =





1 if processing plant site i is open, i ∈ I ∪ Ĩ

0 otherwise

yrt
j =





1 if test site j is open, j ∈ J ∪ J̃

0 otherwise

yrc
k =





1 if collection site k is open, k ∈ K ∪ K̃

0 otherwise

Network configuration indicator variables

zp =





1 if only original processing sites I are used

0 if only secondary processing sites Ĩ are used

zt =





1 if only centralized test sites J are used

0 if only distributed test sites J̃ are used

zc =





1 if only customer collection sites K are used

0 if only industry-wide collection sites K̃ are used
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Parameters

Opening costs–forward flow

ffp
i = opening costs for plant facility site i ∈ I

fft
j = opening costs for distribution center j ∈ J

Opening costs–reverse flow

f rp
i = opening costs for processing plant facility site i ∈ I ∪ Ĩ

f rt
j = opening costs for test center j ∈ J ∪ J̃

f rc
k = opening costs for collection site k ∈ K ∪ K̃

Transportation and processing costs

cfijk = costs per unit of forward flow

from plant i ∈ I through distribution center j ∈ J to customer k ∈ K

crkji = costs per unit of reverse flow

from collection site k ∈ K ∪ K̃ through test center j ∈ J ∪ J̃

to processing plant i ∈ I ∪ Ĩ

Capacities–forward flow

gfp
i = maximum capacity of forward plant i ∈ I

gft
j = maximum capacity of forward distribution center j ∈ J

Capacities–reverse flow

grp
i = maximum capacity of reverse processing center i ∈ I ∪ Ĩ

grt
j = maximum capacity of reverse sort-test center j ∈ J ∪ J̃

grc
k = maximum capacity of reverse collection site k ∈ K ∪ K̃

Demand and return parameters

dk = demand of customer k ∈ K

rk = returns from customer k ∈ K

r̃k = returns from customer k ∈ K̃
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Objective

min
∑

i∈I

ffp
i yfp

i +
∑

j∈J

fft
j yft

j

+
∑

i∈I∪Ĩ

f rp
i yrp

i +
∑

j∈J∪J̃

f rt
j y

rt
j +

∑

k∈K∪K̃

f rc
k y

rc
k

+
∑

i∈I

∑

j∈J

∑

k∈K

cfijkx
f
ijk +

∑

k∈K∪K̃

∑

j∈J∪J̃

∑

i∈I∪Ĩ

crkjix
r
kji (4.1)

Constraints

∑

i∈I

∑

j∈J

xf
ijk ≥ dk ∀ k ∈ K (4.2)

∑

j∈J,J̃

∑

i∈I,Ĩ

xr
kji ≥ rkz

c ∀ k ∈ K (4.3)

∑

j∈J,J̃

∑

i∈I,Ĩ

xr
kji ≥ r̃k(1− zc) ∀ k ∈ K̃ (4.4)

∑

k∈K

∑

j∈J

xf
ijk ≤ gfp

i yfp
i ∀ i ∈ I (4.5)

∑

i∈I

∑

k∈K

xf
ijk ≤ gft

j y
ft
j ∀ j ∈ J (4.6)

∑

k∈K,K̃

∑

j∈J,J̃

xr
kji ≤ grp

i y
rp
i ∀ i ∈ I, Ĩ (4.7)

∑

k∈K,K̃

∑

i∈I,Ĩ

xr
kji ≤ grt

j y
rt
j ∀ j ∈ J, J̃ (4.8)

∑

j∈J,J̃

∑

i∈I,Ĩ

xr
kji ≤ grc

k y
rc
k ∀ k ∈ K, K̃ (4.9)
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yrp
i ≤ zp ∀ i ∈ I (4.10)

yrp
i ≤ 1− zp ∀ i ∈ Ĩ (4.11)

yrt
j ≤ zt ∀ j ∈ J (4.12)

yrt
j ≤ 1− zt ∀ i ∈ J̃ (4.13)

yrc
k ≤ zc ∀ k ∈ K (4.14)

yrc
k ≤ 1− zc ∀ k ∈ K̃ (4.15)

xf
ijk ≥ 0 ∀ i ∈ I, j ∈ J, k ∈ K (4.16)

xr
kji ≥ 0 ∀ i ∈ I, Ĩ, j ∈ J, J̃ , k ∈ K, K̃ (4.17)

yfp
i , yft

j ∈ {0, 1} ∀ i ∈ I, j ∈ J (4.18)

yrp
i , y

rt
j , y

rc
k ∈ {0, 1} ∀ i ∈ I, Ĩ, j ∈ J, J̃ , k ∈ K, K̃ (4.19)

zp, zt, zc ∈ {0, 1} (4.20)

The objective (4.1) of the model is to minimize costs. The first two terms represent the

cost of opening plants and warehouses in forward flow, and the next three terms represent

the cost of opening facilities for collection, sort-test and processing in reverse flow. The

final two terms represent the cost of processing and transporting product, with one term

for forward flow and another term for reverse flow.

Constraints (4.2)-(4.4) govern customer demand and returns. The demand constraint (4.2)

ensures that forward flow is at least equal to demand from each customer. The return con-

straint (4.3) determines reverse flow from proprietary (customer) collection sites, while (4.4)

determines reverse flow from industry-wide collection sites. Reverse flow is at least equal

to returns from each collection site. Customer demand and collection returns are given as

parameters dk, rk, and r̃k.

Because collection may be performed either from customers (in set K) or from industry-

wide sites (in set K̃) but not both, (4.3) and (4.4) are either-or constraints, with zc as
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the indicator variable for the active constraint. This avoids “double-collection” for re-

turns from both proprietary (customer) sites and industry-wide sites. Note that although

(4.3) and (4.4) are inequalities, they become binding constraints because the formulation is

minimizing costs in the objective function. This drives the flow variables x to their lowest

value, making the constraints in effect equalities. However, the inequality relationship be-

comes important when a probabilistic constraint is added in the CCP approach in the next

section.

Constraints (4.5)-(4.9) are the capacity constraints, which include the indicator variables

for open facilities. The first two equations are capacity constraints for forward flow through

plants I and warehouses J respectively, while the latter three constraints are capacity con-

straints for reverse flow through processing facilities I and Ĩ, sort-test facilities J and J̃ ,

and collection facilities K and K̃. The model assumes separate capacity availability and

separate fixed opening costs for forward and reverse flow.

Constraints (4.10)-(4.15) are mutual exclusivity constraints for reverse flow. In each

network configuration, only one set of processing sites can be active (I or Ĩ), and zp is the

indicator variable for the active constraint. As well, only one set of sort-test sites can be

active (J or J̃) with zt the indicator variable, and only one set of collection sites can be

active (K or K̃) with zc the indicator variable. These equations ensure that only one site

set at each stage will have open facilities.

Constraints (4.16)-(4.20) are the non-negativity and binary variable constraints.

As in the original model developed by Fleischmann et al. (2001), this deterministic

model can be used for either open- or closed-loop networks by setting parameters dk, rk

and r̃k appropriately. A closed-loop supply chain (both demand and returns are handled

in the network) is modeled when the demand and return parameters are both non-zero,

while an open-loop supply chain (a returns-only network) is modeled when the demand

parameter is zero and the returns parameters are non-zero. Parameters are set for each

individual customer and collection site so that the model can be customized to a particular

application. Note that industry-wide collection sites and proprietary (customer) collection

sites are not required to have comparable return quantities. Because collection is done at

either industry-wide or proprietary sites but not both, the rk and r̃k parameters should be
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set so that the sum of all rk is equal to the sum of all r̃k, ensuring that the total amount of

returns are the same regardless of which collection choice is made.

Blended configuration modification. The blended configuration formulation re-

moves the binary variables zp and zt and the configuration constraints on sort-test and

processing sites, (4.10)-(4.13). This allows sort-test and processing sites to be chosen freely

from all possible sites. This allows the evaluation of the sensitivity of the model to the

configuration constraints.

Note that the configuration constraints on K and K̃ are retained in the blended config-

uration, so that collection is still done either directly from customers or from industry-wide

collection sites, but not both. Although collection sites could be chosen freely as well, re-

moving the configuration constraint on K and K̃ causes the model to “double-count” return

volumes, collecting from both K and K̃. The problem could be avoided by associating par-

ticular customers to specific industry-wide collection locations and allowing collection only

from the customer or from the industry-wide site, but in this work it was decided not to,

primarily because it is difficult to determine which customer sites should be associated with

which industry-wide location, and it was felt that assigning customer sites to industry-wide

sites would be an artificial construct.

4.1.2 Chance-constrained programming (CCP) model

In the CCP model, the demand and return volumes are represented by a random variable,

rather than a deteministic value (Charnes and Cooper, 1959). The objective function (4.1)

is the same as in the deterministic model. Constraints (4.2), (4.3) and (4.4) are replaced in

the CCP model with:

Pr


∑

i∈I

∑

j∈J

xf
ijk ≥ Dk


 ≥ εd ∀ k ∈ K

Pr


∑

j∈J,J̃

∑

i∈I,Ĩ

xr
kji ≥ Rk


 ≥ εrz

c ∀ k ∈ K

Pr


∑

j∈J,J̃

∑

i∈I,Ĩ

xr
kji ≥ R̃k


 ≥ εr̃(1− zc) ∀ k ∈ K̃,
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where
Dk = random variable for demand of forward flow for customer k ∈ K,

Rk = random variable for returns of used products from customers k ∈ K,

R̃k = random variable for returns of used products from collection sites k ∈ K̃,
and

εd = satisfaction level of probabilistic demand constraint for k ∈ K,

εr = satisfaction level of probabilistic returns constraint for k ∈ K,

εr̃ = satisfaction level of probabilistic returns constraint for k ∈ K̃,
with 0 ≤ εd, εr, εr̃ ≤ 1.

Reformulating the probabilistic constraints (Prékopa, 1995),

∑

i∈I

∑

j∈J

xf
ijk ≥ F−1

Dk
(εd) ∀ k ∈ K

∑

j∈J∪J̃

∑

i∈I∪Ĩ

xr
kji ≥ F−1

Rk
(εrzc) ∀ k ∈ K

∑

j∈J∪J̃

∑

i∈I∪Ĩ

xr
kji ≥ F−1

R̃k
(εr̃(1− zc)) ∀ k ∈ K̃,

where F−1
Dk

, F−1
Rk

, and F−1
R̃k

are the inverse cumulative probability distribution functions for

random demand and returns, and note that F−1(εzc) = F−1(ε)zc because zc is binary.

Chance-constrained programming gives us a model in which the right-hand side of the

demand and returns constraints, F−1(ε), evaluates to a value which is dependent on ε.

Setting the parameter ε to a particular probability level, such as 0.50, 0.75, or 0.99, gives a

right-hand side value that reflects a certain level of satisfaction.

Expressions for F−1(ε) are provided for uniform and triangular distributions (Johnson

and Kotz, 1970; Evans et al., 2000), which were used in the numerical study (see Appendix A

for details on the F−1(ε) expressions). A uniform distribution on [a, b] has an expected value

of 1
2(a+ b), and given a satisfaction level of 0 ≤ ε ≤ 1,

F−1(ε)uniform = (b− a) · ε+ a.
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A triangular distribution on [a, b] with mode h has an expected value of 1
3(a+ b+ h), and

given a satisfaction level of 0 ≤ ε ≤ 1,

F−1(ε)triangular =





a+
√
ε(b− a)(h− a) if 0 ≤ ε ≤ h− a

b− a

b−
√

(1− ε)(b− a)(b− h) if
h− a
b− a

≤ ε ≤ 1.

In the numerical study, the demand and returns volumes in the deterministic model are

related to the expected value of demand and returns in the CCP model, i.e., E[Dk] = dk,

E[Rk] = rk, and E[R̃k] = r̃k.

Blended configuration modification for CCP. As in the deterministic model, sort-

test and processing sites are allowed to be chosen freely from all possible sites for the blended

model. For the blended configuration the binary variables zp and zt and the configuration

constraints (4.10)-(4.13) were removed.

4.1.3 Stochastic programming (SP) model

The SP model is a scenario-based two-stage stochastic program with recourse (Birge and

Louveaux, 1997). The site indicator variables (yfp
i , yft

j , yrp
i , yrt

j , yrc
k ) and the network

configuration indicator variables (zp, zt, zc) remain as first stage variables in the SP model.

Let Ω be the set of all possible scenarios and ω ∈ Ω a particular scenario. The flow variables

are augmented for each scenario and treated as second stage recourse variables. The demand

and return parameters are similarly extended to represent scenarios.

The stochastic programming model is extended from the deterministic model as fol-

lows. The flow variables are modified to be second stage recourse variables that depend on

scenarios:

xf
ijkω = demand served by plant i ∈ I to distribution center j ∈ J

to customer k ∈ K, for scenario ω ∈ Ω

xr
kjiω = returns from collection site k ∈ K ∪ K̃ to test center j ∈ J ∪ J̃

to processing plant i ∈ I ∪ Ĩ, for scenario ω ∈ Ω.
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The demand and return parameters are modified to be scenario-dependent:

πω = probability of scenario ω ∈ Ω

dkω = demand of customer k ∈ K, for scenario ω ∈ Ω

rkω = returns from customer k ∈ K, for scenario ω ∈ Ω

r̃kω = returns from customer k ∈ K̃, for scenario ω ∈ Ω.

Objective function (4.1) is replaced by

min
∑

i∈I

ffp
i yfp

i +
∑

j∈J∪J̃

fft
j yft

j

+
∑

i∈I∪Ĩ

f rp
i yrp

i +
∑

j∈J∪J̃

f rt
j y

rt
j +

∑

k∈K∪K̃

f rc
k y

rc
k

+
∑

ω∈Ω

πω


∑

i∈I

∑

j∈J

∑

k∈K

cfijkx
f
ijkω +

∑

k∈K∪K̃

∑

j∈J∪J̃

∑

i∈I∪Ĩ

crkjix
r
kjiω


 .

Constraints (4.2), (4.3) and (4.4) representing demand and returns are augmented by sce-

nario, and are replaced in the SP model with

∑

i∈I

∑

j∈J

xf
ijkω ≥ dkω ∀ k ∈ K,ω ∈ Ω

∑

j∈J∪J̃

∑

i∈I∪Ĩ

xr
kjiω ≥ rkωz

c ∀ k ∈ K,ω ∈ Ω

∑

j∈J∪J̃

∑

i∈I∪Ĩ

xr
kjiω ≥ r̃kω(1− zc) ∀ k ∈ K̃, ω ∈ Ω.
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The capacity constraints (4.5)-(4.9) are similarly augmented by scenario as follows:

∑

k∈K

∑

j∈J

xf
ijkω ≤ gfp

i yfp
i ∀ i ∈ I, ω ∈ Ω

∑

i∈I

∑

k∈K

xf
ijkω ≤ gft

j y
ft
j ∀ j ∈ J, ω ∈ Ω

∑

k∈K∪K̃

∑

j∈J∪J̃

xr
kjiω ≤ grp

i y
rp
i ∀ i ∈ I, Ĩ, ω ∈ Ω

∑

k∈K∪K̃

∑

i∈I∪Ĩ

xr
kjiω ≤ grt

j y
rt
j ∀ j ∈ J, J̃ , ω ∈ Ω

∑

j∈J∪J̃

∑

i∈I∪Ĩ

xr
kjiω ≤ grc

k y
rc
k ∀ k ∈ K, K̃, ω ∈ Ω.

The non-negativity constraints for the second stage variables are:

xf
ijkω ≥ 0 ∀ i ∈ I, j ∈ J, k ∈ K,ω ∈ Ω

xr
kjiω ≥ 0 ∀ i ∈ I, Ĩ, j ∈ J, J̃ , k ∈ K, K̃, ω ∈ Ω.

Blended configuration modification for SP. The blended configuration model again

removes the binary variables zp and zt and the configuration constraints (4.10)-(4.13).

4.1.4 Robust optimization model

The robust optimization model is a scenario-based probabilistic approach, similar to the

stochastic programming model. Although this model is scenario-based, there is no proba-

bility associated with a specific scenario, and no expected value of the objective function.

Instead, the model minimizes the maximum cost of the objective function for each scenario

(Kouvelis and Yu, 1997). Letting Ω be the set of all possible scenarios and ω ∈ Ω a particular

scenario, the robust optimization model replaces objective function (4.1) with
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minimize φ,

under the following additional scenario constraint:

φ ≥
∑

i∈I

ffp
i yfp

i +
∑

j∈J

fft
j yft

j

+
∑

i∈I∪Ĩ

f rp
i yrp

i +
∑

j∈J∪J̃

f rt
j y

rt
j +

∑

k∈K∪K̃

f rc
k y

rc
k

+
∑

i∈I

∑

j∈J

∑

k∈K

cfijkx
f
ijkω +

∑

k∈K∪K̃

∑

j∈J∪J̃

∑

i∈I∪Ĩ

crkjix
r
kjiω ∀ ω ∈ Ω.

All other constraints remain the same as in the stochastic programming model.

Blended configuration modification for robust optimization. Again the binary

variables zp and zt are removed, along with the configuration constraints (4.10)-(4.13).

4.2 Numerical study

4.2.1 Description of example

The model and the impact of uncertainty are demonstrated using an example from a case

study provided in Salema et al. (2007). The case study involves an office document company

based in Spain and Portugal. Products are manufactured and shipped from factories to

distribution warehouses and then to customers. At the end of the product life, products

are collected from customers, sent to disassembly centers for initial processing, and then

shipped back to company plants for remanufacturing.

In terms of high-level decisions, the Salema et al. (2007) case study would be character-

ized as a remanufacturing operation for a company that wishes to protect its proprietary

knowledge to prevent competitors from duplicating its products. It is typical to have direct

customer relationships in this type of operation due to service or maintenance contracts,

and remanufacturing is commonly done at the original facility, rather than at a secondary

plant, because of the specialized technical knowledge required.
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A similar case study was presented for a medical device remanufacturing operation in

the previous chapter, and the AHP ranking of network configurations for this example is

assumed to be the same as for the medical device remanufacturing case study. Therefore, the

highest-ranked network configuration would be (P,D,O): proprietary collection, distributed

sort-test and original processing. The (P,D,O) configuration indicates that collection would

be done directly from the customer, that sort-test is performed at the customer site, perhaps

by assessing the age and model of the product, and that the processing would be done at the

original plant. The suite of MILP models will be used to explore the network configuration

model.

The sites for numerical study are shown in Figure 4.2. A set of secondary processing sites

was added to the data provided in Salema et al. (2007). industry-wide collection sites were

also added, and the existing warehouse and disassembly sites were used for distributed and

centralized test sites. New sites were identified by consulting a map of the Iberian peninsula

for reference to major transportation routes, cities and urban centers, and geographic prox-

imity to already-provided sites. Note that the facility locations shown in Figure 4.2 have

distances to scale, and that sites from the original case study were used wherever possible

to preserve authenticity of data in the case study.

There are five original plant sites in set I. Two secondary plant sites were designated

for set Ĩ and placed near two major cities with existing plants, under the assumption that

factory space is more likely to be available in those locations. There are five centralized

sort-test locations in set J that correspond to the five disassembly locations in the original

case study, and there are eight distributed sort-test locations in set J̃ that are geographically

distributed. The proprietary collection sites in set K are located at fifteen customer sites

of the case study. Three industry-wide collection sites constituted set K̃. These sites were

positioned to be along a highway route, geographically dispersed, and proximate to a major

city.

The parameters for the model include fixed costs for opening each type of facility, per unit

costs for transporting and processing products between locations, and demand quantities for

new products and return quantities of used products (Table 4.1), and maximum capacities

per facility (Table 4.2). As in the Salema et al. (2007) case study returns are two-thirds
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of demand, implying that one-third of forward flow is lost in the return process to landfill

or other disposal. Return volumes for industry-wide collection sites in K̃ were determined

by calculating the total return volume and dividing it by the number of sites. Collection

sets are always exclusive, to prevent double-collecting. Fixed costs by type of facility were

based on data provided, while per unit costs are dependent on distances.

Demand and return quantities were adapted from the case study. Table 4.3 lists the de-

mand and return parameters for the deterministic model and the CCP model with uniform

and triangular distributions. The parameter values a, b, and h in the two CCP distribu-

tions were calculated to allow the expected value of the distribution to be equal to the

deterministic parameter. For the uniform distribution, the following parameters were used:

Dk : [a = 7, 000, b = 13, 000], Rk : [a = 5, 000, b = 8, 340], R̃k : [a = 25, 000, b = 41, 700],

and for the triangular distribution:

Dk : [a = 7, 000, b = 14, 200], Rk : [a = 5, 000, b = 9, 000], R̃k : [a = 25, 000, b = 45, 000],

with modes

Dk : h = 8, 800, Rk : h = 6, 000, R̃k : h = 30, 000.

Note that in the triangular distribution for CCP, mode h was set to be the value at 1/4 the

distance between the minimum a and the maximum b, h = 1
4(b− a) + a.

The data in Table 4.3 also lists a set of three scenarios from Salema et al. (2007) for

the SP and robust optimization models. The probability πω for each scenario for SP is also

included, and the probabilities were chosen to allow the average values of the data to be

equal to the deterministic values. Robust optimization does not use probabilities, but the

same set of three scenarios was used.

4.2.2 Integrating high-level and detailed network design decisions

To integrate high-level decisions into the model, the AHP model was used. The AHP model

results in a vector of AHP rankings for the eight possible network configurations, with
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Table 4.1: Costs data adapted from Salema et al. (2007).

Cost
Description Parameter (monentary units/unit)

Opening costs – forward flow
Plant ffp 36, 000
Whse fft 18, 000

Opening costs – reverse flow
Processing – original f rp 24, 000
Processing – secondary f rp 60, 000
Test – centralized f rt 120, 000
Test – distributed f rt 50, 000
Collection – proprietary f rc 7, 800
Collection – industry-wide f rc 39, 000

Transportation & processing costs
Forward flow cfijk 2 · dist ij + 7 · distjk
Reverse flow crkji 5 · distkj + 4 · distji

where distmn is the distance between site m and site n

Table 4.2: Site capacity data adapted from Salema et al. (2007).

Description Parameter Capacity No. of sites

Capacities – forward flow
Plant gfp 60, 000 5
Warehouse gft 60, 000 5
Customer −− −− 15

Capacities – reverse flow
Processing – original grp 40, 000 5
Processing – secondary grp 100, 000 2
Test – centralized grt 40, 000 5
Test– distributed grt 25, 000 8
Collection – proprietary grc 13, 000 15
Collection – industry-wide grc 5, 000 3
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Table 4.3: Demand and returns data adapted from Salema et al. (2007).

Returns Returns
Description Demand (proprietary) (industry-wide)

Deterministic (expected value)
dk rk r̃k

10, 000 6, 667 33, 335
CCP with Uniform

F−1
Dk

(εd) F−1
Rk

(εr) F−1
R̃k

(εr̃)
ε = 0.50 10, 000 6, 670 33, 335
ε = 0.60 10, 600 7, 004 35, 020
ε = 0.70 11, 200 7, 338 36, 690
ε = 0.80 11, 800 7, 672 38, 360
ε = 0.90 12, 400 8, 006 40, 030
ε = 0.99 12, 940 8, 307 41, 533

CCP with Triangular
F−1

Dk
(εd) F−1

Rk
(εr) F−1

R̃k
(εr̃)

ε = 0.50 9, 791 6, 551 32, 753
ε = 0.60 10.256 6, 809 34, 046
ε = 0.70 10.785 7, 103 35, 513
ε = 0.80 11, 411 7, 451 37, 254
ε = 0.90 12, 228 7, 905 39, 525
ε = 0.99 13, 576 8, 654 43, 270

SP and Robust optimization with 3 scenarios
dkω rkω r̃kω

Scenario 1 (moderate demand)
πω = 0.10 10, 000 6, 667 33, 350

Scenario 2 (most likely)
πω = 0.75 9, 000 6, 000 30, 000

Scenario 3 (highest demand)
πω = 0.15 15, 000 10, 000 50, 000

Average 10, 000 6, 667 33, 350
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Table 4.4: Solutions by configuration, highest AHP ranking and lowest cost configuration
in bold.

Uniform Triangular
AHP CCP CCP

Config Ranking Deterministic ε = 0.90 ε = 0.90

(P,C,O) 0.208 1,117,822 1,411,060 1,262,977
(P,C,S) 0.157 1,170,251 1,442,588 1,315,323
(P,D,O) 0.216 971,397 1,145,436 1,113,216
(P,D,S) 0.164 1,021,899 1,171,555 1,163,359
(I,C,O) 0.075 1,039,836 1,319,495 1,168,538
(I,C,S) 0.045 1,033,676 1,347,794 1,220,872
(I,D,O) 0.082 911,531 1,133,105 1,102,195
(I,D,S) 0.052 914,103 1,162,744 1,154,497
Blended – 911,531 1,126,353 1,102,195

the most preferred configuration has the highest numerical ranking and the least preferred

configuration has the lowest numerical ranking.

For remanufacturing, the highest-ranked network configuration for the example is (P,D,O):

proprietary collection, distributed sort-test and original processing. In the (P,D,O) config-

uration, collection would be done directly from the customer, sort-test is performed at

the customer site, perhaps by assessing the age and model of the product, and the pro-

cessing done at the original plant. The AHP ranking vector is shown in Table 4.4. The

highest-ranked network configuration was (P,D,O) with 0.216, followed closely by (P,C,O)

with 0.208. This indicates that the critical choices are to collect directly from customers

to maintain propretary product knowledge, and to process at the original facilities. The

sort-test decision of distributed or centralized would have minimal impact on the network

design.

Having determined the high-level network rankings, the deterministic and CCP models

were run to obtain the lowest-cost network configuration. The CCP models were imple-

mented with a uniform distribution and a triangular distribution with ε = 0.90. In addition,

these models were run to determine the cost of each network configuration by fixing the

binary variables zp, zt and zc at the corresponding values for all eight network configura-
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tions. For comparison, the blended configuration models were run for deterministic and

CCP models by removing binary variables zp, zt and the set exclusivity constraints. The

results are listed in Table 4.4. The (I,D,O) network configuration was consistently the best

with respect to the lowest cost.

Figure 4.3 illustrates the relationship between cost and AHP ranking for the determin-

istic and CCP models. Note that for all three models, the lowest cost solution of (I,D,O)

is highlighted, as is the most preferred AHP configuration, (P,D,O). The least cost config-

uration (I,D,O) dominates the other (I, , ) configurations, while the most preferred AHP

configuration (P,D,O) dominates the (P, , ) configurations and a few others.

Comparing the cost of a configuration that has a higher AHP ranking to the lowest-cost

solution gives the cost to implement the network configuration with the best AHP rankings.

From Table 4.4, implementing the preferred configuration (P,D,O) would cost about 6.6%

more than lowest-cost configuration (I,D,O) for the deterministic case, and about 1% more

for the CCP case (either uniform or triangular).

Incorporating both the high-level and detailed decisions through the integrated model

provides a quantitative measure of the tradeoffs between lowest cost and highest AHP

preference. Further, over all three models – deterministic, CCP uniform and CCP triangular

– the results are consistent: (I,D,O) is the least costly configuration, yet implementing the

most preferred AHP configuration (P,D,O) has a relatively minor impact on cost.

4.2.3 Impact of uncertainty

To determine the degree to which uncertainty affects network configurations, the SP and

robust optimization models were run with the set of three scenarios provided in the example.

Note that the first-stage variables yfp, yft, yrp, yrt and yrc govern the configuration decisions

made before demand and returns are known, and the second-stage or recourse variables xf

and xr govern the flow. In SP, the recourse variables are determined by minimizing the

expected value of overall costs in the set of scenarios, while in robust optimization, they are

determined by minimizing the maximum cost over all scenarios.

Table 4.5 shows the detailed solutions for all five models. Costs are presented, with
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a)  Cost vs. AHP Ranking, Deterministic
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b)  Cost vs. AHP Ranking, Uniform CCP
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c)  Cost vs. AHP Ranking, Triangular CCP
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Figure 4.3: AHP ranking vs. cost for a) deterministic model, b) uniform CCP model, and
c) triangular CCP model.
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opening facilities costs in the second column, transportation/processing costs in the third

column, and total cost in the fourth column. Detailed site locations for each solution are

shown in the remaining columns, and sites that are common to all solutions are in bold

type.

All five MILP models with fixed configuration have the same optimal configuration

choice: (I,D,O). The blended configuration solution for each model is indicated below the

fixed configuration solution. Note that in all models except for uniform CCP, the blended

configuration solution is identical to the the fixed configuration solution. The findings

indicate that configuration is relatively insensitive to uncertainty of return volumes. In

fact, the optimal configuration may be much more sensitive to the specific site layout, that

is, to the relative distances among sites, than to uncertainty in flow volumes.

The blended configuration for uniform CCP shows sensitivity to site selection. The

forward flow sites were identical, but reverse flow sites were slightly different. The blended

configuration solution drew from both original and secondary processing facilities: P1 in I

and P7 in Ĩ rather than P1, P2, P4 and P5 in I for the fixed configuration. The sort-test

sites were all selected within the distributed sort-test set J̃ : T7, T8, and T11 appeared in

both solutions, with T10 and T13 in the blended configuration replacing sites T9 and T12

in the fixed configuration. Collection sites were the same: C16, C17, and C18. Thus a fixed

configuration solution is relatively stable under uncertainty, because even when sites could

be chosen freely, in four of the five models the blended configuration solution was identical

to the fixed configuration solution.

While the configuration decision is stable, the site selection decision does vary across

the five fixed configuration models. In forward flow, plants P4 and P5 were open in all

models, but the deterministic model also had P1 open, while CCP, SP and robust had P2

and P3 open instead of P1. Similarly, warehouses T2 and T3 were open in all models, but

T5 was also open in the deterministic, uniform CCP and SP models, and it was replaced

with T4 in triangular CCP. In reverse flow, plants P1, P2, and P5 were open in all fixed

configuration models, but uniform CCP also had P4 open, and SP and robust replaced it

with P3. Sort-test sites T7, T8, T11 and T12 were open in all models, but T9 was open in
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uniform and triangular CCP, while SP and robust had both T6 and T9 open. Collection

sites were the same: C16, C17, and C18.

The sensitivity of the CCP model to different satisfaction levels of the probabilistic

constraints was explored by setting ε in the CCP models to the six values listed in Table 4.3.

Figure 4.4 illustrates the relationship between cost and satisfaction ε for uniform CCP and

for triangular CCP. Each point in Figure 4.4 is labeled with the cost and the value of ε for

that point.

All levels of ε tested have the same optimal configuration choice, (I,D,O), supporting

the conclusion that the high-level decision is relatively insensitive to fluctuations in demand

and return volumes. However, costs increase as ε increases. This suggests a cost-reliability

tradeoff in which a producer could balance costs with an acceptable satisfaction level of

the probabilistic constraints. For instance, in uniform CCP decreasing ε from 0.90 to 0.80

results in an 8.4% cost savings, while increasing ε from 0.90 to 0.99 increases the cost by

2.3%. Similarly, in triangular CCP decreasing ε from 0.90 to 0.80 results in a 7.5% cost

savings, and increasing ε from 0.90 to 0.99 increases the cost by 11.3%. Li and Zabinsky

(2009) also presented this cost-reliability tradeoff in a vendor selection problem using CCP.

What insights do these results provide about sensitivity to uncertainty? First, the

configuration decision remains stable in the presence of uncertainty. However, there is some

sensitivity to uncertainty in the site location decisions, as evidenced by site substitutions

and added sites for different models and for different ε values. For example, in Figure 4.4,

increasing ε from 0.90 to 0.99 in the triangular CCP model gives a larger percentage cost

increase than in the uniform CCP model. This is explained by an additional site opening

in the triangular CCP model to accommodate the increased return volumes, whereas the

uniform CCP model can handle the return volumes with fewer facilities.

Second, it turns out that the deterministic and CCP models are essentially the same

MILP with different right-hand sides for demand and return volumes, listed in Table 4.3.

The study results show that the configuration decision is relatively insensitive to changes

in the right-hand side, although the site selection decisions are affected by variability in

return constraints. The deterministic and CCP models are relatively inexpensive to run,

because they require less computation than scenario-based models. On the other hand,
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b)  Cost vs. Satisfaction Level, Triangular CCP
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Figure 4.4: Satisfaction of probabilistic constraints vs. cost for a) uniform CCP model, and
b) triangular CCP model.
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through recourse variables, SP and robust optimization can adjust flow volumes to account

for uncertainty. The scenario-based models invest more heavily in infrastructure: SP and

robust optimization have slightly higher opening facilities costs than deterministic and CCP

solutions (see Table 4.5), i.e, 729,000 monentary units vs. 551,000-679,000 monentary units.

Although SP and robust optimization models may be more expensive to run, they may

provide better detailed site selection decisions.

4.3 Summary and discussion

Producers need to design their supply chains to include reverse logistics in response to

shrinking environmental resources and increasing consumer and government pressures. How-

ever, the lowest-cost network design is not necessarily the most effective design for a par-

ticular manufacturer’s needs. Uncertainty has been established as a significant factor in

reverse logistics, but its impact depends on the specific problem. Integrating high-level

and detailed design decisions under uncertainty can help to determine the best network

configuration and to assess the impact of uncertainty.

This work presents a suite of MILPs with an integrated network design model to de-

termine an optimal configuration or allow a blended model. The optimization models also

identify the optimal facility locations for collection, sort-testing and processing, and quan-

tify the investment needed to achieve the highest AHP-ranked configuration. This enables

a producer to determine the network configuration that is cost-effective and that supports

its business needs. It also determines the associated site locations in the detailed network

design.

The suite provides three approaches to uncertainty. The study compared three prob-

abilistic methods – CCP, SP and robust optimization – to evaluate the sensitivity of the

configuration decision to uncertainty. The same configuration choice was the lowest-cost

solution for both deterministic and probabilistic models. In addition, varying the satisfac-

tion levels of the probabilistic constraints ε in CCP resulted in the same configuration for

the lowest-cost solution, indicating that the high-level decisions are relatively insensitive to

uncertainty.

When considering the sensitivity of the CCP model to different levels of ε, the study
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found that costs increase as ε increases. This cost-reliability tradeoff provides an opportu-

nity for producers to offset increased costs against an appropriate satisfaction level of the

probabilistic constraints. Varying ε showed that overall cost is impacted more greatly by

fixed costs for opening facilities than by transportation costs for flow.

What insights can be gained in comparing the fixed configuration vs. the blended model?

In going to a blended model, the AHP ranking that indicates which configuration is most

preferable for a particular producer’s business needs is lost. However, for all but one of the

five models the blended solution matched the fixed configuration solution, indicating that

the fixed configuration solution is relatively stable.

In summary, the high-level network layout seems to be relatively insensitive to variability

in flow volumes, and the deterministic and CCP models are a relatively inexpensive way to

determine an optimal network configuration. Sensitivity to specific site locations seems to

be well-addressed through recourse variables in SP and robust optimization. Future research

will explore the application of this model to a variety of different producer applications to

generalize the conclusions.
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Chapter 5

INDUSTRY STUDY: CONSUMER ELECTRONICS RECYCLING

This chapter describes an industry study in electronic waste recycling. In this study, the

methodology is applied to demonstrate the model and to provide additional insights. The

background for the study is first described, followed by the application of the AHP model

and the suite of optimization models. Results and insights are presented in a discussion,

along with industry feedback on the model.

5.1 Background

Effective January 2009, government legislation in Washington State mandates that certain

consumer electronics products must be collected and recycled at a cost to the manufacturer

rather than to the consumer. Manufacturers of TVs, computer monitors and computers sold

in Washington State are now required to provide for the recycling of those products instead

of those products being sent to landfill for disposal. This research investigates the potential

situation in which a consumer electronics manufacturer is considering how to comply with

the legislation to set up a consumer electronics recycling program.

This research was motivated by discussions with the solid waste manager of City of

Bellevue, Washington (Spille, 2010), which has had a curbside electronics recycling program

since 2004, and with industry experts in electronics products recycling (Friedrick, 2010;

Linnell, 2010). In this section, the decision model in this research is applied to a reverse

logistics situation for an individual consumer electronics manufacturer. Because data in

the electronics manufacturing industry is considered highly proprietary, representative data

for the industry was obtained from interviews with collectors and recyclers of electronics

products and with national industry leaders in solid waste management and electronics

recycling.
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5.2 Description

Assume a manufacturer of consumer electronics products is implementing reverse logistics

in the state of Washington. The manufacturer wishes to explore the options of setting up

a proprietary system to collect and process its own products vs. participating in a multi-

manufacturer industry-wide system. The manufacturer is considering opening additional

retail stores to build brand loyalty, and in doing so it could encompass a recycling sys-

tem within the retail and warehousing supply chain. On the other hand, the manufacturer

could participate in a state-wide manufacturer-funded recycling system such as the program

managed by Washington Materials Management and Financing Authority (Washington Ma-

terials Management and Financing Authority (WMMFA), 2009), which would likely provide

economies of scale and reduced costs over a proprietary system.

For this study, it is assumed that the producer sells products in Washington and has at

least one existing retail location, located in Seattle. For the purposes of this study, the model

will be limited to reverse flow only, and the products will not be reused or remanufactured,

only recycled, according to the terms of the government legislation.

The sites for the study are listed in Table 5.1. Processing consists of complete product

recycling, and can be performed at either one original processing facility located in an indus-

trial section of Seattle, or at three secondary facilities in Seattle, Vancouver and Tacoma.

Centralized sort-test will be done at the processing facilities, while distributed sort-test will

be done at the collection sites. Testing procedures are minimal and do not involve significant

costs, since testing will likely consist of superficial inspection by personnel to determine if

the returned product fits the program criteria (e.g., produced by the manufacturer and one

of the covered types of products). Collection sites consist of manufacturer’s retail locations

in Seattle, Vancouver or Spokane to which the customer must transport the product to the

location, or through a curbside collection process at residential customer sites.

5.3 Numerical data

The data for the model are shown in Tables 5.2, 5.3, 5.4, and 5.5. The system has reverse

flow only, so forward flow costs and volumes are zero. Note that volumes are based on
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Table 5.1: Ewaste processing, sort-test and collection site locations.

Description Location

Processing
Original plants (set I)

P1 Seattle

Secondary plants (set Ĩ)
P2 Seattle
P3 Vancouver
P4 Tacoma

Sort-test
Centralized (set J)

T1 — performed at processing sites —
Distributed (set J̃)

T2 — performed at collection sites —

Collection
Proprietary (set K)

C1 Seattle
C2 Vancouver
C3 Spokane

Industry-wide (set K̃)
C4 — curbside collection by contractor —
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Table 5.2: Costs data (in dollars).

Description Parameter Cost (in dollars) Source

Forward flow
Transportation-processing cfijk 0

Reverse flow
Transportation (per ton per mile) cr0

kji 0.73 Vander Pol (2010),
Kramer (2010)

Processing (per ton) cr1
kji

Original facility 430.00 Kramer (2010)
Secondary facility 480.00 Linnell (2010)

Sort-test
Centralized — included in processing —
Distributed — included in collection —

Collection (per ton)
Proprietary 138.00 Hong et al. (2006),

Clifford (2010)
Industry-wide 4.50 O’Brien (2010),

Friedrick (2010)
Total cost (per ton) crkji = cr0

kji · dkji + cr1
kji,

where dkji = distance between collection site k and processing site i (in miles)

Table 5.3: Site capacity data (in tons).

Description Parameter Capacity No. of sites

Processing – original grp 200 1
Processing – secondary grp 70 3
Test – centralized grt 200 1
Test– distributed grt 200 1
Collection – proprietary grc 70 3
Collection – industry-wide grc 200 1
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Table 5.4: Returns data (in tons).

Returns Returns
Description Demand (proprietary) (industry-wide)

Deterministic (expected value)
dk rk r̃k
0 50.667 152.0

CCP with Uniform
F−1

Dk
(εd) F−1

Rk
(εr) F−1

R̃k
(εr̃)

ε = 0.50 0 50.667 152.0
ε = 0.60 0 52.333 157.6
ε = 0.70 0 54.400 163.2
ε = 0.80 0 56.267 168.8
ε = 0.90 0 58.133 174.4
ε = 0.99 0 59.813 179.4
CCP with Triangular

F−1
Dk

(εd) F−1
Rk

(εr) F−1
R̃k

(εr̃)
ε = 0.50 0 50.016 150.5
ε = 0.60 0 51.464 154.4
ε = 0.70 0 53.108 159.3
ε = 0.80 0 55.058 165.2
ε = 0.90 0 57.599 172.8
ε = 0.99 0 59.396 185.4
SP and Robust optimization with 3 scenarios

dkω rkω r̃kω

Scenario 1 (most likely)
πω = 0.33 0 50.667 152.0
Scenario 2 (20% higher returns)
πω = 0.33 0 60.800 182.4
Scenario 3 (20% lower returns)
πω = 0.33 0 41.333 124.0
Average 0 50.667 152.0
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Table 5.5: Distances between sites (in miles)

I Ĩ
Plant 1 Plant 2 Plant 3 Plant 4
Seattle Seattle Vancouver Tacoma

(Original) (Secondary) (Secondary) (Secondary)

K

Collect. 1
Seattle (Proprietary) 8 7 170 39

Collect. 2
Vancouver (Proprietary) 163 164 5 136

Collect. 3
Spokane (Proprietary) 281 280 357 294

K̃
Collect. 4

Curbside (Industry-wide) 1 1 164 38
(per mile costs included in collection costs within Seattle)

the assumption that the manufacturer is comparable to a leading manufacturer in volume,

and volumes and costs are calculated for one year of implementation. Below is a detailed

description of the data.

Transportation costs. The estimated cost to ship a pound of electronics was calculated

using the cost to ship a pallet of electronics from Spokane to Seattle, a distance of 280 miles

at a cost of $50 to $75. The weight of a pallet is estimated to be 500 to 800 pounds, and

the calculations to determine cost per pound per mile yielded an average of $0.0003656 per

pound or $0.73 per ton per mile. The Spokane-Seattle trip costs are representative of a

typical cost for LTL (less-than-truckload) service, according to information obtained from

an LTL freight expert, and the pallet weight estimate was obtained from an electronics

recycler representative (Table 5.2).

Processing costs. The cost to recycle electronics in a proprietary facility runs from $0.16

to $0.27 per pound or $320 to $540 per ton depending on volume, according to a large elec-

tronics recycler, which is the estimate used for original processing facility costs. Secondary
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processing estimates were $0.24 per pound or $480 per ton, which is the average cost to

manufacturers using the WMMFA program using secondary recycling facilities, as reported

by a national electronics recycling organization representative (Table 5.2).

Collection costs. Proprietary collection is to be done at three retail locations. Volume

per day per site is anticipated to be relatively modest at roughly 300 pounds per day, the

equivalent of 4-5 TV units or 10-12 computer units. Products will be received by store

personnel, and then processed by one additional employee one day a week at each site. La-

bor costs are calculated by estimating wages at $12 per hour, 8 hours per day, 52 days per

year, then increased by 40% to account for overhead and benefits. Overhead and benefits

calculation were taken from a 2010 article appearing in CNN Money.com (Clifford, 2010).

The results are about $21,000 per year for all three sites, divided by 152 tons per year col-

lected, or $138 per ton. Industry-wide collection is to be done through curbside collection

by separate contractor, which runs about $0.00238 per pound or $4.405 per ton, calculated

from information from Solid Waste Association of North America (SWANA) and census

information for the State of Washington (Table 5.2).

Facility opening costs. While the model has the capability to include facility opening

costs, this study includes only transportation and processing costs per unit. Facility costs

might have been incurred for a) the original processing facility and b) proprietary collec-

tion facilities. However, facility costs were found to be highly variable and dependent on a

number of factors, and could not be readily provided by industry contacts. It was assumed

that opening costs for a processing facility would be assessed carefully if original facility was

chosen in the preferred network configuration. On the other hand, opening costs for propri-

etary collection facilities could be considered incremental to development costs for new retail

locations that the manufacturer is planning to open, if proprietary collection were chosen.

Costs for testing facilities were assumed to be covered by processing and collection facilities.
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Capacities. Facility capacities were calculated by allowing sufficient capacity to process

return volume parameters (Table 5.3).

Return volume. The projected return volume was calculated from the total volume of

returned electronics products in 2009 (39,348,674 pounds), and Sony USA products ac-

count for 0.8%, which was considered to be representative, resulting in 304,000 pounds or

152 tons (Washington Materials Management and Financing Authority (WMMFA), 2009).

The return volume was assigned equally among the number of sites in each collection site

set. Volume statistics were provided by the annual report produced by WMMFA. Three

scenarios were developed for stochastic programming and robust optimization. Scenario 1

reflects 2009 volumes, while scenario 2 is 20% higher volumes and scenario 3 is 20% lower

volumes. In the stochastic programming model, the three scenarios were treated as equally

likely (Table 5.4).

Distances. Distances were obtained from road distances via internet mapping software

(Table 5.5).

5.4 AHP model

Evaluating the conceptual or high-level decisions through the AHP model requires assigning

rankings to AHP criteria, subcriteria, and alternatives as described in Chapter 3. The

rankings for the alternatives do not depend on the particular manufacturing situation and

are the same as in Table 3.8; the table is duplicated in Table 5.6 for completeness.

The rankings for criteria and subcriteria, however, do depend on the manufacturing sit-

uation. The rankings for this study are listed in Table 5.7 and are described below. How

were the rankings assigned for this study? Like those in Chapter 3, rankings were assigned

based on information garnered in interviews with industry experts. The numeric values

were designed to be consistent with rankings of previous case studies and the alternatives

rankings. The ranking scale may be described as: 1 = benchmark (of least importance), 2

= mildly important, 3-4 = moderately important, and 5-6 = extremely important. Each
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Table 5.6: Relative AHP rankings for network configurations.

Propr. Customer
Recycled Testing Scrap Facility Knowl. Int.’s

i Config. a1
i a2

i a3
i a4

i a5
i a6

i

1 (P,C,O) 1 4 1 3 6 6
2 (P,C,S) 2 4 1 1 4 6
3 (P,D,O) 1 1 6 3 6 6
4 (P,D,S) 2 1 6 1 4 6

5 (I,C,O) 4 4 1 3 2 1
6 (I,C,S) 6 4 1 1 1 1
7 (I,D,O) 4 1 6 3 2 1
8 (I,D,S) 6 1 6 1 1 1

Table 5.7: Criteria and subcriteria rankings for electronic waste study.

Criteria or Subcriteria Ranking

Cost savings g1 3
Business relations g2 1

Recycled product c1 6
Testing c2 1
Scrap shipped c3 5
Original facility c4 1

Proprietary knowledge r5 1
Customer interactions r6 3
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ranking is assigned relative to the benchmark criterion within the set of criteria or subcri-

teria.

Principal criteria: Cost savings vs. Business relations. Because the study involves elec-

tronic waste which will be completely recycled, cost savings is important. However, the

assumption in this study is that the producer may be interested in increasing its customer

relationships by opening new retail locations. The business relations criterion is the bench-

mark (g2=1) and cost savings is moderately more important (g2 = 3).

Cost savings subcriteria: Recycled product, Testing, Scrap shipped, and Original facility.

Like carpet recycling in Chapter 3, the recycled product and scrap shipped criteria will be

most valuable, because the operation involves recycling, and because there may be scrap

in terms of other manufacturers’ products that should be identified early to avoid unneces-

sary shipping. The least valuable subcriteria are testing, which is extremely low-cost, and

original facility, because the producer is unlikely to already have processing facilities readily

available for recycling. Therefore, original facility is the benchmark (c4 = 1), testing is also

ranked 1 (c2 = 1), scrap shipped is ranked 5 (c3 = 5) and recycled product is ranked 6

(c1 = 6).

Business relations subcriteria: Proprietary knowledge and Customer interactions. In terms

of electronic waste, neither proprietary knowledge nor customer interactions is particularly

important. Nevertheless, assuming that the manufacturer may be interested in promot-

ing stronger customer relationships, the customer interactions subcriterion may be ranked

higher than a proprietary knowledge subcriterion (r5 = 1, r6 = 3).

The AHP solution for this study is illustrated in Figure 5.1. The most preferred config-

uration is (I,D,S), yet there are 3 additional configurations that are very close in preference:

(P,D,S), (I,D,O) and (P,D,O). The close ranking between these four configurations reflects

the near equal priority that the manufacturer places on stronger customer relationships

relative to the desire for cost savings.
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Sensitivity analysis for the α and β parameters is shown in Figure 5.2. The α parameter

governs the relationship between cost savings and business relations, and consistent with

case studies in Chaper 3, the configuration decision is sensitive to α. When the ranking

of cost savings over business relations falls below 70%, (P,D,O) becomes preferred instead

of (I,D,S). Although the collection and processing decisions are sensitive to α, the test

decision is not sensitive. In fact, the sensitivity lines for all the (P, , ) configurations are

closely related to the (P,D,O) sensitivity line as α becomes closer to zero and business

relations dominates cost savings. Thus, it would be highly strategic for the producer to

consider proprietary collection in its network design, especially when thinking about future

business conditions.

Sensitivity to the business relations subcriteria β is similar in this study to the previous

case studies. The sensitivity lines are relatively parallel to each other with no crossover

points for (I,D,S), and thus β, the ratio between proprietary knowledge and customer in-

teractions, has no impact on the configuration choices.

As shown in Figure 5.3, the configuration decision is highly sensitive to cost savings

parameters γ, which was also the case in the earlier case studies. When the ranking for cost

savings is higher than the ranking for business relations, the configuration decision is very

sensitive to the four cost savings subcriteria.

The γ2 and γ3 parameters primarily affect the test decision, in which the preferred

configuration changes from a ( ,D, ) configuration to a ( ,C, ) configuration, with secondary

effects on collection and processing decisions. As γ2 increases from 8% to 29% the preferred

configuration changes from (I,D,S) to (P,D,O), and if γ2 increases to 33% the preferred

configuration changes to (P,C,O). As γ3 decreases from 38% to 10%, the preference goes

from (I,D,S) to (I,C,S); if γ3 increases from 38% to 53%, (P,D,O) is preferred. Thus collection

goes from an (I, , ) to a (P, , ) configuration and processing goes from an ( , ,S) configuration

to an ( , ,O) configuration as the test cost subcriterion or the shipping scrap subcriterion

dominates the other subcriteria.

The γ1 parameter affects the choice between (I, ,S) and (P, ,O) configurations. As

γ1 decreases from 46% to 37%, the preferred configuration goes from (I,D,S) to (P,D,O),

reflecting the dominance of the recycled product subcriterion. Finally, the γ4 parameter
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determines the processing choice with a secondary effect on the collection decision. As γ4

goes from 8% to 16% the configuration preference goes from (I,D,S) to (P,D,O). The testing

decision is not affected by γ1 or γ4.

In summary, the configuration decision is sensitive to all parameters except β. Although

the most preferred solution is (I,D,S), there is ample opportunity for the producer to explore

the relationship between the decision choices and the producer’s goals and values. Is the

focus primarily on cost savings? Or will it be better to foster stronger customer relation-

ships? Does proprietary control play an important role in the producer’s business model,

such as for Apple’s iPhone products, or are the products considered “throwaway”? Is there a

potential for recovering value, such as by harvesting spare parts or remanufacturing certain

products? Because the high-level decisions in this case study are so sensitive to the AHP

model parameters, the goals and values of the producer will be critical in determining the

configuration decision. The decision makers will better understand the tradeoffs of those

goals and values and the impact on the high-level decisions through the AHP model.

5.5 MILP model

Implementing the suite of MILP models with the numerical data in this study gives the

results in Table 5.8. All five models resulted in the same lowest-cost configurations, (I,D,O)

and (I,C,O). Note that because testing costs were assumed to be included in processing or

collection costs for this study, the testing decision does not affect costs.

The configuration choice seems to be insensitive to uncertainty, since the amount of flow

ranged from 152 tons in the deterministic model to 182 tons in the robust optimization

model, yet the configuration choice was the same. The selection among sites may be more

sensitive to uncertainty, although in this study, the sites selected were identical among all

models, including the blended model. Because the study involved a small number of sites,

the sensitivity may be more apparent for a larger number of candidate sites.

Even though the results for the blended solution are the same as for the fixed configu-

ration solution, the AHP configuration model gives a measurement of the difference in cost

between the lowest-cost solution and a solution that is more preferred.

The relationship between cost and AHP ranking for the deterministic model is shown
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Figure 5.4: Cost vs. AHP ranking for electronic waste study.



107

a)  Cost vs. Satisfaction Level, Uniform CCP
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b)  Cost vs. Satisfaction Level, Triangular CCP
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Figure 5.5: Cost vs. satisfaction level ε for electronic waste study: a) uniform CCP and b)
triangular CCP.
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in Figure 5.4. Each point is labeled with the the cost and the value of ε. The cost to

implement the preferred configuration (I,D,S) over the lowest-cost configuration (I,D,O)

or (I,C,O) would be about 18.5% higher. Implementing (P,D,S), which was also highly

preferred, would be a substantially greater investment at about 60% greater cost over the

lowest-cost solution.

The relationship between cost and satisfaction ε for uniform CCP and triangular CCP

is shown in Figure 5.5. Increasing or decreasing the level of satisfaction ε has a relatively

minor impact on costs. For uniform CCP, decreasing ε from 0.80 to 0.90 gives only a 3%

decrease in costs, and increasing ε from 0.90 to 0.99 is a 3% increase. The results are similar

for triangular CCP: decreasing ε from 0.90 to 0.80 is a 4.5% decrease and increasing ε from

0.90 to 0.99 is a 3% increase.

From the results of this study, it is evident that the producer should weigh the benefits

of cost savings relative to a desire to strengthen customer relations. The most significant

decision will be collection, and the configuration choice is relatively sensitive to the cost

savings and business relations factors, as indicated in the AHP sensitivity analysis. In

addition, testing costs are minimal, and processing costs are equivalent between original

and secondary facility. In fact, in this case the original facility processing option would not

merit serious consideration, because it is a recycling operation and processing can be readily

performed by a third party, as third-party electronic recycling capability is widely available.

In general, proprietary collection is more costly than industry-wide collection. However,

industry-wide collection is most efficient for high volumes, and under more moderate or

low volumes, a proprietary collection system could make sense. Because freight costs are

relatively low in proportion to other costs such as labor for collection, non-freight costs

could be analyzed to make a proprietary system more cost-effective.

In future research for this study, facility opening costs and industry-wide collection costs

should be explored more thoroughly. As well, it would be interesting to increase the number

of secondary processing sites to evaluate the impact of uncertainty on site selection further.
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5.6 Summary and discussion

In this chapter the decision model was applied to an industry study of electronic waste

recycling. The high-level design decisions were determined using AHP, and the detailed

decisions were performed using a suite of five MILP models that include probabilistic models.

The cost-preference relationships and the cost-satisfaction level relationships were used to

evaluate the inherent tradeoffs between decision choices.

The AHP model identified the most preferred configuration to be (I,D,S), although

(P,D,S), (I,D,O) and (P,D,O) were also highly preferred. Sensitivity analysis showed that the

collection decision is highly sensitive to the preference ratio between business relations and

cost savings α, and that the collection, sort-test and processing decisions were sensitive to the

ratio among the four cost savings parameters γ corresponding to testing costs, proportion

of scrap in the return stream, recycled product content and original facility processing

availability. The decisions were not sensitive, however, to the business relations subcriteria

ratio β.

Because of significant sensitivity of the configuration decision to α and γ, the producer

has an opportunity to balance the tradeoffs inherent in network design. Whether to focus on

strengthening customer relationships or cost savings, if there may be valuable proprietary

or intellectual knowledge to protect, can economic value be realized from the return product

– these considerations can be weighed effectively by the AHP model in which competing

priorities are resolved to determine the most preferred configuration and to understand what

the tradeoffs may be.

Like the numerical study, the configuration choice is stable for all models, even under

uncertainty and in the blended model when the sites can be chosen freely. The AHP model

tells the producer which configurations are most preferred for its business model, and the

relationship between cost and AHP ranking indicates the difference in cost between the

lowest-cost and the most preferred configuration. Sensitivity analysis in the AHP model

indicates that the choice of configuration is sensitive to the ranking of cost savings vs.

business relations, and if the producer increases the ranking of business relations to cost

savings, the preferred configuration will change. Increasing or decreasing the satisfaction
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level ε has an impact on overall cost, as indicated by the relationship between cost and

satisfaction level for both uniform CCP and triangular CCP, and that relationship provides

an opportunity for the producer to determine an acceptable balance between cost and

satisfaction level or reliability of the probabilistic constraints.
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Chapter 6

SUMMARY AND FUTURE RESEARCH

Producers need to design their reverse logistics network tailored to both their business

needs and cost savings. The research is in three major parts.

In the first part of this work, a conceptual framework was developed to evaluate high-level

decision choices. The conceptual framework provides a better understanding of the tradeoffs

in network design decisions, giving manufacturers a structured approach to designing their

reverse logistics network.

The second part of the work is a multicriteria AHP decision model that quantifies the

high-level decisions based on the conceptual framework. The model gives a ranking among

eight possible network configurations according to a set of criteria derived from the concep-

tual framework. Sensitivity analysis provides insights for decision makers into the potential

tradeoffs in high-level decisions and the network configuration decision process. The con-

ceptual framework and AHP decision model, derived from case study analysis of forty case

studies, were demonstrated on three case studies: a medical device remanufacturing system,

a residential carpet recycling process and a commercial carpet recycling process.

Sensitivity analysis in the AHP model determined that the collection decision is governed

by the producer’s ranking for cost savings relative to business relations and is sensitive to

the ratio between the rankings α: a higher ranking for business relations favors a proprietary

system (P, , ), while a higher ranking for cost savings points to an industry-wide system

(I, , ). The sort-test decision is determined by potential cost savings from reducing testing

costs and identifying scrap early to avoid unnecessary transportation costs and is sensitive

to the rankings ratios γ2 and γ3: higher test costs lead to centralized testing ( ,C, ) while

higher proportion of scrap in the return stream favors distributed testing ( ,D, ). Collection

and processing are affected by potential cost savings from recycled product content and is

sensitive to the rankings ratio γ1: if the product is to be recycled, then (I, ,S) configura-
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tions are more preferred, otherwise (P, ,O) configurations are preferred. Finally, processing

is impacted by the potential for cost savings from original facility processing capability and

is sensitive to the rankings ratio γ4: if original facility space is present, then ( , ,O) config-

urations are preferred, else ( , ,S) configurations are preferred. The processing decision is

also slightly sensitive to the business relationship rankings ratio β, in that a high desire for

proprietary knowledge favors ( , ,O) configurations.

The third part of the work combines the high-level decisions with detailed design de-

cisions for a flexible, integrated decision model. A suite of MILP models was developed

that determines the lowest-cost network configuration and yields the cost of implementing

a more preferred configuration from the producer’s viewpoint. Further, the model evaluates

the cost-reliability relationship, in which a producer can balance the tradeoff of meeting

a satisfaction higher level of demand for return products against the associated increased

costs.

Because variability is higher in return volumes than in forward flow, uncertainty may be

critical in the choice of configuration. The suite of MILP models includes three methods for

addressing uncertainty: chance-constrained programming, stochastic programming, and ro-

bust optimization. Results of a numerical study using these methods show that the choice of

network configuration is relatively insensitive to variability in flow volumes. However, there

is sensitivity to site location decisions, which can be well-addressed by recourse variables in

SP and robust optimization models.

An industrial case study was presented for electronic waste recycling to demonstrate

the methodology with integrating the AHP model and the suite of MILP models. The

study involved a situation in which an electronics manufacturer is implementing a reverse

logistics system for its products in Washington State. The methodology was applied to

the industrial study to determine the most preferred network configuration and to evaluate

sensitivity to the high-level decisions, as well as measuring the difference in cost between the

lowest-cost solution and the most-preferred solution. The configuration preference decision

was sensitive to the balance between the cost savings and business relations criteria as well

as the balance among cost savings criteria, but not among the business relations subcriteria.

For the industry study on consumer electronics recycling, the limited number of individual
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site selections were insensitive to uncertainty and the configuration decision was insensitive

to uncertainty.

In addition to network design, researchers are working on other reverse logistics top-

ics. These topics include: 1) pricing structures for new and return products to determine

the best prices for recycled, reused and remanufactured products, 2) analysis of customer

characteristics in primary and secondary markets to better address product positioning for

recovered products, 3) assessing the risk of “cannibalization” of markets, that is, to what

degree resale of return product erodes sale of new product, 4) evaluation of incentive ef-

fectiveness to motivate customer returns, and 5) improved forecasting and standardizing of

quantity and frequency of return product.

Design for sustainability is another actively developing research area. What charac-

teristics are most critical for designing a reusable or remanufacturable product? Promising

areas include design for disassembly (such as use of removable fasteners instead of permanent

ones), design for efficient recycling (such as materials being clearly marked as to content for

easier recycling upon disassembly), design for repair (such as modular product design so that

spare parts can be readily replaced rather than whole-product disposal), and other prod-

uct characteristics. The growing awareness of the need for more environmentally-conscious

manufacturing is indicated by a relevant political cartoon reprinted in Appendix B.

This research developed a multiobjective decision model for reverse logistics that de-

termines the high-level decisions through an AHP model and then links those decisions

with the detailed decisions through a suite of MILP models that address uncertainty. The

model provides sensitivity analysis for the high-level decisions and evaluates the impact of

uncertainty on the high-level and detailed decisions. The value of the model is supported

by industry collaborators, and applying the model to a variety of case studies demonstrates

the efficacy of the model in a number of industrial contexts.
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Ovidiu Listeş and Rommert. Dekker. A stochastic approach to a case study for product

recovery network design. European Journal of Operational Research, 160:268–287, 2005.

Kip Louwers, Dirk, Bert J., Edo Peter, Frans Souren, and Simme Douwe P. Flapper. A

facility location allocation model for reusing carpet materials. Computers and Industrial

Engineering, 367:855–869, 1999.

Irena Maslennikova and David Foley. Xerox’s approach to sustainability. Interfaces, 30(3):

226–233, 2000.

János Mayer. Stochastic linear programming algorithms: a comparison based on model

management system. Gordon and Breach, London, 1997.

William McDonough and Michael Braungart. Cradle to Cradle: Remaking the Way We

Make Things. North Point Press, New York, 2002.



120

Dennis McGavis. The energy bucket and a not-so-drop-in-the-bucket portion of the waste

stream, consumables. In Proceedings, IEEE International Symposium on Electronics and

the Environment, pages 2267-2272, San Francisco, CA, USA, May 2-4, 1994.

Kirstie McIntyre. Delivering sustainability through supply chain management. In D. Wa-

ters, editor, Global Logistics: New Directions in Supply Chain Management. Kogan Page

Limited, London, 2007.

Laura Meade, Joseph Sarkis, and Adrien Presley. The theory and practice of reverse logistics.

International Journal of Logistics Systems and Management, 3(1):56–84, 2007.

Harvey Meyer. Many happy returns. Journal of Business Strategy, 20(4):27–31, 1999.

Oksana Mont, Carl Dalhammar, and Nicholas Jacobsson. A new business model for baby

prams based on leasing and product remanufacturing. Journal of Cleaner Production, 14:

1509–1518, 2006.

Carsten Nagel and Peter Meyer. Caught between ecology and economy: end-of-life aspects

of environmentally conscious manufacturing. Computers and Industrial Engineering, 36:

781–792, 1999.

Jeremy O’Brien. Personal communication, August, 2010. Director of Applied Research,

Solid Waste Association of North America (SWANA), http://www.swana.org/.

G.M. Ostrovsky, N.N. Ziyatdinov, and T.V. Lapteva. One-stage optimization problem with

chance constraints. Chemical Engineering Science, 65(7):2373–2381, 2010.
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Appendix A

UNIFORM AND TRIANGULAR DISTRIBUTIONS

For completeness, the definitions of the uniform and triangular distributions for the CCP

model in Chapter 4 follow. Listed are the probability density function f(x), the cumulative

probability distribution function F (x), expected value E(X) and variance V (X) (Johnson

and Kotz, 1970; Evans et al., 2000). The inverse cumulative distribution function F−1(ε) is

also given for reference.

A.1 Uniform distribution

The uniform distribution on [a, b] has the following probability density function :

f(x)uniform =
1

b− a
, a ≤ x ≤ b,

and the following cumulative distribution function:

F (x)uniform =
x− a
b− a

, a ≤ x ≤ b,

with expected value and variance

E(X)uniform =
a+ b

2
and V (X)uniform =

(b− a+ 1)2 − 1
12

.

The inverse cumulative distribution function F−1(ε) for probability ε, 0 ≤ ε ≤ 1 is:

F−1(ε)uniform = (b− a) · ε+ a.



125

A.2 Triangular distribution

The triangular distribution on [a, b] with mode h has the following probability density

function:

f(x)triangular =





2(x−a)
(b−a)(h−a) a ≤ x ≤ h

2(b−x)
(b−a)(b−h) h ≤ x ≤ b,

and the following cumulative distribution function:

F (x)triangular =





(x−a)2

(b−a)(h−a) a ≤ x ≤ h

1− (b−x)2

(b−a)(b−h) h ≤ x ≤ b,

with expected value and variance

E(X)triangular =
a+ b+ h

3
and V (X)triangular =

a2 + b2 + h2 − ab− ah− bh
18

.

The inverse cumulative distribution function F−1(ε) for probability ε, 0 ≤ ε ≤ 1 is:

F−1(ε)triangular =





a+
√
ε(b− a)(h− a) if 0 ≤ ε ≤ h− a

b− a

b−
√

(1− ε)(b− a)(b− h) if
h− a
b− a

≤ ε ≤ 1.
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Appendix B

A RELEVANT POLITICAL CARTOON

 

Political cartoon appearing in the Seattle Post-Intelligencer, Tuesday, November 27, 2007.

(Credit: Jim Borgman and Universal Press Syndicate, used by permission.)


