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Photomorphogenesis has two stages. First, seedlings detect light and open their embryonic leaves 

(cotyledons). Second, seedlings optimize their light environment by regulated elongation of the 

embryonic stem (hypocotyl). Several hormones, including auxin, brassinosteroids and 

gibberellins, orchestrate the growth of the seedlings stem. In this dissertation research, time-lapse 

imaging was coupled with molecular biology to investigate the dynamics of hormone effects 

across photomorphogenesis. These studies revealed distinct growth dynamics during each stage, 

in addition to changes in growth hormone sensitivity across these stages. For example, the 

interaction between the brassinosteroid and gibberellin pathways is quite different in early versus 

late promotion of seedling growth. In late stages of seedling development, the hormone auxin 

and the PHYTOCHROME INTERACTING FACTOR (PIF) family of transcription factors 

mediate an endogenous carbon-sensing mechanism regulating ‘light-foraging’ hypocotyl growth. 

Dynamic analysis of growth, protein abundance and gene expression support a ‘regulatory relay’ 

model of the seedling growth network where the importance of each hub changes over time. 
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Chapter 1 

 

Do trees grow on money? Auxin as the currency of the cellular economy 

 

Stewart JL, Nemhauser JL (2010) Do trees grow on money? Auxin as the currency of the cellular 

economy. Cold Spring Harb Perspect Biol 2(2): a001420. 

 

ABSTRACT 

Auxin plays a role in nearly every aspect of a plant’s life. Signals from the developmental 

program, physiological status and encounters with other organisms all converge on the auxin 

pathway. The molecular mechanisms facilitating these interactions are diverse; yet, common 

themes emerge. Auxin can be regulated by modulating rates of biosynthesis, conjugation and 

transport, as well as sensitivity of a cell to the auxin signal. In this chapter, we describe some 

well-studied examples of auxin’s interactions with other pathways.  

 

INTRODUCTION 

It has often been said—sometimes in joyful wonderment, sometimes in teeth-grinding 

frustration—auxin does everything. While the major molecular details of the auxin pathway are 

largely known, many questions remain about how this one simple signaling molecule is 

responsible for directing so many diverse responses. The focus of this chapter is to try to 

illustrate several themes of how auxin acts in concert with other pathways to trigger specific 

cellular events in time and space.  

One potentially useful analogy in trying to understand auxin’s complicated roles is to 

think of it as money. Auxin does not have much intrinsic value—it stores very little energy or 

raw materials. However, like paper currency, it has great symbolic value, as an easily circulated 

means of facilitating transactions in the dynamic economy of plant life. As with currency, the 

amount, form, and location of auxin affects which transactions are possible. Other factors, such 

as what commodities are available in a given time and place, constrain which transactions auxin 

can facilitate. For instance, you cannot usually buy a goldfish at a shoe store, and it is quite 

challenging to purchase an ice cream sundae at 8 am.  

Here, we describe some of the ways in which the developmental program, the abiotic 

environment, the circadian clock, other hormones, and other organisms modify the auxin 

response. Auxin can be regulated by modulating rates of biosynthesis, conjugation and transport, 
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as well as sensitivity of a cell to the auxin signal. In addition, the dominant pathway of 

biosynthesis, the composition and levels of IAA conjugates, the direction of auxin transport, and 

the downstream consequences of sensing auxin can all be radically altered by the cellular milieu. 

These context-specific networks help shape the outcome (transactions) of cellular exposure to 

auxin. Each of the networks impinging on the cellular response to auxin could easily fill a long 

chapter (or entire book) on their own. For brevity’s sake, only a handful of examples will be 

described highlighting some of the molecular mechanisms by which other signaling networks 

intersect with the auxin pathway.  

 

THE DEVELOPMENTAL PROGRAM 

Auxin has been implicated in a disconcertingly large number of developmental events. Its 

role in embryonic polarity, organ initiation, and stem cell maintenance have all been extensively 

reviewed (De Smet and Jurgens 2007; Bowman and Floyd 2008; Vanneste and Friml 2009). In 

many of these cases, a general model can be discerned. First, auxin accumulates in a subset of 

cells, triggering a change in cell fate. This is followed by establishment of a graded distribution 

of auxin, often setting up an axis. Finally, this axis is used, sometimes in combination with other 

signals, to establish zones of cell identity. In these scenarios, auxin acts both to initiate early 

events and subsequently to refine the locations of specific programs.  

The relationship between auxin and the developmental program can be viewed as 

bidirectional. A genetically-encoded developmental program pushes auxin into some cells and 

the auxin changes which genes are expressed in these cells. Part of the cellular response to auxin 

is to change auxin biosynthesis, conjugation, transport, and response. This then further alters the 

cellular environment. If auxin is cellular currency, the developmental program could be said to 

act like the government. By directing money to some programs and by levying or refunding taxes 

to certain groups or entities, governmental bodies exert a strong influence on where money 

flows. Within the cell, the suite of transcription factors are analogous to elected officials. 

Importantly, there is also a strong feedback from the auxin flux on which transcription factors are 

present. Similarly, how money is spent or saved often determines who gets elected. A few recent 

examples from the developing Arabidopsis fruit illustrate the coordination between auxin and the 

developmental program. 
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Auxin maxima are crucial for several steps in the development of the Arabidopsis 

gynoecium (Balanza et al. 2006; Ostergaard 2009). For example, auxin levels must be high for 

proper development of the apical tissues called the stigma and the style (Fig 1). Current models 

propose that auxin levels are manipulated through coordinated regulation of SHORT 

INTERNODE (SHI)/STYLISH (STY) transcription factor family-induced local auxin 

biosynthesis and the relative efficiency of auxin transport away from sites of synthesis (Sohlberg 

et al. 2006; Alvarez et al. 2009; Trigueros et al. 2009). The balance of production and transport 

determines the timing and location of style and stigmatic tissue development. Expression of 

STY1 and STY2 become restricted to the apical end of the gynoecium 1-2 days before stigmatic 

papillae become visible. An inducible STY1 causes rapid induction of the gene encoding the 

auxin biosynthetic enzyme YUCCA4 and a concomitant increase in free auxin levels (Sohlberg 

et al. 2006). This auxin maximum in the ring of cells near the apex of gynoecium primordia 

triggers activation of the NGATHA (NGA) genes (Alvarez et al. 2009; Trigueros et al. 2009). 

These in turn alter the suite of transcription factors expressed in these cells, promoting apical cell 

identity. The NGA family also induces the SHI/STY genes, providing a positive feedback loop. 

Thus, the location and timing of the auxin maxima is genetically programmed and is required to 

trigger the next step in development. 

The absence of auxin is also a potent signal, as demonstrated in the development of the 

valve margin separation layer where Arabidopsis fruits open for seed dispersal (Fig. 1). In wild-

type plants, there is a marked reduction in auxin response (and likely auxin levels) in these 

boundary cells (Sorefan et al. 2009). The gene encoding the transcription factor INDEHISCENT 

(IND) is expressed in a thin stripe of cells at the boundary of the valves (Liljegren et al. 2004). 

IND is both necessary and sufficient to create these auxin minima and to direct the subsequent 

development of the boundary separation layer. IND regulates auxin transport away from these 

cells by directly regulating the expression of PINOID and related kinases (Sorefan et al. 2009). 

These kinases are able to direct the localization of PIN-FORMED (PIN) auxin efflux carriers 

(Friml et al. 2004; Robert and Offringa 2008). This is perhaps the first described case of a 

developmental program pushing a signaling molecule away from a subset of cells as a specific 

developmental trigger. 

Recent work in the female gametophyte provides a striking example for the action of 

auxin gradients as positional cues on cell fate programs (Fig. 1). Several lines of evidence 
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suggest that location within the synctial gametophyte is a major determinant of egg cell fate 

(Pagnussat et al. 2009). By examining and manipulating auxin response in the embryo sac, 

researchers strongly implicated a gradient of auxin—highest at the micropylar end and lowest at 

the chalazal end—as a morphogenic factor directing cell fate (Pagnussat et al. 2009). In contrast 

to sporophytic tissue where graded auxin levels have thus far largely been attributed to balanced 

biosynthesis and transport, the gametophytic gradient appears to be maintained via regulated 

biosynthesis and conjugation/degradation. How this gradient is interpreted remains to be 

determined.  

 

ABIOTIC ENVIRONMENT 

The modulation of auxin in response to abiotic changes in the environment is heavily 

documented, including a well-studied role for auxin in tropic responses to gravity (Morita and 

Tasaka 2004) and light (Holland et al. 2009), a connection between auxin and response to salt 

stress (Wang et al. 2009), and an interaction between auxin and high temperature (Gray et al., 

1998, Koini et al. 2009). Just as the distribution of money by the government is affected by 

lobbyists and special interest groups, the developmental program is strongly influenced by 

information from the abiotic environment. Among these various lobbies, light is perhaps the 

most powerful, and its intimate relationship with auxin regulation is among the most complex. 

Here we will focus on light’s influence over auxin as an example of how auxin integrates 

environmental information into the developmental program. During light/dark transitions, plants 

change auxin responsiveness by regulating auxin signaling components. In contrast, when 

optimizing light access in crowded environments, plants appear to act primarily by altering auxin 

biosynthesis and transport. 

Light is perceived by a number of photoreceptors. Blue light is perceived mainly by 

cryptochromes and phototropins, while red and far/red light is sensed by phytochromes. All three 

classes of photoreceptors have been linked with the auxin response (Chen et al. 2004; Li and 

Yang 2007; Salisbury et al. 2007; Holland et al. 2009). Here, we focus on the phytochromes, as 

one example. When the family of red/far-red light receptor proteins known as the phytochromes 

are stimulated by light, the equilibrium of the phytochrome pool shifts towards the active form. 

Activated phytochromes move into the nucleus and facilitate the degradation of the 

PHYTOCHROME INTERACTING FACTOR (PIF) and PHYTOCHROME INTERACTING 
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FACTOR-LIKE (PIL) proteins and help stabilize other transcription factors such as LONG 

HYPOCOTYL 5 (HY5) (Bae and Choi 2008). The degradation of HY5 in the dark requires the 

ubiquitin ligase CONSTITUTIVE PHOTOMORPHOGENIC 1 (COP1) and the multi-protein 

CONSTITUTIVE PHOTOMORPHOGENIC 9 (COP9) signalosome (CSN) (Cluis et al. 2004).  

In the light, HY5 accumulates and drives transcription associated with the light program. 

Plants deficient in HY5 show many hyper-auxin response phenotypes, such as faster growing 

lateral roots, higher number of lateral root primordia, and altered lateral root emergence. These 

phenotypes depend on the auxin receptor TRANSPORT INHIBITOR RESPONSE 1 (TIR1). 

When the hy5 mutation is combined with a knock-out allele of HY5 HOMOLOG (HYH), the de-

repression of auxin signaling is more severe (Sibout et al. 2006). Transcriptome analysis of hy5 

mutants reveals a widespread reduction in the expression level of many early auxin response 

genes, including the auxin transcriptional repressors Aux/IAAs. Consistent with this finding, HY5 

can directly bind the promoter of AXR2/IAA7 in vitro. Over-expression of AXR2 rescues the hy5 

long hypocotyl phenotype (Cluis et al. 2004). A genome-wide survey of DNA bound by HY5 

revealed binding sites in the promoters of nine Aux/IAA genes and six ARF genes (Lee et al. 

2007). Interestingly, phyA can phosphorylate many Aux/IAAs in vitro (Colon-Carmona et al. 

2000), though the relevance of this phosphorylation is still unknown. Thus, light strongly reduces 

cellular response to auxin by simultaneously increasing expression of the Aux/IAAs and perhaps 

by stabilizing the encoded proteins (Fig. 2A).  

While light blocks auxin transactions in the cell, the absence of light promotes them (Fig 

2B). When light levels are low, positive regulators of light signaling such as HY5 and HYH are 

degraded, leading to lower levels of auxin repressors. Mutations in many CSN subunits result in 

plants exhibiting a light-grown phenotype when grown in the dark (Schwechheimer et al. 2001). 

Such mutants also show decreased apical dominance, dwarfism, and decreased root growth 

inhibition by auxin. Antisense lines with reduced expression of the CSN5 subunit of the CSN 

have lower expression levels of Aux/IAA genes and increased Aux/IAA stability, similar to what 

is observed in low auxin conditions. The explanation for these effects is that the CSN directly 

facilitates the formation of SCF
TIR1 

complexes responsible for auxin-induced degradation of the 

Aux/IAAs. Another negative regulator of auxin transcription, AUXIN RESONSE FACTOR2 

(ARF2), is repressed in the dark (Li et al. 2004). Reduced levels of Aux/IAAs and repressor 

ARFs would together elevate auxin sensitivity in dark-grown plants. 
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  In addition to absolute presence or absence of light, light quality can also change the 

auxin balance (Fig. 2C). Appropriate response to changing light conditions is an essential part of 

a plant’s daily routine. Light quality can be strongly altered by the proximity and positioning of 

nearby plants. Transcriptional studies show that auxin-related genes make up the largest group of 

genes up-regulated by shade (Devlin et al. 2003) and auxin signaling mutants are impaired in 

their shade-avoidance responses (Vandenbussche et al. 2003). Free IAA accumulates in shaded 

plants through a process that requires an enzyme that catalyzes an early step in the auxin 

biosynthetic pathway known as SHADE AVOIDANCE 3 (SAV3) (Tao et al. 2008) or 

TRYPTOPHAN AMINOTRANSERASE 1 (TAA1) (Stepanova et al. 2008). Plant deficient in 

SAV3/TAA1 show shorter hypocotyls in shaded conditions (Tao et al. 2008). SAV3/TAA1 is 

highly expressed in the leaves in a similar pattern as the auxin-responsive reporter DR5::GUS. In 

shaded conditions, DR5::GUS activity moves into the hypocotyl. This shift from leaves to stem 

is blocked by pre-treatment with the polar auxin transport inhibitor naphthylphthalamic acid 

(NPA). This is consistent with previous evidence for the involvement of polar auxin transport 

during hypocotyl elongation in response to far-red light (Jensen et al. 1998). It is still unclear 

how the light signal regulates this change in transport pattern.  

Shade avoidance also requires the PHYTOCHROME RAPIDLY REGULATED (PAR) 

genes up-regulated shortly after experiencing shaded conditions. PAR1 and PAR2 encode 

transcription factors that negatively regulate shade avoidance response (Roig-Villanova et al. 

2007). PAR1 and PAR2 locate to the nucleus and repress the expression of a subset of auxin 

responsive genes including SAUR15 and SAUR68. This same ability of negatively regulating 

auxin-induced transcription during shade-avoidance was seen for the transcription factor ATHB4, 

another PAR gene (Sorin et al. 2009). Though the precise role of these negative regulators is 

unclear, auxin appears to be the target of both positive and negative control.  

 

CIRCADIAN CLOCK 

Complementing the guidance from the developmental program and the environment, 

plants use the circadian system to regulate auxin response. There is emerging evidence that the 

clock modulates auxin metabolism, transport, and signaling, determining how much auxin is 

available and how readily auxin can be perceived at different times of the day (Fig. 3). In effect, 
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the circadian system sets the operating hours during which specific transactions may be 

conducted. 

Decapitation experiments show that circadian controlled rhythmic elongation of the 

Arabidopsis inflorescence stem requires auxin transport from the apex (Jouve et al. 1999). 

Rhythmic growth can be restored by adding exogenous auxin to the tip of a decapitated stem. If 

polar auxin transport is blocked with NPA, rhythmic growth stops. Circadian fluctuations of 

IAA-aspartic acid conjugates in the stem suggest that the clock may control availability of auxin 

by regulated de-conjugation in combination with polar auxin transport. In a genome-wide study 

of clock-regulated genes, a large over-representation of auxin-related genes were identified 

(Covington and Harmer 2007). Genes in this group are involved in auxin biosynthesis, 

conjugation, transport, and signaling. In addition, more than half of highly auxin-induced genes 

are regulated by the clock. Neither elevated rates of auxin biosynthesis nor transport is required 

for these auxin-induced transcriptional oscillations, as treatment with auxin does not affect the 

phase or amplitude of an auxin-responsive reporter and NPA could cause slight phase delays but 

no change in amplitude. Timing of maximum induction of transcription by exogenous auxin is 

perfectly aligned with the time of peak endogenous auxin responses for untreated plants. This 

gating of auxin perception seems to extend to auxin physiological responses as well. Elongation 

of the hypocotyl under constant light in response to auxin was only induced when the auxin was 

applied during subjective night.  

Unlike the bidirectional relationship observed with the developmental program, auxin 

does not play a major role in clock activity. While the SCF complex is involved in both auxin 

signal transduction and generating circadian rhythms, turn-over of the core clock component 

TOC1 is not affected by auxin (Harmon et al. 2008). Auxin applied at a range of concentrations 

is not able to reset the phase of the clock (Covington and Harmer 2007). Very high 

concentrations can dampen oscillations of clock reporter genes and produce slightly longer 

periods under constant conditions; however, near normal rhythms persist.  

  

INTERACTIONS WITH OTHER HORMONES 

Other hormones intersect with the auxin pathway at many levels. Cytokinin, 

brassinosteroids, gibberellins, jasmonic acid, ethylene, abscisic acid, and strigolactones all act at 

least in part through modifying auxin. If auxin is cellular currency, we could stretch our analogy 
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(perhaps to the breaking point) to say that other hormones are responsible for setting up the 

various types of shops into which auxin might flow, each stocking its own merchandise. Here, 

we present a small number of examples from this rapidly growing area of research. 

The molecular details of the classical antagonism of cytokinin and auxin action in 

differentiation are becoming clear. In root meristems, auxin produced locally and transported 

from the shoot promotes cell division and stem cell identity (Dello Ioio et al. 2008; Chapman and 

Estelle 2009). Cytokinin acts to promote differentiation. It does this by altering levels of auxin 

transport and response (Fig. 4) (Dello Ioio et al. 2008; Chapman and Estelle 2009). Cytokinin 

exerts this effect by up-regulating SHY2, a member of the Aux/IAA family, repressors of the 

transcriptional response to auxin. Among the genes negatively regulated by high levels of SHY2 

are the PIN auxin transporters and IPT5, encoding a cytokinin biosynthetic enzyme. So, as 

cytokinin levels rise, SHY2 reduces auxin flow into meristematic cells while increasing the 

levels of auxin required to turn on genes needed for stem cell identity. At the same time, SHY2 

likely causes a reduction in the local levels of cytokinin, leading to a negative feedback loop. 

Such a loop combined with local production of auxin at the root tip may be sufficient to establish 

the spatial architecture observed in the root—with stem cells at the tip, followed by cells 

transitioning into the differentiation program further away from the auxin pool. 

In many cases, a large number of hormones may be coordinating auxin responses (Fig. 

4). In the root apical meristem, auxin levels are also being modulated by jasmonic acid (Sun et 

al. 2009). In addition to down-regulating levels of auxin transporters, jasmonates increase 

expression of ASA1. ASA1 is an enzyme in tryptophan biosynthesis, a precursor to auxin. The 

size of the auxin pool and rate of transport laterally away from the tip directly determine the 

location and density of lateral root primordia. There is also new evidence that IAA or JA 

conjugates to tryptophan act as potent anti-auxins (Staswick 2009). How these compounds 

interfere with auxin response is currently unknown, though preliminary in vitro studies suggest 

that they are not competing with free IAA for TIR1 binding. Ethylene is also acting with auxin in 

the root. It inhibits root growth in part by modulating auxin levels and transport (Ruzicka et al. 

2007; Stepanova et al. 2007; Stepanova et al. 2008; Yoo et al. 2009). In the root tip, ethylene 

induces expression of several genes important for auxin biosynthesis, including ASA1, 

enhancing local levels of auxin (Stepanova et al. 2008). Ethylene also up-regulates PIN2 and 

AUX1 likely facilitating auxin transport into the elongation and differentiation zones (Ruzicka et 
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al. 2007; Stepanova et al. 2007). The increase in auxin levels is proposed to inhibit cell growth 

and further sensitize cells to the effects of ethylene. Like light, ethylene stimulates turn-over of 

the repressor ARF2, likely further promoting auxin response in some cells (Li et al. 2004).  

In addition to joining the fray in the root, brassinosteroids act on many aspects of auxin 

biology throughout the plant (Hardtke et al. 2007) (Fig. 4). In the presence of both hormones, 

many responses are greatly enhanced; while in the absence of brassinosteroids, auxin 

transcriptional responses are severely reduced (Nakamura et al. 2003; Bao et al. 2004; 

Nemhauser et al. 2004; Vert et al. 2008). How brassinosteroids are connected to the auxin 

pathway is an area of active investigation. It is known that prolonged exposure to 

brassinosteroids increases the polar transport of auxin (Bao et al. 2004; Li et al. 2005) and that 

brassinosteroids regulate the expression of many early auxin response genes (Nakamura et al. 

2003; Goda et al. 2004; Nemhauser et al. 2004; Vert et al. 2005). These include Aux/IAA and 

PIN genes, likely leading to changes in the dynamics of auxin transcriptional responses and 

transport. Like light and ethylene, brassinosteroids appear to act on ARF2, a repressor ARF 

thought to compete with activator ARFs for cis-regulatory elements (Vert et al. 2008).  

In roots, auxin regulates both the expression and intracellular localization of the putative 

transcription factor BREVIS RADIX (BRX) (Scacchi et al. 2009). brx mutants have short roots 

and impaired auxin responses (Mouchel et al. 2006). Both of these phenotypes can be rescued by 

application of brassinosteroids or by constitutively elevating expression of auxin-responsive 

genes through introduction of a loss-of-function mutation in hy5 (Mouchel et al. 2006; Scacchi et 

al. 2009). Nuclear-localized BRX is required for cells to maintain normal levels of 

CONSTITUTIVE PHOTOMORPHOGENIC DWARF (CPD), a brassinosteroid biosynthetic 

enzyme. The strong loss of auxin responsiveness caused by reduced CPD expression in brx 

mutants further emphasizes the requirement of brassinosteroids for normal auxin responses. 

Treatment of wild-type roots with the polar auxin transport inhibitor NPA produces roots closely 

resembling those of brx mutants. Moreover, in low auxin conditions, BRX appears to co-localize 

with PIN1 at the plasma membrane. Together, these findings suggest that brassinosteroids are 

needed for normal auxin transport and that this transport is required for normal auxin response. 

Determining how transport feeds back on response and how brassinosteroids fit into this picture 

remain to be determined.  
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One potential insight into the brassinosteroid-auxin connection comes from the study of 

embryonic patterning. In the presence of high auxin levels at the tips of embryonic cotyledons, 

an ARF transcription factor MONOPTEROS (MP) directly induces expression of the 

transcription factor DORNROSCHEN (DRN) (Cole et al. 2009). In vitro and in vivo interaction 

studies showed that DRN interacts with the transcription factor BIM1 (Chandler et al. 2009), 

known to enhance brassinosteroid transcriptional responses (Yin et al. 2005). Loss of BIM1 

causes similar patterning defects as loss of DRN, suggesting that this interaction is required for 

DRN function (Chandler et al. 2009). These and yet-to-be-described interactions among 

transcription factors on promoters of shared target genes are a compelling model to explain the 

interdependency observed between the two pathways.  

 

PATHOGENS 

If auxin acts as a currency driving the cellular economy, it is not surprising that many 

pathogens use auxin to aid infection and disease. Pathogens manipulate their hosts’ auxin 

pathway at many stages throughout growth and development and in diverse ways (Fig. 5). They 

can synthesize their own auxin (Ali et al. 2009), increase native auxin biosynthesis (Chen et al. 

2007), re-route auxin transport (Grunewald et al. 2009), or alter auxin signal transduction 

(Padmanabhan et al. 2008). In this way, pathogens act as counterfeiters flooding cells with their 

auxin knock-offs or as greedy speculators manipulating the currency market for their own 

enrichment. 

An association between increased disease development and auxin accumulation is well 

supported in diverse plant-pathogen interactions (Wang et al. 2007; Ding et al. 2008). In part, 

this may reflect auxin’s ability to activate expansins that soften and degrade the cell wall (Ding 

et al. 2008). For example, the bacterial pathogen Pseudomonas syringae uses the type III effector 

AvrRpt2 to increase auxin content in host cells (Chen et al. 2007). Expressing AvrRpt2 in plants 

is sufficient to increase levels of free IAA. This effect can be enhanced by inoculating AvrRpt2-

expressing transgenic plants with either virulent or avirulent P. syringae strains. How AvrRpt2 

alters auxin levels is still not known, but the effect of this increase is clear. Whether auxin levels 

are manipulated by infection with the bacteria or by treatment of wild-type seedlings with 

exogenous auxin, the bacteria’s ability to multiply within host tissues is positively correlated 

with auxin levels.  
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Pathogens can also redirect transport in order to increase auxin in particular cells. To 

exploit a host’s resources, parasitic nematodes must establish nematode feeding sites, creating 

cysts of multiple cells that release nutrients easily and can spread to adjacent cells. Degrading the 

cell wall using auxin is an important part of this process (Grunewald et al. 2009). Shortly after 

exposure to the model parasitic nematode Heterodera schachtii, expression of the auxin 

transporters PIN3 and PIN4 are induced at the site of nematode attack (Grunewald et al. 2009). 

PIN3 localization is changed to orient the flow of auxin towards the sites adjacent to the initially 

parasitized plant cells. Conversely, the expression of PIN1 and PIN4 is strongly repressed after 

nematode infection. The current model suggests that down-regulating PIN1 and PIN4 prevents 

auxin efflux from the nematode feeding sites while PIN3 and PIN4 are repositioned to push 

auxin into adjacent cells priming them for feeding site expansion. This hypothesis is supported 

by the fact that PIN1 knockouts show a decrease in cyst number, while double mutants such as 

pin1pin3 and pin1pin4 show an increased proportion of small cysts compared to wild-type. 

Since high auxin levels aid in pathogen success, it is not surprising that many 

components of the plant’s immune system—both basal and R-gene-mediated—are geared toward 

controlling auxin during an attack. Plants treated with flg22, the conserved N-terminal peptide 

from bacterial flagellin, produce the microRNA miR393, thought to target TIR1 (Navarro et al. 

2006). Plants over-expressing miR393 show increased Aux/IAA stabilization and decreased 

transcription of auxin-responsive genes. Down-regulation of auxin response is accompanied by 

an increased ability to fight off infection by virulent Pto DC3000 as shown in tir1 mutants or 

miR393 over-expressing plants. Moreover, infection of resistant rice plants by Xanthomonas 

oryzae pv oryzae causes rapid up-regulation GH3.8, an auxin conjugating enzyme. 

Overexpression of GH3.8 results in plants with less free auxin, higher levels of IAA-amino acid 

conjugates, and reduced auxin induced transcriptional response. These plants, like many resistant 

plants carrying R genes, are able to suppress the auxin-induced expression of expansins early 

after pathogen inoculation. 

Systemic acquired resistance allows plants to anticipate future pathogen attacks and is 

under the control of salicylic acid (Durrant and Dong 2004). Salicylic acid promotes disease 

resistance in part though repression of the auxin pathway (Wang et al. 2007). Salicylic acid 

down-regulates auxin transporters and receptors leading to decreased expression of auxin 

responsive genes. At the same time, salicylic acid up-regulates IAA conjugating enzymes and 
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increases the stability of Aux/IAA repressors. Consistent with these findings, accumulation of 

salicylic acid prevents expression of auxin reporters following fungal infection. When salicylic 

acid is not allowed to accumulate or when salicylic acid-targeted Aux/IAAs are knocked-out, 

fungal disease development is enhanced.  

One major difference between disease resistant and susceptible plants may be their ability 

to detect and prevent acute spikes of auxin activity at the onset of infection. However, if auxin 

responses are suppressed for prolonged periods, the reward of limiting pathogen spread may 

come at the expense of host growth. This may explain the observed trade-offs between plant 

productivity and disease resistance (Durrant and Dong 2004). Plants may be further constrained 

in their ability to limit pathogen access to auxin, because auxin plays a critical role in beneficial 

interactions between plants and microbes, especially during colonization (Contreras-Cornejo et 

al. 2009; Schafer et al. 2009). Auxin spending is risky business. It may lead to great growth and 

success, or leave the plant open to exploitation and ruin. 

 

CONCLUDING REMARKS 

Biologists know a tremendous amount about auxin—how levels can be manipulated, how 

its presence (or absence) can trigger specific cellular programs, and, increasingly, how auxin 

plays a central role in integrating diverse pathways directing plant life. An informal survey of 

auxin research over the last 20 years reveals some striking trends. Most obvious is that interest in 

this pathway remains strong. There has been an approximately 8-fold increase in the number of 

research articles where the term “auxin” appears between 1989 and 2009. In addition, a clear 

shift in the direction of research can be observed. In 1989, approximately 60% of papers 

described a core auxin signaling component—genes involved in auxin metabolism, signaling, or 

transport. Approximately 40% were primarily concerned with connecting auxin with a 

developmental or physiological program (including other hormones and biotic interactions). By 

1999, the relative proportions of papers on core auxin components versus those relating auxin to 

other pathways had been reversed. This switch appears permanent. More than 70% of papers 

published in the first half of 2009 are primarily concerned with how auxin interacts with other 

pathways. Areas of particularly dramatic gains are connections with other hormones (~5% in 

1989 vs. ~20% in 2009) and the role of auxin in biotic interactions (~10% in 1989 vs. ~20% in 

2009). This reflects the logical progression of a field: initiating exploration close to the starting 
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point, then using these initial findings to explore more distant areas. From another vantage, this 

trend likely reflects the development of sufficiently sophisticated tools to tackle more complex 

problems. Either way, it is clear that the future of auxin research, like studies of the global 

economy, is only going to get more focused on connections.  
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FIGURE LEGENDS 

 

Figure 1. Many developmental events require modulation of auxin.  

In the Arabidopsis fruit (gynoecium), auxin maxima, minima, and gradients are used to define 

the location and timing of crucial developmental milestones. In the apical tissues, a suite of 

transcription factors acts in a positive feedback loop to produce a local auxin pool. This spatially 

precise auxin accumulation triggers a change in the transcriptional network, leading to the 

development of style and stigma. More basal tissues also use auxin during development. Auxin is 

actively transported out of a thin stripe of cells at the valve margin. The change in localization of 

auxin transporters needed for creating this auxin minima is caused by developmentally-regulated 

expression of the transcription factor IND. Finally, in the female gametophyte, cell fate is highly 

correlated with position within the embryo sac. An auxin gradient—high at the micropylar end 

(near the egg cell) and low at the chalazal end—is essential for conveying this positional 

information. Coordinated regulation of biosynthesis and perhaps conjugation establish this 

pattern. Solid arrows represent strongly supported links, while dashed arrows indicate possible 

connections. 

 

Figure 2. The auxin pathway is affected by the presence and quality of light. 

A. Light stimulation reduces sensitivity to auxin. Activated phytochrome promotes the 

accumulation of auxin transcriptional repressors. Repression of degradation machinery, 

including the COP9 signalosome, results in stabilization of transcription factors such as HY5. B. 

In the dark, active degradation of light transcription factors results in reduced accumulation of 

auxin transcriptional repressors and high auxin sensitivity. C. In shaded conditions or close 

proximity to a neighboring plant, increased auxin biosynthesis and transport result in an 

increased transcriptional response that contributes to the shade avoidance syndrome. Dotted lines 

indicate decreased levels of proteins or complexes.  

 

Figure 3. Plants use the circadian system to regulate auxin response.  

Circadian regulation has been observed at every level of the auxin pathway. In continuous 

conditions, expression of genes involved in biosynthesis, transport, conjugation, and 

transcriptional repression peaks during subjective day or dusk. Conversely, receptor gene 

expression and the auxin transcriptional response peaks during subjective night or dawn. Thus, 
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transcriptional and growth effects show peak sensitivity to exogenous auxin treatment during 

subjective night.  

 

Figure 4. Other hormones impact auxin levels and response.  

Jasmonates, cytokinin, ethylene, and brassinosteroids all modulate cellular auxin levels through 

changes in biosynthesis and transport. Cytokinin, ethylene and brassinosteroids also alter how 

sensitive a cell is to the auxin available by manipulating levels of repressors of auxin 

transcription. Brassinosteroids likely interact with transcriptional activators as well, though the 

precise mechanism is still unknown. 

 

Figure 5. The auxin pathway is a target of pathogen attack.  

High auxin levels are correlated with increased disease development. Pathogens increase their 

chances of success through increased auxin biosynthesis and altered auxin transport. Plant hosts 

defend against this strategy by conjugating free auxin, inhibiting receptor production, and 

promoting accumulation of auxin transcriptional repressors. In counter-offensive strategies, 

pathogens target the host’s ability to control auxin response. 
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Chapter 2 

 

PIF genes mediate the effect of sucrose on seedling growth dynamics 

 

Stewart JL, Maloof JN, Nemhauser JL (2011) PIF genes mediate the effect of sucrose on 

seedling growth dynamics. PLoS One 6(5): p. e19894. 

 

ABSTRACT 

As photoautotrophs, plants can use both the form and amount of fixed carbon as a measure of the 

light environment. In this study, we used a variety of approaches to elucidate the role of 

exogenous sucrose in modifying seedling growth dynamics. In addition to its known effects on 

germination, high-resolution temporal analysis revealed that sucrose could extend the number of 

days plants exhibited rapid hypocotyl elongation, leading to dramatic increases in ultimate 

seedling height. In addition, sucrose changed the timing of daily growth maxima, demonstrating 

that diel growth dynamics are more plastic than previously suspected. Sucrose-dependent growth 

promotion required function of multiple phytochrome-interacting factors (PIFs), and 

overexpression of PIF5 led to growth dynamics similar to plants exposed to sucrose. Consistent 

with this result, sucrose was found to increase levels of PIF5 protein. PIFs have well-established 

roles as integrators of response to light levels, time of day and phytohormone signaling. Our 

findings strongly suggest that carbon availability can modify the known photomorphogenetic 

signaling network. 

 

INTRODUCTION 

As a plant emerges from the seed, it must make an accurate and nuanced assessment of 

the light environment. Light-directed development, or photomorphogenesis, is marked by 

establishment of photosynthetically-competent embryonic leaves (cotyledons) optimally 

positioned towards a light source by the embryonic stem (hypocotyl) [1]. Hypocotyl elongation 

contributes to the positioning of cotyledons largely through differential cell elongation–in 

Arabidopsis, hypocotyl epidermal cells can elongate up to 100 times their embryonic size [2]. 

Levels of photosynthate reflect the seedling environment, and transportation of fixed carbon 

from source to sink cells is essential for this growth. Over the course of every day, the form and 

abundance of carbon is adjusted to meet the plant’s metabolic needs [3]. During the day, fixed 

carbon is primarily stored as starch in the chloroplasts of photosynthetically-active cells. At 
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night, starch is converted into sucrose which travels from the leaves into the rest of the plant. 

Expression of starch degrading enzymes is circadian regulated [4,5], allowing plants to anticipate 

future carbon demands. The degradation of starch is highly correlated with growth and is tightly 

regulated to prevent the plant from exhausting its resources [6]. Indeed, plants have been shown 

to rapidly adjust their starch accumulation strategy to take best advantage of changing light 

conditions [7]. 

In addition to stimulating production of photosynthate, light inhibits hypocotyl elongation 

through activation of photoreceptors, primarily the red-light absorbing phytochromes (phys) and 

blue-light absorbing cryptochromes (crys) [8]. Over the past 30 years, genetic screens have 

implicated more than two dozen factors downstream of photoreceptor function [9]. A number of 

recent studies have focused attention on one group of these proteins, a family of light labile basic 

helix-loop-helix (bHLH) transcription factors called phytochrome interacting factors (PIFs). 

Several of the PIFs have been shown to directly interact with light-activated phytochromes and 

subsequently be targeted for degradation [10]. The PIFs have varying dimerization and 

phytochrome-binding characteristics and have been shown to regulate separate aspects of 

photomorphogenesis [11]. For example, PIF1, PIF3, PIF4, and PIF5 contribute to hypocotyl 

elongation, while PIF1 and PIF6 regulate seed germination [12,13,14]. Plants lacking PIF1, 

PIF3, PIF4, and PIF5 function, called pifq mutants, phenocopy morphological and 

transcriptional responses of light-grown plants even when grown in complete darkness [15,16]. 

PIF proteins act in part through regulating phytohormone pathways, including auxin and 

gibberellins [17,18,19,20,21,22,23].  

How the very large number of factors influencing seedling growth are integrated is a 

complex problem that remains to be solved. Time-lapse imaging studies suggest that growth can 

be partitioned into discrete regulatory modules. For example, blue light inhibition of hypocotyl 

elongation can be separated into short-term growth slowing and longer-term maintenance phases, 

each under the control of different blue light receptors [24,25,26]. Genetically distinct phases of 

growth cessation and maintenance have also been reported for ethylene responses [27]. To 

understand the molecular mechanisms of these regulatory modules, periods of sensitivity must be 

defined for each factor that regulates photomorphogenesis. 

In this study, we found that sucrose could alter many seedling growth parameters, 

including: germination, growth duration, and maximal growth rate. In addition, the presence of 
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sucrose could dramatically shift daily growth rhythms of hypocotyl elongation. Sucrose 

promotion of growth required the function of several members of the PIF family of transcription 

factors. Surprisingly, growth dynamics of plants exposed to sucrose could be partially mimicked 

by overexpression of PIF5. While sucrose did not dramatically alter expression of any of the PIF 

genes, sucrose treatment did result in higher levels of PIF5 protein. Together, our results place 

the sensing of carbon availability in the same PIF-mediated growth network as photoreceptors, 

the circadian clock and phytohormones.  

 

RESULTS AND DISCUSSION 

Sucrose promotes seedling growth by extending the number of days of hypocotyl 

elongation 

The addition of 88 mM (3%) sucrose to plant media nearly doubled the height of six day 

old seedlings (Figure 1A), while causing a delay in germination (Figure 1C,D), consistent with 

previous reports [28,29,30],[31]. Addition of comparable levels of mannitol caused a strong 

reduction in overall hypocotyl elongation (Figure S1A), and had no effect on timing of 

germination (Figure S1B,C), suggesting that sucrose effects were not the result of changes in 

osmotic potential. Given these observations, we hypothesized that sucrose must alter growth rate 

and/or duration of growth to cause dramatically increased final hypocotyl lengths despite a 

shorter growth period. 

To test this hypothesis, we assessed seedling growth rate using time-lapse imaging. Our 

measurements were synchronized to begin when seedlings had a visible apical hook (shortly 

after stage 0.5 as described in [32]). Hypocotyls were then measured at 30 minute intervals for 

three subsequent days. For plants grown in standard media without sucrose, distinct hypocotyl 

elongation dynamics were observed for each of the developmental stages highlighted in Figure 

1B. After the apical hook became visible, hypocotyls exhibited low but consistent levels of 

elongation during the day and first half of the night followed by a gradual rise in growth rate 

towards dawn (Figure S2). As the cotyledons became distinct from one another, growth rate 

spiked at dawn (Figure 2A). By the time the cotyledons were fully open, growth rates were at the 

lowest levels overall with small, waning growth peaks at day/night transitions (Figure 2A).  

Sucrose addition caused the most dramatic change in growth dynamics in seedlings with 

fully opened cotyledons, a time when seedlings grown without sucrose had largely stopped 
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growing. In contrast, plants grown with exogenous sucrose showed sustained strong rhythmic 

growth patterns (Fig 2B), reminiscent of patterns observed in previous studies [33]. This growth 

extension phenotype was further exaggerated in plants over-expressing CIRCADIAN CLOCK 

ASSOCIATED 1 (CCA1ox) (Figure 2C,D), where reduced circadian clock function causes rapid 

growth throughout the entire night period [33]. Extra growth phases were not a result of osmotic 

effects of sucrose, as mannitol did not alter seedling growth dynamics (Figure S1D). Thus, 

sucrose addition leads to taller seedlings by prolonging the duration of growth in combination 

with a modest increase in growth rate. This extended growth period allows sucrose treated 

seedlings to overcome their early developmental delay. 

 

Sucrose and other environmental factors can change timing of maximal daily growth  

The external coincidence model for rhythmic growth proposed by Nozue et al. relies on 

two independent effects on the key growth regulators PIF4 and PIF5: the circadian system 

regulates gene expression and light alters protein stability [33]. In our experiments, plants grown 

in all conditions showed an initial burst of rapid dawn elongation once cotyledons were distinct 

(Figure 2). On media without sucrose (Figure 3A), subsequent periods of rapid elongation 

occurred at both dawn and dusk with decreasing amplitude. This is in contrast to the sustained 

and predominant dawn growth peaks previously reported for seedlings grown on sucrose [33].  

Addition of sucrose increased growth rates, particularly at dawn (Figure 3C, black arrow, 

dashed versus solid line). This pattern began to resemble the previously published growth pattern 

by Nozue and colleagues, although a small growth peak at dusk could still be detected in our 

conditions (Figure 3C, grey arrow). When light intensity was increased from 30 µmol m
-2 

sec
-1 

to 

60 µmol m
-2 

sec
-1

 (the conditions used in Nozue et al., 2007), total hypocotyl elongation was 

reduced. The greatest decrease in growth rate was observed at dusk (Figure 3B, grey arrow, 

dashed vs. solid lines). These results demonstrate that both light levels and sucrose addition can 

act independently to change the distribution of growth throughout the day. When both conditions 

are used, their combined effects are essentially additive (Figure 3D, dashed vs. solid lines). This 

highlights the critical importance of assessing growth rates in each new condition, as additional 

factors may also shape ultimate growth patterns. Interestingly, addition of mannitol could 

partially reproduce the effects of sucrose on daily growth peaks, although with substantially 

lower maximum growth rates (Figure 3E,F). This suggests that unlike early developmental 
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delays, sucrose effects on diel growth rhythms were at least partially through altered osmotic 

potential. Previous studies have shown that PIF4 and PIF5 transcripts can be high at both dusk 

and dawn [33,34,35], creating symmetrical potential growth windows. These two windows for 

PIF activity are further supported by the strong dusk growth peaks observed in continuous light 

conditions [36]. Our results suggest that the timing of rhythmic hypocotyl elongation is plastic 

and can be altered with subtle changes in growth conditions, including light intensity and media 

formulation. While our plants were all grown in artificial laboratory conditions, it is likely that 

variations in natural environments resulting in altered photosynthetic or developmental rates 

could lead to similar changes in growth patterns. 

 

Growth promoting effects of sucrose require PIF function 

It is well-established that sucrose can interfere with light responses [37,38,39]. PIF 

transcription factors contribute to hypocotyl elongation [16,40], chlorophyll biogenesis [41], and 

seed germination [12,13,14,41]—all of which are also affected by exogenous sucrose. To test 

whether sucrose was acting through the PIF family, we grew a number of single and multiple 

PIF mutants with and without sucrose.  

In conditions without added sucrose, hypocotyl phenotypes of pif mutants matched 

previous reports (Figure 1A) [11]. When sucrose was added to the media, the growth promotion 

responses of pif3, pif4 and pif5 were significantly diminished compared to wild type (Figure 1A). 

As PIF4 and PIF5 have been shown to act partially redundantly in rhythmic hypocotyl growth 

[33], we also examined pif4 pif5 double mutants. Loss of both pif4 and pif5 caused a further 

reduction in sucrose response, and additional loss of PIF1 and PIF3 function in the pifq mutant 

nearly eliminated sucrose promotion of growth (Figure 1A). Hypocotyls of pifq mutants grew 

more slowly than those of wild-type plants and for fewer days (Figure 2E). While sucrose could 

still cause modest growth of older pifq seedlings, average growth rates remained substantially 

lower than wild-type plants (Figure 2F).  

If sucrose was acting through PIF proteins, we reasoned that higher levels of PIF activity 

might phenocopy sucrose effects. To test this, we focused on PIF5, as loss of PIF5 function is 

known to have the most dramatic effect on rhythmic hypocotyl elongation of single loss-of-

function pif mutants [33]. PIF5ox seedlings were taller than wild-type seedling grown on sucrose 

and showed a statistically enhanced response (Figure 1A). Moreover, even in the absence of 
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exogenous sucrose, PIF5ox seedlings showed substantial late growth (Figure 2G). This late 

growth rate was higher than that observed in CCA1ox seedlings (Figure 2C,D vs. 2G,H), 

suggesting that the phenotype of PIF5ox plants was not solely the result of defects in clock 

function.  

 

Sucrose increases levels of PIF5 protein 

PIF family members are under transcriptional and post-translational control [42]. To test 

sucrose effect on PIF expression, we extracted mRNA from CCA1ox seedlings grown with or 

without exogenous sucrose (Figure 4A,B). The CCA1ox background was used to attenuate 

potentially confounding effects of the circadian clock on PIF gene expression. Sucrose had no 

effect on expression of PIF1 or PIF7, caused a modest increase in expression of PIF3 and PIF6, 

and led to a slight decrease in expression of PIF4 and PIF5 (Figure 4B). The small effects on 

PIF3, PIF4, and PIF5—the genes with the largest loss-of-function effects on sucrose promotion 

of growth—suggest that sucrose is unlikely to alter growth dynamics through transcriptional 

control of PIF genes.  

To test for sucrose effects on PIF protein, we grew HA-tagged PIF5ox seedlings [33] 

with or without sucrose (Figure 4C). These lines had similar growth dynamics and sucrose 

sensitivity as the untagged PIF5ox lines (Figure 4D), including a strong developmental delay 

(Figure S3) making it impossible to match developmental stages. We found that when comparing 

seedlings of the same age, sucrose dramatically increased PIF5 abundance in both light and dark 

periods (Figure 4C), although the effect was strongest in the light. One possible mechanism for 

this increase in PIF5 levels is through reduced function of phyB, which is known to destabilize 

PIF5 protein [43]. Surprisingly, phyB null mutants showed a wild-type response to sucrose 

(Figure 1A, Figure 2I,J), suggesting that sucrose effect on PIF activity is phyB-independent. It is 

possible that other factors, such as closely related phytochrome family members, may take over 

phyB’s role in its absence.  

The morphological transformations of photomorphogenesis are happening concurrently 

with major shifts in metabolism. Given that sucrose is synthesized and transported throughout 

the plant, it is possible that exogenous sucrose may conflict with the seedling’s own 

photosynthesis-derived signals. Our results suggest a model where light-directed degradation of 

PIF protein is antagonized by high carbon availability. Previous work [44], in combination with 
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the results presented here, suggest that adding sucrose to the media may have a similarly 

dramatic effect on photomorphogenesis as phytohormone treatments. Sucrose dependency on 

PIF function provides direct molecular integration of photoreceptor and phytohormone signal 

transduction pathways with a yet-to-be-determined carbon-sensing mechanism.  

 

MATERIALS AND METHODS 

Plant materials and growth conditions. Wild type is Arabidopsis thaliana ecotype Col-0. 

CCA1ox (also known as CCA1-34) [45], pif4 (pif4-101) [46], pif5 (pil6-1) [47], pif4 pif5 [46], 

PIF5ox (PIF5-OXL2) [47], HA-tagged PIF5ox [46], and phyB-9 (also known as hy3-EMS142) 

[48] are as previously described. pif1 (also known as pil5-1) [12] and pif6-2 [13] were provided 

by G. Choi (Korea Advanced Institute of Science and Technology) and K. Halliday (Edinburgh 

University), respectively. pif3-3 [49] and pifq [40] were provided by P. Quail (University of 

California, Berkeley). Seeds were sterilized for 20 min in 70% ethanol, 0.01% Triton X-100, 

followed by a rinse in 95% ethanol. After sterilization, seeds were suspended in 0.1% agar 

(BP1423, Fisher Scientific) and spotted on plates containing 0.5X Linsmaier and Skoog (LS) 

(LSP03, Caisson Laboratories, Inc.) with 0.8% agar. Sucrose (S2, Fisher Scientific) and D-

mannitol (69-65-8, Acros Organics) treatments were performed by mixing 88mM of either 

additive into the media before sterilization. Seeds were then stratified in the dark at 4°C for 3 

days. Plates were placed vertically in a Percival E-30B growth chamber set at 20°C in 30 or 60 

µmol m
-
²sec

-1
 white light. All plants were grown in short-day conditions (8 hours light, 16 hours 

dark) and placed in the growth chamber at dawn. 

 

Microscopy and time-lapse photography. Time-lapse photography is essentially as described 

in Nozue et al. (2007), Images were captured every 30 minutes by a charge-coupled device 

camera (PL-B781F, PixeLINK) equipped with a lens (NMV-25M1, Navitar) and IR longpass 

filter (LP830-35.5, Midwest Optical Systems, Inc.). Image capture was accompanied by a 0.5 

second flash of infrared light by a custom built LED infrared illuminator (512-QED234, Mouser 

Electronics). A custom LabVIEW (National Instruments) program controlled image capture and 

illumination. Color seedling images were collected at 10X magnification using a Leica dissecting 

scope (S8APO, Leica Microsystems) and camera (DFC290, Leica Microsystems). 
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Hypocotyl measurements. For end-point analysis, hypocotyl lengths were measured from 12-

25, 6-day old seedlings per treatment by scanning vertical plates using ImageJ software 

(http:/rsb.info.nih.gov/ij/). For growth rate analysis, hypocotyl lengths from at least 12 

individuals were measured using ImageJ software for each time-lapse image (2208 X 3000 

pixels). Growth rates were calculated from hypocotyl lengths using a custom script in MATLAB 

(MathWorks), available on request.  

 

RNA extraction and qRT-PCR analysis. Seedlings were grown vertically in three rows on 

0.5X LS plates with 2% agar. PIF expression analysis was performed on CCA1ox seedlings 

collected 8 hours from lights off (midnight) on day 5 for plates without sucrose and on day 6 for 

plates with sucrose to match developmental stage. Roots were manually removed at the time of 

collection. Samples were collected using a light equipped with a green filter (LS139, Acey Decy 

Equipment Co., Inc.). All samples were immediately frozen in liquid nitrogen and stored at -

80°C until processing. Total RNA was extracted from tissue of approximately 1000 seedlings 

using the Spectrum Plant Total RNA Kit (Sigma), total RNA was treated with DNaseI on 

columns (Qiagen) and 1µg of eluted RNA was used for complementary DNA (cDNA) synthesis 

using iScript (Biorad). Samples were analyzed using SYBR Green Supermix (Biorad) reactions 

run in a Chromo4 Real-Time PCR system (MJ Research). Expression for each gene was 

calculated using the formula (Etarget)
-∆CPtarget(control-sample)

/(Eref)
 -∆CPref(control-sample)

 [50] and 

normalized to a reference gene (At1g13320). 

 

Western blot analysis. PIF5-HA abundance was detected in extracts of whole PIF5HAox and 

wild-type seedlings collected 4 hours from lights on (midday) or 8 hours from lights off 

(midnight) on day 5. Total protein was extracted from approximately 100mg of tissue using the 

method described in [51], except that anti-HA-peroxidase (Roche) was used at a 1:1000 dilution. 

Samples were loaded at two concentrations (1X and 0.5X) to better estimate relative abundance. 

Anti-ACTIN antibodies (A0480, Sigma) were used at a 1:2000 dilution and detected with anti-

Mouse (172-1011, Biorad) used at a 1:20,000 dilution. SuperSignal West Femto Maximum 

Sensitivity Substrate (Pierce) was used to detect signals.  
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FIGURE LEGENDS 

Figure 1. Sucrose promotion of hypocotyl elongation requires activity of PIF genes.  

(A) By six days, wild-type (WT) seedlings grown on 88 mM (3%) sucrose (light bars) were taller 

than seedlings grown without sucrose (dark bars). pif3, pif4, and pif5 seedlings showed 

significantly reduced response to sucrose with further reductions observed in pif4 pif5 mutants. 

Sucrose response was almost completely eliminated in pifq mutants lacking pif1 pif3 pif4 and 

pif5 function. Overexpression of PIF5 (PIF5ox) resulted in elongated hypocotyls in the absence 

of exogenous sucrose and significantly enhanced growth promotion with added sucrose. phyB 

mutants where PIF5 levels are known to be increased resemble PIF5ox seedlings without 

sucrose, but show a wild-type response to sucrose. Error bars represent standard error for at least 

two independent experiments with 15-20 seedlings of each genotype in each experiment. 

Asterisks indicate significantly different responses between tested genotype and wild type (* = 

p<0.05, ** = p<0.01, *** = p<0.001) using a linear regression. Note the broken y-axis. 

(B) After emergence, the radicle extended, tightly-hooked cotyledons became visible, and collet 

hairs at the hypocotyl/root junction appeared. Cotyledons then became distinct from one another, 

opening until the maximum angle between the cotyledons was reached.  

(C-D) Three representative seedlings are shown at the dawn of day 3, 4, 5 and 6 in each panel.  

(C) Wild-type seedlings entered the labeled stages shown in (B) by the dawn of day 3, 4 and 5, 

respectively.  

(D) Addition of sucrose to the growth media resulted in the hook becoming visible 

approximately one day later (day 4). Sucrose also caused a modest delay in cotyledon opening. 

Seedlings were grown in short-day conditions in 30 µmol m
-
²sec

-1
 white light.  

 

Figure 2. Sucrose requires PIF function to extend the number of days of seedling growth. 

(A) Wild-type hypocotyl elongation rates diminished after the cotyledons opened.  

(B) Addition of sucrose caused sustained high growth rates.  

(C, D) In CCA1ox, sucrose caused a similar increase in duration of high hypocotyl elongations 

rates.  

(E) pifq hypocotyls had lower average growth rates but similar dynamics to wild type.  

(F) In pifq mutants, sucrose had substantially reduced effects on later stage hypocotyl elongation 

rates.  
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 (G, H) Hypocotyls of PIF5ox seedlings had elevated early and late elongation rates without 

exogenous sucrose (G) but showed enhanced sensitivity to exogenous sucrose (H).  

(I, J) phyB mutants showed similar growth rates to PIF5ox mutants with (I) and without (J) 

sucrose. 

Each independent experiment is shown in grey and growth rates represent an average of 15-20 

seedlings. Smoothed average growth rates are shown in black. A dashed black line representing 

wild-type growth rates without sucrose is shown for reference. Light and dark phases are 

indicated in the bars below the graphs. Schematic representations of seedling stages shown 

below the graphs are accurate for all seedlings, except PIF5ox (G,H). PIF5ox seedlings show an 

enhanced developmental delay phenotype, further exaggerated by addition of sucrose (Figure 

S3). Scale bar equals 0.05 mm/hr.  

 

Figure 3. Diel patterns of rapid hypocotyl elongation phases are highly plastic. 

(A) Hypocotyl elongation occurred at dusk (grey arrow) and dawn (black arrow) in our standard 

light conditions (30µmol m
-2 

sec
-1

).  

(B) Growth rates were lowered by increased light intensity (60µmol m
-2 

sec
-1

), most notably at 

dusk. 

(C) Seedlings grown on sucrose showed higher rates of hypocotyl elongation. This was 

particularly evident at dawn.  

(D) When sucrose and higher light intensity (60µmol m
-2 

sec
-1

) were combined, both the reduced 

growth rate at dusk and the increased growth rate at dawn were observed.  

(E) Addition of mannitol caused increased hypocotyl elongation at dawn, similar to the effects of 

sucrose albeit with lower magnitude. 

(F) Higher light intensity (60µmol m
-2 

sec
-1

) reduced growth rates in mannitol, as was observed 

in other conditions. 

Each independent experiment is shown in grey and growth rates represent an average of 15-20 

seedlings. Smoothed average growth rates are shown in black. A dashed black line representing 

wild-type growth rates without additives is shown for reference. Light and dark phases are 

indicated in the bars below the graphs. Schematic representations of seedling stage are shown 

below the graphs. Scale bar equals 0.05 mm/hr.  
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Figure 4. Sucrose effects on seedling growth dynamics are likely mediated by stabilized PIF 

proteins. 

(A) Expression of PIF genes at midnight on day 5 is shown for the no sucrose condition in 

CCAox seedlings. Expression values are shown relative to a control gene. Error bars represent 

the standard error from three biological replicates. 

(B) Relative values are shown for PIF gene expression in plants grown on sucrose normalized to 

expression in the no sucrose condition (shown in A). Sucrose had only modest effects on PIF 

gene expression. PIF3 and PIF6 were induced by sucrose, while PIF4 and PIF5 were slightly 

repressed. Seedlings were collected 8 hours after lights off (midnight) on day 5 (no sucrose) or 

day 6 (with sucrose) to match developmental stage. Error bars represent the standard error from 

three biological replicates. 

 (C) Sucrose increased PIF5-HA levels in both light and darkness. Wild-type or 35S::PIF5-HA 

seedlings [46] were collected 4 hours after lights on (Light) or 8 hours after lights off (Dark) on 

day 5. Anti-HA antibodies were used to detect PIF5-HA proteins (upper panel) and anti-ACTIN 

antibodies were used as a loading control (lower panel). Two concentrations (approximately 1X 

and 0.5X) are shown for each PIF5-HA sample. “N” and “S” indicate the no sucrose and sucrose 

treatments, respectively. Note that overall levels of protein are higher in light samples, as 

indicted by increased signal in the loading control. The blots shown here are representative of at 

least two experiments with independent biological replicates.  

(D) High growth rates continue into day 5 for 35S::PIF5-HA seedlings supplied with exogenous 

sucrose. Each independent experiment is shown in grey and growth rates represent an average of 

15-20 seedlings. Smoothed average growth rates are shown in black. Light and dark phases are 

indicated in the bars below the graphs. Asterisks indicate collection times for protein abundance 

assays. Note that PIF5ox seedlings have developmental defects, making it impossible to align 

collections by developmental stage (Figure S3). Scale bar equals 0.05 mm/hr.  

 

Figure S1. Mannitol does not increase growth or delay early seedling development 

(A) By day 6, seedlings grown on mannitol were significantly shorter than those grown on 

standard media. Error bars show standard error for three experiments with 12-25 six day old 

seedlings in each experiment. Asterisk indicates significance (Student's t-test: p<0.05). 
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(B, C) Addition of mannitol did not alter seedling progression through development (B). Wild-

type seedlings grown on standard media are the same as those shown in Fig 1C. Three 

representative seedlings are shown at the dawn of day 3, 4, 5 and 6.  

(D) Duration of rapid hypocotyl elongation was not sensitive to mannitol. Each independent 

experiment is shown in grey and growth rates represent an average of 15-20 seedlings. Smoothed 

average growth rates are shown in black. A dashed black line representing wild-type growth 

rates without mannitol is shown for reference. Light and dark phases are indicated in the bars 

below the graphs. Schematic representations of growth stages are shown below the graph.  Scale 

bar equals 0.05 mm/hr.  

 

Figure S2. In their earliest phase, hypocotyls showed low but consistent rates of elongation  

Each independent experiment is shown in grey and growth rates represent an average of 15-20 

seedlings. Smoothed average growth rates are shown in black. Light and dark phases are 

indicated in the bars below the graphs. Dawn of day 3 is shown. Schematic representation of 

growth stage is shown below the graph. Scale bar equals 0.05 mm/hr.  

 

Figure S3. PIF5ox seedlings were developmentally delayed with and without sucrose 

(A, B) Wild-type seedlings are the same as those shown in Fig 1C.  

(C) PIF5ox seedlings were delayed in cotyledon opening.  

(D) The PIF5ox developmental delay phenotype was exaggerated in the presence of sucrose. 

Three representative seedlings are shown at the dawn of day 3, 4, 5 and 6.  
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Chapter 3 

An endogenous carbon-sensing pathway triggers increased auxin flux and hypocotyl 

elongation 

 

Lilley JLS, Gee CW, Sairanen I, Ljung K, Nemhauser J. (2012) An endogenous carbon-sensing 

pathway triggers increased auxin flux and hypocotyl elongation. Plant Physiol 160(2): 

2261-70. 

 

ABSTRACT 

The local environment has a substantial impact on early seedling development. Applying excess 

carbon in the form of sucrose is known to alter both timing and duration of seedling growth. 

Here, we show that sucrose changes growth patterns by increasing auxin levels and rootward 

auxin transport. Sucrose likely interacts with an endogenous carbon-sensing pathway via the 

PHYTOCHROME INTERACTING FACTOR (PIF) family of transcription factors, as plants 

grown in elevated CO2 showed the same PIF-dependent growth promotion. Overexpression of 

PIF5 was sufficient to suppress photosynthetic rate, enhance response to elevated CO2, and 

prolong seedling survival in nitrogen limiting conditions. Thus, PIF transcription factors 

integrate growth with metabolic demands, and thereby facilitate functional equilibrium during 

photomorphogenesis. 

 

INTRODUCTION 

Nutrient and energy availability are key factors controlling growth in all organisms. This 

is particularly true of sessile plants, which use growth patterns to optimally exploit their local 

environment. ‘Functional equilibrium’ describes the balancing act whereby plants modify the 

allocation of biomass to match resource availability and utilization across diverse environments 

(Poorter et al., 2012). Even in suboptimal light conditions, seedlings will undergo 

photomorphogenesis—unfurling their embryonic leaves (cotyledons) and decelerating growth in 

the embryonic stem (hypocotyl)—to develop their photosynthetic capacity before seed reserves 

are exhausted. Seed reserves also contain nutrients required to support photomorphogenesis, but 

the developing root must quickly take over the task of nutrient acquisition. Photosynthetic rates 

in above-ground tissues shape the extent and pattern of growth in below-ground organs, although 

how this growth is coordinated is largely unknown. The hypocotyl is a likely path for such 
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signals as it acts as a physical bridge between the carbon-fixing leaves and nutrient-acquiring 

roots, and the extent of hypocotyl elongation has long been used as a proxy for the strength of 

the light cue.  

In addition to external environmental cues like light, hypocotyl growth is regulated by an 

endogenous timing mechanism (Nozue and Maloof, 2006). Circadian bursts of hypocotyl 

elongation occur even when plants are exposed to constant light, although light intensity can 

strongly influence growth rate within these windows. A model has recently been proposed to 

explain how dual control by light and the circadian clock produces peaks and troughs in 

hypocotyl growth rates. Both cues converge on the PHYTOCHROME INTERACTING 

FACTOR (PIF) family of transcription factors, with clock regulation of PIF transcription and 

light regulation of PIF protein stability (Nozue et al., 2007). The result is a crepuscular pattern 

where seedling growth can occur at dawn and/or dusk. The relative proportion of growth at each 

twilight depends on the intensity of light, whether there are light/dark cycles, and the presence of 

supplemental sucrose in the media (Dowson-Day and Millar, 1999; Nozue et al., 2007; Stewart 

et al., 2011). The effect of sucrose on hypocotyl growth patterns, as with light, is through 

modulation of PIF protein abundance. While light promotes PIF protein turn-over, sucrose 

increases PIF abundance (Stewart et al., 2011). 

Originally identified by their ability to directly bind with phytochrome photoreceptors, 

PIF transcription factors are now known to act as key growth regulators in response to a variety 

of environmental conditions (Leivar et al., 2009; Kumar et al., 2012; Li et al., 2012). Several 

recent studies have connected PIF-mediated growth control to the hormone auxin (Nozue et al., 

2011; Franklin et al., 2011; Li et al., 2012; Sun et al., 2012). YUCCA8 and TRYPTOPHAN 

AMINOTRANSFERASE OF ARABIDOPSIS 1 (TAA1), encoding auxin biosynthetic enzymes, 

have been shown to be direct targets of PIF4 (Sun et al., 2012; Franklin et al., 2011). PIF7 has 

also been shown to directly bind to YUCCA8 to increase stem growth in response to shade (Sun 

et al., 2012). Loss of function in PIF family members reduces auxin responsiveness (Nozue et al., 

2011), and this relationship might partially explain circadian fluctuations in seedling sensitivity 

to exogenous auxin (Covington and Harmer, 2007). 

In this study, we show that supplemental sucrose stimulates an endogenous carbon-

sensing pathway that regulates hypocotyl elongation through altered auxin levels and 

distribution. Previously, we have shown that sucrose is required for sustained and rhythmic 
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hypocotyl elongation (Stewart et al., 2011). Here, we found that exogenous auxin could mimic 

the spatial and temporal growth effects of sucrose. Seedlings grown with supplemental sucrose 

had higher levels of free auxin and increased rootward auxin transport. As sucrose-driven 

changes in both auxin levels and seedling growth were PIF-dependent, we propose that PIF 

proteins integrate information about fixed carbon availability with other photormorphogenetic 

cues to shape seedling morphology. In support of this model, exposure to elevated levels of 

carbon dioxide (CO2) stimulated hypocotyl growth in a PIF-dependent manner. Sucrose was also 

found to suppress seedling photosynthetic rates and increase nitrogen demand—physiological 

responses predicted for high fixed-carbon conditions. Consistent with the PIF family acting as a 

relay point in carbon sensing, overexpression of PIF5 sensitized plants to elevated CO2, strongly 

reduced photosynthetic rates and promoted prolonged seedling survival in nitrogen starvation 

conditions. 

 

RESULTS 

Sucrose increases auxin levels  

The hypocotyl elongates until the cotyledons are fully opened, a period lasting 

approximately four days post germination (dpg) in short-day conditions (Stewart et al., 2011). 

Brassinosteroids, auxin, and gibberellins are well-studied promoters of seedling growth (Nozue 

and Maloof, 2006). Treatment with any of these hormones increased hypocotyl growth rates 

prior to day four (Fig. 1A). In contrast, only seedlings grown in the presence of the synthetic 

auxin picloram (pic) or the natural auxin indole-3-acetic acid (IAA) showed substantial growth 

into day 5 (Fig. 1, A-C). These auxin-induced effects on growth dynamics were strikingly similar 

to those caused by supplementation with sucrose (Stewart et al., 2011). In addition, auxin and 

sucrose treatments had a similar effect on a reporter marking the hypocotyl elongation zone 

[PHYTOCHROME KINASE SUBSTRATE 4 (PKS4::GUS); (Schepens et al., 2008)]. While 

reporter expression was greatly reduced after 4 dpg in untreated seedlings, treatment with either 

sucrose or auxin led to strong staining through the fifth day (Fig. 1C), consistent with continued 

growth.  

The similar pattern of growth between the two treatments led to the hypothesis that 

sucrose might be directly acting on the auxin pathway. Sucrose supplementation reduced the 

threshold for maximum auxin-induced growth by 5-fold (Fig. 1D). In addition, sucrose caused a 
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sharp reduction in the levels of the DII-VENUS reporter (Fig. 1E), which is rapidly turned over 

in the presence of auxin (Brunoud et al., 2012). Both of these results are consistent with sucrose 

leading to higher endogenous levels of auxin. Expression of a number of early auxin response 

genes, including INDOLE-3-ACETIC ACID 17 (IAA17), IAA19, IAA29 and SMALL AUXIN 

UPREGULATED 15 (SAUR15), was modestly up-regulated in the presence of sucrose, 

especially in isolated shoots (Fig. 1F). A non-metabolizable sucrose analogue was previously 

shown to induce auxin-responsive genes (Gonzali et al., 2005), suggesting that sucrose may be 

acting as a direct signaling molecule.  

Sucrose was found to significantly increase the amount of IAA per mg fresh weight in 

whole seedlings (Fig. 1G). Sucrose promotion of IAA levels was most clearly observed in 

dissected hypocotyls or roots (Fig. 1G). This finding is consistent with recent feeding 

experiments with heavy labeled auxin precursors that indicate that sugars can induce auxin 

biosynthesis in both shoot and root tissue (IS and KL, personal communication). The effect of 

sucrose on auxin levels may be through altered expression of auxin biosynthetic genes. 

Expression of YUCCA8 was induced by sucrose in the shoot (Fig. 1F), but expression of TAA1 

was unchanged with sucrose treatment (Fig. 1F). 

 

Sucrose promotes rootward auxin transport 

Sucrose was able to promote primary root elongation (Fig. 2A), as might be expected 

given the higher levels of auxin in such conditions (Fig. 1G). Increasing endogenous auxin 

production in the yucca-D mutant could partially phenocopy this response and caused a reduced 

sensitivity to sucrose (Fig. 2A). As auxin is synthesized at a high rate in the shoot apex and in 

young, developing leaves (Ljung et al., 2001), we hypothesized that sucrose promotion of IAA 

levels in hypocotyls and roots might reflect an increase in rootward auxin transport. Inhibiting 

auxin transport with 1-N-Naphthylphthalamic acid (NPA) completely blocked sucrose-induced 

growth (Fig. 2B). max2 mutants, which have a constitutively increased rate of auxin transport 

(Bennett et al., 2006), were taller than wild-type seedlings and had a 70% reduction in sucrose 

response (Fig. 2C). Moreover, wild-type seedlings grown on sucrose showed a nearly identical 

hypersensitivity to NPA treatments as untreated max2 mutants (Fig. 2D). We analyzed 

expression of three genes encoding PIN-FORMED (PIN) auxin transporters strongly associated 

with auxin delivery to the root tip (Blilou et al., 2005). Of these, sucrose induced expression of 
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PIN7 (Fig. 2E). Expression of IAA3, encoding a negative regulator of PIN7 (Dello Ioio et al., 

2008), was repressed by sucrose in shoots but not in roots (Fig. 1F). Since the effect of sucrose 

on PIN expression is modest, sucrose may affect post-translational regulation of PIN activity 

(Grunewald and Friml, 2010). 

To more directly test for a sucrose effect on auxin movement, we assayed the response 

dynamics of auxin reporters to local auxin application. We applied IAA microdrops to a single 

cotyledon of plants expressing the synthetic auxin response reporter DR5::GUS (Fig. 2F). In 

seedlings grown without sucrose, the reporter was induced throughout the treated cotyledon 

within a few hours. In the same time-frame, sucrose-grown seedlings showed a dramatic 

extension of reporter expression down the entire length of the hypocotyl (Fig. 2D). Results were 

similar with a natural auxin-responsive reporter (pS15-5E::GUS; Walcher and Nemhauser, 2012) 

(Supplemental Fig. S1). Exposing seedlings to double the intensity of light produced a hybrid 

phenotype (Fig. 2F). Light likely increases endogenous sucrose production through increased 

photosynthesis (Poorter et al., 2012), yet it also inhibits stem growth through degradation of PIF 

proteins (Leivar and Quail, 2011). Similar to sucrose treatment, seedlings grown in higher light 

showed an apparent increase in rootward auxin transport; yet, unlike sucrose treatment, they 

exhibited reduced hypocotyl elongation (Fig. 2F). This complex phenotype highlights potential 

organ-specific differences in composition and function of photomorphogenetic pathways.  

 

Sucrose effects on the auxin pathway are both PIF-dependent and independent 

As sucrose promotion of sustained seedling growth requires PIF genes (Stewart et al., 

2011), we wondered whether the same would be true for auxin. We found that auxin increased 

late phase seedling growth rates by approximately 4-fold, and that this growth promotion was 

substantially reduced in pifQ mutants lacking functional PIF1, PIF3, PIF4, and PIF5 (Fig. 3A). 

A reduced auxin sensitivity of pifQ mutants has been observed in previous studies (Nozue et al., 

2011). This phenotype places the PIF genes downstream from the auxin signal; however, 

quantification of IAA levels in pifQ mutants found a substantial reduction in the effect of sucrose 

(Fig. 3B). To further complicate the genetic model, pifQ mutants showed modestly higher 

concentrations of IAA than wild-type plants. The same trend is observed in the primary root; 

pifQ roots are longer than WT without supplementary sucrose and show a reduced sucrose 

response (Supplemental Fig. S2). Auxin-induced gene expression is similarly complex in pifQ 
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mutants supplemented with sucrose. In shoots of wild-type plants, sucrose induced expression of 

IAA17, IAA19 and IAA29 by 2.3-, 5- and 2.6-fold, respectively (Fig. 1F). In pifQ mutants, 

sucrose response of these same genes was reduced to only 1.4-, 2- and 2.1-fold, while the 

approximate 3-fold induction of SAUR15 was similar to the wild-type response (Fig. 3C). 

Sucrose induced expression of YUCCA8 by 2.7-fold in wild-type shoots and by 5.4-fold in pifQ 

shoots (Fig. 1F; Fig. 3C). One possible explanation for these results is feedback regulation 

whereby PIF genes effectively act both up- and downstream of auxin, with differential response 

in particular tissues or on particular promoters. In this way, the PIF-auxin pathway may resemble 

the non-linear relationship between PIFs and the phytochrome photoreceptors (Leivar and Quail, 

2011). 

To further clarify the relationship between auxin and PIF genes, we tested the effects of 

auxin on PIF gene expression and levels of PIF5 protein. In these assays, we used the synthetic 

auxin picloram (pic), as IAA inhibits seed germination and interferes with early seedling 

development. Recent transcriptome studies on isolated hypocotyls found that pic and IAA effects 

were largely indistinguishable (Chapman et al., 2012). Similar to sucrose, auxin produced only 

modest changes in PIF gene expression (Supplemental Fig. S3). We have previously shown that 

sucrose dramatically increases the abundance of PIF5 in the dark and light (Stewart et al., 2011). 

However, unlike sucrose, we could not detect any effect of auxin on PIF5 abundance (Fig. 3D). 

This suggests that the effect of sucrose on PIF abundance is upstream of auxin biosynthesis and 

transport.   

 

Sucrose triggers an endogenous carbon-sensing pathway 

For a seedling germinating in natural settings, sucrose would be supplied largely through 

photosynthesis. PIF genes have an established role in repressing photomorphogenesis and 

development of the photosynthetic apparatus in the dark (Moon et al., 2008; Toledo-Ortiz et al., 

2010). To assess the effects of sucrose on photosynthesis, we measured rates of carbon uptake in 

wild-type seedlings under a range of light conditions with and without supplemental sucrose. 

Addition of sucrose reduced rates of carbon uptake in our standard light conditions (60 µmol m
-2

 

sec
-1

), resulting in a net negative rate of CO2 assimilation (Fig. 4A, inset). Sucrose may act on 

photosynthesis through sugar-mediated feedback (Paul and Foyer, 2001), by a shift in biomass 

allocation that increases respiration rates, or by a combination of these and yet to be determined 
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factors. pifQ mutants behaved essentially the same as wild-type plants in these experiments, 

suggesting that there is compensation for any increased expression of photosynthesis-related 

genes (Moon et al., 2008; Toledo-Ortiz et al., 2010). In contrast, plants overexpressing PIF5 had 

dramatic reductions in assimilation rate at all light levels and a much-reduced light-saturated 

assimilation rate (Fig. 4A). This reduction in photosynthetic capacity likely reflects the limited 

expansion of the cotyledons in PIF5ox seedlings (Supplemental Fig. S4, A-C), as well as the 

antagonism between PIFs and the photomorphogenesis program. We also analyzed stomatal 

density as a possible cause of altered photosynthetic rates, but found that PIF5ox plants actually 

showed an increased number of stomata per cotyledon area when compared with wild type or 

pifQ mutants (Fig. S4D). 

Another effect of supplemental sucrose is an increase in the seedling’s carbon-to-nitrogen 

ratio, a driving force in models of functional equilibrium. To test whether sucrose was 

intersecting with an endogenous carbon-sensing pathway, we grew plants in approximately twice 

the concentration of atmospheric CO2. Elevated CO2 recapitulated the effects of sucrose on 

seedling growth: seedlings grown in higher CO2 were significantly taller than controls, and this 

effect required PIF genes (Fig. 4B). pifQ mutants were unable to respond to elevated CO2, while 

PIF5ox seedlings showed a stronger response than wild type (Fig. 4B). As an additional control, 

we measured the effects of elevated CO2 on max2 mutants, which are nearly as tall as PIF5ox 

seedlings in ambient CO2. In contrast to PIF5ox, max2 mutants showed a reduced response to 

elevated CO2, indicating that increased rates of auxin transport alone are not sufficient to confer 

CO2 hypersensitivity (Fig. 4B).  

Excess carbon would be predicted to induce nitrogen assimilation pathways to balance 

carbon-to-nitrogen ratios. Sucrose addition caused a severe bleaching phenotype in plants 

germinated on nitrogen-deficient media, suggesting that sucrose led to a more rapid depletion of 

nutrients in seed reserves (Fig. 4C). pifQ mutants behaved similarly to wild-type plants, but 

PIF5ox plants were resistant to nitrogen limitation. This pattern may reflect the differential 

photosynthetic rates observed in these genotypes (Fig. 4A) and resulting differences in nitrogen 

demands. In relatively nitrogen-rich standard media, sucrose treatments increased expression of 

NITRATE TRANSPORTER 1.1 (NRT1.1), encoding a transporter of both nitrate and auxin 

(Krouk et al., 2010) (Fig. 4D). Expression of this gene is associated with acquisition of nitrogen 

(Forde, 2002). The root nitrogen assimilation response does not require PIF genes, as pifQ 
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mutants showed similar patterns of gene expression as wild-type seedlings (Fig. 4D). Another 

consequence of adding sucrose is increased osmotic stress; however, treatment with equimolar 

mannitol did not recapitulate sucrose effects (Supplemental Fig. S5; Stewart et al., 2011). 

 

DISCUSSION 

In this study, we provide mechanistic links between several well-studied regulators of 

photomorphogenesis. First, we found that supplemental sucrose promoted hypocotyl elongation 

through altered auxin levels and distribution (Fig. 1; Fig. 2). Second, we found that sucrose 

likely activated an endogenous PIF-dependent carbon-sensing pathway (Fig. 3; Fig. 4). 

Overexpression of PIF5 was sufficient to alter whole plant metabolism—decreasing both the rate 

of carbon assimilation and nitrogen demand (Fig. 4). It is already well-established that PIF 

transcription factors are key regulators of growth and development in response to a variety of 

environmental conditions (Leivar et al., 2009; Kumar et al., 2012; Li et al., 2012). Our results 

suggest an expanded model where PIF proteins act as points of integration for metabolic cues 

during photomorphogenesis and daily growth cycles (Fig. 5).  

Our previous work demonstrated that rhythmic seedling growth requires supplementation 

with excess carbon in the form of sucrose, and that sucrose effects on growth are PIF-dependent 

(Stewart et al., 2011). The current study showed that auxin mimicked sucrose supplementation, 

and auxin-stimulated hypocotyl elongation required PIF genes. Our findings add weight to those 

of several recent studies proposing a strong link between auxin and the PIF family (Nozue et al., 

2011; Franklin et al., 2011; Li et al., 2012; Sun et al., 2012). However, our data also show that 

the relationship between PIF genes and auxin is complex. While pifQ mutants were largely 

insensitive to the growth-promoting effects of exogenous auxin (Fig. 3A) and did not show 

significant changes in endogenous IAA levels following sucrose treatment (Fig. 3B), pifQ 

mutants did show overall higher levels of IAA (Fig. 3B). This result, in combination with 

differential effects of loss of PIF function on sucrose-induction of auxin-stimulated genes (Fig. 

3C), suggests that there may be PIF-dependent and PIF-independent branches within the auxin 

biosynthetic and response pathways. In addition, PIFs have recently been shown to act as 

negative regulators of sugar-induced IAA biosynthesis in seedlings grown in liquid culture (IS 

and KL, personal communication). This suggests that even in the PIF-dependent branches of 

sucrose-induced auxin response, the PIFs may be playing both positive and negative roles. 
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Rhythmic hypocotyl elongation observed with supplemental sucrose may represent an 

amplified read-out of the endogenous daily rhythms of inter-organ communication. In support of 

this, IAA biosynthetic rates are nearly twice the level at dusk than at dawn without sugar 

supplementation (IS and KL, personal communication). This is precisely the period when 

hypocotyl elongation rates are the fastest in the absence of sucrose (Stewart et al., 2011). 

Information regarding carbon availability in the leaves must be conveyed to the roots, and the 

hypocotyl is the physical connection between these organs. Rhythmic hypocotyl elongation may 

reflect the coordination of growth with the availability of raw materials and energy tied to daily 

fluctuations in photosynthesis. The lack of sucrose response in the pifQ mutants (Fig. 3, A and 

B) and the altered metabolism of PIF5ox plants (Fig. 4, A-C) support a model where the PIF 

family is at the center of this coordination (Fig. 5). By refining the timing and magnitude of 

hypocotyl elongation through modulating levels of PIF proteins, carbon availability can be easily 

incorporated into an expanded coincidence model of rhythmic growth (Nozue et al., 2007). Here 

we have shown that sucrose increases both auxin content and transport to the root (Fig. 1G; Fig. 

2F). While blocking auxin transport prevents sucrose-induced hypocotyl elongation (Fig. 2B), it 

is unclear if increased biosynthesis is also required for growth or if transport alone is sufficient. 

As levels of auxin strongly influence auxin transport rates (and perhaps vice versa), it is difficult 

to experimentally isolate effects on auxin biosynthesis from those on transport (Grunewald and 

Friml, 2010). 

Our results suggest that, in addition to regulating hypocotyl elongation, auxin acts a 

shoot-to-root signal for nitrogen demand. Cytokinins have been identified as a systemic root-to-

shoot signal of nitrogen supply (Ruffel et al., 2011; Kiba et al., 2011), but definitive 

identification of a complementary shoot-to-root signal has remained elusive. Auxin has been 

proposed as a candidate nitrogen demand signal, as it is transported from the shoots to the roots 

and positively regulates lateral root development (Forde, 2002; Walch-Liu et al., 2006; 

Macgregor et al., 2008; Kiba et al., 2011; Ruffel et al., 2011). In addition, plants show increased 

root auxin levels in response to a drop in nitrogen availability (Walch-Liu et al., 2006). Here, we 

show that auxin levels increased in response to higher carbon levels, and that this response was 

most striking in roots (Fig. 1G). Sucrose induction of the gene encoding the nitrate-sensitive 

auxin transporter NRT1.1 (Fig. 4D) strengthens the link between high carbon, increased auxin 
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accumulation in the roots, and, ultimately, increased nitrogen uptake (Krouk et al., 2010; Kircher 

and Schopfer, 2012). 

Functional equilibrium during photomorphogenesis relies on differential biomass 

allocation between three organ systems: cotyledons, hypocotyls and roots. While the relative 

growth rate of cotyledons versus the hypocotyl is a key measure of light response, less attention 

has been paid to how root area affects metabolic homeostasis during the transition to 

photoautotrophy. A recent study reported that photosynthate from cotyledons is needed for 

substantial root growth, independent of the phytochrome and cryptochrome photoreceptors 

(Kircher and Schopfer, 2012). Previous studies have shown that application of sucrose to shoots 

alone is sufficient for promotion of lateral root outgrowth (Macgregor et al., 2008). The 

enhanced root growth and reduced sensitivity to sucrose seen in the yucca-D mutants (Fig. 2F) 

suggest a model for combinatorial regulation of root patterning by both photosynthate and auxin. 

This is further supported by the correlation of high auxin levels, elongated primary root, and low 

sucrose response observed in pifQ mutants (Fig. 3B; Supplemental Fig. S2). 

Nutrient limitation is thought to partially explain why many plant species fail to sustain 

high growth rates in elevated CO2 (Stitt and Krapp, 1999). The challenge of coordinating local 

metabolic conditions with growth across a multicellular organism is not unique to plants. In 

animals, the TOR pathway integrates nutrient and energy sensing with growth control 

(Hietakangas and Cohen, 2009). Intriguingly, recent transcriptional data suggest that sugar, auxin 

and cytokinin all converge on the plant TOR pathway (Dobrenel et al., 2011). While many of the 

specific members of the animal TOR pathway do not have readily identifiable plant homologs, 

further studies will be needed to judge the extent of functional conservation between animal and 

plant pathways. A mechanistic understanding of how metabolism shapes plant biomass 

allocation will be critical to predict and manage productivity across diverse environments, 

particularly in response to rising CO2 levels.  

 

MATERIALS AND METHODS 

Plant materials and growth conditions. Wild type is Arabidopsis thaliana ecotype Col-0. pifQ 

(Leivar et al., 2009), HA-tagged PIF5ox (Lorrain et al., 2008), PIF5ox (PIF5-OXL2) (Fujimori 

et al., 2004), max2-1 (Stirnberg et al., 2002), yucca-D (Zhao et al., 2001), DR5::GUS (Ulmasov 

et al., 1997), pS15-5E::GUS (Walcher and Nemhauser, 2012), and DII-VENUS (Brunoud et al., 
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2012) are as previously described. True-breeding lines expressing PKS4::GUS (Schepens et al., 

2008) were generated from seeds of primary transformants (T1 seeds) provided by Christian 

Fankhauser (University of Lausanne). Seeds were sterilized (20 min in 70% ethanol, 0.01% 

Triton X-100, followed by a rinse in 95% ethanol), suspended in 0.1% agar (BP1423, Fisher 

Scientific), spotted on plates containing 0.5X Linsmaier and Skoog (LS) (LSP03, Caisson 

Laboratories, Inc.) with 0.8% phytoagar (40100072-1, Plant Media: bioWORLD), and stratified 

in the dark at 4°C for 3 days. For nitrogen deprivation experiments, media was prepared from 

0.5X Murashige and Skoog without nitrogenous compounds (MSP07, Caisson Laboratories, 

Inc.) and supplemented with either 0.5mM KNO3 or 0.5mM KCl. Plates were placed vertically at 

dawn in a Percival E-30B growth chamber set at 20°C in 60 µmol m
-2

 sec
-1

 white light (unless 

otherwise specified) with short-day conditions (8 hours light, 16 hours dark). Controlled CO2 

chambers were as previously described (Kinmonth-Schultz, 2011). Briefly, chambers with either 

ambient CO2 (~400 ppm) or elevated CO2 (~800 ppm) were housed in the Douglas Research 

Conservatory (Center for Urban Horticulture, University of Washington). Seedlings were grown 

in two sets of paired chambers under natural light supplemented by 12 hours of artificial light 

(high-pressure sodium 400W single phase bulbs, Phillips Electronics North America Corp., 

Andover, MA, USA). Light intensity was variable across the day with an average intensity 

during the light period of approximately 75 µmol  

m
-2 

sec
-1

 and a maximum of 300 µmol m
-2 

sec
-1

. Temperature was approximately 19°C at night 

and 24°C during the day. 

 

Chemical treatments. Sucrose (S2, Fisher Scientific) and D-mannitol (69-65-8, Acros 

Organics) treatments were performed at a final concentration of 88 mM (equal to 3% w/v 

sucrose). NPA (N-1-naphthylphthalamic acid, 33371, Sigma-Aldrich) was suspended in DMSO. 

Picloram (4-Amino-3,5,6-trichloro-2-pyridinecarboxylic acid, P5575, Sigma-Aldrich) and IAA 

(indole-3-acetic acid, 705490, Plant Media) were suspended in 80% ethanol. NPA and Picloram 

were diluted directly into plate media. 1 mL of 125 µM IAA (in 0.5X LS) was sprayed onto 

seedlings on days 3 and 4. For application of microdrops, IAA was mixed with hydrous lanolin 

(NCD 0168-0051-31, Fougera Pharmaceuticals Inc.) to a final concentration of 1.5 mM. A 

control lanolin mixture was made with an equivalent volume of solvent. These mixtures were 
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thinned by warming to 50°C and applied to the distal portion of one cotyledon with a small wire 

loop. Treated seedlings were returned to growth chambers for 4.5 hours before GUS staining. 

 

Seedling measurements and microscopy. Time-lapse photography is as previously described 

(Stewart et al., 2011). Briefly, images were captured every 30 minutes by a charge-coupled 

device camera (PL-B781F, PixeLINK) equipped with a lens (NMV-25M1, Navitar) and IR 

longpass filter (LP830-35.5, Midwest Optical Systems, Inc.). Image capture was accompanied by 

a 0.5 second flash of infrared light by a custom built LED infrared illuminator (512-QED234, 

Mouser Electronics). A custom LabVIEW (National Instruments) program controlled image 

capture and illumination. For growth rate analysis from time-lapse photography, hypocotyl 

lengths from at least 12 individuals were measured using ImageJ software for each time-lapse 

image (2208 X 3000 pixels). Growth rates were calculated from hypocotyl lengths using a 

custom script in MATLAB (MathWorks), available on request. Hypocotyl or primary root 

lengths of 12-25 seedlings per condition were measured from scans of vertical plates using 

ImageJ software (http:/rsb.info.nih.gov/ij/) in at least two independent experiments. Plates were 

scanned on day 5 for plates without sucrose and on day 6 for plates with sucrose to match 

developmental stage (Stewart et al., 2011). Scans for the growth rate analysis were performed on 

the days indicated in Fig.1A&B. Color seedling images were collected at 10X magnification 

using a Leica dissecting scope (S8APO, Leica Microsystems) and camera (DFC290, Leica 

Microsystems). Fluorescent images of root tips were captured directly from seedlings on plates 

using a Leica DMI 3000B microscope fitted with a Leica long-working 10X HCX PL 

FLUORTAR objective and illuminated with a Lumencor SOLA light source. Images were 

captured using Leica LAS AF version 2.6.0 software and a Leica DFC 345FX camera. 

Fluorescence quantification was done using ImageJ software (http:/rsb.info.nih.gov/ij/). Mean 

values for 25 primary root tips per treatment were estimated using an elliptical ROI centered on 

the root tip with values from root tips of untransformed plants used to subtract background 

fluorescence. Three biological replicates were performed with similar results. 

 

GUS staining. Seedlings were collected on day 5 for plates without sucrose and day 6 for those 

with sucrose and immersed in 90% acetone (v/v with DI water) for 20 minutes, washed twice 

with 50 mM Na2PO4 pH 7.2 before a 16-17 hour incubation at 37°C in the dark with GUS 
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reaction buffer [50 mm NaPO4, 0.1% Triton X-100, 1 mm K4Fe(CN6)-3H2O, 1 mm K3Fe(CN6), 

and 0.5 mg/ml 5-bromo-4-chloro-3-indolyl-β-d-GlcA (X-gluc; Rose Scientific, LTD.)]. Stained 

seedlings were fixed in FAA (50% ethanol, 3.7% formaldehyde, 5% acetic acid) and chlorophyll 

removed with an ethanol series. Seedlings were rehydrated and mounted on glass slides in 40% 

glycerol. 

 

Quantification of photosynthetic rate. 15 mg of seeds were sterilized and sown on: no sucrose, 

sucrose, and mannitol media as described above. Seedling gas exchange measurements were 

quantified on day 6 with an open gas exchange system (LI-6400; Li-Cor, Inc., Lincoln, NE, 

USA) fitted with a specialized chamber (6400-17; Whole Plant Arabidopsis Chamber; Li-Cor, 

Inc.) and controllable light source (6400-18; RGB Light Source; Li-Cor, Inc.). Data for light 

response curves were collected directly from seedlings on plates with measurements taken at 

photosynthetically active radiation (PAR) levels of 750, 500, 250, 120, 60, 30, and 0 µmol m
-2

 s
-

1
. Chamber air temperature was maintained at 25 °C and CO2 reference concentration was 

maintained at 380 µmol CO2 mol
-1

. Seedling tissue was weighed at the completion of the 

experiment. CO2 assimilation rates were calculated with manufacturer equations modified to 

normalize to fresh weight. 

 

Cotyledon area and stomatal density quantification. Seedlings were grown without sucrose. 

On day 6, seedlings were cleared with an ethanol series, fixed in FAA (50% ethanol, 3.7% 

formaldehyde, 5% acetic acid), stained with 0.5% toluidine blue O (TBO) (CAS number: 92-31-

9) for 4 minutes , and then rehydrated and mounted in 25% glycerol. Stomata were manually 

counted in a 0.1mm
2
 square area on the adaxial side of 10 cotyledons per genotype with the 

ImageJ Cell Counter plugin (http://rsbweb.nih.gov/ij/plugins/cell-counter.html). 

 

IAA quantification. Seedlings were grown vertically on 0.5X LS plates with 2% phytoagar. 

Tissue was harvested from approximately 250-1000 seedlings and purified as described 

previously with minor modifications (Andersen et al., 2008). Hypocotyls or roots were manually 

dissected at the time of collection. All samples were immediately frozen in liquid nitrogen and 

stored at -80°C or on dry ice until processing. Before extraction and purification, 1000 or 500 pg 

13
C6-IAA internal standard was added to each shoot and root sample, respectively. After 
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derivatization, the samples were analyzed by gas chromatography–selected reaction monitoring–

mass spectrometry (Edlund et al., 1995). Four replicates were analyzed for each sample and 

normalized to fresh weight of source tissue (mg FW). 

 

RNA extraction and qRT-PCR analysis. Seedlings were grown vertically on 0.5X LS plates 

with 2% phytoagar. Expression analysis was performed on seedlings collected at dawn on day 5 

for plates without sucrose and on day 6 for plates with sucrose to match developmental stage. 

Shoots, cotyledon and hypocotyl tissue, and roots were manually dissected at the time of 

collection. All samples were immediately frozen in liquid nitrogen and stored at -80°C until 

processing. Total RNA was extracted from tissue of approximately 1000 seedlings using the 

Spectrum Plant Total RNA Kit (Sigma), total RNA was treated with DNaseI on columns 

(Qiagen) and 2 µg of eluted RNA was used for complementary DNA (cDNA) synthesis using 

iScript (Biorad). Samples were analyzed using SYBR Green Supermix (Biorad) reactions run in 

a Chromo4 Real-Time PCR system (MJ Research). Expression for each gene was calculated 

using the formula (Pfaffl, 2001) (Etarget)
-∆CPtarget(control-sample)

/(Eref)
 -∆CPref(control-sample)

 and normalized 

to a reference gene.  

Western blot analysis. PIF5-HA abundance was detected in extracts of whole PIF5HAox and 

wild-type seedlings collected at dawn on day 5. All samples were immediately frozen in liquid 

nitrogen and stored at -80°C until processing. Total protein was extracted from approximately 

100 mg of tissue using a previously described method (Duek et al., 2004), except that anti-HA-

peroxidase (Roche) was used at a 1:1000 dilution. Anti-ACTIN antibodies (A0480, Sigma) were 

used at a 1:2000 dilution and detected with anti-Mouse (172-1011, Biorad) used at a 1:20,000 

dilution. SuperSignal West Femto Maximum Sensitivity Substrate (Pierce) was used to detect 

signals. Blots shown are representative of at least two experiments with independent biological 

replicates. 
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FIGURE LEGENDS 

Figure 1: Sucrose stimulates the auxin pathway 

(A) Hypocotyl elongation rates of seedlings exposed to the growth-promoting hormones 

brassinosteroids (BR), auxin (Aux), gibberellins (GA). Smoothed average growth rates from 

three independent experiments (representing an average of 15-20 seedlings per experiment) are 

shown. A dashed black line indicates growth rates on media without hormone supplementation 

(mock). Light and dark phases are indicated in the bars below the graphs, beginning with 

midnight of the third day post germination. Scale bar equals 0.05 mm/hr. (B) Sucrose (black), 

natural auxin (IAA, blue) and synthetic auxin (Pic, purple) prolonged hypocotyl elongation when 

compared to seedlings grown without any treatments (grey). Error bars represent standard error. 

Some error bars are within the boundaries of the markers. (C) Seedlings carrying the 

PKS4::GUS reporter showed similar GUS expression in the elongating region of the hypocotyl 

for sucrose and auxin treated seedlings. Scale bar equals 1 mm. (D) Seedlings grown on sucrose 

showed an increased sensitivity to Pic. Error bars represent standard error. Some error bars are 

within the boundaries of the markers. (E) Root tips of plants grown on sucrose had a reduction in 

fluorescence of the auxin-degradable DII-VENUS reporter. Representative images are shown 

with fluorescence quantification values normalized to the no sucrose mean ± SEM for 25 

seedlings. (F) Quantitative RT-PCR shows that sucrose increases expression of several auxin-

induced genes. Sucrose effects on gene expression are much stronger in shoots (S) compared 

with roots (R). Error bars represent standard error. (G) Sucrose (black) increased endogenous 

auxin levels when compared to plants grown without added sucrose (grey). Error bars represent 

standard error. Asterisks indicate significant differences between sucrose and no sucrose 

treatments for both genotypes (* p<0.05, ** p<0.01) using t-tests and a Hommel multiple 

comparison correction. 

 

Figure 2: Sucrose promotes rootward auxin transport 

(A) Sucrose increased primary root length. Higher endogenous auxin levels in the yucca-D 

mutants led to longer primary roots and a reduced response to sucrose. Error bars represent 

standard error. (B) Blocking auxin transport with 50 µM NPA eliminated sucrose-induced 

hypocotyl elongation. Error bars represent standard error. (C) Mutants with increased auxin 

transport (max2) were less sensitive to sucrose. Ratios of hypocotyl length in sucrose vs. non-
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sucrose conditions are indicated. Error bars represent standard error. (D) Sucrose addition to WT 

seedlings (square) increased sensitivity to the auxin transport inhibitor NPA, making them 

resemble max2 mutants (triangle) grown without sucrose. Error bars represent standard error. 

Some error bars are within the boundaries of the markers. (E) Sucrose induces expression of the 

gene encoding auxin efflux carrier PIN7 but has no measurable effects on genes encoding PIN1 

or PIN3. Error bars represent standard error. (F) Sucrose increases rootward auxin transport, as 

measured by increased distance of auxin reporter staining from the site of local auxin application 

(depicted in schematic). Exposing seedlings to increased light intensity was sufficient to increase 

staining distance. Scale bar equals 1 mm for no sucrose panel, 1.3 mm for all others. 

 

Figure 3: Sucrose effects on auxin require PIF genes 

(A) Growth promotion by auxin or sucrose in wild-type seedlings (WT) was greatly diminished 

in pifQ mutants. Growth rates from day 5 are shown. Error bars represent standard error. 

Asterisks indicate significantly different rates (p<0.05) between the tested treatment and the no 

sucrose treatment for wild type and pifq using t-tests and a Hommel multiple comparison 

correction. (B) pifQ mutants show no significant effect of sucrose on IAA levels. Error bars 

represent standard error. (C) Sucrose effects on some but not all auxin responsive-genes were 

diminished in pifQ mutants. Error bars represent standard error. (D) Sucrose caused a clear 

increase in PIF5 levels, while auxin (Pic) had little effect. Wild-type or 35S::PIF5-HA seedlings 

were collected at dawn on day 5. Anti-HA antibodies were used to detect PIF5-HA proteins 

(upper panel) and anti-ACTIN antibodies were used as a loading control (lower panel). 

 

Figure 4: Sucrose stimulates an endogenous carbon-sensing pathway 

(A) CO2 assimilation rates of wild-type (WT), pifQ and PIF5ox seedlings were quantified over a 

range of light intensities (PAR). Over-expression of PIF5 reduced net carbon uptake. CO2 

assimilation rates of wild type seedlings on media with and without sucrose at the standard 

growth conditions of this study (60 µmol m
-2

 s
-1

, grey shading) are shown in the inset. A black 

arrow indicates the photosynthetic rate under the conditions for the high light experiment shown 

in Figure 2D. Error bars represent standard error. (B) WT seedlings grown in elevated CO2 (~800 

ppm, black) showed a small but significant increase in height compared with seedlings grown in 

ambient CO2 (~400 ppm, grey). This response was completely abolished in pifQ mutants. 
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Overexpression of PIF5 (PIF5ox) greatly enhanced the growth promotion effect of elevated 

CO2. In max2 mutants where auxin transport is constitutively increased, response to increased 

CO2 was reduced. Error bars represent standard error for four independent experiments. Asterisks 

indicate significant differences between ambient and elevated CO2 treatments for each genotype 

using an ANOVA with Tukey pair-wise comparisons (*** p<0.001). (C) Sucrose 

supplementation led to bleaching in low nitrogen conditions by 8 dpg. Seedlings were grown on 

low nitrogen media supplemented with either 0.5 mM KNO3 or equimolar KCl. PIF5ox seedlings 

remained green in all media conditions. Scale bar equals 5 mm. (D) Sucrose strongly induces the 

gene encoding NRT1.1, a nitrate-sensitive auxin transporter. The induction of NRT1.1 can be 

detected in whole seedlings (W), but appears stronger in dissected roots (R) when compared to 

dissected shoots (S). This effect of sucrose is not PIF-dependent, as it is still detectable in pifQ 

mutants. Error bars represent standard error. 

 

Figure 5: A model of a PIF- and auxin-mediated carbon sensing pathway 

Light (light arrow) and CO2 (dark arrow) elevate endogenous sucrose and thus carbon (‘C’) 

levels (‘Before’). Sucrose then stimulates both PIF-dependent and independent auxin responses 

(‘Response’), promoteing hypocotyl and root elongation. These elongated roots acquire nitrogen 

(‘N’) from the soil and the carbon:nitrogen balance is restored (‘After’). 

 

Figure S1: Sucrose increases rootward staining of a reporter for an auxin-induced gene 

An IAA-infused lanolin droplet was applied to a single cotyledon of pS15-5E::GUS seedlings, as 

depicted in the schematic. Scale bar equals 1 mm for seedlings grown without sucrose and 1.7 

mm for seedlings grown with sucrose. 

 

Figure S2: Primary roots of pifQ mutant seedlings are longer than WT and show a reduced 

response to sucrose. 

Average primary root length is shown ±SEM of two replicates, each with 15-20 seedlings. 

Letters indicate significant differences determined by ANOVA and Tukey post-hoc test 

(p<0.05). 
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Figure S3: Neither sucrose or picloram have large effects on PIF gene expression 

PIF gene expression in wild-type seedlings was measured at the dawn of day 5. Seedlings were 

grown with no treatment (grey), with sucrose (88 mM, black) or with pic (5 µM, purple). Error 

bars represent standard error. 

 

Figure S4: Over-expression of PIF5 results in altered cotyledon development 

(A) PIF5ox seedlings are generally paler when an equal amount of seeds were weighed out and 

sown on agar petri dishes for gas exchange experiments. Seedlings were imaged on day 6. (B) 

PIF5ox seedlings have reduced average cotyledon area. Error bars represent standard error, 

n=17-20. (C) Representative seedlings used in (B) fixed and then stained with toluidine blue O 

on day 6. Scale bar is equal to 1 mm. (D) PIF5ox seedlings have increased stomatal density 

compared to WT and pifq. Error bars are equal to standard error of the mean; n=10 per genotype. 

 

Figure S5: Effects of sucrose cannot be attributed solely to osmotic stress 

(A) Unlike sucrose (black), equimolar mannitol (orange) was not able to increase the length of 7 

day old seedlings. Data from seedlings grown without either treatment are shown in grey. (B) 

Mannitol was able to partially increase seedling sensitivity to synthetic auxin (pic), but the effect 

was much less than what is observed for sucrose. Data are from 7-day-old seedlings exposed to 

no treatment (grey) or equimolar mannitol or sucrose. (C) Mannitol can partially reduce levels of 

the DII-VENUS reporter in primary root tips, but not to the same extent as sucrose treatment. 

Relative signal intensity is shown for seedlings grown on no treatment, equimolar mannitol or 

sucrose. Values represent the average and standard error of normalized fluorescence intensity for 

25 seedlings per treatment. Similar data were obtained in three independent biological replicates. 

(D) Unlike sucrose, mannitol does not change the sensitivity of seedlings to inhibition of auxin 

transport by NPA. (E) Unlike sucrose, mannitol does not increase rootward auxin transport. An 

IAA-infused lanolin droplet was applied on day 5 on a single cotyledon of reporter seedlings 

grown on mannitol as depicted in the schematic. Scale bar equals 1.1 mm. (F) Mannitol did not 

reduce CO2 assimilation rates to the same extent as sucrose treatment. Gas exchange 

measurements shown were taken at our standard light intensity of 60 µmol m
-2

 s
-1

. (G) Mannitol 

treatment did not sensitize seedlings to nitrogen deprivation. Seedlings were grown on media 
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without nitrogen that was supplemented with either 0.5 mM KNO3 or 0.5 mM KCl and imaged 

on 8 days post germination. 

Scale bar equals 5 mm. Error bars represent standard error for at least two independent 

experiments. Many error bars are within the boundaries of the markers. Hypocotyl lengths were 

measured in at least two independent replicates, consisting of 15-20 seedlings of each genotype 

and treatment.  
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Figure 1 
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Figure 2 
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Figure 3 
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Figure 4 
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Figure 5 
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Figure S1 
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Figure S2 
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Figure S3 
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Figure S4 
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Figure S5 
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Chapter 4 

 

Growth control networks are re-wired during photomorphogenesis. 

ABSTRACT 

Photomorphogenesis has two stages. First, seedlings detect light and open their cotyledons. 

Second, seedlings optimize their light environment by regulated elongation of the hypocotyl. 

Several hormones, including brassinosteroids (BR) and gibberellins (GA), orchestrate the growth 

of the seedling stem. In this study, we used time-lapse imaging to investigate the relationship 

between BRs and GAs across photomorphogenesis. At a highly reproducible developmental 

window coincident with the transition between the two stages of photomorphogenesis, BR and 

GA effects switched from an additive to a synergistic promotion of growth. These BR responses, 

including the synergistic effects with GA, did not depend on the PHYTOCHROME 

INTERACTING FACTOR family. Members of the DELLA family, including REPRESSOR of 

ga1-3 (RGA) and GA-INSENSITIVE (GAI), could either repress or enhance BR growth response, 

depending on developmental stage. At this transition in growth dynamics, the BR and GA 

pathways had opposite effects on DELLA protein levels. In contrast to GA-induced DELLA 

degradation, BR treatments increased the levels of RGA and mimicked the molecular effects of 

stabilizing DELLAs. In addition, DELLAs showed complex regulation of genes involved in BR 

biosynthesis, implicating them in BR homeostasis. These results point to a multi-level, dynamic 

relationship between the BR and GA pathways. 

 

INTRODUCTION 

During photomorphogenesis, seedlings begin to photosynthesize and then use growth to 

optimize their light environment. The proper positioning of the embryonic leaves (cotyledons) is 

critical for survival, thus the elongation of the embryonic stem (hypocotyl) is under tight 

regulation. A wealth of signaling pathways, including those involved in sensing light, hormones, 

time-of-day and metabolic state, have been implicated in regulating photomorphogenetic growth 

(1). To further complicate this network, there is extensive feedback within pathways, as well as 

significant cross-regulation (2). 

Brassinosteroid (BR) and gibberellin (GA) pathways are key regulators of seedling 

growth. While the signaling pathway triggered by each hormone differs, responses to both 

hormones share a similar overall logic: activated receptors relieve repression on transcriptional 
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activators. BRs bind and activate the BRASSINOSTEROID-INSENSITIVE1 (BRI1)-associated 

receptor complex at the plasma membrane. A phospho-relay cascade culminates in 

dephosphorylated and nuclear-localized transcription factors, including BRI1-EMS-

SUPPRESOR1 (BES1/BZR2) and BRASSINOZOLE-RESISTANT1 (BZR1) (3). GA binds the 

receptor GA-INSENSITIVE-DWARF1 (GID1) and forms an SCF complex with the F-box 

protein SLEEPY1 (SLY1). This complex forms a pocket that binds members of the DELLA 

family of repressors and targets them for ubiquitin-mediated degradation. In the absence of GA, 

the DELLAs bind and sequester transcriptional regulators, including PHYTOCHROME 

INTERACTING FACTOR (PIF) family members, thereby blocking GA response (4). 

The transcription factor families downstream of the BR and GA pathways are highly 

inter-connected and integrate information across the growth network. The DELLAs regulate the 

function of a number of transcription factors, including BES1 and BZR1 (5,6,7).  BES1 and 

BZR1 are able to dimerize with each other, as well as with PIFs, further linking downstream 

transcriptional responses. DELLAs also bind to SPATULA (SPT), a close relative to the PIF 

family. SPT lacks a phytochrome binding domain and is thought to have a DELLA-like effect by 

forming dimers with PIF proteins and blocking their function (8,9,10). The combinatorial 

possibilities of transcriptional complexes may explain the extensive plasticity of seedling growth 

responses.    

In this study, we used time-lapse imaging to analyze the dynamic relationship of BRs and 

GAs across photomorphogenesis, particularly focusing on the understudied early stages of 

seedling growth. We found the relationship between BRs and GAs changed over developmental 

time, and known signaling components played unexpected roles. Synergistic growth promotion 

by BRs and GAs was only observed after cotyledons were open, and this strong growth effect 

was largely PIF-independent. DELLAs and SPT, proteins previously characterized as growth 

repressors, were critical for normal BR pathway function. Seedlings with either loss- or gain-of-

function mutations in DELLA genes had increased BR response early in development. In the 

transitional period when cotyledons were opening, BR treatment increased RGA abundance in 

the hypocotyl and activated known DELLA outputs. Both DELLAs and SPT were required for the 

exaggerated growth phenotype of mutants overexpressing a BR-biosynthetic gene. These 

findings illustrate the dynamic and multi-level relationship of the BR, GA and phytochrome 

pathways during photomorphogenesis. 
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RESULTS 

BRs and GAs induce stage-specific, PIF-independent synergistic growth 

 To determine the roles of BR and GA during photomorphogenesis, we measured 

hypocotyl growth in seedlings exposed to each hormone alone and in combination (Fig.1). We 

divided photomorphogenesis into five, 12-hour intervals, starting at 36 hours post germination 

(hpg) (Int.1-5, Fig.1a). As previously described, the majority of hypocotyl elongation occurred 

during Int. 1-2, before the cotyledons were fully open (Fig.1b,c) (11). BR treatment increased 

growth rates substantially in every interval. In contrast, GA treatment increased growth rates 

only during Int.1-3 (Fig.1b,c). The previously described synergistic growth response caused by 

combining BR and GA treatment (12) did not emerge until Int. 3 (Fig.1b,c). During Int. 1-2, 

treatment with both hormones resulted in less than or near additive effect on growth rates. 

Growth promotion by GAs required BRs. Seedlings with reduced BR biosynthesis [de-etiolated2 

(det2) or brassinozole (BRZ) treatment] or response (bri1) were dramatically less sensitive to 

GA treatment (Fig.1c). 

The PIF family of transcription factors was required for growth promotion by GA, but 

they were not required for growth promotion by BR or by combined BR and GA treatments. 

Seedlings with loss of function of PIF1, PIF3, PIF4, PIF5, and PIF6 (pifP mutants) had 

substantially reduced growth rates during Int. 3-5, but retained wild-type rates before Int.3 

(Fig.1c vs. Fig.2a). pifP seedlings had very little response to GA treatment. This effect was most 

evident in Int. 3 where GA effects were most striking in wild-type seedlings (Fig.2a). pifP 

seedlings exhibited near wild-type growth responses to treatment with BR alone or in 

combination with GA (Fig.2a). Similar hormone response trends were observed with pifP, piftQ 

(pif1 pif3 pif4 pif5) and pifT (pif3 pif4 pif5) mutants, suggesting that PIF3, PIF4 and PIF5 are 

the primary PIF family members controlling hypocotyl growth during photomorphogenesis 

(Fig.2b). The bZIP transcription factor ELONGATED HYPOCOTYL5 (HY5) acts in opposition to 

the PIFs to inhibit hypocotyl growth and promote photomorphogenesis. Growth of hy5 mutants 

was quite similar to wild-type seedlings treated with BR and GA, and this phenotype was largely 

insensitive to hormone treatments (Fig.2b). 
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DELLAs and SPT have interval-specific effects on BR growth promotion. 

 As DELLAs have recently been identified as a point of cross-regulation between the BR 

and GA pathway (5,6,7), we next analyzed growth intervals for seedlings with reduced DELLA 

activity. We focused on RGA and GAI, as they are known to play the largest role in growth 

regulation in seedlings (4). Loss of RGA and GAI function resulted in increased growth primarily 

in Int. 2-3, consistent with the timing of strongest growth promotion by GA treatment (Fig.3a). 

Stabilization of GAI protein in the gai-1 mutant reduced growth rates in all intervals with one 

exception (Fig.3a). Growth rates in Int. 3 were strikingly elevated in gai-1 seedlings. As 

SPATULA (SPT) acts alongside DELLAs in many aspects of growth regulation, we examined 

growth rates in spt mutants. In contrast to rga gai mutants, spt mutants showed the greatest 

increase in growth rates in Int. 1, rather than Int. 2-3 (Fig3.a). When the function of all three 

repressors was lost (rga gai spt), growth rates phenotypes were largely additive (Fig3.a).  

 Loss of DELLA function generally increased sensitivity to BR treatment, confirming their 

role as growth repressors. This relationship was particularly obvious in Int.2, where BR 

treatment of rga gai seedlings had the most dramatic effect on growth (Fig. 3a). However, the 

role of DELLAs may be stage- and dose-dependent, as gai-1 seedlings retained BR sensitivity in 

several intervals (Fig. 3a). During Int. 3, gai-1 mutants were actually more sensitive than wild-

type seedlings to BR treatment (Fig.3a). Seedlings without SPT function (spt) had a very similar 

response to BR treatment as wild-type seedlings, except in Int.3 where spt mutants treated with 

BRs grew faster than wild type. When all three repressors were lost (rga gai spt), no further BR-

sensitivity was observed beyond that of rga gai seedlings (Fig.3a).  

 We next analyzed the function of DELLAs, and SPT in plants overproducing BRs 

endogenously. To do this, we first analyzed the growth dynamics of an activation tagged allele of 

the BR biosynthetic gene DWF4 (DWF4ox). DWF4ox seedlings had increased growth rates in 

most intervals with Int. 3 being the most dramatically affected (Fig.3b). In DWF4ox rga gai 

triple mutants, all of the increased growth rates were strongly suppressed (Fig.3b). This result 

was unexpected, as all single mutants showed elevated growth. DWF4ox spt mutants showed 

similar, although more subtle, growth trends as those seen in DWF4ox rga gai (Fig.3b). In 

quadruple DWF4ox rga gai spt mutants, growth rates were further reduced. For example, growth 

rates of DWF4ox rga gai spt mutants in Int. 3 were less than half of those of DWF4ox seedlings 
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(Fig.3b). At the end of 5 days, the long hypocotyl phenotype observed in DWF4ox seedlings was 

completely suppressed in DWF4ox rga gai spt mutants (Fig.3c).  

 Suppression of the DWF4ox phenotype was caused by the loss of expression of DWF4 

(Fig.3d), suggesting a role for DELLAs in BR homeostasis. To test whether DELLAs normally 

affect genes encoding BR biosynthetic enzymes, we quantified expression levels of three targets 

of BR negative feedback regulation: CPD, DWF4, and BR6ox1 in wild-type and gai-1 mutants. 

BR treatment decreased expression of all three genes, as expected (Fig.3e). Surprisingly, DWF4 

expression was unchanged, CPD expression was up-regulated, and BR6ox1 was down-regulated 

by greater than 50-fold (Fig.3e). While these results clearly implicate DELLAs in BR 

homeostasis, the complicated pattern of changes makes it difficult to predict the effect of GA 

treatment on BR levels.  

 

Brassinosteroids regulate the abundance and activity of RGA. 

Growth analysis of rga gai and gai-1 seedlings revealed that, unlike their consistently 

negative role in the GA pathway, DELLAs could positively regulate BR growth responses at 

specific time points. To determine if DELLA abundance was regulated by BRs at any point 

during early seedling development, we measured the effect of BRs on RGA abundance at 48, 72 

and 96 hpg (Fig. 4a). We first examined RGA levels in the elongation zone of the hypocotyl 

using transgenic plants carrying RGA::GFP-RGA. In agreement with previous reports, GA 

treatment reduced the GFP-RGA signal to background levels (Fig.4a). BRs were able to increase 

the GFP-RGA signal, particularly at 72 hpg. Combining BR and GA treatments could counteract 

the effects of BRs (Fig.4a). Western blot analysis on protein extracts from whole seedlings 

confirmed the effects observed with fluorescence microscopy (Fig.4b). Our result is consistent 

with the observed increase in the rice DELLA protein SLENDER-RICE1 in BR-treated seedlings 

(13).   

To quantify the functional impact of BR-induced RGA accumulation, we analyzed the 

expression of genes induced by DELLAs (10). BR-treatment induced expression of GID1a, 

GID1b, bHLH137 and XERICO to similar levels observed in gai-1 (Fig.4c). BR effects are 

reduced in rga gai mutant seedlings, suggesting that BRs act through DELLAs to increase target 

gene expression. DWF4ox seedlings also showed a modest increase in DELLA target gene 

expression (Fig.4c), although there was no apparent increase in RGA levels in these mutants. We 
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also tested whether BRs reduced levels of SPT protein, as this is another molecular read-out of 

DELLA activity (10). Indeed, BR treatments led to a DELLA-dependent decrease in SPT 

abundance (Fig. 4d). BR-induced decreases in SPT levels were similar whether seedlings were 

exposed to BR alone or a combined BR and GA treatment (Fig.4 b vs. d). Combined with the 

DELLA-dependency of BR effects, this result suggests there may be differences in timing or 

strength of BR and GA effects in exogenously treated seedlings. 

To investigate potential mechanisms for BR-induced DELLA accumulation, we analyzed 

the expression of the DELLAs themselves, SPT, as well as genes encoding GA biosynthetic 

enzymes. BR treatment had little effect on expression of DELLA family members [RGA, GAI, 

RGA-LIKE1 (RGL1), RGL2, or RGL3] or SPT. Expression of GA20ox1, GA20ox2, and GA20ox5 

is well correlated with GA levels and should therefore be anti-correlated with levels of DELLA 

proteins. We observed exactly the opposite trend. Expression of all three GA biosynthetic genes 

was up-regulated by BR treatment and overexpression of DWF4 (Fig.4e). These results suggest 

that BRs likely act to stabilize DELLAs through post-translational modifications, such as 

facilitating formation of degradation-resistant complexes.  

 

DISCUSSION 

Cotyledon opening is coincident with a fundamental shift in hormone response and 

growth control, including a striking inhibition of hypocotyl elongation (11). Several lines of 

evidence suggest that the onset of photosynthesis may be the signal for re-wiring of the growth 

network (14,15). In this study, we found that BRs promoted hypocotyl growth throughout 

seedling development, while GA growth promotion was limited primarily to early time points 

before cotyledons were fully open. Both hormones applied together evoked strong growth 

acceleration in late-stage seedlings, a novel effect not seen with application of either hormone 

separately. The hubs in the growth control network remained somewhat elusive, especially for 

early time points. Hormone-stimulated growth promotion did not always require the PIFs, and 

the growth repressors DELLAs and SPT could increase or decrease growth in a stage-specific 

manner. The temporal analysis of growth presented here did reveal new regulatory connections 

between BR and GA biosynthesis and between BRs and DELLAs, highlighting the plasticity of 

the growth network. 



94 
 

 Since the synergistic BR and GA growth response was first carefully characterized (12), 

the molecular mechanism linking the two pathways has remained elusive. Recent studies have 

found that BZR1and PIF4 are both required for GA-mediated growth promotion, bind to one 

another, and share many transcriptional targets (5,16). In addition, both RGA and GAI have been 

shown to negatively regulate BES1 and BZR1 function through direct binding (5,6,7). These 

observations have led to a model where GA-mediated release of DELLA repression, in 

combination with BR increase in BES1 and BZR1 function, allow for maximum PIF-mediated 

growth promotion (3). The synergistic BR and GA growth response described in this study is not 

explained by such a model, as it is neither consistently repressed by DELLAs nor PIF-dependent.  

 Growth promotion by the well-established growth repressors RGA, GAI and SPT was one 

of the most unexpected findings from the current study. Seedlings with stabilized GAI (gai-1) 

had faster growth and increased BR sensitivity during Int. 3 compared to wild-type seedlings 

(Fig.3a), and the DWF4ox mutant phenotype was dependent on intact repressor function 

(Fig.3b). Altered gene expression of CPD and BR6ox1 in gai-1 seedlings suggests the DELLAs 

may regulate BR biosynthesis (Fig.3e). While our study did not detect any significant change in 

DWF4 expression in gai-1 mutants, GAI-dependent increases in expression have been found in 

other studies (7). Nearly all BR biosynthetic genes are subject to negative feedback regulation, 

mediated by BES1 and BZR1 (17). As both RGA and GAI can bind to BES1 and BZR1, it is 

likely that DELLAs impact the strength of this feedback. Such a model could explain the increase 

in DELLA function we observed in BR treated seedlings (Fig.4). BRs may induce DELLA 

function as another feedback mechanism attenuating flux through the pathway. BR-induced 

DELLA accumulation could also modulate GA biosynthesis (Fig.4e). An increase in the DELLA 

SLR1 in response to BR-treatment was also recently found in rice (13).  

While the synergistic BR and GA growth was PIF-independent, hy5 mutants did 

resemble seedlings exposed to both hormones and were insensitive to hormone treatments 

(Fig.2b). These results connect the combined BR and GA growth response to 

skotomorphogenesis, potentially through similar changes in chromatin structure and gene 

expression. Several lines of evidence connect BR response to chromatin remodeling (18). The 

chromatin remodeling factor PICKLE (PKL) has long been linked to the GA pathway and is a 

positive regulator of GA responses (19,20). Recently, transcriptional activation by HY5 has been 

directly connected with its interaction with PKL, providing a link between chromatin de-
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condensation to growth control (21). Our results would predict distinct phases of chromatin 

states over a photomorphogenetic time course, perhaps explaining different phases of hormone 

responses. 

 The photomorphogenetic network facilitates nuanced growth responses by relying on a 

variety of transcriptional complexes drawn from multiple families, such as PIFs and DELLAs. 

Repression of a given complex can be achieved through increased repressor production or 

through modulating the abundance and composition of other potential binding partners in the 

cellular population. For example, atypical HLHs PHYTOCHROME RAPIDLY REGULATED1 

(PAR1) and LONG HYPOCOTYL IN FR1 (HFR1) suppress the shade avoidance syndrome by 

binding and inactivating PIF4 and PIF5 (22,23). PACLOBUTRAZOL-RESISTANT1 (PRE1), 

another HLH, promotes growth by binding the negative regulator of HOMOLOG OF BEE2 

INTERACTING WITH IBH1 (HBI1) (24). A comprehensive understanding of plant growth 

regulation will require systematic elucidation of tissue-, developmental- and environmentally-

specific transcription factor ‘interactomes’. 

 

MATERIALS AND METHODS 

Plant materials and growth conditions. Wild type is Arabidopsis thaliana ecotype Col-0. det2-

1, DWF4ox, gai-1, hy5-215, pifQ, RGA::GFP-RGA, rga-28 gai-t6, and spt-12, and are as 

previously described. 35S::SPT-HA in the Col-0 background was constructed by the Ian Graham 

. True-breeding pif3 pif4 pif5 (pifT) and pif1 pif3 pif4 pif5 pif6 (pifP) lines were generated by 

crossing pifq to wild-type or pif6 seedlings, respectively. True-breeding DWFox rga gai, 

DWF4ox spt, DWF4ox GFP-RGA, and rga gai SPT-HA were generated by crossing homozygous 

parents. Heterozygous rga gai spt and DWF4ox rga gai spt lines were generated and 

homozygous progeny were genotyped and analyzed for growth assays. Seeds were sterilized (20 

min in 70% ethanol, 0.01% Triton X-100, followed by a rinse in 95% ethanol), suspended in 

0.1% agar (BP1423, Fisher Scientific), spotted on plates containing 0.5X Linsmaier and Skoog 

(LS) (LSP03, Caisson Laboratories, Inc.) with 0.8% phytoagar (40100072-1, Plant Media: 

bioWORLD), and stratified in the dark at 4°C for 3 days. BR (brassinolide, 101, Chemiclones, 

Inc.) and GA (GA3, 77-06-5, Phytotechnology Laboratories) were suspended in 80% ethanol and 

diluted directly into plate media. Plates were placed vertically at dawn in a Percival E-30B 
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growth chamber set at 20°C in 60 µmol m
-2

 sec
-1

 white light with short-day conditions (8 hours 

light, 16 hours dark).  

 

Seedling measurements and microscopy. Time-lapse photography is as previously described 

(11). Briefly, images were captured every 12 hours by a charge-coupled device camera (PL-

B781F, PixeLINK) equipped with a lens (NMV-25M1, Navitar) and IR longpass filter (LP830-

35.5, Midwest Optical Systems, Inc.). Image capture was accompanied by a 0.5 second flash of 

infrared light by a custom built LED infrared illuminator (512-QED234, Mouser Electronics). A 

custom LabVIEW (National Instruments) program controlled image capture and illumination. 

For growth rate analysis from time-lapse photography, hypocotyl lengths from at least 12 

individuals were measured using ImageJ software for each time-lapse image (2208 X 3000 

pixels). Growth rates were calculated from hypocotyl lengths using a custom script in MATLAB 

(MathWorks), available on request. Fluorescent images of hypocotyl elongation zone were 

captured using a Leica DMI 3000B microscope fitted with a Leica long-working 10X HCX PL 

FLUORTAR objective and illuminated with a Lumencor SOLA light source. Images were 

captured using Leica LAS AF version 2.6.0 software and a Leica DFC 345FX camera.  

 

RNA extraction and qRT-PCR analysis. Seedlings were grown vertically on 0.5X LS plates 

with 2% phytoagar. Expression analysis was performed on seedlings collected at dawn on day 4 

(72 hpg). All samples were immediately frozen in liquid nitrogen and stored at -80°C until 

processing. Total RNA was extracted from 100 mgs of whole seedling tissue using the Spectrum 

Plant Total RNA Kit (Sigma), total RNA was treated with DNaseI on columns (Qiagen) and 2 µg 

of eluted RNA was used for complementary DNA (cDNA) synthesis using iScript (Biorad). 

Samples were analyzed using SYBR Green Supermix (Biorad) reactions run in a Chromo4 Real-

Time PCR system (MJ Research). Expression for each gene was calculated using the formula 

(25) (Etarget)
-∆CPtarget(control-sample)

/(Eref)
 -∆CPref(control-sample)

 and normalized to a reference gene. Primer 

sequences are listed in TableSX. 

 

Western blot analysis. GFP-RGA and SPT-HA abundance was detected in extracts of whole 

seedlings collected at dawn on day 4. All samples were immediately frozen in liquid nitrogen 

and stored at -80°C until processing. Total protein was extracted from approximately 200 mg of 
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seedling tissue expressing GFP-RGA using a previously described method (26), except that anti-

GFP-peroxidase (ab6663, Abcam - check) was used at a 1:10,000 dilution. Total protein was 

extracted from approximately 100 mg of seedling tissue expressing SPT-HA using a previously 

described method (26), except that anti-HA-peroxidase (11867423001, Roche) was used at a 

1:1000 dilution. Anti-ACTIN antibodies (A0480, Sigma) were used at a 1:2000 dilution and 

detected with anti-Mouse (172-1011, Biorad) used at a 1:20,000 dilution. SuperSignal West 

Femto Maximum Sensitivity Substrate (Pierce) was used to detect signals. Blots shown are 

representative of at least two experiments with independent biological replicates. 
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FIGURE LEGENDS 

Figure 1: BR and GA show stage-specific growth promotion  

(A) Hypocotyl elongation rates were measured in 12-hour intervals (Int.) spanning the 36 to 96 

hours post germination (hpg) as follows: 36 to 48 (Int. 1, brown), 48 to 60 (Int. 2, orange), 60 to 

72 (Int. 3, yellow), 72 to 84 (Int. 4, light green), and 84 to 96 (Int. 5, dark green). Images of 

representative seedlings are shown for the beginning of each interval to show developmental 

progression. (B) Average hypocotyl lengths (representing 12-20 seedlings per experiment) are 

shown for seedlings exposed to no hormone (Mock, black), brassinosteroids (BR, green), 

gibberellins (GA, blue) and both hormones (BR&GA, purple). Hypocotyl lengths predicted by 

an additive model are shown in grey. (C) Hormone treatment of wild-type seedlings 

differentially promoted growth across intervals. Scale bar equals 0.05 mm/hr. Bar graphs are 

shown to highlight the differences between Int. 2 and Int. 3. Int. 3 showed the largest growth 

promotion by GA (blue dots and blue bars), while BR (green dots and green bars) had strong 

effects in both windows. Mock (black) and combined BR and GA (purple) treatments are also 

shown. Rates predicted by an additive model are shown by grey lines in Int. 2 and Int. 3. Growth 

promotion by GA was eliminated in BR-deficient det2 mutants. Error bars in (C) represent 

standard error and those shown are of similar magnitude with the error associated with all rate 

bars (sup). Some error bars in (B) are within the boundaries of the markers.   

 

Figure 2: Synergistic growth in response to BR and GA is PIF-independent 

(A) pifP (pif1 pif3 pif4 pif5 pif6) mutants had reduced GA responses (blue dot); however, pifP 

mutants retained sensitivity to BRs (green dot) and combined BR and GA treatments (BR&GA; 

purple dot). Growth rates from each interval are shown, centered to the border between Int. 2-3 

with mock-treated seedlings in the first row (no dot). The scale bar equals 0.05 mm/hr. The bar 

graph shows wild-type (WT) and pifP growth rates for all treatments during Int. 3. (B) The 

hypocotyl hormone response for WT, pifT (pif1 pif3 pif4), pifQ (pif1 pif3 pif4 pif5), pifP and hy5 

after five days of growth is shown. Seedlings lacking PIF function had increased sensitivity to 

BR and BR&GA treatment compared to wild-type seedlings. hy5 mutants were largely 

insensitive to hormone treatments. Hormone response is the ratio of the average hypocotyl 

lengths from each treatment to that of mock-treated seedlings. Error bars represent standard 
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error. Letters indicate significant differences (p<0.05) between hormone responses for genotypes 

within each treatment using an ANOVA with Tukey pair-wise comparisons.    

 

Figure 3: DELLAs and SPT can increase or decrease BR promotion of growth 

(A) Growth rates of seedlings with loss- or gain- of DELLA or SPT function were altered in a 

stage-specific manner. These effects could be seen in mock (no dot) or BR (green dot) 

treatments. Growth rate responses in Int. 2 and 3 are shown below the rate bars . Loss of 

repressor function (rga gai spt, light grey diamond) had a greater increase in growth rates over 

the wild type (WT, black square) during Int. 2 compared to Int. 3. In contrast, gain of DELLA 

function (gai-1, dark grey circle) suppressed growth rates during Int. 2 but increased growth rates 

during Int. 3. Growth rates in response to BR treatment during Int. 2 and 3 for WT and gai-1 

seedlings are shown in a separate bar graph. While growth rates in response to BR are similar 

between the two intervals for WT seedlings, gai-1 seedlings showed increased sensitivity during 

Int. 3. (B) High growth rates of DWF4ox seedlings are suppressed by reduced DELLA (DWF4ox 

rga gai) or SPT (DWF4ox spt) function. Loss of all three repressors (DWF4ox rga gai spt) 

reduces growth rates by approximately 50%. Growth rates during Int. 3 are shown. Scale bar 

equals 0.05 mm/hr. Error bars represent standard error. (C) The long hypocotyl phenotype of 5-

day old DWF4ox seedlings required functional RGA, GAI and SPT. (D) Quantitative RT-PCR 

shows that loss of RGA and GAI returns DWF4 expression to wild-type levels in DWF4ox 

seedlings. (E) Increased DELLA function (gai-1, grey) had complex effects on expression of BR 

biosynthetic genes. While expression of DWF4, CPD and BR6ox1 was decreased by BR 

treatment (green) as expected, expression was unchanged, slightly increased, and dramatically 

decreased for DWF4, CPD, and BR6ox1, respectively in gai-1 seedlings. A simplified schematic 

of BR biosynthesis including the genes assayed here and relevant intermediates is shown. CR: 

campesterol; CS: castasterone; BL: brassinolide. Error bars represent standard error. Letters 

indicate significant differences in the relative expression for each gene (p<0.05) using an 

ANOVA with Tukey pair-wise comparisons.    

 

Figure 4: BRs increase DELLA abundance and activity 

(A) BR treatment strongly increased GFP-RGA signal at 72 hpg. When seedlings were grown on 

GA alone or BR and GA together (BR&GA), the signal was reduced to background levels at all 
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time points. An untransformed wild-type (WT) seedling is shown for comparison. (B) Western 

blots using proteins extracted from seedlings at 72 hpg showed a similar effect of BR and GA 

treatments on RGA levels as was observed with fluorescence. (C) Expression of DELLA target 

genes was increased with BR treatment, as well as in DWF4ox and   gai-1 mutants. (D) 

Seedlings grown on BR or BR&GA had decreased levels of SPT. BR effects were greatly 

reduced in rga gai mutants. (E) BRs increased the expression of GA biosynthetic genes. ACTIN 

was used as a loading control for western blots. Error bars represent standard error. Error bars 

represent standard error. Letters indicate significant differences in the relative expression for 

each gene (p<0.05) using an ANOVA with Tukey pair-wise comparisons.    
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Chapter 5 

 

CONCLUSION: Complexities in genetic networks  

Seedlings live in a complex world 

Temperature, light quantity and quality, day-length, nutrient availability, and biotic 

interactions are among the conditions affecting plant growth. This environmental information is 

coupled by developmental cues and integrated through a network of pathways. Hormones, light 

receptors and the circadian system integrate signals and execute growth. To control and predict 

plant growth responses, we need a complete understanding of this network. The Arabidopsis 

embryonic stem (hypocotyl) has emerged as a key model system for dissecting growth 

regulation. The benefits of studying hypocotyl elongation include its simple organization and 

experimental tractability. The hypocotyl only has a few major functions. It functions as a 

conduit, moving nutrients and water between the leaves and roots. It functions as a moving 

pedestal, positioning the embryonic leaves (cotyledons) in optimum lighting. It also has a 

magnificent growth potential that occurs without significant cell division. It is easy to see why 

plant biologists were seduced by this little stem into thinking it was ‘simple’. The switch to 

photo-autotrophy is crucial for seedlings like Arabidopsis. For these seedlings, more light means 

more food, more food means more seed, and more seed means more chances for the lineage to 

survive. In all conditions, the seedling must run its cost/benefit analysis and execute a balanced 

hypocotyl growth response.  

 

The seedling growth network is complex 

When I first encountered the network controlling hypocotyl elongation I was amazed to 

find a web of arrows and lines so interwoven a spider would be impressed. I was even more 

amazed when I realized how much we still did not know. How many more lines were out there 

waiting to be drawn?  The resulting network was amazing but seemed impenetrable. I set out to 

see if this network could be simplified into hubs defined by developmental stage. In this way the 

larger network could be subdivided into regulatory units that are more or less important given the 

specific developmental and spatial context. Perhaps some of the complexity apparent in the 

network was due to collapsing all of seedling development into a single measurement. Thus we 

built a time-lapse system to sample growth throughout development in both dark and light 

periods. This method uncovered many surprising responses previously hidden during particular 
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windows of development. For example, seedlings could grow rapidly at more times during each 

day than we previously thought. We also found that seedlings were not uniformly sensitive to 

growth promoters including sucrose, auxin, brassinosteroids (BR) and gibberellins (GA) during 

all developmental stages. This suggested the importance of each member in the network changes. 

By grouping regulators with similar effects on growth rate dynamics we discovered novel 

molecular mechanisms behind pathway interactions. 

While this work has added mechanistic insight to many growth responses, it has not 

reduced the apparent complexity in the growth network. As I step back, I have to ask myself the 

same question many audience members ask me after I give a talk on this work: “Is it hopeless? Is 

it possible to understand biological networks this interconnected?” I believe there is hope, but we 

have to embrace the challenge these networks present. We will have to continually reject the 

voices in the audience that say: “See, this is why I hate hormones…especially auxin, it does 

everything!” 

 

Why complex networks are hard to deal with 

There are many reasons why complicated interactions are frustrating. As geneticists at 

heart, we want to construct a model, predict what will happen when we break it, and then test 

those predictions with a cleverly designed experiment. Pathways with feedback rob us of that 

important process because we cannot make predictions. When we cannot make predictions and 

test them we are left never making the leap from correlation to causation. The best understood 

pathways are those that consist of ‘switches’, responses that either occur or not. Beautiful 

examples of this include the elegant relay of transcription factors that step by step guide the 

development of stomata in the leaf epidermis. Another example is the stereotypical divisions that 

lead to lateral root emergence in the root epidermis. In these linear pathways we can determine 

epistasis and hierarchy between regulatory genes in the process. But there are many important 

biological processes that are not binary but quantitative in nature. We need new ways of 

generating predictions in these processes if we really want to understand the molecular 

mechanisms behind them. 
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We can rise to the challenge of complex responses 

Computer simulations offer a new way of extending our thought capabilities to include 

quantitative responses and mutli-variable systems. Mathematical modeling has been used with 

great success to expose the dynamics of complex systems over time. People use models to 

forecast what will happen with climate change, disease dynamics and predator-prey dynamics in 

natural communities. Computational models can be used to increase our understanding of genetic 

networks if we use them in a slightly different way. The forecast models, including the ones 

mentioned above, take the dynamics that you know occur in a certain situation and project them 

into an unknown situation, like the future. In these models how well the simulation ‘fits’ the real 

data is very important, thus the parameters you select are also really important. In a toy 

theoretical model, the trends in the outputs are more important than the exact values predicted by 

the model. Here the relationship between variables is really important and you are looking for 

sufficiency. Is there enough in your model to capture the basic dynamics? One of the most 

important results of the model is the effect the method has on your thinking. The model is an 

explicit form of all the assumptions you are making about your system. It forces you to do the 

thinking that you should be doing anyway, but often cut corners on. 

 

“All models are wrong; some models are useful.” 

-- George Box 

In brief, the method to the modeling madness is a series of steps. The first step is to figure 

out what you want to include in your model and what you want to get out of it. What variables 

are important and which ones can you leave out? You then need to know what each of the 

variables depends on. What determines the rate that variable X is produced or degraded? It is 

then helpful to draw graphs of how you think the rates of each variable change with changing 

concentrations of each variable it depends on. This will help you figure out what mathematical 

equation captures the dynamics of that relationship. Once you have all your equations, code them 

in some computational environment and simulate. Three rules to follow as you make your way 

through the method [adapted from Ellner and Guckenheimer (2006) Dynamic Models in 

Biology]: 
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(1) Lie 

Your model will force you to simplify some biological detail to the point where you know it is 

not true anymore. That is OK, it helps you decide what you think is important in your system. 

(2) Cheat 

If your equation works well enough but you know it is not exactly legitimate, this is one of those 

times when that IS good enough. 

(3) Steal 

Do not reinvent the wheel. If someone has code or equations that worked for something else, see 

if they will work for you no matter how they were previously used. 

 

 The recipe for mechanistic insight into complex systems requires three main ingredients: 

precisely defined systems, computational methods, and a change in expectations. My graduate 

work shows that time is an important consideration when trying to understand the growth 

network. By looking at a very specific time in development, you can help reduce the number of 

variables you must pay attention to. We also need to incorporate tissue specificity into our 

understanding of the growth network. Different layers and regions of the hypocotyl likely 

process different information during growth. Models can then be constructed of sub-networks at 

particular times and places. We must then let go of dreams of producing a ‘grand unified theory’ 

of growth. No simple diagram is going to capture a generalized growth network as seedling 

growth reflects a complex and ever-changing set of conditions.  I believe a complete 

understanding of growth responses will include a set of network sub-routines initiated by 

particular input combinations. 

 

If you want things to be simple, first let them be complex. 

-- inspired by the Tao Te Ching 

 

 


