Hydrologic sensitivities of western U.S. rivers to climate change

Julie A. Vano

A dissertation
submitted in partial fulfillment of the
requirements for the degree of

Doctor of Philosophy

University of Washington
2013

Reading Committee:
Dennis P. Lettenmaier, Chair
Alan F. Hamlet
Erkan Istanbulluoglu

Program Authorized to Offer Degree:
Civil and Environmental Engineering
Abstract

Hydrologic sensitivities of western U.S. rivers to climate change

Julie A. Vano

Chair of the Supervisory Committee:

Professor Dennis P. Lettenmaier

Civil and Environmental Engineering

As the climate continues to change, increasing temperatures and changes in precipitation will lead to fundamental changes in the seasonal distribution of streamflow, especially in the western United States where snowmelt plays a key role. These changes will inevitably lead to challenges for water resource managers. There is, however, considerable uncertainty as to the character of these hydrologic changes, especially at local and regional scales ($10^2 – 10^5 \text{ km}^2$). My research aims to better understand how climate influences hydrologic processes, with a particular focus on variations in runoff sensitivities to changes in precipitation and temperature, and the use of this information in water management. Using land surface model simulations, I explore the sensitivity of runoff to changes in precipitation (defined as precipitation elasticities, $\varepsilon$, the fractional
change in runoff divided by the fractional change in precipitation), changes in temperature (defined as temperature sensitivities, \( S \), percent change in runoff per degree change in temperature) and to the combined effect of temperature and precipitation changes. The character of these sensitivities varies considerably depending on how the land surface is simulated (e.g., type of land surface model), the particulars of the location (e.g., elevation, vegetation, soil types), and the season in which changes in temperature and precipitation occur.

I explore these variations through hydrologic model experiments in the Colorado and Columbia River basins - two basins which can be considered end points of hydroclimatic variability in the West, and which also have diverse management concerns as existing reservoir storage in these systems varies strongly. The total storage relative to annual inflow ratio of over four in the Colorado River, results in a management focus on total (annual) magnitudes in streamflow, whereas this ratio is about 0.3 in the Columbia River and hence changes in the seasonal distribution of streamflow is the primary driver there.

Within this body of work, I use the nature of these hydrologic sensitivities (e.g., spatial and temporal variability, superposition, and the linearity of their underlying functions) to develop two complementary methodologies that can be applied to generate viable first-order estimates of future change for long-term (e.g., 30-year) annual change (applied in the Colorado River basin) and seasonal change (applied in the Pacific Northwest). My results show that these sensitivity-based estimation approaches to future change compare well with the more common, computationally intensive full-simulation approaches that force a hydrologic model with downscaled future climate scenarios.
These methods can be applied to newly released climate information to easily assess underlying drivers of change and to bound, at least approximately, the range of future streamflow uncertainties for water resource planners.
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I. INTRODUCTION

As the climate continues to change (Fig. 1.1), increasing temperatures and changes in precipitation will lead to fundamental changes in the seasonal distribution of streamflow, especially in the western United States. These changes will inevitably lead to challenges for water resource managers, although the character of the changes at regional and local scales remains uncertain. Future precipitation and temperature changes, as simulated by Global Climate Models (GCMs), vary considerably (IPCC 2007), and there is considerable uncertainty as to how changes in climate (e.g., in precipitation and temperature) will translate to changes in streamflow (Vano et al. 2013). My research aims to better understand how climate influences hydrologic processes and explores how this information can be integrated into water management decision-making.

FIG 1.1 The 1950-2007 trend in observed annual North American surface temperature (°C, left) and the time series of the annual values of surface temperature averaged over the whole of North America (right). Annual anomalies are with respect to 1971-2000 reference. The smoothed curve (black line) highlights low frequency variations. (Data source: UK Hadley Center’s CRUv3 global monthly gridded temperatures).

SOURCE: Figure and caption from Fig. 4-1 of WWA (2008).
In 2007, The Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment reported unequivocal evidence that climate change was occurring and that an ensemble of GCMs showed general agreement that temperature will continue to increase and runoff will decrease across the western U.S. (IPCC 2007). The GCMs, however, operate at coarse spatial scales (e.g. ~200 km x 200 km) relative to the river basin scale at which management decisions are made. To generate information for management applications, there have been numerous approaches used to translate this global scale information to more local scales, although the extent to which these methods capture basin-specific hydrologic characteristics differs considerably. For example, the Colorado River has been the focus of several recent studies that have attempted to estimate future flows. These efforts produced future flow projections that range from less than 10% to almost 50% flow declines over the next century (WWA 2008; Hoerling et al. 2009; Vano et al. 2013). These differences could be attributed to various uncertainties, including a wide range of climate model projections, different methods of downscaling the climate projections to the scales required by hydrologic models, and differences in hydrologic model structure and hence sensitivity to changes in forcings. This dissertation focuses on the latter, specifically how changes in hydrologic model precipitation and temperature forcings propagate to changes in predicted streamflows. I apply concepts of hydrologic sensitivity similar to those introduced by Schaake (1990) and Dooge (1992) to evaluate the behavior of more computationally intense land surface models.

Previous studies that have attempted to quantify hydrologic sensitivities define them in various ways, mostly from observations (e.g. Schaake 1990; Dooge 1992; Dooge et al. 1999; Sankarasubramanian et al. 2001; Fu et al. 2007; Gardner 2009; and Zheng et al. 2009; among others). For example, Schaake (1990) defined precipitation elasticity as the change in
precipitation that will produce a unit fractional change in streamflow. He demonstrated how variable this sensitivity (or elasticity, as defined in economics) was in different regions of the U.S., with a range from less than one in very humid areas to as high as ten in some arid areas. Sensitivities to temperature changes are not as straightforward to estimate as those to precipitation changes. Dooge (1992) suggested formulation of an elasticity of streamflow with respect to potential evapotranspiration (PET). However, unlike precipitation, which is a common forcing for all models, PET is a computed quantity, which varies by land surface model, and can be difficult to extract. Additionally, surface air temperature is the best-understood and widely archived variable simulated by climate models, so I have chosen to formulate a temperature sensitivity rather than a PET elasticity.

Throughout my work, precipitation elasticity of runoff ($\varepsilon$) is defined as the percent change in annual model runoff ($Q$) divided by percent change in annual precipitation ($\Delta \%$) (Eq. 1.1) and temperature sensitivity of runoff ($S$) as percent change in annual runoff ($Q$) for an imposed incremental increase in annual temperature ($\Delta$) (Eq. 1.2). $\varepsilon$ and $S$ of both runoff and streamflow are both considered, where runoff is defined as the sum of surface runoff and baseflow at the grid cell level and streamflow is defined as runoff routed to a gauge.

$$\varepsilon = \frac{Q_{\text{ref} + \Delta \%} - Q_{\text{ref}}}{Q_{\text{ref}}} \frac{\Delta \%}{\Delta \%}$$ (1.1)

$$S = \frac{Q_{\text{ref} + \Delta} - Q_{\text{ref}}}{Q_{\text{ref}}} \Delta \Delta$$ (1.2)
Measures of $\varepsilon$ and $S$ can be useful at many levels. They can provide a way to compare hydrologic model performance relative to other models and observations. Spatial $\varepsilon$ and $S$ maps can help to identify locations where there is more uncertainty as well as areas with greater and lesser sensitivity to future change, suggesting key locations for targeted investment in in situ observations and further research. And ultimately, understanding $\varepsilon$ and $S$ can help to understand the likely range of future runoff projections prior to embarking on the somewhat-laborious process of downscaling climate model projections and running them through a hydrologic model.

1.1. Study Area

My work focuses on the western United States, and the Colorado River basin (Chapter II and III) and extended Columbia River basin (Chapter IV) in particular (Fig. 1.2). I define the extended Columbia River basin as the Basin and its adjacent coastal drainages, and I also referred to it as the Pacific Northwest (PNW) as it comprises that hydrologic region. These two basins can be considered end points of hydroclimatic

![FIG 1.1. Study area](image)
variability in the West. These locations also have diverse management concerns as their existing reservoir storage relative to mean annual discharge, varies considerably (even though their total storage capacity is roughly equivalent). The Colorado River basin has a total storage relative to annual inflow ratio of over four, which results in management decisions that focus on total (annual) magnitudes in streamflow. In contrast, the Columbia River basin has a ratio of about 0.3, and consequently, seasonality is the critical streamflow characteristic that drives water management decisions in the PNW region.

1.2. Research Questions and Approach

This dissertation seeks to understand the extent to which land-surface hydrology modulates or exacerbates regional scale sensitivities to future (global) change by addressing the following research questions:

(1) How sensitive is runoff to changes in precipitation, temperature, and to combined changes in both precipitation and temperature?

(2) How do hydrologic sensitivities vary spatially across the western United States?

(3) How can runoff sensitivities to precipitation and temperature changes be defined on a seasonal basis?

(4) How can hydrologic sensitivities be used to construct future streamflow projections for use in water management applications?
These questions are addressed in three core chapters. **Chapter II** (published as Vano et al. 2012) investigates annual precipitation elasticities ($\varepsilon$) and temperature sensitivities ($S$) in the Colorado River basin in a multiple (land surface model) context, using five commonly used land surface models [Catchment (Koster et al. 2000), Community Land Model (Oleson et al. 2007), Noah (Lohmann et al. 2004), Sacramento Soil Moisture Accounting model (Burnash et al. 1973), and the Variable Infiltration Capacity model (Liang et al. 1994)]. Chapter II quantifies how different representations of the land surface respond similarly (or differently), how responses vary spatially, and the extent to which changes in temperature and precipitation are additive (*questions 1 and 2*). **Chapter III** (in review as Vano and Lettenmaier 2013a) evaluates how understandings of variations in $\varepsilon$ and $S$, developed in the previous chapter, estimated for different seasons and at different change increments, can be used in water management planning and decision making. It outlines a methodology that uses hydrologic sensitivities to approximate cumulative distribution functions of long-term annual streamflow change (*question 4*). **Chapter IV** (to be submitted to *Water Resources Research* as Vano and Lettenmaier 2013b) explores seasonal variations in $\varepsilon$ and $S$ throughout watersheds of the PNW. The region’s hydroclimatolgy provides a diversity of watershed responses that can be leveraged to quantify and classify the effects of seasonally applied changes to annual and seasonal streamflow. The seasonal hydrologic sensitivities can then be used to estimate future seasonal hydrographs. This study uses a method similar in concept to the sensitivity-based method of Chapter III, but focuses on the long-term seasonal responses, which are of most interest to water resource planners in the PNW (*questions 2, 3, and 4*).
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II. HYDROLOGIC SENSITIVITIES OF COLORADO RIVER RUNOFF TO
CHANGES IN PRECIPITATION AND TEMPERATURE

This chapter has been published in its current form in the Journal of Hydrometeorology:

Abstract
The Colorado River is the primary water source for much of the rapidly growing southwestern United States. Recent studies have projected reductions in Colorado River flows from less than 10% to almost 50% by midcentury because of climate change—a range that has clouded potential management responses. These differences in projections are attributable to variations in climate model projections but also to differing land surface model (LSM) sensitivities. This second contribution to uncertainty—specifically, variations in LSM runoff change with respect to precipitation (elasticities) and temperature (sensitivities)—are evaluated here through comparisons of multi-decadal simulations from five commonly used LSMS (Catchment, Community Land Model, Noah, Sacramento Soil Moisture Accounting model, and Variable Infiltration Capacity model) all applied over the Colorado River basin at 1/8° latitude by longitude spatial resolution. The annual elasticity of modeled runoff (fractional change in annual runoff divided by fractional change in annual precipitation) at Lees Ferry ranges from two to six for the different LSMS. Elasticities generally are higher in lower precipitation and/or runoff
regimes; hence, the highest values are for models biased low in runoff production, and the range of elasticities is reduced to two to three when adjusted to current runoff climatology. Annual temperature sensitivities (percent change in annual runoff per degree change in annual temperature) range from declines of 2% to as much as 9% per degree Celsius increase at Lees Ferry. For some LSMs, small areas, primarily at mid-elevation, have increasing runoff with increasing temperature; however, on a spatial basis, most sensitivities are negative.

2.1. Introduction

The Colorado River is the major water source for much of the southwestern U.S. The river’s discharge is regulated by numerous dams on tributaries and two major main stem dams, Glen Canyon and Hoover, which form impoundments (Lakes Powell and Mead, respectively) that store about four times the mean annual natural flow of the river (observed discharge adjusted for effects of upstream diversions and storage) at its mouth. In a relative sense, the storage provided by these reservoirs is large (in contrast, the storage in the Columbia River basin is only about one-third of the river’s mean naturalized - absent water management effects - flow). Therefore, the Colorado River reservoir system is operated to carry over water from wet years to dry years, notwithstanding that it also reshapes the seasonal pattern of discharge. Because of the large storage, the reliability of the Colorado River reservoir system for water supply is relatively insensitive to changes in the seasonal pattern of discharge (see e.g. Christensen et al. (2004) and Christensen and Lettenmaier (2007)). However, the system is vulnerable to long-term changes in climate, such as the general drying projected for the southwestern U.S. by many climate models (Christensen and Lettenmaier 2007; IPCC 2007; Seager et al. 2007). The multi-year drought experienced over the last decade highlights the potential impacts of long-term changes in
Colorado River discharge (Barnett and Pierce 2009; Cayan et al. 2010; Overpeck and Udall 2010).

Because of the Colorado River’s water supply importance, it has been evaluated in several studies that have projected future flows (e.g. Milly et al. 2005; Hoerling and Eischeid 2006; Christensen and Lettenmaier 2007; Seager et al. 2007; WWA 2008). The methods used in these studies differ, and methodological differences explain some of the wide range of projected future changes in Colorado River discharge, which vary from reductions in mean annual discharge of less than 10% to almost 50% by the mid-2000s (Hoerling et al. 2009). Part of this range is attributable to differences in the forcing data used, both in resolution and in the variation of climate models included in the different studies. Differences also reflect biases in the runoff projections (as shown below, hydrologic sensitivities are highly nonlinear, and hence depend on the models’ estimates of current climate runoff) and reflect variations in hydrologic model sensitivities to changes in precipitation and temperature. In this paper, we evaluate the LSM contribution to the overall uncertainty, specifically, how runoff change differs depending on model responses to changes in precipitation and temperature.

Many LSMs have been developed with varying levels of complexity and philosophies with respect to their representations of the land surface hydrologic cycle. We focus on five LSMs that have been widely applied at regional to global scales. Included are three that were developed for use in global climate models [Catchment, Community Land Model (CLM), and Noah] and two that have been used primarily in uncoupled hydrologic applications [Sacramento Soil Moisture Accounting (Sac) and Variable Infiltration Capacity (VIC)]. LSMs used in global and regional climate models have the primary purpose of partitioning net radiation into turbulent and ground heat fluxes, and hence the lower boundary conditions for the atmosphere.
Hydrologic models, in contrast, have the primary purpose of partitioning precipitation into evapotranspiration and runoff. The two LSMs with hydrologic heritage were developed primarily for hydrologic prediction purposes, albeit at large scales. They generally have more detailed representations of runoff production dynamics than do the LSMs intended for coupled applications. Nonetheless, with one exception discussed below, all models predict the full energy and water balances at the land surface, typically at time steps of one day or shorter.

Many studies have compared the performance of different LSMs in different hydroclimatic settings (e.g. Henderson-Sellers et al. 1995; Pitman et al. 1999; Boone et al. 2004; Mitchell et al. 2004; Wang et al. 2009). The Project for Intercomparison of Land surface Parameterization Schemes (PILPS), for example, had four phases of controlled experiments that were intended to better understand the implications of parameterizations of water, energy, and momentum between the atmosphere and land surface (Henderson-Sellers et al. 1995; Pitman et al. 1999). As many as 30 LSMs participated in the various phases of PILPS. The North American Land Data Assimilation System (NLDAS) project compared the performance of four LSMs across the continental U.S. domain with respect to their capabilities in the context of land data assimilation (Mitchell et al. 2004; Lohmann et al. 2004). These and other studies have improved LSM performance by comparing models to one another and observations to highlight their strengths and weaknesses. The studies have also illustrated the implications of differences in LSM parameterizations and complexity (Koster and Milly 1997; Mitchell et al. 2004). These differences, compounded by potential issues of numerical processes (e.g., Kavetski and Clark 2010) and diverse philosophies that underlie LSM development (e.g., focusing on the largely vertical processes that control land-atmosphere fluxes, as contrasted with the largely horizontal
processes that control runoff generation) make understanding differences and uncertainties in LSM formulations exceedingly difficult.

Little previous work has been done to compare LSMs with respect to their hydrologic sensitivities to changes in long-term precipitation and temperature. Many previous studies have, however, investigated how changes in climate influence streamflow, and in so doing have attempted to quantify hydrologic sensitivities (e.g., Schaake 1990; Dooge 1992; Dooge et al. 1999; Sankarasubramanian et al. 2001; Fu et al. 2007; Gardner 2009; and Zheng et al. 2009; among others), mostly from observations. These studies define hydrologic sensitivities in various ways. For example, Schaake (1990) first defined precipitation elasticity as the change in precipitation that will produce a unit fractional change in runoff. He demonstrated how variable this sensitivity (or elasticity, as defined in economics) was in different regions of the U.S., with a range from less than one in very humid areas to as high as ten in some arid areas. Dooge (1992) calculated sensitivity factors (similar in nature to Schaake’s runoff elasticities) using empirical expressions that related (annual) evaporation normalized by potential evaporation to different humidity indexes, where the higher the humidity index, the lower the elasticity. He cautioned that the usefulness of the annual analysis was limited in some ways, and that inclusion of seasonality – which he later addressed (Dooge et al. 1999) - could change the interpretation. Sankarasubramanian et al. (2001) estimated streamflow elasticity across the continental U.S. through use of both parametric and non-parametric estimators applied to time series of annual streamflow and precipitation. They found elasticity values for tributaries and main stem locations in the Colorado River Basin (CRB) that ranged from a little less than two to a little more than four.
These two bodies of research - the LSM comparison studies and hydrological sensitivities studies – provide important foundations for understanding hydrologic sensitivities to changes in precipitation and temperature. LSMs play an important role in global and regional climate models, which in turn are the basis – directly or indirectly – for most projections of hydrologic impacts of climate change. We argue that better understanding of the relative sensitivities of these models to climate forcings is essential to understanding uncertainties in hydrologic projections. In this paper, we take a straightforward approach to evaluating the hydrologic sensitivities of five commonly used LSMs to precipitation and temperature changes, with the intent of better understanding: (1) to what extent does land-surface hydrology modulate or exacerbate regional scale sensitivities to global climate change? (2) how much of the range of results of these hydrologic sensitivities is attributable to model bias? and (3) how do these

![Colorado River topography and sub-basin flows](image)

FIG 2.1 Colorado River topography and sub-basin flows. Flows in the table, except for Gila, are naturalized flow averages from USBR (2010) from 1975-2005 and correspond to the dots in the figure. USBR did not report flows for the Gila, so we report a predevelopment estimate from Blinn and Poff (2005).
sensitivities vary spatially across the CRB?

2.2. Study area

The Colorado River (Fig. 2.1) drains parts of seven U.S. states and Mexico (642,000 km$^2$) and ranges in elevation from over 4000 m in its northeastern headwaters to sea level at its mouth at the head of the Sea of Cortez 2250 km downstream. For purposes of water allocation, the Colorado River Compact of 1922 divided the CRB into the Upper Basin (above Lees Ferry, including Lake Powell, and the Lower Basin (below Lees Ferry, including Lake Mead). On basin average, about half of the CRB’s precipitation comes in winter (although more so in the north than the south) and summer, however from a hydrological standpoint, runoff is dominated by winter precipitation which occurs mostly as snow in the Upper Basin, and is the source of the spring freshet that accounts for most of the river’s annual streamflow (Fig 2.2).

The CRB has large temperature and precipitation gradients, as well as diverse

FIG 2.2 Comparison of LSM streamflow with naturalized USBR flow at Lees Ferry from 1975 to 2005, seasonal (top) and annual (bottom).
vegetation and soil types, all of which combine with variability in precipitation to produce one of the most variable hydrologic regimes in the continental U.S. The coefficient of variation (standard deviation/mean) of annual flow volume at Lees Ferry as calculated by McMahon (1982) is 0.37, which is higher than most (median 0.25) of the 126 rivers included in the UNESCO study of world rivers (for comparison, the coefficient of variation of annual discharge of other large global rivers are: Columbia (0.18), Mississippi (0.28), Amazon (0.06), and Mekong (0.12)). In addition to spatial variations in surface and subsurface properties, hydrologic variability in the basin is strongly affected by elevation. Hence relatively high spatial resolution is required for adequate representation of the basin’s water balance. Water balance variations are strongly driven by evapotranspiration, which accounts for over 85% of precipitation on average (however, runoff ratios are much higher than the ~15% basin average in the high elevation headwaters).

2.3. Approach

We focus on LSM water balance calculations, and the sensitivity of these calculations to changes in precipitation and temperature. To do so, we forced all five models with the same surface meteorological data and implemented all models at the same (one-eighth degree latitude-longitude) spatial resolution, over the same domain. For each model, we compared both grid cell runoff (the sum of the model’s surface runoff and drainage) and streamflow (runoff routed through a simplified representation of the channel network) at selected stream gauge locations (Fig. 2.1). In the context of LSMS, runoff is a quantity that is generated instantaneously at each grid cell. We applied the routing model of Lohmann et al. (1996; 1998) to all five LSMS. The routing model accounts, in a simplified manner using a unit hydrograph, for the effect of the
channel system in transforming spatially distributed (grid cell) runoff to streamflow, and accounts both for lags within a grid cell that affect the timing of runoff exiting a grid cell, and within the channel system, which represents lagged effects from grid cell outlets to a (stream gauge) location on the channel network. A spatial average of runoff is slightly different than streamflow (primarily due to travel time considerations), but the long-term average is nearly the same.

2.3.1 Meteorological forcing data set

We used methods described in Maurer et al. (2002) as modified by Wood and Lettenmaier (2006) to generate daily historical gridded forcings of temperature minima and maxima, precipitation, and wind speed at one-eighth degree latitude-longitude resolution from observed station data. The modification of the approach by Wood and Lettenmaier (2006) uses a smaller set of index stations, which reliably report over many years, and avoids the problem of ephemeral stations, which can bias the long-term variability of the data set. To meet requirements for models that run on a sub-daily time step, daily values of precipitation and temperature were disaggregated into 3-hourly time steps according to methods outlined in Nijssen et al. (2001) and Wang et al. (2009). Similar to Maurer (2002), other meteorological and radiation variables are calculated from established relationships, for example downward solar and longwave radiation and dew point were derived from the daily temperature and temperature range using methods described in Nijssen et al. (2001). Surface air temperature, precipitation, wind speed, specific humidity, air pressure, and surface incident shortwave and longwave radiation forcings were identical for all LSMs. Because we focus on relative differences, we distributed precipitation uniformly throughout the day in all LSMs even though the Catchment
model is more sensitive to diurnal precipitation variations than are the other four models (Wang et al. 2009). We selected 1975 to 2005 as our period of analysis because it includes the drought years in the early 2000s.

2.3.2. Land-surface models

The five LSMs we used have diverse heritages, however all of them have been used in either or both of the past multi-LSM studies of Mitchell et al. (2004) and Wang et al. (2009) and are structured to run off-line in a semi-distributed manner (Table 2.1). We included two versions of the Noah LSM, as recent changes to Noah model parameterization processes to improve warm season simulations (see Wei et al. 2012 for modification details) have resulted in much different model performance (see Fig. 2.2). Each LSM was initialized by running it from 1970-2005, then cycling with 1970 forcings ten times before beginning the simulation in 1970. The simulation was then continued through water years 1975-2005, which was our period of analysis.

We used LSM versions – including parameters – used in previous studies, with modifications only in spatial resolution and extent and forcing data. VIC was implemented as in Christensen and Lettenmaier (2007), which was calibrated at one-eighth degree spatial resolution. We used Noah 2.7 and 2.8, Sac, and CLM as used within the University of Washington’s real-time national Surface Water Monitor multi-model system (see http://www.hydro.washington.edu/forecast/monitor), which required an increase in the resolution from half a degree to one-eighth degree. Sac does not generate potential evapotranspiration (PET), and instead uses PET generated by Noah 2.7 similar to Mitchell et al. (2004) multiplied by monthly vegetation adjustment factors. In this study we focus on results of the semi-distributed version of Sac as used in Wang et al. (2009), although we have found in limited
comparisons that results are comparable to the operational version (which is well-calibrated, using only catchment-level characteristics) used by the CRB River Forecast Center, e.g., for historical values at Lees Ferry, the elasticity was 2.4 (vs. 2.6 with the distributed version) and the temperature sensitivity was 4% (vs. 5%). We increased the spatial resolution of Catchment as used by Wang et al. (2009) from one-half degree to one-eighth degree, and used Catchment parameters provided by S. Mahanama (NASA Goddard Space Flight Center) that were produced specifically for a one-eighth degree implementation of the model.

As their diverse heritage indicates (Table 2.1), the various LSMS were constructed for different purposes and thus also differ in the extent to which they have been calibrated and compared with observed streamflow (Mitchell et al. 2004). VIC and Sac were developed specifically for streamflow simulation purposes. VIC was calibrated to a number of stream

| TABLE 2.1 Overview of land-surface models, table modified from Wang et al. 2009 |
|-----------------------------|-----------------|-------------------|-----------------|------------------|------------------|
| Catchment                   | developed at NASA Goddard as the land scheme within their CEOS-5 global data assimilation system |
| Community Land Model (CLM)  | 3.5              | developed as the land surface component of CCSM3 |
| Noah                        | 2.7 and 2.8      | developed as the LSM for the NCEP mesoscale Eta model |
| Sacramento soil moisture accounting model (Sac) | NLDES version of the coupled Sac/Snow 17 model |
| VIC and ARNO model for base flow, and drainage driven by gravity |
| Penman-Monteith equivalence |
| Penman-Monteith type approach |
| Quadro et al. 2000; Ducharne et al. 2000 |
| Anderson 1973; Burnash et al. 1973; Mitchell et al. 2004 |
| Liang et al. 1994; Christensen et al. 2004; Christensen and Lettenmaier 2007 |
gauges within the Colorado basin (Christensen et al. 2004; Christensen and Lettenmaier 2007) however its implementation here uses slightly different forcing data, and the model version is slightly different than the one for which calibrations were performed. The Sac version we used has not been calibrated, nor did we attempt to transfer parameters from the operational version, which has been implemented for somewhat different sub-basins than the ones we used. No previous attempts had been made to calibrate Catchment, CLM, or either version of Noah. As a result, in general we do not expect simulated streamflows to match observations closely, and this is not our goal. However, in section 2.4, we do evaluate the nature of variations across models in their sensitivities, and assess how the model sensitivities are affected by biases in the LSM simulations.

LSM formulation and validation is particularly challenging in the CRB because there are limited in situ observations that capture the basin’s highly variable (in space and time) snow and soil moisture, especially at high elevations. Also, because such a large fraction of the basin’s precipitation either evaporates or is transpired, the accuracy of runoff predictions is highly susceptible to evapotranspiration (ET) prediction errors. For example, a 5% error in annual ET prediction (assuming ET is 85% of the total mass balance) translates to 25% errors in annual runoff.

**2.3.3. Precipitation elasticity and temperature sensitivity formulation**

We perturbed both precipitation (P) and temperature (T) by uniform amounts each day of the year throughout the period of record. We created reference climates by using multiplicative perturbations in P (70%, 80%, 90%, 100%, and 110%) and additive perturbations in T (0°, 1°, 2°, and 3°C). For both precipitation elasticity (e) and temperature sensitivity (S) computations, we
calculated the model response to an incremental change (1% and 0.1 °C change respectively) relative to each reference climate. We selected these increments of change (1% and 0.1 °C) to be as small as possible so as to approximate the tangent (vs. the secant) while limiting computational artifacts. As an example, for historical ε we compared the historical simulation (0°C T change, 100% of historical P) to a simulation where P was multiplied by 1.01; whereas for a 110% reference climate, we compared historical climate P multiplied by 1.10 with historical climate multiplied by 1.11. We estimated ε as the fractional change in annual average runoff (Q) divided by the imposed fractional change in P. In this study we use Δ = 1%.

\[
\epsilon = \frac{Q_{\text{ref}+\Delta\%} - Q_{\text{ref}}}{Q_{\text{ref}}} \frac{100}{\Delta\%} \quad (2.1)
\]

Sensitivities to T changes are not as straightforward to estimate as those to P changes. Dooge (1992) suggests formulation of an elasticity of runoff with respect to potential evapotranspiration (PET), however, unlike P, which is a common forcing for all models, PET is not a measurable quantity but a function of measurable quantities, which is computed differently depending on LSM, and can be difficult to extract from the various models. While net radiation, rather than T, is the primary variable that defines PET, net radiation is T dependent, especially because downward solar radiation depends on daily T range as described below. Additionally, surface air T is the best-understood and widely archived variable simulated by climate models, so it makes some sense to formulate a T sensitivity rather than a PET elasticity. Furthermore, surface air T is the variable that is most often perturbed in hydrologic simulations of climate change (e.g. Christensen and Lettenmaier 2007; Elsner et al. 2010; and others). T affects and/or is affected by downward solar and net longwave radiation, sensible and latent heat fluxes, ground heat flux, and snow processes, which change evaporative demand and thus runoff. It is also
notable that net radiation, vapor pressure deficit, and wind speed (along with air T) all affect evapotranspiration rates. All of these variables have been changing in the last few decades, and as Donohue et al. (2010) found by investigating these variables in Australia, non-temperature attributes can have an influence greater than T. For this reason, we perturb T in two ways as described below.

We defined temperature sensitivity (S) as the percent change in annual average runoff (Q) per 1°C T change (Eq. 2.2).

$$S = \frac{Q_{ref} + \Delta - Q_{ref}}{Q_{ref}} \Delta$$  

Because the model forcing data include daily temperature maxima (T_{max}) and minima (T_{min}), we used two methods to perturb T. Both increase the daily average T by the same amount, Δ – either increasing both T_{min} and T_{max} by Δ (referred to as S_{Tmin&max}) or by fixing T_{min} and increasing T_{max} by 2Δ (referred to as S_{Tmin_fixed}). We used Δ = 0.1°C, where in S_{Tmin&max} calculations T_{min} and T_{max} are both increased by 0.1°C and in S_{Tmin_fixed} calculations T_{min} remains the same and T_{max} is increased by 0.2°C. In the model forcing data set, downward solar radiation is indexed to the daily temperature range, T_{max} – T_{min}, using the method of Thornton and Running (1999). In this algorithm, if T_{min} and T_{max} are both changed by the same increment (for S_{Tmin&max}), the daily T range, and hence downward solar radiation is unchanged (however downward longwave radiation and humidity, both of which are forcings to the evapotranspiration algorithms used by the various LSMs, do change). On the other hand, when only T_{max} is increased (for S_{Tmin_fixed}), it has the effect of changing downward solar radiation, as well as downward longwave radiation, and humidity, hence in general resulting in larger changes in net radiation and vapor pressure deficit.
Our approach allows us to investigate changes in $\varepsilon$ and $S$ spatially both within and across models. We also evaluate $\varepsilon$ and $S$ of streamflow at Lees Ferry, where this spatially averaged value avoids having $\varepsilon$ and $S$ dominated by areas of the basin that produce little runoff but have large $\varepsilon$ or $S$.

### 2.3.4. Precipitation and temperature interactions

As the climate changes, both $T$ and $P$ are projected to change simultaneously, however in our LSM simulations in section 2.3.2 and 2.3.3, we altered the reference climate’s $P$ or $T$, but not both. To determine the extent to which changes in $P$ and changes in $T$ interact we compared four simulations for each LSM: (1) historical runoff, $Q_{\text{his}}$ ($\Delta T=0^\circ C, P=100\%$), (2) perturbed $T$, $Q_{\Delta T}$ ($1^\circ C, 100\%$), (3) perturbed $P$, $Q_{\Delta P}$ ($0^\circ C, 101\%$), and (4) both perturbed $T$ and $P$, $Q_{\Delta T\Delta P}$ ($1^\circ C, 101\%$). We compared $Q_{\Delta T\Delta P}$ and $Q_{\Delta T\Delta P_{\text{est}}}$, where $Q_{\Delta T\Delta P}$ is the model simulation with both $T$ and $P$ perturbed simultaneously, and $Q_{\Delta T\Delta P_{\text{est}}}$ is estimated by Eq. 2.3.

$$Q_{\Delta T\Delta P_{\text{est}}} = Q_{\text{his}} + (Q_{\Delta P} - Q_{\text{his}}) + (Q_{\Delta T} - Q_{\text{his}}) \quad (2.3)$$

For these simulations, unlike the ones outlined in section 2.3.3, we use $\Delta T=1^\circ C$ (instead of $0.1^\circ C$) changes in $T$ so that differences in runoff resulting from $T$ and $P$ changes are more similar in magnitude. We also select opposing responses ($\Delta T=1^\circ C$ will decrease runoff whereas $\Delta P=1\%$ will increase runoff) to better distinguish the effects of each perturbation. Our analysis of $P$ and $T$ interactions includes all 4518 grid cells, effectively representing a wide range of reference conditions.
2.4. Results and Discussion

We examine the influence of changes in forcing data sets by evaluating LSM performance with historical forcing data (section 2.4.1), through perturbations in precipitation (P) (2.4.2), temperature (T) (2.4.3), and both P and T (2.4.4). Because Lees Ferry is the key gauge in the Colorado basin for water management purposes, we report naturalized flows at this gauge. Flows at Lees Ferry are generally representative of basin-wide runoff as average annual naturalized streamflow at Lees Ferry is greater than 90% of the flow at Imperial Dam (USBR 2010), the most downstream location for which naturalized streamflows are reported. The spatial patterns within each model also reveal meaningful differences between LSMs; therefore, we provide both gauge information and values at each one-eighth-degree grid. Although we focus on water years 1975 to 2005, results changed little when different multi-decadal periods of analysis were used.

2.4.1 Historical water balance

We compared LSM routed streamflow to naturalized flows at Lees Ferry as estimated by the U.S. Bureau of Reclamation (USBR); we refer to USBR values as observed (USBR 2010) (Fig. 2.2). In the observations, flows generally peak in spring (usually June), and vary in total average annual flow from 220 to 1010 m$^3$/s in individual years between 1975-2005, with an average of 590 m$^3$/s. The seasonality and magnitude of streamflows differed among models, although trends in wet and dry years generally coincided with observations (Fig. 2.2). When compared to naturalized streamflow, baseline historical simulations for each LSM run had a range of biases. VIC simulated the peak in seasonal flow in the same month as observed, but had a dry bias averaging 12% for 1975-2005. Sac simulated peak flows a month earlier than observations on
average and had a negative bias of 9% for 1975-2005. The two versions of Noah were the two extreme LSMs. Noah 2.8 was extremely wet relative to observations (64% wet bias in annual flows) and peaked three months earlier, whereas Noah 2.7 was dry (49% dry bias in annual flows) and peaked a month earlier. CLM also consistently underestimated (28%) annual flow and had a much a narrower peak in monthly flow relative to observations and other models. Catchment peaked two months earlier and had a dry bias (44% in annual flows).

**FIG 2.3** Multi-model basin-wide water balance. Averages from 1975-2005 for months from January to December. Values are averages across all basin grid cells (not routed flows). Values in the lower two rows represent change from precipitation perturbations of 70%, 80%, 90% and 110% (second row) and temperature increases of 1, 2, and 3 °C (bottom row), where black lines reflect the historical values in each water balance component and lines further from historical are more extreme changes.
In LSM simulations, runoff (Q) by construct should equal the residual of P minus evapotranspiration (ET) in long-term mean, assuming no long-term change in storage. When averaged over the entire basin (Fig. 2.3 top panels; Table 2.2), most LSMs had long-term storage changes that were less than one percent of P over the period of simulation (Table 2.2). Noah 2.8 was an exception, with 8% of P per year on average not accounted for in either Q or ET. Basin-wide averages of water balance in Table 2.2 differ from those at Lees Ferry (e.g., P=1.0 mm/day at Lees Ferry vs. 0.96 mm/day across the entire basin) primarily because the entire basin includes the drier lower basin- that is similar values of runoff are averaged over larger areas.

Averaged over the entire basin, ET varied from 69% of P in Noah 2.8 to 94% of P in Noah 2.7 (Table 2.2). Basin-wide P from the forcing data set minus an estimate of observed streamflow averaged for 1975-2005 was approximately 0.87 mm/day, or 90% of P. In this estimate we add 40 m^3/s, the lower bound, to naturalized flow values at Imperial to include the Gila basin, as USBR does not report values for the Gila. In the LSMs, ET was influenced by both T and P – higher in the summer with a slight decline in June when P was lowest, which resulted in a bimodal peak. All LSMs simulated this phenomenon to some extent (Fig. 2.3). Catchment and Sac had ET peaks that occurred early (in April and May respectively) at the same time Q peaked and again in August, while Noah (both versions) and CLM peaked in August with

<table>
<thead>
<tr>
<th></th>
<th>Precipitation (mm/day)</th>
<th>Runoff (mm/day)</th>
<th>Evapotranspiration (mm/day)</th>
<th>Storage (mm/day)</th>
<th>Storage/ Precipitation</th>
<th>Evapotranspiration/ Precipitation</th>
<th>Snow Water Equivalents (mm)</th>
<th>Surface Runoff/Total Runoff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>0.96</td>
<td>0.09</td>
<td>0.87</td>
<td>0</td>
<td>0%</td>
<td>91%</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Catchment</td>
<td>0.96</td>
<td>0.07</td>
<td>0.88</td>
<td>0</td>
<td>0.1%</td>
<td>92%</td>
<td>5.9</td>
<td>73%</td>
</tr>
<tr>
<td>CLM</td>
<td>0.96</td>
<td>0.08</td>
<td>0.88</td>
<td>0.00</td>
<td>0.5%</td>
<td>91%</td>
<td>7.3</td>
<td>34%</td>
</tr>
<tr>
<td>Noah 2.7</td>
<td>0.96</td>
<td>0.06</td>
<td>0.90</td>
<td>0</td>
<td>-0.1%</td>
<td>94%</td>
<td>7.8</td>
<td>60%</td>
</tr>
<tr>
<td>Noah 2.8</td>
<td>0.96</td>
<td>0.22</td>
<td>0.66</td>
<td>0.08</td>
<td>8.3%</td>
<td>69%</td>
<td>4.2</td>
<td>38%</td>
</tr>
<tr>
<td>Sac</td>
<td>0.96</td>
<td>0.13</td>
<td>0.84</td>
<td>-0.01</td>
<td>-1.1%</td>
<td>88%</td>
<td>9.9</td>
<td>50%</td>
</tr>
<tr>
<td>VIC</td>
<td>0.96</td>
<td>0.12</td>
<td>0.83</td>
<td>0.00</td>
<td>0.2%</td>
<td>87%</td>
<td>9.4</td>
<td>30%</td>
</tr>
</tbody>
</table>

In LSM simulations, runoff (Q) by construct should equal the residual of P minus evapotranspiration (ET) in long-term mean, assuming no long-term change in storage. When averaged over the entire basin (Fig. 2.3 top panels; Table 2.2), most LSMs had long-term storage changes that were less than one percent of P over the period of simulation (Table 2.2). Noah 2.8 was an exception, with 8% of P per year on average not accounted for in either Q or ET. Basin-wide averages of water balance in Table 2.2 differ from those at Lees Ferry (e.g., P=1.0 mm/day at Lees Ferry vs. 0.96 mm/day across the entire basin) primarily because the entire basin includes the drier lower basin- that is similar values of runoff are averaged over larger areas.

Averaged over the entire basin, ET varied from 69% of P in Noah 2.8 to 94% of P in Noah 2.7 (Table 2.2). Basin-wide P from the forcing data set minus an estimate of observed streamflow averaged for 1975-2005 was approximately 0.87 mm/day, or 90% of P. In this estimate we add 40 m^3/s, the lower bound, to naturalized flow values at Imperial to include the Gila basin, as USBR does not report values for the Gila. In the LSMs, ET was influenced by both T and P – higher in the summer with a slight decline in June when P was lowest, which resulted in a bimodal peak. All LSMs simulated this phenomenon to some extent (Fig. 2.3). Catchment and Sac had ET peaks that occurred early (in April and May respectively) at the same time Q peaked and again in August, while Noah (both versions) and CLM peaked in August with
a smaller increase occurring in May. VIC ET had one well-defined peak in July, although when temperatures were increased, a bi-modal peak began to appear.

The springtime peak in runoff coincided with the ET peak in all LSMs except VIC and Noah 2.8. In VIC snow melted later than in the other LSMs, which might be associated with lower ET, as the growing season is shorter. In Noah 2.8, this is likely because the runoff peak occurred much earlier – before net radiation, which drives ET, was high enough to support a peak in ET.

Spatially, all LSMs had somewhat similar patterns in ET, Q, and snow water equivalents (SWEs) with most Q produced at the highest elevations (Fig. 2.4). Noah 2.8 had low SWE throughout the winter and ET values were much lower than for the other models, resulting in more Q. The relative fraction of Q generated in the lower basin varied considerably across

FIG 2.4. Spatial variations in historical simulations of total runoff (Q, surface runoff + drainage) (upper) and average snow water equivalents (SWE) (lower) as a percentage of basin totals.
models - VIC, Sac, Noah 2.8, and Catchment generated 36 to 32% of total basin Q from the lower basin (below Lees Ferry), whereas CLM and Noah 2.7 generated much smaller amounts – 12% for CLM and 23% for Noah 2.7 with most of the runoff coming from elevations greater than 1500 m. The lower basin is heavily managed (e.g., according to Blinn and Poff (2005), the Gila River’s virgin flows were greater than 40 m³/s, whereas now they are less than 6 m³/s). If however we conservatively assume naturalized flows below Imperial are 40 m³/s, lower basin flows are approximately 15% of the total basin. Similarities in model performance were somewhat surprising given that the partitioning of water between surface runoff and drainage differs considerably among models (e.g. about 30% of total runoff is surface water in VIC versus 73% in Catchment, Table 2.2).

The data set we used (Wood and Lettenmaier 2006) may have a slight dry annual bias. When VIC streamflow generated with this forcing data set is compared to other VIC simulations run with forcing data sets of Maurer et al. (2002) and Hamlet and Lettenmaier (2005) from 1950-1999, streamflow values at Lees Ferry were lower when using Wood and Lettenmaier (2006) by about 9 and 12% respectively. Therefore some dry bias in streamflow is not unexpected – the extent to which Noah 2.7, Catchment, and CLM streamflows were dry, however, resulted in biases that go beyond the effects of modest P differences. In particular, the wetness of Noah 2.8 relative to Noah 2.7 likely has to do with model physics parameterizations of turbulent fluxes (see Wei et al. 2012 for details on version differences) that result in low ET in the early spring and an apparent imbalance in the Noah 2.8’s water budget.

2.4.2 Precipitation changes

Precipitation (P) perturbations of +10%, -10%, -20%, and -30% relative to historical (1975-2005) resulted in large but relatively consistent changes in ET and Q across the LSMS (Fig. 2.3,
second row). The applied percentage changes in P were uniform over the year, but because P had a strong seasonality the magnitude of change in P (e.g., in mm) was not uniform. For instance, the smallest absolute changes in P averaged over the basin were in summer. Other water balance terms, however, did not have the same seasonal fluctuations. In fact, the largest absolute change in ET occurred for all models in the summer. The largest absolute Q change occurred when Q peaked, which varied among LSMs but was typically in the spring or early summer.

Precipitation elasticities ($\varepsilon$) – the percent change in Q for a 1% change in P – varied depending on reference climate (Fig. 2.5) and location within the basin (Fig. 2.6, top row). $\varepsilon$ calculated with historical values (see reference P=100% on Fig. 2.5 left panel) ranged from 2.2 to

![FIG 2.5 Precipitation elasticities ($\varepsilon$) at Lees Ferry. Values on y-axis are $\varepsilon$. For example, if $\varepsilon$ is 3, a 10% decrease in precipitation would result in a 30% decrease in streamflow. The same values are plotted in two different ways. Left panel, delta perturbations and resulting change in $\varepsilon$ where percentages relate to differences in reference climate from historical. Right panel, same $\varepsilon$ but plotted relative to average runoff, lowest to highest runoff values of each LSM relate to 70%, 80%, 90%, historical, and 110% precipitation perturbation simulations respectively. The black dot is the value calculated using the non-parametric estimator in Sankarasubramanian et al. 2001 and the black line represents historical flows at Lees Ferry (587 m$^3$/s) for the period of analysis 1975-2005.](image-url)
3.3 at Lees Ferry for different LSMs. In other words, a decrease in P of 1% relative to the climatology resulted in a decrease in Q from between 2.2-3.3%. This compares with an observed elasticity of 2.2 calculated at Lees Ferry from 1975-2005 using the non-parametric median estimator described in Sankarasubramanian et al. (2001).

Values of \( \epsilon \) varied within LSMs depending on the reference climate and basin location. Drier (-30% to -10%) and wetter (+10%) simulations relative to climatology had \( \epsilon \) values that
ranged from 2.0 to 6.0. Values of $\varepsilon$ for all LSMs decreased with increasing $P$. Declines in $\varepsilon$ with increasing $P$ had relatively similar slopes between LSMs with a slight concave curve that is more pronounced in LSMs and at locations that have lower flows (i.e., if the current climate flow was anomalously low for a given LSM, its $\varepsilon$ value tended to be high relative to the others). Elasticity values greater than one, and strong increases in elasticity with declining precipitation, denote water limitations (Dooge 1992). These limitations become increasingly severe as precipitation declines. This is consistent with the Budyko hypothesis and analysis of climate sensitivities by Dooge (1992). It is therefore not surprising that the rank of the models from most to least elastic closely aligns with the magnitude of their historical flows. Specifically, Noah 2.7 (0.11 mm/day), Catchment (0.12 mm/day), and CLM (0.15 mm/day) have the lowest average current climate flows at Lees Ferry, and the highest $\varepsilon$ values (3.3, 3.0, and 2.9 respectively). This trend continues across different reference $P$ values. If $\varepsilon$ is plotted as a function of total flow rather than percent change, Noah 2.7, Catchment, CLM, and Sac tend to align on a single curve (Fig. 2.5, right panel), while VIC is slightly lower and Noah 2.8 higher. This highlights the importance of computing $\varepsilon$ using simulations that reproduce historical streamflow. This result suggests that Noah 2.7, CLM, Catchment, and Sac would have similar $\varepsilon$ values if their parameters were adjusted so that the simulated (reference climatology) streamflows were similar, whereas VIC would be less elastic and Noah 2.8 more elastic (if Noah 2.8 were not biased wet, it would have considerably higher $\varepsilon$ values than shown in Fig. 2.5, right panel).

LSMs differ considerably as to where within the basin they are most elastic (Fig. 2.6). For example, VIC has its highest $\varepsilon$ values at high elevations that contribute the most to runoff, whereas, these same areas have the lowest $\varepsilon$ values in Sac (see the histogram below each map in Fig. 2.6). Most VIC grid cells have $\varepsilon$ values that range from 0.3 to 5.0, whereas for Sac the
range is from about 2 to 8, yet overall basin $\varepsilon$ values are nearly identical between these two models because the area that contributes most of the runoff has similar $\varepsilon$ values – even though these values are at opposite ends of their entire-basin histograms. In other words, the highest 25% of runoff comes from the parts of the basin where $\varepsilon$ values are most similar between models (see dark blue areas of histograms in Fig. 2.6). For parts of the basin that generate less flow, the model $\varepsilon$ values are much more divergent (Fig. 2.7). Notably, the basin’s runoff is strongly controlled by the relatively small headwaters area. Therefore, it clearly is most important for models to simulate the headwaters accurately since it is such a large contributor to the entire basin’s flows.

FIG 2.7 Hydrologic sensitivity and average runoff. Average runoff for each grid cell (y-axis) plotted versus historical hydrologic sensitivities. As runoff increases, values between LSMs become more similar.
Negative ε values were rare, but occurred in all models except for Sac. These values appear to be computational artifacts, as the few values disappeared when perturbation values were increased from 1 to 10% and only continued to occur with any frequency in CLM at locations where runoff values were smaller than any other model (values of 0.001 mm/day and less). CLM also had some very high ε values in the lower basin (Fig. 2.6). This appears to occur because CLM generated exceptionally low runoff in the arid parts of the lower basin (Fig. 2.4), hence even small increases can imply high ε values.

2.4.3 Temperature changes

Essentially all climate projections indicated that air temperature (T) will increase in the CRB as over most of the globe (IPCC, 2007). To explore how the basin will respond to increases in T, we increased reference T by 1°C, 2°C, and 3°C by increasing daily T minimum and maximum (Fig. 2.3, bottom row). Generally, as T increased, ET seasonal peaks became wider, and Q declined in all LSMs. Changes in water balance resulting from T increases had a stronger seasonal signal than P changes and the magnitude of the annual Q change varied considerably among LSMs. Most notably, the results of T increases were declines in Q primarily in the spring and summer, and a shift in peak Q to earlier in the year.

As noted above, the daily T range is used to infer downward solar radiation. Therefore, keeping the daily T range the same implies no change in downward solar radiation, which suppresses changes in net radiation. If, however, the T perturbation increases T\text{max} without changing T\text{min}, the increase in T range results in increased net radiation. We calculated temperature sensitivities (S) by perturbing T in the two ways described in section 2.3.3 (Fig. 2.6, middle (S_{T\text{min}&T\text{max}}) and lower row (S_{T\text{min}	ext{fixed}}). We first focus on S_{T\text{min}&T\text{max}} results and then discuss the differences between the two T perturbation approaches.
Values of $S$ were largely negative and differed only slightly between reference conditions, but varied considerably among the different LSMs (Fig. 2.8) and spatially (Fig. 2.6; Fig. 2.7). CLM and Noah 2.7 had the highest aggregate $S$, whereas Catchment tended to be the least sensitive. When $T_{\text{min}}$ and $T_{\text{max}}$ were both increased, $S_{T_{\text{min}}&T_{\text{max}}}$ ranged from a -2.8% change in $Q$ per °C for Catchment to -8.4% in Noah 2.7 (Fig. 2.8, left panel) at Lees Ferry. Although $S_{T_{\text{min}}&T_{\text{max}}}$ remained relatively constant with reference $T$ (range for all reference $T$ was -2.3% to -8.9%), VIC and Noah 2.7 had $S$ that became slightly less negative as the reference $T$ increased, whereas CLM and Sac had slight decreasing trends (became more negative)(Fig. 2.8).

Aggregate $S$ for different sub-basins (not shown) had generally similar trends.

The spatial distributions of $S_{T_{\text{min}}&T_{\text{max}}}$ (Fig. 2.6, middle row) varied considerably, although most values were negative reflecting an increase in ET and subsequent decline in runoff. The greatest difference in $S$ among LSMs were at locations with the lowest runoff values (Fig. 2.7).
There were grid cells in all LSMs that had positive S, although the number and magnitudes of these values differed considerably among LSMs. Positive S appears to occur in three types of conditions. Two are essentially computational artifacts, while the third relates to physical processes. One condition has to do with outliers in S (dark blue or dark red cells in Fig. 2.6, middle panel) that are related to small, imposed T changes. These positive S values disappeared when larger T increments were used. A second condition occurs only in CLM (manifested as a large, light blue area in the lower basin in Fig. 2.6 middle panel, which constitutes about 10% of the basin area. This coincides with very small CLM total runoff (less than 0.005 mm/day) and more specifically with the sandiest soil in the basin. These values appear to reflect internal computational issues within the model.

The third category of positive S is values that appear consistently when the T references change and is relatively insensitive to the T increment. These conditions were most noticeable in Catchment (9% of grid cells), but also occurred in Noah 2.7 (3%), Noah 2.8 (0.7%), VIC (0.6%) and CLM (0.02%). LSMs higher surface runoff ratios tended to have the largest fraction of positive S (especially Catchment, where surface runoff was almost always greater than 50% of total runoff). Many of these positive S values occurred around 2000 m (over 60% of positive values occurred between elevations of 2000 to 2500 m).

The magnitude and direction of S demonstrates how land-surface hydrology can both exacerbate, and more rarely modulate, regional scale sensitivities to global climate change. Generally, as T increases, ET increases and runoff decreases (resulting in negative S). There are, however some locations (the third category of positive S noted above) where there is a plausible mechanism for T increases to result in runoff increases because of land-surface processes. This mechanism for positive S is the so-called Dettinger Hypothesis, the details of which are
described by Jeton et al. (1996). The hypothesis is that warmer T advances spring snowmelt, and provides greater availability of moisture for runoff at a time of year when the energy available for ET is small. Hence, snowmelt is more efficiently transformed to runoff than later in the year, when evaporative demand is higher. Arguably this mechanism should be most prevalent in locations where there is transitional snow (i.e., modest T increase results in large decreases in snowpack). It also stands to reason that this phenomenon would be more prevalent when there is more surface runoff relative to drainage, meaning that moisture available for runoff leaves the system sooner. There were, however, few locations where these positive values exert much change in runoff. The San Juan sub-basin (near Bluff, UT) in Catchment appears to be one location where both positive and negative S contributed to the lower overall negative S, but in other basins and especially in other LSMs, the aggregate flow changes were always negative and influenced little by areas with positive S.

The effect of increasing reference T on S was modest, however changing the method of perturbing daily T (S_{Tmin&max} vs. S_{Tmin\_fixed}) resulted in large changes -- roughly double for most of the LSMs (Fig. 2.8). When T_{min} was fixed and T_{max} was increased by 0.2 °C for an average increase of 0.1°C (S_{Tmin\_fixed}, see Eq. 2.2 discussion above), S became more pronounced in all LSMs (Fig. 2.8, right panel) although spatial patterns remained similar (Fig. 2.6, bottom row). The historical climate had S_{Tmin\_fixed} that ranged from -7% to -15% for Catchment and Noah 2.7 respectively. S_{Tmin\_fixed} was about a factor of two larger S_{Tmin&max} averaged over all models for aggregate streamflow at Lees Ferry. The ratio was largest for Catchment (about 2.4) and least for CLM and Sac (about 1.5). Noah 2.8, VIC, and Noah 2.7 were intermediate, with (factors of 1.6, 1.9, and 1.9 respectively). Notably, changes in net radiation and vapor pressure deficit from changing the range in our T formulations changed S and thus indicate an important consideration
in understanding the uncertainty of future climate impacts to water resources - highlighting considerations of climate variables beyond T and P. Donohue et al. (2010) found there are other climate variables that matter to potential ET calculations (e.g. net radiation, vapor pressure deficit, and wind speed).

In the larger context, T minima and maxima have been shown to not be changing uniformly over recent decades. Easterling et al. (1997) found that T records globally indicated a decline in the diurnal T range primarily from T minima increasing more than T maxima. They attributed changes to increases in cloudiness, surface evaporative cooling from precipitation, greenhouse gases, and tropospheric aerosols that may be the result of urbanization, irrigation, desertification and variations in local land use. Within the Colorado basin, their collection of non-urban stations showed that T minima values in the past 100 years increased while T maxima decreased, resulting in an overall decrease in the diurnal T range. Although extensive investigation into the implication of observed changes in CRB T ranges is beyond the scope of this study, our results do suggest that changes in the diurnal T range can have strong implications for S, which vary among LSMs, and thus is important to consider when constructing and evaluating climate change scenarios.

2.4.4. Precipitation and temperature

Understanding P and T impacts on runoff independently provides a foundation from which to understand future changes. In reality, however, climate change most likely will be manifested by a combination of changes (e.g. both P and T). To test the extent to which the two effects can be superimposed (i.e., the combined effect estimated as the sum of P and T effects), we compared a simulation where both P and T were changed with the predicted sum of the individual effects for each variable (Fig. 2.9; Fig. 2.10), see Eq. 2.3. For all of the LSMs, the combined effects were
quite close to those estimated by superposition, indicating that interaction effects were quite small, e.g. differences between $Q_{\Delta T \Delta P}$ and $Q_{\Delta T \Delta P_{est}}$, assuming no interaction, were within 1.5% of $Q_{\Delta T \Delta P}$ for over 90% of all grid cells in all LSMs except for CLM (which 90% of grid cells were within 2.5%, and 77% of grid cells were within 1.5%). $Q_{\Delta T \Delta P}$ tended to be minutely smaller than $Q_{\Delta T \Delta P_{est}}$, which would be expected since the combined run ($Q_{\Delta T \Delta P}$) has more $P$, and therefore runoff, for simultaneously occurring $T$ increases to diminish.

We also examined the spatial patterns of the inferred interaction effect (Fig. 2.10). The percent difference of $Q_{\Delta T \Delta P_{est}}$ from $Q_{\Delta T \Delta P}$ had spatial patterns that coincided with areas where runoff is more sensitive to changes in $T$ and $P$. VIC had the greatest correlation ($r_{%\text{diff rel}}=0.72$) with $\varepsilon$ values and $r_{%\text{diff sens}}=0.68$ with S values. Sac had the second highest correlations:

---

**FIG 2.9** Precipitation and temperature superposition. Histograms show response for 4518 grids cells of (A) difference from 1% $P$ change, (B) difference from 1°C $T$ change, (C) estimated difference (additive) from both 1% $P$ and 1°C $T$ change, and (D) simulated difference from both 1% $P$ and 1°C $T$. Differences estimated by superposition (C) are similar to D indicating interaction effects were quite small.
$r_{\%\text{diff}\text{,elast}}=0.61$ and $r_{\%\text{diff}\text{sens}}=0.58$. Correlations with $\varepsilon$ values were greater than with $S$ values, except for Noah 2.7 (which had small correlations for both $r_{\%\text{diff}\text{,elast}}=0.20$ and $r_{\%\text{diff}\text{sens}}=0.26$).

More broadly, areas that were more sensitive to changes in $P$ were also, generally, more sensitive to changes in $T$ as evident in similar, yet opposite, spatial patterns and histograms of $\varepsilon$ and $S$ (Fig. 2.6; Fig. 2.7). Correlation coefficients between $\varepsilon$ and $S$ for all individual grid locations ($n=4518$) were, however, small for most models with VIC having the greatest correlation ($r=0.81$), Sac the second largest ($r=0.48$) and all others less than 0.3.

It is unclear why models converge in $\varepsilon$ and $S$ in the headwaters and diverge elsewhere. This divergence in lower flow regions is of somewhat diminished importance for understanding overall Colorado River flow, but arguably is important for understanding changes in water demand (which is beyond the scope of this study). For example, Sac and Noah 2.8 simulations have hydrologic sensitivities that indicate considerably more water stress as $T$ increase and $P$ decreases in the lower basin (i.e., a need for more water to compensate for climate change) than in VIC and Catchment simulations.
2.5. Conclusions

We investigated the hydrologic sensitivities of five commonly used land surface models (LSMs) to precipitation and temperature changes. We found the magnitude of predicted runoff changes resulting from these changes differs considerably among models as evidenced by large variations in precipitation elasticities and temperature sensitivities among the LSMs. Identifying the nature of these differences helps to better understand how land-surface hydrology exacerbates or, in the Colorado River Basin (CRB) more rarely, modulates regional scale sensitivities to global climate change, how the range of hydrologic sensitivities is attributable to model bias, and how hydrologic sensitivities vary spatially across the CRB. More specifically, we found:

(1) The direction of runoff change among LSMs is similar, with declines in annual streamflow at Lees Ferry when either precipitation decreased or temperature increased in all models. However, in most LSMs, there are some areas where temperature sensitivities are positive – mostly in the transient snow zone. In these areas, land surface processes modulate change, although the fraction of the CRB affected is quite small (and accounts for at most 7% of total runoff).

(2) Model biases have an overt effect on the range of precipitation elasticity values, and an equivalent effect is not apparent in temperature sensitivity values. Most models have larger elasticities with respect to precipitation than are inferred from observations. This results in part because most of the models are biased downward in their reproduction of current runoff. Differences in LSM elasticities are amplified by these dry biases, which highlights the importance of simulating historical runoff magnitudes reasonably before performing climate perturbations. However, even with runoff bias accounted for, with elasticities interpolated to observed flows at Lees Ferry, there remains a range from about 2.2 to 3.1 in the elasticity of
aggregate flows. Temperature sensitivities vary by at least a factor of two among LSMs, but are not influenced much by biases in the models’ runoff simulations (an analogous interpolation for temperature to adjust for dry biases would not be appropriate).

(3) The elasticities and temperature sensitivities are more consistent among models in headwater regions that produce most of the CRB’s runoff, relative to other locations in the basin. Convergence in the headwaters tends to mask larger differences in parts of the basin that produce less runoff.

(4) Superposition of precipitation and temperature changes largely holds with respect to annual runoff in the CRB in all LSMs across 4518 grid locations that represent a range of reference conditions; i.e. the combined effect of precipitation and temperature changes are essentially equivalent to the sum of the precipitation and temperature contributions computed separately.

These findings for the CRB highlight a way to evaluate LSM performance that relates directly to their use in climate change studies. Similar investigations in other major river basins would be advantageous to further compare LSM performance. Notably, the CRB is more extreme than most river basins, especially considering that differences in LSM responses reflect differences in the models’ evapotranspiration parameterizations, meaning the CRB is particularly sensitive because evapotranspiration in the basin comprises more than 85% of the basin’s water balance.
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III. A sensitivity-based approach to evaluating future changes in Colorado River Discharge

This chapter has been submitted in its current form and currently in review in the journal *Climatic Change*: Vano, J.A. and D.P. Lettenmaier, 2013, A sensitivity-based approach to evaluating future changes in Colorado River Discharge, *Climatic Change* (in review).

Abstract

Projections of a drier, warmer climate in the U.S. Southwest would complicate management of the Colorado River system – yet these projections, often based on coarse resolution global climate models, are quite uncertain. Water managers frequently make decisions under uncertain conditions. It is therefore not the concept of climate uncertainty, but not having a good basis for characterizing the uncertainty in terms of a range of hydrologic futures that makes integrating climate information into planning difficult. We present an approach to understanding future uncertainties based on land surface characterizations that maps the region’s hydrologic sensitivities (e.g., changes in streamflow magnitude) to annual and seasonal changes in temperature and precipitation. The approach uses a macroscale land surface model (LSM; in this case, the Variable Infiltration Capacity hydrologic model, although methods are applicable to any LSM) to develop sensitivity maps, and then uses these maps to evaluate long-term annual streamflow responses to future precipitation and temperature change. We show that global climate model projections combined with estimates of hydrologic sensitivities, estimated for different seasons and at different change increments, can provide a basis for
approximating cumulative distribution functions of streamflow changes similar to those
that result from more common, computationally intensive full-simulation approaches that
force the hydrologic model with downscaled future climate scenarios. For purposes of
assessing risk, we argue that the sensitivity-based approach produces viable first-order
estimates that can be easily applied to newly released climate information to assess
underlying drivers of change and to bound, at least approximately, the range of future
streamflow uncertainties for water resource planners.

3.1. Introduction

The Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment reported
unequivocal evidence that climate change was occurring and global climate models
(GCMs) showed general agreement that temperature will increase and runoff will
decrease across the western U.S. in the coming century (IPCC 2007; Bates et al. 2008).
These changes will make managing water supplies for human consumption and healthy
ecosystems more challenging, yet notwithstanding the IPCC statement, there remains
much uncertainty as to the nature of regional and local impacts. A major challenge is that
GCMs operate at coarse spatial scales (mostly around ~200 km x 200 km, although the
resolution has been increasing over time) relative to the river basin scale where
management decisions are made. To respond to this scale mismatch, various approaches
have been developed which translate global scale information to more local scales
(Barnett et al. 2004; Wood et al. 2004; and others), although the extent to which these
methods capture basin-specific hydrologic characteristics differs considerably (WWA
2008; Vano et al. 2013).
In recent years, a common “end-to-end” approach to integrating climate information into management has been to use an ensemble of downscaled GCM output using the methods such as those outlined in Wood et al. (2004), run through a hydrology model to generate streamflow sequences which are then used to explore future changes in reservoir operations (e.g., Payne et al. 2004; Christensen and Lettenmaier 2007; USBR 2011; and others) (Fig. 3.1, schematic on left). This approach, which we refer to as the “full-simulation approach”, is widely used and is generally the preferred approach for inferring local effects of climate change. It is also useful to water managers because it provides sequences of future streamflows that are similar with respect to temporal aggregation and record length as the historical streamflow sequences that they often use in planning studies. It does, however, require considerable computing and data management, as each scenario is its own realization, which might be viewed as only one ensemble member of many that provide a representation of possible future conditions. Furthermore, each time new climate model runs are released the entire process has to be repeated (e.g., at the approximately five-year interval of the IPCC reports – the fourth FIG 3.1 Schematic of two approaches. The full-simulation approach provides a daily time series of future streamflow, whereas the sensitivity-based approach provides only a change in mean streamflow.
Assessment Report (AR4) GCMs, generated through the Coupled Model Intercomparison Project (CMIP) results were made available around 2005 and AR5 models are becoming available as this paper is written). In most past studies, the end-to-end approach has used a single land surface model to simulate the land surface response, but this ignores the uncertainty in the simulated land-surface response simulated by a range of land surface models, which can be considerable (see Vano et al. 2012).

Although the linking of models is arguably an approach that encompasses best-available science, it often focuses more on data processing than the underlying mechanisms that control hydrologic change. Models are imperfect representations of land surface hydrologic processes, and thus each step of the modeling cascade requires decisions as to how best to span space and time. Too often, there are so many modeling steps between the climate change projections and their potential impacts (each with unquantified uncertainties), that it is difficult to assess aggregate uncertainties at the end of the modeling cascade, and it is hard to judge which approaches are appropriate for which questions (Hamlet et al. 2010; Abatzoglou and Brown 2012). These unquantified uncertainties result from various decisions including what models (e.g., GCMs, hydrology models) are used, what is the spatial resolution of the analysis, and what is and is not preserved in the downscaling of climate information (Vano et al. 2013). Increased computing capacity has allowed scientists to generate more scenarios, increasing the stream of data from one model to the next, but with this increase in volume, it has become harder to control the quality of the simulations. The implementation of the end-to-end approach also requires bias-correction procedures, which are often viewed with skepticism by the water resource management community.
We present here a sensitivity-based approach to scenario planning (Fig. 3.1, right) that leverages our best understanding of the hydrological processes within the atmosphere-hydrosphere-biosphere continuum. It can produce first-order estimates to help bound the uncertainties in estimated long-term hydrologic response to changes in climate forcings. It can also provide complimentary information to other downscaling approaches to help assess sources of uncertainties (e.g., whether streamflow change is more sensitive to precipitation (P) or temperature (T) change in a particular river basin). The approach uses precipitation elasticity ($\varepsilon$) and temperature sensitivity (S) as defined in Vano et al. (2012) to translate climate forcings into changes in streamflow, which can be used to generate cumulative distribution function (CDFs) of future change. This provides a simplified way of incorporating climate change information into planning by making the process less computationally intensive and more accessible, yet still based on physical processes. That said, it is *extremely* important to match the nature of the management questions to be addressed with the temporal scale of the hydrologic sensitivities. For example, the $\varepsilon$ and S we use here are average responses (e.g., they are descriptive of changes in mean streamflow) that do not capture extremes and therefore are not appropriate for management questions related to extremes. This new approach is intended to help understand the range and central tendencies of annual-average landscape-level streamflow responses to long-term annual and seasonal changes in P and T (30-year averages), providing a sense of what expected changes might be prior to conducting more detailed end-to-end simulations.
3.2. Site description

The Colorado River basin (Fig. 3.2) has been, and will continue to be, an area of great interest with respect to projected climate change (Barnett and Pierce 2008; WWA 2008; Brekke et al. 2009). The Colorado River and its tributaries are the primary water supply for much of the Southwest and provide an important source of electricity to the region through operation of numerous hydropower facilities (Fulp 2005). The water resources of the basin are distributed according to water allocations set by the Colorado River Compact of 1922. In retrospect, the allocations were based on a relatively wet period, before much was understood about the Basin’s inter-decadal variability, the result of which is that the basin’s water resources are overallocated according to the best current estimates of the river’s average flows (Woodhouse et al. 2006). Aggregate storage capacity of the Colorado River’s reservoirs is large (about four times the river’s annual naturalized flow; in contrast, the Columbia River’s reservoirs have a capacity of only about one-third of the mean annual flow). The reservoir system does, therefore, allow for carry over from wet to dry years, although multi-year sustained

FIG 3.2 Colorado River basin showing elevation for the 1/8° resolution of the hydrology model. The resolution of the GCM output is approximately 2° resolution, which is indicated by the larger grid overlay.
dry periods are nonetheless problematic. Because of the large storage capacity of the reservoir system, climate change implications on management are typically focused on annual (as contrasted with seasonal) responses, and the sensitivity-base approach we describe here is well suited to this characteristic of the basin.

As a result of drought and the resultant low reservoir levels in the 2000s, the Colorado River has been the focus of many studies that have attempted to estimate future streamflows (Vano et al. 2013). The modeling framework we describe here builds on this previous work, including studies by Christensen and Lettenmaier (2007), USBR (2011), and Vano et al. (2012). In particular, the USBR study reflects the interest of the Basin’s water managers in understanding the nature of future streamflows. As such, the Basin provides an opportunity to evaluate the sensitivity approach’s usefulness, and we use the USBR (end-to-end) results to test our method. We primarily focus on and show results for Lees Ferry, the major control point for water allocation purposes (and which defines the Upper and Lower basins; Fig. 3.2), but our method can also be applied to other locations within the basin.

3.3. Methods
We explore how concepts of precipitation elasticity ($\varepsilon$) and temperature sensitivity ($S$) can be used to represent the land-surface response to precipitation ($P$) and temperature ($T$) change, and how these concepts can then be used to provide first-order estimates of future hydrological changes from GCM output. These sensitivity values serve two important purposes. First, they promote more synthesized understanding of what drives hydrological responses across a landscape (e.g., $T$, $P$, vegetation, soil) independent of any
future scenario (see Vano et al. 2012). Second, they create a tool, equivalent to a
nomogram, that can be used to bound future runoff change across the Colorado River
basin. We demonstrate the latter here.

Values of $\varepsilon$ (Eq. 3.1) are a measure of how an incremental (e.g., percentage)
change in precipitation ($\Delta P$) results in a percentage change in streamflow ($Q$). Similarly,
values of $S$ (Eq. 3.2) are a measure of how an incremental temperature increase ($\Delta T$)
results in a percentage change in $Q$.

$$
\varepsilon = \frac{Q_{hist+\Delta P} - Q_{hist}}{\Delta P} \quad (3.1)
$$

$$
S = \frac{Q_{hist+\Delta T} - Q_{hist}}{\Delta T} \quad (3.2)
$$

These sensitivities have been explored throughout the Colorado basin by Vano et
al. (2012). The values calculated here vary slightly from the values reported there
because we use a fixed (historical) reference here for different increments of change.
This is roughly equivalent to integrating changes at various reference conditions. Our use
here of changes relative to the historical reference streamflow is more amenable to
projections of future streamflow and more similar to the full-simulation approach in how
$T$ and $P$ changes are applied. We also calculated monthly $S$ in which we incremented the
temperature for each month (by 0.1°C).

To estimate streamflow sensitivities, we used the Variable Infiltration Capacity
(VIC) macroscale hydrology model (Liang et al. 1994). VIC has been used extensively at
regional and global scales in numerous studies, mostly in off-line simulations where
gridded surface P, T, wind speed, downward solar and longwave radiation, and vapor pressure (humidity) are prescribed (e.g., Nijssen et al. 2001; Elsner et al. 2010; and many others). In this study we used VIC, as applied by Christensen and Lettenmaier (2007) and USBR (2011), although this same approach can be used with other land surface models. We used the Maurer et al. (2002) historical gridded data set, as in Christensen and Lettenmaier (2007) and USBR (2011). We ran simulations from 1970-1999 using initialized conditions from Vano et al. (2012) and calculated hydrologic sensitivities for 1975-1999, although as tested in Vano et al. (2013) the period of analysis and dataset have little effect on the hydrologic sensitivity values. Sensitivity results are roughly equivalent if we use another historical dataset (e.g., Wood and Lettenmaier 2006) or another averaging period.

To estimate future streamflow changes with the sensitivity-based approach, we multiplied P and T changes from GCM output (Fig. 3.3) by their related hydrologic sensitivity measures (ε, S) to estimate the long-term average percent change in streamflow (dQ) at a specific location and time period. We first calculated dQ according to Eq. 3.3, where dP is the FIG 3.3 Temperature (dT) and Precipitation (dP) changes for GCMs used in Chistensen and Lettenmaier (2007)
long-term average percent change in P and dT is the difference in long-term average T between the future and historical GCM simulation. d(P,T)_{int} is the interaction between P and T changes which was neglected, due to the additive nature of S and ε in the Colorado River basin reported by Vano et al. (2012).

\[dQ_{est} = dP_{GCM} \cdot ε + dT_{GCM} \cdot S + d(P,T)_{int}\]  

(3.3)

where:

\[dP_{GCM} = (P_{GCM_{fut}} - P_{GCM_{his}})/P_{GCM_{his}}\]

\[dT_{GCM} = T_{GCM_{fut}} - T_{GCM_{his}}\]

To improve the performance of the sensitivity-based approach, we made three adjustments (Eq. 3.4) which: (1) account for variations in annual ε and S values as a function of dP_{GCM} and dT_{GCM} respectively (Fig. 3.4), (2) account for seasonal T by applying monthly dT_{GCM_{mon}} and monthly S_{mon} values (Fig. 3.5), and (3) adjust dP_{GCM} to coincide with the bias-corrected change applied in the bias-correction spatial disaggregation (BCSD) downscaling technique used in the full-simulation approach (Fig. 3.6). Section 3.4.1 provides more details on these three adjustments.

\[dQ_{adj \_est} = dP_{GCM_{adj}} \cdot ε(dP) + \sum_{mon=1}^{12} (dT_{GCM_{mon}} \cdot \frac{S_{mon} \cdot S(dT)}{\sum S_{mon}}) + d(P,T)_{int}\]  

(3.4)
Full-simulation approach streamflow changes ($dQ_{sim}$ in Eq. 3.5) were calculated using routed, bias-corrected future streamflows from VIC model simulations ($Q_{fut}$) and historical naturalized streamflows from USBR (2012) ($Q_{obs}$).

$$dQ_{sim} = (Q_{fut} - Q_{obs})/Q_{obs} \quad (3.5)$$

We first compared runoff changes from the sensitivity-based approach (Eq. 3.3) to the full-simulation approach (Eq. 3.5) using bias-corrected streamflow for two global emissions scenarios (A2, B1) of the 11 GCM simulations used by Christensen and Lettenmaier (2007). We calculated future streamflows for three future 30-year average time periods (2010-2039, 2040-2069, 2070-2099) relative to the 1970-1999 historical period. We used these values for comparisons to develop the adjusted estimation method (Eq. 3.4). 95% confidence intervals were estimated for the predicted values. We then used the full-simulation approach of the USBR (2011) to test the adjusted estimation method, using the same 30-year time periods. The USBR study produced 112 monthly (mean) streamflows for three emission scenarios (A2, A1B, B1) at Lees Ferry. These data were generated as part of the USBR Colorado River Basin Water Supply and Demand Study; see USBR (2011) and Harding et al. (2012) for details.

### 3.4. Results and Discussion

#### 3.4.1. Development and testing of the sensitivity-based approach
Fig. 3.7a (at end of section) is our first estimate of projected runoff change ($dQ_{est}$, from Eq. 3.4), prior to adjustment. The calculation uses a single $\epsilon$ and $S$ ($\epsilon=2.23$, $S=-6.47\%$ per °C, values generated from 1% dP and 0.01°C dT differences applied to historical simulations respectively, see Fig. 3.4 and bold values in Table 3.1) value for Lees Ferry for 30-year annual average GCM estimates of P and T change ($n=66$, 2 emission scenarios by 3 time periods by 11 GCMs). Each value corresponds to a unique $dQ_{sim}$ (Eq. 3.5) from bias-corrected flows taken from Christensen and Lettenmaier (2007). The proximity of responses to the 1:1 line reflects how well the methods compare for the 66 simulations. The linear relationship between $dQ_{est}$ and $dQ_{sim}$ has a $R^2=0.58$, which reflects considerable scatter, where $dQ_{est}$ is biased towards overestimating $dQ_{sim}$ (the y-intercept of the regression is -5.6%). An extreme example of this bias is GFDL’s A2 scenario in 2070-2099, which simulates a decline in streamflow of -22% whereas the sensitivity-based approach estimates a -63% decline.

**TABLE 3.1** Annual $\epsilon$ and $S$ from VIC simulations for a range of dP and dT values

<table>
<thead>
<tr>
<th>dP from Historical Simulation</th>
<th>Precipitation Elasticity ($\epsilon$)</th>
<th>dT from Historical Simulation</th>
<th>Temperature Sensitivity ($S$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-30%</td>
<td>1.78</td>
<td>$0.01 , \degree\mathrm{C}$</td>
<td>-6.47%</td>
</tr>
<tr>
<td>-20%</td>
<td>1.93</td>
<td>1 °C</td>
<td>-6.18%</td>
</tr>
<tr>
<td>-10%</td>
<td>2.07</td>
<td>3 °C</td>
<td>-5.54%</td>
</tr>
<tr>
<td>1%</td>
<td><strong>2.23</strong></td>
<td>6 °C</td>
<td>-4.81%</td>
</tr>
<tr>
<td>10%</td>
<td>2.36</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Bold values are used for single $\epsilon$ and $S$ values prior to adjustments.
FIG 3.4 Variable long-term annual precipitation elasticities ($\epsilon$) and temperature sensitivities ($S$) at Lees Ferry. (a) $\epsilon$ calculated using Eq. 3.1 as a function of changing precipitation at 70%, 80%, 90%, 101% and 110% of historical values. (b) $S$ calculated using Eq. 3.2, using 0.1, 1.0, 3.0, and 6.0 °C increases. See Table 3.1 for actual values.

TABLE 3.2 Sensitivity-based adjustments

<table>
<thead>
<tr>
<th></th>
<th>slope</th>
<th>$y$-intercept</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>prior to adjustments</td>
<td>1.08</td>
<td>-5.60</td>
<td>0.58</td>
</tr>
<tr>
<td>only adjustment 1$^a$</td>
<td>0.98</td>
<td>-4.41</td>
<td>0.63</td>
</tr>
<tr>
<td>only adjustment 2$^b$</td>
<td>1.13</td>
<td>-5.51</td>
<td>0.61</td>
</tr>
<tr>
<td>only adjustment 3$^c$</td>
<td>1.01</td>
<td>-3.04</td>
<td>0.60</td>
</tr>
<tr>
<td>adjustments 1 and 2</td>
<td>1.02</td>
<td>-4.35</td>
<td>0.66</td>
</tr>
<tr>
<td>adjustments 1 and 3</td>
<td>0.93</td>
<td>-1.66</td>
<td>0.63</td>
</tr>
<tr>
<td>adjustments 2 and 3</td>
<td>1.07</td>
<td>-2.94</td>
<td>0.65</td>
</tr>
<tr>
<td>all three adjustments</td>
<td>0.98</td>
<td>-1.61</td>
<td>0.68</td>
</tr>
</tbody>
</table>

$^a$adjustment 1: $\epsilon(dP)$ and $S(dT)$

$^b$adjustment 2: $S_{mon}$

$^c$adjustment 3: $dP_{GCMadj}$
We made three adjustments (below) to the sensitivity-based approach to reduce bias and scatter; the influence of each independently and in combination is noted in Table 3.2.

*Adjustment 1, ε(dP) and S(dT):* As dP and dT change, their sensitivities also change (Fig. 3.4). Therefore, instead of a single value for ε and S, we varied the long-term annual changes according to dT$_{GCM}$ and dP$_{GCM}$ values based on two regression equations generated using hydrology model simulations at different perturbations (Fig. 3.4). These perturbations were selected to cover the range of climate change projections as shown in Fig. 3.2. At Lees Ferry, both ε(dP) and S(dT), when calculated using a fixed (historical) reference, result in values that can be approximated with a linear equation (Fig. 3.4). As mentioned in section 3.3, these values can also be calculated by integrating changes at various reference conditions (which captures the tangent of the change as reported in Vano et al. (2012)). However, for this application, we calculate ε and S as a function of dP and dT increments from the fixed historical values, similar to how changes are applied in the full-simulation approach (this captures the secant of the change, where changes can be taken directly from the figure without integrating).

*Adjustment 2, S$_{nov}$:* Simulation experiments by Das et al. (2011) found that annual streamflow responses at Lees Ferry differ according to seasonal warming patterns, where greater decreases in annual streamflow occur for warming in the warm season, as opposed to warming in the cool season. To capture this in our sensitivity-based approach, we apply temperature changes on a seasonal basis according to the values in Fig. 3.5, which were determined through 12 model simulations where we perturbed a
single month’s temperature by 0.1°C in each simulation and calculated how warming in that month affects annual sensitivity values. These values when added together equal -6.46%, which is very close to -6.47%, the sensitivity for annual T changes of our unadjusted estimate. We weight these values according to the long-term annual S(dT) value as described in the preceding paragraph. Seasonal sensitivities range from -0.10% in December to -1.14% in May, with warm season (April-September) sensitivities about three times higher than cool season (October-March) (Fig. 3.5). With this adjustment, GCMs that have more warming in the summer than the winter will have greater streamflow changes.

Adjustment 3, dP_{GCM}: The BCSD statistical downscaling approach adjusts precipitation according to the probability distribution of historical observations (e.g., the Maurer et al (2002) gridded dataset), this adjustment, in essence, projects the percentage change between GCM future and GCM historical precipitation values of each month onto historical observations. We performed a simplified adjustment that mimics this bias-correction step through a simple rescaling. Instead of using the direct percent difference
from long-term annual future and historical GCM precipitation as our \( dP_{GCM} \) values (as in the unadjusted estimate), we calculated monthly percent differences of GCM precipitation and apply those (percent) differences to the historical observed dataset to calculate a new estimate for future precipitation. Then, these two values (the historical observations and the new estimate for future precipitation) were used to calculate \( dP_{GCM\_adj} \), which was then multiplied by precipitation elasticity as in Eq. 3.4. In most cases, this adjustment had little effect on the \( dP \) values. In the 66 adjustments performed, 51 made \( dP \) more positive, although most \( dP \) values (73%) changed by less than 2%. There were, however, a few cases where the changes were substantial. These occurred mostly when the GCM precipitation did not capture the observed seasonality. For example, in GFDL a2 maximum precipitation occurs in the springtime and not in the fall.

FIG 3.6 Two examples of adjustment 3 (\( dP_{GCM\_adj} \)). Prior to adjustment (top panels) annual \( dP_{GCM} \) is calculated directly from raw GCM output. The adjustment calculates the % change in monthly GCM precipitation (middle panel) and applies this to the historical precipitation dataset (blue line lower panel, from Maurer et al. (2002) over the Colorado River basin), resulting in adjusted monthly values of future precipitation. From this, the annual \( dP_{GCM\_adj} \) (inset values in the lower panels) is calculated. This adjustment has a large effect on GFDL a2, but little effect on CRNM b1, which relates to how well each GCM captures observed precipitation seasonality.
(Fig. 3.6, left panels), therefore a relatively small increase in average fall precipitation in 2070-2099 translates to a much larger increase in precipitation when the percent difference is applied to the observed precipitation, changing dP from -12.4% to -1.4%. In contrast, CRNM b1 precipitation has a seasonal cycle that is more similar to the climatology, and therefore the percent differences applied to historical observations does not change dP by much (-6.9% to -6.2%) (Fig. 3.6, right panels). If the BCSD bias correction is not desired, this adjustment should not be applied.

When all three adjustments were applied, the ability to reproduce the end-to-end results increased considerably (Fig. 3.7b). The $R^2$ in the linear relationship between $dQ_{est, adj}$ and $dQ_{sim}$ improved from 0.58 to 0.68, and, there was considerable improvement in the $dQ_{est}$ bias towards underestimation of $dQ_{sim}$ (y intercept of the regression is -1.61% vs. -5.60%). Also, the slope of the relationship was closer to one (see Table 3.1 for comparisons of each adjustment). The GFDL’s A2 scenario in 2070-2099 (highlighted in Fig. 3.6, left panels) is an example of how an individual estimate can improve, from an unadjusted estimate of -63% to an adjusted estimate of -27%, which is considerably closer to the -22% projected using the full-simulation method. The 95% confidence intervals for predicted values are within +14% and -17% of those from the full-simulation method.

We also evaluated the sensitivity-based approach using full-simulation results from USBR (2011), for which a total of 112 simulations from 3 emission scenarios were available, totaling 336 comparisons (36 A2, 39 A1B, and 37 B1 GCMs by 3 time periods each) (Fig. 3.7c). These values, which also incorporate the three adjustments discussed above, also have a negative bias (y-intercept of the regression is -2.69%) and a slope of
1.01. The 95% confidence intervals for predicted values are similar to those from the example with the Christensen and Lettenmaier (2007) full-simulation results; our estimated values were within +15% and -21% of the USBR (2012) full-simulation values.

![Graph](image)

**FIG 3.7** Comparisons between the full-simulation and sensitivity-based approaches. (a) using full-simulation results from Christensen and Lettenmaier (2007) and a single value for ε and S for the sensitivity-based approach (Eq. 3.3), (b) using Christensen and Lettenmaier (2007) and the adjusted sensitivity-based approach (Eq. 3.4), (c) using USBR (2011) full-simulation results and the adjusted sensitivity-based approach (Eq. 3.4).

**3.4.2. Assessing risk with the sensitivity-based approach**

The main interest of future streamflow projections by water managers is to assess risks associated with climate change. To test whether the sensitivity-based results provide similar ensemble distributions to full-simulation results, we compared the cumulative distribution functions (CDFs) of streamflows generated using both approaches. In the development of the sensitivity-based approach (section 3.4.1), we combined time periods and scenarios; this is appropriate for testing how temperature and precipitation change can be used to estimate streamflow change, where each 30-year segment can be treated independently. In practice, however, the particular emission scenario and (especially) the
future time period are important considerations in planning – especially given that planning horizons typically are several decades (hence the difference between emissions scenarios is usually less than the differences among GCMs). Fig. 3.8 shows the CDFs for the two approaches using the USBR simulations (as in Fig. 3.7c) for three future time periods (columns) and three emission scenarios (rows). Differences between emissions scenarios become greater through time, becoming more pronounced in the mid 21st century (IPCC 2007); therefore in 2010-2039 emissions scenarios have no noticeable influence.

FIG 3.8 Cumulative distribution functions (CDFs) of 112 USBR simulations of streamflow change from sensitivity-based ($dQ_{est\,adj}$) and full-simulation ($dQ_{sim}$) approaches by future time period and emission scenarios.
Across emission scenarios and future time periods, the ensemble range is captured well (Fig. 3.8). The magnitudes of changes are similar in earlier periods, however the ensembles that are further in the future and associated with more extreme emissions scenarios show more discrepancies between approaches. The reason for the discrepancies most likely is that at these more extreme values, linearization of the sensitivity-based approach breaks down and the sensitivity-based values, relative to the full-simulation, show greater streamflow declines in the Colorado River basin.

From a climate risk standpoint, the agreement or lack thereof among the cumulative distribution functions is more important than whether the inferred changes associated with any specific GCM agree. In general, the distributions are consistent, especially at modest change levels (first 30-year period in particular), although there is a bias in the sensitivity-based approach towards overestimating streamflow declines for periods farther in the future and/or for scenarios with large (in absolute value) temperature and precipitation changes (Fig. 3.8). The tendency of the sensitivity-based approach to estimate larger flow declines (vs. the full-simulation approach) may be specific to the Colorado River basin and further testing is needed to determine whether this same bias applies elsewhere, particularly in energy-limited regions.

3.4.3. Added value of the sensitivity-based approach

In addition to providing a “shortcut” method for estimating future flows, the sensitivity-based approach allows the influence of temperature and precipitation changes to be segregated, and in so doing encourages better understanding of the factors that will drive changes in the hydrologic system. For instance, maps of \( \varepsilon \) and \( S \) can be used as
evaluation tools. As an example, Fig. 3.9 shows the same results as in Fig 3.7c, where effects from precipitation change (dP$_{GCM}$) (Fig 3.9a) and temperature change (dT$_{GCM}$) (Fig 3.9b) are plotted independently. The plots show that both dP$_{GCM}$ and dT$_{GCM}$ are important factors that will affect future streamflow changes at Lees Ferry. On average, dP$_{GCM}$ contributes more to the slope (0.74 of 1.01), while dT$_{GCM}$ has a considerable effect on the total magnitude and some effect on slope (0.27).

The three adjustments outlined in section 3.4.1 highlight key elements that are important for prediction of the effects of climate change on streamflow: a) how streamflow responds to both temperature and precipitation changes at different reference conditions, b) the seasonal effects of temperature change, and c) how precipitation changes are downscaled. These elements suggest ways in which end-to-end prediction methods might be evaluated. For example, do LSMs used in climate change studies accurately capture streamflow responses to changes in precipitation and temperature ($\varepsilon$ and S values), and do the values change appropriately as the climate becomes drier and

![FIG 3.9](image)

FIG 3.9 Sensitivity-based adjustments (y-axis) for dP$_{GCM}$ (a) and dT$_{GCM}$ (b) in isolation and for the combined adjustment of both dP$_{GCM}$ and dT$_{GCM}$ (c) plotted vs. the predicted changes in Colorado River discharge from the full-simulation approach (which includes both dP$_{GCM}$ and dT$_{GCM}$ changes; x-axis).
warmer? How should downscaling methods capture precipitation changes, especially when the GCM precipitation seasonality does not match that of the historical? For instance, the BCSD approach used in Christensen and Lettenmaier (2007) and USBR (2011) does not preserve the magnitudes of precipitation change as predicted by the GCM, but rather captures the change relative to historical precipitation in each season. This subtlety has little effect when future and historical simulations have similar seasonal cycles, but when future seasonality differs, it can affect the projected precipitation magnitudes.

Values of ε and S can also be useful tools in evaluating model performance. As demonstrated in Vano et al. (2012), these measures can be used to compare hydrologic model performance to other models and observations. Spatial ε and S maps can help to identify locations where there is more uncertainty as well as areas more sensitive to future change, and imply locations that might be targeted for in situ observations. While a body of research has evolved that estimates ε from observed streamflows (e.g., Schaake 1990; Dooge et al. 1992; Dooge et al. 1999; Sankarasubramanian et al. 2001; among others), methods for calculating S values from observations are less clear and arguably more challenging as they depends more on current conditions (which depend on prior weather conditions, e.g., snowpack). A better understanding of observed S would be valuable in model evaluation, as it is a common input variable to land surface hydrology models in climate studies. This ultimately requires a better understanding of evaporative demand, which is the key driver for which temperature is just an index (see Dooge et al. 1992; Dooge et al. 1999). Further research into how best to express these evaporative changes would be beneficial and could be done within this sensitivity framework.
3.5. Conclusions

We have described a sensitivity-based approach that generates estimates of annual average future streamflow change and the dominant causal factors, without detailed simulations. The method is especially appropriate for producing initial estimates of future streamflow to accompany alternative global model future projections of precipitation and temperature, the key drivers of land surface hydrology. Our work shows that:

- The sensitivity-based approach produces plausible estimates of future streamflow change, which are mostly within about ±15% of those estimated from a full-simulation approach. Performance of the sensitivity-based approach was improved by three adjustments: (1) accounting for varying precipitation elasticity (ε) and temperature sensitivity (S) as a function of precipitation and temperature change, (2) incorporating monthly variations in S, and (3) adjusting monthly precipitation change to be a percentage of historical P (instead of from raw GCM output), which is more consistent with downscaling methods of the full-simulation approach. In test applications to predict future mean annual flows at Lees Ferry, the sensitivity-based approach provides a conservative estimate; estimating larger streamflow declines (with an average bias of up to -3%).

- For purposes of assessing risk, the sensitivity-based approach produces viable initial estimates that can be used to bound future streamflow uncertainties for water
management purposes. The cumulative distribution functions of ensemble GCM scenarios match well for the relatively near future (first three decades of the next century), however values further into the future and for severe emissions scenarios mostly overestimate the magnitude of future streamflow changes (mostly reductions in the case of the Colorado River system).

- The sensitivity-based approach helps to focus attention on the causal factors driving future change, and their relative importance, as contrasted with the full-simulation approach which tends to lead to a focus on managing ever-larger quantities of model output. For example, the sensitivity-based approach facilitates evaluation of contributions from precipitation and temperature change separately.

The sensitivity-based approach should be appealing to water managers in that it is computationally efficient, and hence can be used to generate ensembles of hydrologic simulations, which can help in selecting a representative range of simulations for further analysis. For example, it can be easily applied to newly released climate scenarios (e.g., from the Coupled Model Intercomparison Project 5th Assessment), and help in providing context as to why results differ. In the comparisons we report here, we used the Variable Infiltration Capacity (VIC) hydrologic model, but these methods are applicable to any other hydrology/land surface models (LSMs), and can be used to better quantify uncertainty from hydrologic simulations of multiple LSMs.

The approach has limitations, and is best thought of as complimentary to other approaches. It is intended for evaluating long-term (e.g., 30-year) average annual
changes, and it does not provide information on daily values, extreme events, or land
cover change. We have focused on annual responses, which are of greatest importance to
management in the Colorado basin. For other systems, seasonal responses are critical,
and understanding how to best capture these responses is currently being investigated.
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IV. Mapping the diversity of seasonal hydrologic responses to climate change in the Pacific Northwest

This chapter will be submitted to the *Water Resources Research*: Vano, J.A. and D.P. Lettenmaier, 2013: Mapping the diversity of seasonal hydrologic responses to climate change in the Pacific Northwest, *Water Resources Research*

**Abstract**

Increased temperatures and precipitation change will lead to fundamental changes in the seasonal distribution of streamflow with serious implications for water resources management, especially in the western United States. Basin-specific implications of these changes are, however, complicated by the wide range of projections of future temperature and precipitation from global climate models, the spatial resolution of which is coarse from a hydrologic perspective, and therefore do not easily translate to local water management applications. To better understand local impacts of regional climate, we conducted experiments to determine basin-scale hydrologic sensitivities (to imposed annual and seasonal temperature and precipitation change) of seasonal and annual streamflow. We used the Variable Infiltration Capacity (VIC) land-surface hydrologic model applied at 1/16° latitude and longitude spatial resolution over the Pacific Northwest, a scale sufficient to support analyses at the hydrologic unit code eight (HUC-8) basin level. These experiments distinguish the spatial character of the sensitivity of future water supply to changing temperature and precipitation by identifying the seasons
and locations where climate change will have the biggest impact on streamflow. We also develop a methodology that uses these hydrologic sensitivities as basin-specific transfer functions to estimate future changes in long-term mean seasonal hydrographs. These can provide viable first-order estimates of the likely range of streamflow changes in seasonality from global climate models without performing detailed model simulations for each climate scenario.

4.1. Introduction

FIG 4.1 Pacific Northwest region including the Columbia River basin and coastal drainages, elevation shown at the 1/16° resolution. The Dalles, a major control point on the Columbia River, is indicated with a white star.
Healthy ecosystems and human communities in the Pacific Northwest (PNW), which we define as the Columbia River basin and its coastal drainages (Fig. 4.1), have a highly varying seasonal supply of water, with most precipitation occurring in the fall and winter, and water demands greatest in the summer. The region’s snowpack serves as a natural reservoir that slowly releases water throughout the dry season providing sustained streamflow critical for agriculture, instream flows, and municipal and industrial use. Manmade reservoirs also serve this purpose, but can hold only ~30% of annual streamflow, and also depend on snowpack for in-season resupply.

There has been much interest in understanding climate impacts on streamflow in the PNW (Hamlet and Lettenmaier 1999; Payne et al. 2004; Lee et al. 2009; Elsner et al. 2010; and others). These interests stem from the region’s vast hydropower resources (Lee et al. 2009), dangers of flooding (Payne et al. 2004), endangered species issues related to anadromous fish (Mantua et al. 2010), agricultural prosperity (Vano et al. 2010b), and the need to manage reservoir systems to balance these needs (Hamlet 2011). Past studies have used output from Global Climate Models (GCMs) which typically have spatial resolution order 200 km, and have difficulty simulating effects at the scale at which water is managed (arguably order ~10 km, as the GCM resolution does not capture fine-scale topographic barriers, e.g., the Cascade Mountain range) that control local climate. To overcome this, downscaling techniques, which also account for the bias inherent in GCM simulations, have been developed that apply coarse-scale (GCM) temperature (T) and precipitation (P) changes to local P and T observation-based datasets (Wood et al. 2004; Hamlet et al. 2010b). Via a two-step process that first downscales GCM output to the local scale, then uses the downscaled GCM output as input to a basin-
scale hydrologic model, information on global change can be translated into local streamflow projections that can be used to evaluate future changes to a river basin’s hydrology (e.g. Hamlet and Lettenmaier, 1999; Payne et al., 2004; Hayhoe et al, 2007; Elsner et al. 2010; Vano et al. 2010a; 2010b; among many others).

While this approach provides important information about the possible direction of future hydrologic change, these studies are resource intense and results are highly dependent on which GCMs provide the basis for the regional downscaling (and what hydrologic models are used). In addition, it is difficult to know whether differences among results can be attributed to temperature (T) or precipitation (P) change and to distinguish the season in which these changes have the largest impact on hydrology. This complicates identification of regions that are more or less sensitive to future change and our overall understanding of the future hydrologic states (Vano and Lettenmaier 2013).

Elsner et al. (2010) divided the watersheds of the PNW into three categories: rain dominated, transitional, and snow dominated, based on the ratio of peak snow water equivalent (SWE) to October-March P. This classification has been useful to water managers in the region and has also been used in other reports and publications since (e.g., Tohver and Hamlet 2010; Hamlet 2011). We build on this approach to further identify drivers of hydrologic change. However, instead of using a hydrologic simulation approach that relies on downscaled GCM output and the use of a hydrologic model, we base our analysis on hydrologic sensitivities to temperature (T) and precipitation (P) changes. This is similar in concept to the approach used by Vano and Lettenmaier (2013) in the Colorado River basin. However, rather than evaluating sensitivities of annual runoff to annual P and T changes (arguably appropriate in the Colorado River basin
where water management is based on reservoirs with aggregate storage several times annual runoff), we utilize here an approach that assesses seasonal changes in runoff as affected by seasonal changes in P and T for watersheds much smaller than the entire region (Columbia River basin). This approach is more appropriate to water management in the Columbia River basin, which has aggregate storage much smaller than annual aggregate runoff, and reservoir storage more distributed among multiple facilities than in the Colorado basin.

This study also builds on the work of Das et al. (2011) who evaluated warm vs. cool season responses to temperature change in four major Western U.S. river basins – the Colorado, Sacramento (North Sierra), San Joaquin (South Sierra), and Columbia – using the Variable Infiltration capacity (VIC) model applied at 1/8° spatial resolution. Das et al. (2011) found that in these western U.S. river basins, three of the four are more sensitive to warming in the summer than in the winter, including the Columbia (at the Dalles, OR – essentially including all tributaries except those that head west of the Cascade Mountains, see Fig. 4.1). Das et al. (2011) did not, however, evaluate changes in seasonality of runoff, rather focusing on the sensitivity of annual runoff changes to summer and winter warming. A focus on the seasonal distribution of runoff is particularly valuable in the PNW, however, because despite abundant annual precipitation, reservoirs are relatively small and most runoff occurs in winter while water demands peak in summer. Hence, modest changes in the seasonal distribution of runoff taken together with relatively small reservoir volumes, can substantially affect reservoir system performance. We base our analysis therefore on sub-basins that can be
represented at the 1/16° spatial resolution (typically having drainage areas of $10^2$ to $10^3$ or so km$^2$) and monthly temporal resolution.

Our work is intended to provide a context for better understanding local-scale hydrologic change across the PNW by applying hydrologic sensitivity concepts to map spatial variations in precipitation elasticity ($\varepsilon$) and temperature sensitivities ($S$) across the entire region (section 4.4.1). We categorize hydrologic sensitivities at the Hydrologic Unit Code (HUC) 8-digit unit scale (section 4.4.2), and evaluate monthly response to seasonal changes in $P$ and $T$ (section 4.4.3). Finally, we evaluate the applicability of our monthly sensitivity construct to estimate future runoff changes (section 4.4.4) and provide examples for several tributaries (order $10^4$ – $10^5$ km$^2$), specifically the Willamette River at Portland (WILPO), Yakima River near Parker (YAPAR), Columbia River at Keenleyside Dam (ARROW), the Snake River at Ice Harbor Dam (ICEHA), and the Columbia River at the Dalles (DALLE), although the method can be applied to any watershed.

Throughout our comparisons, we consider the nature of hydrologic sensitivities with an emphasis on two key features: (1) linearity, the extent to which a small change (e.g., 0.1 °C), which provides a reasonable approximation of the tangent of the change, is similar per °C to a larger change (e.g., 3 °C) which captures the secant; larger divergence of these values indicates hydrologic sensitivity functions with greater nonlinearities, and (2) superposition, the extent to which hydrologic sensitivities identified through independent simulations can be added together to equal the same value as changes applied within the same simulation.
4.2. Site description

The Pacific Northwest (PNW) (Fig. 4.1) is defined to include the Columbia River basin and its adjacent coastal drainages. It is a diverse hydroclimatic region with varied vegetation, soil, and topography (sea level to 3400 m). Although hydrologic observations are somewhat sparse in the headwaters region, in general climatic and streamflow data are sufficient to evaluate model predictions across most of the hydroclimatic conditions experienced in the region (Elsner and Hamlet 2010).

Management of the region’s water resources occurs at multiple levels including local municipalities, county, state, federal, and even international government agencies, making spatial information that spans political boundaries particularly valuable. For example, the river’s headwaters are in Canada, and the Canadian portion (15% of the basin’s drainage area) accounts for over 1/3 of the river’s flow on average (USACE and BPA 2012). Furthermore, the basin’s two largest reservoirs are in Canada. Joint management of the system for flood control and hydropower is controlled by the Columbia River Treaty of 1964, which currently is undergoing review with potential for renegotiations after 2024. As this paper is being written, the 2014/2024 Columbia River Treaty Review process is underway with discussion of how the system should be operated in the future (USACE and BPA 2012). Among the concerns is how and where runoff patterns might change in the future in response to a warming climate.
4.3. Methods

4.3.1. Models and forcing dataset

We performed a set of control experiments using the Variable Infiltration Capacity (VIC) macro-scale land-surface hydrology model (Liang et al. 1994) implemented as in Nijssen et al. (1997). We use version 4.0.7 of the model calibrated as in Hamlet et al. (2010), which has generally improved performance relative to earlier implementations (e.g. Hamlet and Lettenmaier 1999; Payne et al. 2004; Elsner et al. 2010) and higher spatial resolution (1/16° vs. 1/8°). The increased spatial resolution improves the ability of the model to represent topographic effects and resolve smaller watersheds, and hence to provide information that is relevant to local water management concerns (Elsner and Hamlet 2010).

We force the VIC model using the same 1/16° latitude and longitude historical driving dataset developed in previous efforts (Elsner et al. 2010; Hamlet et al. 2010). This data set contains daily values of precipitation, maximum and minimum air temperature, and wind speed; which are used in a preprocessing step within VIC that uses MTCLIM algorithms (Thornton and Running 1999) to calculate other forcing variables such as long and short wave radiation and relative humidity (see Bohn et al. (2013) for details). We perform simulations for the period 1915-2006, and calculate sensitivities over the period 1975-2006. Our choice of a relatively recent three decade period reflects a desire to a baseline period that is consistent with recent climate, however past work has shown that hydrologic model sensitivities do not change much when calculated over different time periods (Vano et al. 2013).
4.3.2. Hydrologic sensitivities

We estimated hydrologic sensitivities defined as in Vano et al. (2012), specifically precipitation elasticity (ε), the (percent) change in streamflow per (percent) change in precipitation (P), and temperature sensitivity (S), the percent change in streamflow per degree increase in temperature (T). We calculated ε and S using control experiments where a baseline simulation is compared with a simulation where either T or P is perturbed. We used the VIC model, although other hydrologic and land-surface models could also be used. For the computation of both ε and S, changes were applied: year-round (every day of the year), in the warm (every day in April-September) season, in the cool (every day in October-March) season, and in four three-month increments (JFM, AMJ, JAS, OND) depending on the particular analysis. All results were averaged over the reference 32-year time period. We implemented the change in using 1% P increases and 3 °C and 0.1 °C T increases. The 3 °C increases provide results directly comparable with Das et al. (2011) whereas the 0.1 °C increases, as applied in Vano et al. (2012) and Vano and Lettenmaier (2013), are more appropriate for constructing future seasonal streamflow estimations as discussed below.

We develop two watershed classifications to more clearly show differences in S values across the region. The first identifies changes in annual responses (total magnitudes) from warming applied in different seasons; we defined three categories, (1) locations were annual S is more negative when warming is applied in the cool season (October-March) vs. applied only in the warm season (April-September), (2) locations were the opposite is true, annual S is more negative when warming is applied in the warm
season than when it is applied in the cool season, and (3) locations were warming applied in the cool season results in positive annual S values, which is a special case of the 2nd category. The second classification defines the differences in seasonal responses to warming applied in the cool season. This identifies locations more sensitive to shifts in seasonality, where values were determined by subtracting the warm season S response from the cool season S response for simulations of warming applied in the cool season (i.e., the difference between the “warm seas” and “cold seas” bars in figure 3 of Das et al. 2011). Categories are six gradations of 10% per °C increments of total difference between seasons.

4.3.3. Estimating future streamflow with seasonal-sensitivities

We use seasonal ε and S values to construct future hydrographs. Seasonal ε and S are generated by applying 0.1 °C and 1% P increases in OND, JFM, AMJ, and JAS (eight total VIC simulations) and calculating the percent change from the historical simulation in each month from each of these perturbations. We then apply GCM changes of regional-averaged T and P outputs, averaged for the same four 3-month increments for the historical (1970-1999) and future periods (e.g., 2030-2059) to calculate dT (as a degree of increase) and dP (as a percent) change. These future differences (four dT and four dP values) are then applied to the seasonal ε and S values to create future hydrographs; our seasonal focus requires applying seasonal changes and their interactions. We do this by applying each of the four 3-month period sensitivities separately (in sequence), i.e., we calculate OND changes and subtract them from the historical values, then calculate JAS changes from the OND-revised values and subtract,
and so on. This captures the nature of seasonal changes for each GCM and translates these changes into monthly land-surface responses. Further details of this are in section 4.4.4.

We compare these future hydrographs with flows from Hamlet et al. (2010) generated with the full simulation approach for five management-relevant tributaries of the Columbia (WILPO, YAPAR, ARROW, ICEHA, and DALLE). Specifically, we used Hamlet et al. (2010) streamflow values that were generated using the hybrid-delta method to downscale temperature and precipitation output for ten GCMs to drive the VIC model, after which streamflow was routed and bias corrected (for all locations except WILPO, where bias corrected flows were not available), see Hamlet et al. (2010) and http://warm.atmos.washington.edu/2860/products/sites for details.

4.3.4. Spatial extents

We examined the spatial character of hydrologic sensitivities at three spatial scales: (1) grid-level (1/16°, or approximately 30 km² area); over the PNW domain there are 24,108 1/16° grid cells, (2) U.S. Geological Survey 8-digit Hydrologic Unit Code scale, or cataloging unit and similar sub-basin level (GeoBase’s National Hydro Network Work Unit) in Canada. Within the PNW there are 226 such watershed units, with an average drainage area of 3000 km² (range 200 km² to 11,600 km²). Herein we refer to these as watersheds. For these watersheds, we aggregated the runoff from all 1/16° grid cells that are at least 50% within the watershed boundary, and (3) the five major sub-basins of the Columbia noted in section 4.1.
4.4. Results and Discussion

4.4.1. Spatial variations in hydrological responses

4.4.1.1. Precipitation elasticities ($\varepsilon$)

Annual responses to warm and cool season wetting: To determine basin-wide sensitivities and the extent to which warm and cool season changes contribute to these sensitivities, we applied a 1% P increase year-round (Fig. 4.2, left column, top panel), in the warm season (middle panel), and in the cool season (bottom panel). As an example, an $\varepsilon$ of 3 implies that a 3% increase in P would result in a 9% increase in runoff. For these 6-month changes, superposition holds; the lower two panels, which reflect the contribution of each season to annual sensitivities, sum to the top panel to within ±0.15 for all grid cells (i.e., to a first approximation, seasonal elasticities are additive).

Seasonally applied precipitation changes reflect the time of year when precipitation is greatest. In other words, year-round $\varepsilon$ is primarily determined by cool season changes (on average, more than 70% of the annual $\varepsilon$ can be attributed to cool season changes), when the majority of precipitation occurs.

4.4.1.2. Temperature sensitivities ($S$)

Annual responses to warm and cool season warming: Fig. 4.2, right column shows annual responses plotted spatially, where the top panel is for warming applied throughout the year, the middle panel is for warming applied only in the warm season, and lower panel is for warming applied only in the cool season. Superposition applies in most grid
FIG 4.2 Annual responses to P (left panels) and T (right panels) change.
cells; warm and cool season responses are close to additive (e.g., the contribution of each season to annual sensitivities sum (to within ±0.5% for 80% of grid cells). Spatially, there is a range of responses including both areas of increases (blue) and decreases (red). If warming only occurs in the cool season, 80% of grid cells show decreases in annual runoff, whereas if warming occurs throughout the year 97% of grid cells show decreases in annual runoff (where the larger portion of grids having decreases is the result of declines from warm season warming being greater than increases from cool season warming). Note that these decreases were also the case for all four large river basins examined by Das et al. (2011), however they did not report the spatial distribution of these changes. The reason for flow increases (20% and 3%) is often referred to as the Dettinger hypothesis, details described in Jeton et al. (1996), where due to warming, water leaves the system earlier and is not available for evapotranspiration later in the year – hence it is possible for runoff to be higher in a warmer climate, even with precipitation unchanged.

In this analysis, we calculated S values using a perturbation of daily T of 3°C (Fig. 4.2, right column), a T increment that is directly comparable to values of Das et al. (2011) where variations in annual responses to warming applied annually, in the warm, and in the cool season where shown in bar graphs (see black bars on their figure 3) for four major western river basins. Specifically, they found that for the Columbia basin at The Dalles, the annual response was greater from warming applied in the warm season than warming applied in the cool season. The patterns of annual responses across the PNW with a 3°C T increment were similar to changes using a 0.1°C increment used to calculate sensitivities in Vano et al. (2012) (Fig. 4.3).
Seasonal response to warming: Fig. 4.4 shows the response of streamflow annually and in each season. By definition, the warm and cool season responses add to equal the annual response exactly. Fig. 4.4 contains the same three panels as in Fig. 4.2 on the left, in addition to the responses in each season (these values coincide to a spatial representation of the blue and orange bars in Das et al.’s (2011) figure 3). Note, however, that to capture the values of seasonal responses, the scale of Fig. 4.4 differs by a factor of 2.5 from Fig. 4.2. Warm season warming reduces streamflow throughout the year, whereas cool season warming increases streamflow in the cool season but reduces streamflow in the warm season. Therefore although the net streamflow change is less for cool season than warm season warming, the change in seasonality is much greater. The
FIG 4.4 Seasonal responses to warming. Annual S responses (left panels, % change in annual runoff per °C warming), warm season S responses (center panels, % change in warm season flow per °C warming) and cool season S (right panels, % change in cool season flow per °C warming) for warming applied throughout the year (top), only in the warm season (middle) and only in the cool season (bottom). The annual S responses (left panels) contain the same information as annual S values in Fig. 4.2, but the scale has been increased by a factor of 2.5 to account for greater changes in seasonality.
differences in hydrologic responses in warm and cool seasons are controlled in substantial part by the relatively high elevation regions as shown in Fig. 4.1.

Precipitation elasticities ($\epsilon$) also have seasonal responses that vary by location due to temperature (i.e., snow processes). These seasonal responses are straightforward (and therefore not shown): when the change is applied in the warm season, all change occurs in the warm season, whereas when change is applied in the cool season, change occurs in the cool season at low elevations and in the warm season at high elevations.

4.4.2. Categorizing hydrologic changes at the watershed scale

We complement the fine-scale spatial information in Figs. 4.2 and 4.4 with watershed-based categorizations. The categories facilitate the interpretation of spatial results by synthesizing responses in terms of both changes in total magnitude (annual response) and shifts in seasonality.

4.4.2.1. Annual watershed-level precipitation elasticities ($\epsilon$) and temperature sensitivities ($S$)

Fig. 4.5 shows the watershed-scale response to annual P and T changes. This information is similar to the top panels in Fig. 4.2, but averaged for each of the 226 watershed units where $S$ values are per °C and ranges of $\epsilon$ and $S$ changes are smaller as they are watershed averages. Watershed averages accentuate watersheds that are more (or less) sensitive to future changes. Watershed $\epsilon$ values range from 0.9 to 2.5, with five watersheds having an $\epsilon$ of less than one. These annual values can be compared with results of Sankarasubramanian et al. (2001) who evaluated precipitation elasticities.
throughout the conterminous United States using a non-parametric measure. Within the PNW, the map provide in Sankarasubramanian et al. (2001) has contours with magnitudes ranging from 1.0 to 2.0, with a similar increase in elasticities from west to east, although Sankarasubramanian et al. (2001) report higher values in eastern Oregon, instead of west-central Idaho.

Regions with the greatest S values in annual response to annually applied temperature changes are also clustered in Idaho, in the upper Salmon River basin, while areas that are least sensitive to temperature change are at both extremes of the elevation spectrum -- low lying coastal areas and headwaters in Canada and Wyoming (both rain- and snow-dominated watersheds). When averaged across watersheds, all locations show decreases in discharge with increasing temperature (S values ranging from -0.2% to -8% per °C), i.e. blue grids in Fig. 4.4 top right, which are increases in discharge, when
averaged with the other grids in the watershed, are outweighed by decreases. These annual responses to annually applied changes capture one aspect of temperature sensitivities, in the next section we present characterizations that address seasonality as well.

4.4.2.2. Annual responses to warm and cool season warming (total magnitude)

Fig. 4.6a classifies the 226 watersheds into one of three categories with similar sensitivities according to how warming applied in warm and cool seasons affects annual streamflow magnitudes:

(1) More sensitive to cool season warming - Locations where annual streamflow magnitudes decline more with cool season warming than with warm season warming. 83

![FIG 4.6 PNW watershed classifications. Watershed-level comparisons of how sensitivities responded to warm and cool season warming that reflect the time of year that has the greatest impact on annual flow magnitudes (a) and the difference between warm and cool season sensitivities when warming is applied in the cool season, reflecting locations (in blue) most likely to experience seasonal differences in their hydrograph with increased temperatures (b).](image-url)
of the 226 sub-basins (36%), mostly low elevation watersheds, have this characteristic, which is similar to temperature effects in the South Sierra as shown in Das et al. (2011).

(2) More sensitive to warm season warming - Annual streamflow magnitudes decline more with warm season warming than with cool season warming. This characteristic is seen in basin-wide responses in the Colorado, Columbia, and North Sierra (Das et al. 2011). This response is most common (in 64% of all watersheds, including the special case below).

(3) Cool season warming positive – In this special case, increases in cool season flows are greater than decreases in warm season flow resulting in net increases in flows if warming occurs only in the cool season (i.e., warmer winter temperatures lead to increased annual flows). This occurs in 14% of watersheds in the PNW (Fig. 4.6a), and generally at high elevations (see Fig 4.1 for elevations).

In general, even though the Columbia River basin as a whole has substantially greater sensitivity in annual magnitude to warm as contrasted with cool season warming, 27% of the 151 watersheds upstream of The Dalles show the reverse behavior (dominant sensitivity to cool season warming). This pattern pertains to many of the coastal drainages downstream of The Dalles as well, especially in Oregon (Fig. 4.6a, yellow watersheds).

4.4.2.3. Seasonal responses to warming (shifts in seasonality)

To quantify the sensitivity of watersheds to shifts in seasonality, we define six categories that are gradations of the differences in seasonal sensitivities between warm season and cool season flows for all PNW watersheds (Fig. 4.6b). Watersheds that have the largest
difference in S values in their warm and cool season responses (darker blue) are for watersheds that are most sensitive to warming – essentially mixed snow/rain systems (or transition basins as defined by Elsner et al. (2010)). The highest elevations that are snow-dominated (with hydrographs that peak in the spring) and the lowest elevations that are rain-dominated (with hydrographs that peak in the fall-winter) do not undergo large changes in S when temperatures increase either because they are already rain-dominated or because temperatures are cold enough that a small amount of warming does not affect high-elevation snowmelt enough to shift it to another season. The darker blue basins coincide with the basins that are most vulnerable to change categories from snow to transition basins in future climate simulations as shown in Tohver and Hamlet (2010).

4.4.3. Monthly responses to seasonal precipitation and temperature changes

To quantify monthly responses, we evaluated streamflow sensitivities at more discrete time intervals. Instead of the six-month warm and cool season evaluation above, we applied changes in three-month increments (OND, JFM, AMJ, and JAS) and calculated monthly responses (Fig. 4.7, Table 4.1a,b). These “bubble” diagrams are similar in concept to those in Nijssen et al. (2001). We perform this evaluation for five major sub-basins that are important for management within the Columbia River basin, and that capture a diversity of responses and highlight both the influence of the time of year when changes are applied (y-axis) and the time of year of the streamflow response.
FIG 4.7 Monthly responses to seasonal precipitation ($\epsilon$, % change streamflow per % change precipitation) and temperature changes ($S$, % change streamflow per °C). Warming is applied in 3-month increments (OND, JFM, AMJ, JAS) and throughout the year (ALL) and responses ($\epsilon$ or $S$) are shown for each individual month (O, N, D… S) and the annual response (Y). Maps on the left show the contributing area for each tributary.
TABLE 4.1a  Seasonal precipitation elasticities (ε)

<table>
<thead>
<tr>
<th>period 1% P change applied</th>
<th>O</th>
<th>N</th>
<th>D</th>
<th>J</th>
<th>F</th>
<th>M</th>
<th>A</th>
<th>M</th>
<th>J</th>
<th>J</th>
<th>A</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>WILPO ALL</td>
<td>2.0</td>
<td>1.5</td>
<td>1.2</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.2</td>
<td>1.3</td>
<td>1.5</td>
<td>1.7</td>
<td>2.0</td>
<td>2.2</td>
</tr>
<tr>
<td>OND</td>
<td>1.3</td>
<td>1.4</td>
<td>1.2</td>
<td>0.5</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>JFM</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.6</td>
<td>0.9</td>
<td>1.0</td>
<td>0.6</td>
<td>0.3</td>
<td>0.3</td>
<td>0.4</td>
<td>0.4</td>
<td>0.1</td>
</tr>
<tr>
<td>AMJ</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.5</td>
<td>0.9</td>
<td>1.1</td>
<td>0.9</td>
<td>0.7</td>
<td>0.3</td>
</tr>
<tr>
<td>JAS</td>
<td>0.6</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.6</td>
<td>1.7</td>
</tr>
<tr>
<td>sum of 3-month</td>
<td>2.0</td>
<td>1.5</td>
<td>1.2</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.2</td>
<td>1.3</td>
<td>1.5</td>
<td>1.7</td>
<td>2.0</td>
<td>2.2</td>
</tr>
<tr>
<td>% difference</td>
<td>-0.2%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>-0.2%</td>
<td>0.3%</td>
<td>-0.1%</td>
</tr>
<tr>
<td>YAPAR ALL</td>
<td>1.7</td>
<td>1.7</td>
<td>1.5</td>
<td>1.3</td>
<td>1.3</td>
<td>1.4</td>
<td>1.5</td>
<td>1.4</td>
<td>1.6</td>
<td>2.2</td>
<td>2.0</td>
<td>1.6</td>
</tr>
<tr>
<td>OND</td>
<td>1.2</td>
<td>1.4</td>
<td>1.3</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>0.6</td>
<td>0.8</td>
<td>0.7</td>
<td>0.3</td>
</tr>
<tr>
<td>JFM</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.8</td>
<td>0.8</td>
<td>0.9</td>
<td>0.6</td>
<td>0.6</td>
<td>0.7</td>
<td>1.1</td>
<td>0.8</td>
<td>0.3</td>
</tr>
<tr>
<td>AMJ</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.4</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>JAS</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.3</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>sum of 3-month</td>
<td>1.7</td>
<td>1.7</td>
<td>1.5</td>
<td>1.3</td>
<td>1.3</td>
<td>1.4</td>
<td>1.5</td>
<td>1.4</td>
<td>1.6</td>
<td>2.2</td>
<td>2.0</td>
<td>1.5</td>
</tr>
<tr>
<td>% difference</td>
<td>-0.5%</td>
<td>0.0%</td>
<td>0.1%</td>
<td>-0.3%</td>
<td>-0.1%</td>
<td>-0.1%</td>
<td>-0.2%</td>
<td>0.2%</td>
<td>-0.5%</td>
<td>-0.1%</td>
<td>-0.3%</td>
<td>-4.4%</td>
</tr>
<tr>
<td>ARROW ALL</td>
<td>1.4</td>
<td>1.2</td>
<td>1.0</td>
<td>0.9</td>
<td>0.9</td>
<td>0.8</td>
<td>0.8</td>
<td>1.3</td>
<td>1.9</td>
<td>1.8</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>OND</td>
<td>0.5</td>
<td>0.7</td>
<td>0.5</td>
<td>0.4</td>
<td>0.4</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.5</td>
<td>0.7</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>JFM</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.5</td>
<td>0.7</td>
<td>0.4</td>
<td>0.1</td>
</tr>
<tr>
<td>AMJ</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>JAS</td>
<td>0.7</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.6</td>
<td>1.1</td>
</tr>
<tr>
<td>sum of 3-month</td>
<td>1.4</td>
<td>1.2</td>
<td>1.0</td>
<td>0.9</td>
<td>0.9</td>
<td>0.8</td>
<td>0.8</td>
<td>1.3</td>
<td>1.9</td>
<td>1.8</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>% difference</td>
<td>-0.3%</td>
<td>-0.1%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.1%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.1%</td>
<td>0.1%</td>
<td>-0.2%</td>
<td>0.0%</td>
<td>-0.3%</td>
</tr>
<tr>
<td>ICEHA ALL</td>
<td>1.2</td>
<td>1.5</td>
<td>1.5</td>
<td>1.4</td>
<td>1.5</td>
<td>1.7</td>
<td>1.9</td>
<td>2.0</td>
<td>1.9</td>
<td>2.0</td>
<td>1.2</td>
<td>1.0</td>
</tr>
<tr>
<td>OND</td>
<td>0.5</td>
<td>0.9</td>
<td>1.0</td>
<td>0.7</td>
<td>0.6</td>
<td>0.6</td>
<td>0.5</td>
<td>0.5</td>
<td>0.6</td>
<td>0.3</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>JFM</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
<td>0.6</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
<td>0.8</td>
<td>0.3</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>AMJ</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.4</td>
<td>0.6</td>
<td>0.7</td>
<td>0.5</td>
<td>0.3</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>JAS</td>
<td>0.4</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.1</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>sum of 3-month</td>
<td>1.2</td>
<td>1.5</td>
<td>1.5</td>
<td>1.4</td>
<td>1.5</td>
<td>1.7</td>
<td>1.9</td>
<td>2.0</td>
<td>1.9</td>
<td>1.9</td>
<td>1.2</td>
<td>1.0</td>
</tr>
<tr>
<td>% difference</td>
<td>-0.2%</td>
<td>-0.2%</td>
<td>-0.2%</td>
<td>-0.2%</td>
<td>-0.3%</td>
<td>-0.4%</td>
<td>-0.2%</td>
<td>-0.2%</td>
<td>-0.1%</td>
<td>-0.1%</td>
<td>-0.6%</td>
<td>-0.1%</td>
</tr>
<tr>
<td>DALLE ALL</td>
<td>1.3</td>
<td>1.4</td>
<td>1.4</td>
<td>1.3</td>
<td>1.3</td>
<td>1.4</td>
<td>1.6</td>
<td>1.6</td>
<td>1.7</td>
<td>2.0</td>
<td>1.6</td>
<td>1.3</td>
</tr>
<tr>
<td>OND</td>
<td>0.5</td>
<td>0.9</td>
<td>1.0</td>
<td>0.6</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.7</td>
<td>0.5</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>JFM</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
<td>0.6</td>
<td>0.7</td>
<td>0.7</td>
<td>0.6</td>
<td>0.7</td>
<td>0.5</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>AMJ</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.3</td>
<td>0.5</td>
<td>0.6</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>JAS</td>
<td>0.6</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.2</td>
<td>0.4</td>
<td>0.8</td>
</tr>
<tr>
<td>sum of 3-month</td>
<td>1.3</td>
<td>1.4</td>
<td>1.4</td>
<td>1.3</td>
<td>1.3</td>
<td>1.4</td>
<td>1.6</td>
<td>1.6</td>
<td>1.7</td>
<td>2.0</td>
<td>1.6</td>
<td>1.3</td>
</tr>
<tr>
<td>% difference</td>
<td>-0.2%</td>
<td>-0.1%</td>
<td>-0.1%</td>
<td>-0.2%</td>
<td>-0.2%</td>
<td>-0.1%</td>
<td>-0.1%</td>
<td>-0.2%</td>
<td>-0.2%</td>
<td>0.0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>O</td>
<td>N</td>
<td>D</td>
<td>J</td>
<td>F</td>
<td>M</td>
<td>A</td>
<td>J</td>
<td>J</td>
<td>A</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td></td>
</tr>
<tr>
<td>WILPO</td>
<td>-2.2%</td>
<td>0.8%</td>
<td>2.2%</td>
<td>3.8%</td>
<td>2.9%</td>
<td>1.2%</td>
<td>-2.3%</td>
<td>-9.3%</td>
<td>-15.8%</td>
<td>-21.6%</td>
<td>-19.3%</td>
<td>-7.7%</td>
</tr>
<tr>
<td>O</td>
<td>-0.4%</td>
<td>1.1%</td>
<td>2.3%</td>
<td>0.7%</td>
<td>0.0%</td>
<td>-0.4%</td>
<td>-1.1%</td>
<td>-2.9%</td>
<td>-4.6%</td>
<td>-6.1%</td>
<td>-5.3%</td>
<td>-1.3%</td>
</tr>
<tr>
<td>N</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>3.1%</td>
<td>3.0%</td>
<td>1.6%</td>
<td>-2.8%</td>
<td>-6.7%</td>
<td>-7.5%</td>
<td>-7.3%</td>
<td>-5.0%</td>
<td>-1.1%</td>
</tr>
<tr>
<td>D</td>
<td>-0.2%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>1.7%</td>
<td>0.4%</td>
<td>-3.9%</td>
<td>-9.2%</td>
<td>-8.4%</td>
<td>-2.2%</td>
</tr>
<tr>
<td>J</td>
<td>-1.1%</td>
<td>-0.2%</td>
<td>-0.1%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.4%</td>
<td>-3.0%</td>
<td>-3.1%</td>
<td></td>
</tr>
<tr>
<td>sum of 3-month</td>
<td>-1.7%</td>
<td>0.8%</td>
<td>2.2%</td>
<td>3.8%</td>
<td>3.0%</td>
<td>1.2%</td>
<td>-2.2%</td>
<td>-9.2%</td>
<td>-16.1%</td>
<td>-22.1%</td>
<td>-21.8%</td>
<td>-7.8%</td>
</tr>
<tr>
<td>% difference</td>
<td>-20.9%</td>
<td>1.1%</td>
<td>0.2%</td>
<td>0.9%</td>
<td>1.1%</td>
<td>1.4%</td>
<td>-5.9%</td>
<td>-1.2%</td>
<td>1.4%</td>
<td>2.6%</td>
<td>12.9%</td>
<td>1.5%</td>
</tr>
<tr>
<td>YAPAR</td>
<td>-5.0%</td>
<td>7.8%</td>
<td>28.2%</td>
<td>40.3%</td>
<td>36.8%</td>
<td>18.8%</td>
<td>1.9%</td>
<td>-10.9%</td>
<td>-31.7%</td>
<td>-51.3%</td>
<td>-35.2%</td>
<td>-17.3%</td>
</tr>
<tr>
<td>O</td>
<td>0.8%</td>
<td>11.6%</td>
<td>30.8%</td>
<td>10.4%</td>
<td>4.7%</td>
<td>-0.4%</td>
<td>-3.6%</td>
<td>-6.8%</td>
<td>-10.1%</td>
<td>-13.1%</td>
<td>-9.6%</td>
<td>-4.1%</td>
</tr>
<tr>
<td>N</td>
<td>-1.5%</td>
<td>-0.7%</td>
<td>-0.5%</td>
<td>31.5%</td>
<td>33.3%</td>
<td>20.7%</td>
<td>-10.2%</td>
<td>-11.5%</td>
<td>-12.6%</td>
<td>-12.3%</td>
<td>-6.9%</td>
<td>-2.3%</td>
</tr>
<tr>
<td>D</td>
<td>-2.8%</td>
<td>-1.5%</td>
<td>-1.0%</td>
<td>-0.8%</td>
<td>-0.6%</td>
<td>-0.5%</td>
<td>16.8%</td>
<td>8.0%</td>
<td>-8.9%</td>
<td>-29.3%</td>
<td>-16.1%</td>
<td>-6.3%</td>
</tr>
<tr>
<td>J</td>
<td>-2.8%</td>
<td>-1.6%</td>
<td>-1.1%</td>
<td>-0.8%</td>
<td>-0.6%</td>
<td>-0.6%</td>
<td>-0.6%</td>
<td>-0.4%</td>
<td>-0.2%</td>
<td>2.5%</td>
<td>-4.3%</td>
<td>-3.1%</td>
</tr>
<tr>
<td>sum of 3-month</td>
<td>-6.2%</td>
<td>7.8%</td>
<td>28.2%</td>
<td>40.4%</td>
<td>36.7%</td>
<td>19.2%</td>
<td>2.4%</td>
<td>-10.7%</td>
<td>-31.8%</td>
<td>-52.2%</td>
<td>-36.8%</td>
<td>-15.8%</td>
</tr>
<tr>
<td>% difference</td>
<td>22.9%</td>
<td>-0.1%</td>
<td>0.2%</td>
<td>0.0%</td>
<td>-0.3%</td>
<td>1.9%</td>
<td>25.4%</td>
<td>-2.1%</td>
<td>0.6%</td>
<td>1.7%</td>
<td>4.0%</td>
<td>-8.6%</td>
</tr>
<tr>
<td>ARROW</td>
<td>0.2%</td>
<td>9.6%</td>
<td>11.4%</td>
<td>12.2%</td>
<td>16.0%</td>
<td>24.3%</td>
<td>22.9%</td>
<td>14.3%</td>
<td>-0.8%</td>
<td>-24.7%</td>
<td>-21.8%</td>
<td>-9.0%</td>
</tr>
<tr>
<td>O</td>
<td>4.9%</td>
<td>12.6%</td>
<td>14.0%</td>
<td>12.2%</td>
<td>10.4%</td>
<td>4.2%</td>
<td>0.2%</td>
<td>-1.1%</td>
<td>-2.5%</td>
<td>-3.4%</td>
<td>-1.9%</td>
<td>-0.7%</td>
</tr>
<tr>
<td>N</td>
<td>-0.2%</td>
<td>-0.1%</td>
<td>-0.1%</td>
<td>2.3%</td>
<td>7.7%</td>
<td>21.3%</td>
<td>4.1%</td>
<td>-0.9%</td>
<td>-1.3%</td>
<td>-1.3%</td>
<td>-0.8%</td>
<td>-0.3%</td>
</tr>
<tr>
<td>D</td>
<td>-2.4%</td>
<td>-1.4%</td>
<td>-1.2%</td>
<td>-1.1%</td>
<td>-0.9%</td>
<td>-0.5%</td>
<td>18.9%</td>
<td>16.5%</td>
<td>3.2%</td>
<td>-21.5%</td>
<td>-13.3%</td>
<td>-5.0%</td>
</tr>
<tr>
<td>J</td>
<td>-2.2%</td>
<td>-1.5%</td>
<td>-1.4%</td>
<td>-1.3%</td>
<td>-1.2%</td>
<td>-0.7%</td>
<td>-0.3%</td>
<td>-0.1%</td>
<td>-0.2%</td>
<td>1.4%</td>
<td>-6.1%</td>
<td>-3.2%</td>
</tr>
<tr>
<td>sum of 3-month</td>
<td>0.1%</td>
<td>9.5%</td>
<td>11.4%</td>
<td>12.1%</td>
<td>16.0%</td>
<td>24.3%</td>
<td>22.9%</td>
<td>14.4%</td>
<td>-0.7%</td>
<td>-24.8%</td>
<td>-22.1%</td>
<td>-9.2%</td>
</tr>
<tr>
<td>% difference</td>
<td>-33.7%</td>
<td>-0.3%</td>
<td>-0.3%</td>
<td>-0.4%</td>
<td>-0.3%</td>
<td>0.3%</td>
<td>0.1%</td>
<td>0.6%</td>
<td>-6.4%</td>
<td>0.2%</td>
<td>1.1%</td>
<td>1.6%</td>
</tr>
<tr>
<td>ICEHA</td>
<td>-4.0%</td>
<td>1.9%</td>
<td>11.8%</td>
<td>19.2%</td>
<td>22.5%</td>
<td>14.6%</td>
<td>3.6%</td>
<td>-6.3%</td>
<td>-20.5%</td>
<td>-30.2%</td>
<td>-10.9%</td>
<td>-5.2%</td>
</tr>
<tr>
<td>O</td>
<td>-0.2%</td>
<td>4.8%</td>
<td>14.2%</td>
<td>10.7%</td>
<td>7.1%</td>
<td>2.3%</td>
<td>-1.9%</td>
<td>-3.8%</td>
<td>-5.4%</td>
<td>-5.8%</td>
<td>-1.6%</td>
<td>-0.6%</td>
</tr>
<tr>
<td>N</td>
<td>-0.5%</td>
<td>-0.3%</td>
<td>-0.3%</td>
<td>10.1%</td>
<td>16.7%</td>
<td>13.7%</td>
<td>-1.8%</td>
<td>-6.0%</td>
<td>-6.4%</td>
<td>-5.0%</td>
<td>-1.5%</td>
<td>-0.7%</td>
</tr>
<tr>
<td>D</td>
<td>-1.5%</td>
<td>-1.1%</td>
<td>-0.8%</td>
<td>-0.6%</td>
<td>-0.5%</td>
<td>-0.4%</td>
<td>8.3%</td>
<td>4.3%</td>
<td>-8.5%</td>
<td>-20.0%</td>
<td>-5.7%</td>
<td>-2.2%</td>
</tr>
<tr>
<td>J</td>
<td>-1.8%</td>
<td>-1.6%</td>
<td>-1.3%</td>
<td>-1.0%</td>
<td>-0.9%</td>
<td>-0.8%</td>
<td>-0.8%</td>
<td>-0.6%</td>
<td>-0.3%</td>
<td>0.0%</td>
<td>-2.3%</td>
<td>-1.7%</td>
</tr>
<tr>
<td>sum of 3-month</td>
<td>-4.0%</td>
<td>1.9%</td>
<td>11.8%</td>
<td>19.2%</td>
<td>22.4%</td>
<td>14.7%</td>
<td>3.7%</td>
<td>-6.2%</td>
<td>-20.6%</td>
<td>-30.7%</td>
<td>-11.1%</td>
<td>-5.2%</td>
</tr>
<tr>
<td>% difference</td>
<td>0.7%</td>
<td>-0.4%</td>
<td>0.0%</td>
<td>-0.2%</td>
<td>-0.3%</td>
<td>0.9%</td>
<td>4.3%</td>
<td>-1.3%</td>
<td>0.4%</td>
<td>1.9%</td>
<td>1.5%</td>
<td>0.7%</td>
</tr>
<tr>
<td>DALLE</td>
<td>-3.4%</td>
<td>4.0%</td>
<td>12.1%</td>
<td>17.6%</td>
<td>19.2%</td>
<td>13.3%</td>
<td>6.5%</td>
<td>0.6%</td>
<td>-9.6%</td>
<td>-26.9%</td>
<td>-18.9%</td>
<td>-7.3%</td>
</tr>
<tr>
<td>O</td>
<td>0.9%</td>
<td>6.9%</td>
<td>14.4%</td>
<td>9.7%</td>
<td>6.0%</td>
<td>1.5%</td>
<td>-1.6%</td>
<td>-3.0%</td>
<td>-3.9%</td>
<td>-4.8%</td>
<td>-2.4%</td>
<td>-0.8%</td>
</tr>
<tr>
<td>N</td>
<td>-0.4%</td>
<td>-0.3%</td>
<td>-0.3%</td>
<td>9.6%</td>
<td>14.6%</td>
<td>12.9%</td>
<td>-0.4%</td>
<td>-4.8%</td>
<td>-4.3%</td>
<td>-3.4%</td>
<td>-1.6%</td>
<td>-0.6%</td>
</tr>
<tr>
<td>D</td>
<td>-1.9%</td>
<td>-1.1%</td>
<td>-0.9%</td>
<td>-0.7%</td>
<td>-0.6%</td>
<td>-0.4%</td>
<td>9.2%</td>
<td>9.0%</td>
<td>-1.2%</td>
<td>-19.7%</td>
<td>-11.1%</td>
<td>-3.5%</td>
</tr>
<tr>
<td>J</td>
<td>-2.0%</td>
<td>-1.4%</td>
<td>-1.2%</td>
<td>-1.0%</td>
<td>-0.8%</td>
<td>-0.7%</td>
<td>-0.6%</td>
<td>-0.4%</td>
<td>-0.3%</td>
<td>0.9%</td>
<td>-4.1%</td>
<td>-2.5%</td>
</tr>
<tr>
<td>sum of 3-month</td>
<td>-3.5%</td>
<td>4.0%</td>
<td>12.1%</td>
<td>17.6%</td>
<td>19.2%</td>
<td>13.3%</td>
<td>6.7%</td>
<td>0.7%</td>
<td>-9.6%</td>
<td>-27.1%</td>
<td>-19.2%</td>
<td>-7.4%</td>
</tr>
<tr>
<td>% difference</td>
<td>2.2%</td>
<td>-0.4%</td>
<td>-0.1%</td>
<td>0.0%</td>
<td>0.2%</td>
<td>0.5%</td>
<td>2.6%</td>
<td>15.8%</td>
<td>0.3%</td>
<td>0.7%</td>
<td>2.0%</td>
<td>0.6%</td>
</tr>
</tbody>
</table>
Both precipitation elasticity ($\varepsilon$) and temperature sensitivity ($S$) values are influenced by the timing of snow accumulation and melt and monthly streamflow magnitudes.

Fig. 4.7 shows seasonal $\varepsilon$ and $S$ values calculated as a percent difference relative to the VIC control flows in the month designated by the x-axis. For this reason, values sum vertically, but not horizontally. Values across the top row, “ALL”, are calculated from simulations where the change is applied in each month of the year, where for instance OND indicates that the change is only applied in October-December, and so on.

In general, we see that superposition holds, meaning changes should be additive, i.e., the four 3-month changes should equal the ALL column, however for reasons discussed below, this is not always the case. The Y column is the annual change, which is the total difference throughout the year divided by the annual streamflow (note: values do not add horizontally as they are percentages for individual months, i.e., denominators differ).

These bubble diagrams show how changes applied in one season are reflected in other seasons. Precipitation responses (Fig. 4.7, middle panels) for four of the basins (all except WILPO) are similar because precipitation changes applied in OND, JFM, and AMJ all affect streamflow response throughout the summer. This reflects the nature of large tributaries in the Columbia River basin - all are snowmelt dominant (see historical

### Table 4.1c: Seasonal temperature sensitivities ($S$) with a 3°C increment

| period 3°C change applied | O   | N   | D   | J   | F   | M   | A   | M   | J   | J   | A   | S   |
|---------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| ALL                       | -3.1% | 5.2% | 25.6% | 47.7% | 35.2% | 10.6% | -8.1% | -18.2% | -24.0% | -25.2% | -18.2% | -9.2% |
| OND                       | 0.1%  | 8.0%  | 28.2%  | 8.9%    | 3.9%    | 0.1%    | -2.5%    | -5.6%  | -9.2%  | -12.2%  | -8.2%    | -3.5%    |
| JFM                       | -1.3% | -0.7% | -0.5% | 42.7% | 38.1% | 17.2% | -10.4% | -13.3% | -14.2% | -13.8% | -7.9% | -3.2% |
| AMJ                       | -2.0% | -1.1% | -0.8% | -0.6% | -0.5% | -0.4% | 18.9% | 3.8%    | -12.0% | -19.3% | -11.7% | -5.4% |
| JAS                       | -2.1% | -1.4% | -1.0% | -0.7% | -0.5% | -0.5% | -0.5% | -0.4% | -0.2% | 1.8%    | -5.2% | -3.9% |
| sum of 3-month            | -5.3% | 4.7% | 25.8% | 50.2% | 41.1% | 16.4% | 5.5% | -15.5% | -35.6% | -43.6% | -33.0% | -16.1% |
| % difference              | 70.6% | -10.2% | 1.0% | 5.3% | 16.5% | 54.3% | -168.2% | -14.8% | 48.1% | 72.8% | 81.6% | 74.8% |
hydrographs on Fig. 4.9), illustrating, as mentioned earlier, how seasonal precipitation responses are linked to seasonal temperature. It is only smaller basins, more on the west side of the Cascades, that are more rain-dominate, and for which seasonal ε values would have more phasing. WILPO, which has a greater peak from rain in the fall and winter than from snowmelt in the spring, is an example of responses that coincide more directly with the timing of precipitation changes.

The bubble diagrams for S (Fig. 4.7, right panels) show how streamflow responses to temperature warming vary by basin. The larger blue (increases) and red (decreases) bubbles highlight basins that are most sensitive to change (e.g., YAPAR) and the time of year when sensitivities transition from increases to decreases. These patterns provide insights as to how the basin will be affected by warming. For example, the greatest signature of temperature increases in WILPO will be decreases in summer streamflows (as contrasted with a relatively small effect on winter streamflow) as indicated by larger red bubbles. YAPAR, ARROW, and ICEHA are all currently snow dominated, but YAPAR is more vulnerable to temperature increases in JFM than the other basins and will experience a greater change in seasonality as temperatures increase. ARROW and ICEHA are more affected by AMJ warming (see AMJ row relative to others) as higher elevations (hence lower temperatures) provide a buffer such that these basins are relatively insensitive to winter warming. DALLE reflects the combined basin response, but effectively weighted by the areas that contribute the most runoff, hence it is most similar to the high-elevation headwater tributaries.

4.4.3.1. Linearity of seasonal responses
We test the linearity of seasonal responses by varying the increment of annually applied change used to calculate $\varepsilon$ and $S$ values in the YAPAR (Table 4.2, Fig. 4.8). If functions are linear, the $\varepsilon$ and $S$ values should be the same (all values are presented consistently as per % of P or per °C). For $\varepsilon$ values, we applied increments of -20%, -10%, 0.1%, 10%, and 20%. Across these increments, linearity is present in the winter and spring, but in the summer and fall seasonal responses are nonlinear (the largest range in seasonal $\varepsilon$ values is in August). For $S$ values, we applied increments of 0.1, 3, and 6 °C. Again, there are times of year that respond similar regardless of the increment (e.g., October and November), but there are considerable changes, especially in the summer. The large differences in the summer correspond to the time of year when streamflow is historically low, and relatively small changes in magnitude from previous seasons can have a large effect on $\varepsilon$ and $S$ values.

TABLE 4.2 Seasonal linearity of $\varepsilon$ and $S$

<table>
<thead>
<tr>
<th>Seasonal precipitation elasticities ($\varepsilon$, % change streamflow per % change precipitation)</th>
<th>O</th>
<th>N</th>
<th>D</th>
<th>J</th>
<th>F</th>
<th>M</th>
<th>A</th>
<th>M</th>
<th>J</th>
<th>A</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>-20%</td>
<td>1.54</td>
<td>1.58</td>
<td>1.43</td>
<td>1.25</td>
<td>1.28</td>
<td>1.36</td>
<td>1.47</td>
<td>1.46</td>
<td>1.62</td>
<td>1.96</td>
<td>1.60</td>
</tr>
<tr>
<td>-10%</td>
<td>1.62</td>
<td>1.65</td>
<td>1.47</td>
<td>1.26</td>
<td>1.31</td>
<td>1.38</td>
<td>1.50</td>
<td>1.47</td>
<td>1.62</td>
<td>2.08</td>
<td>1.73</td>
</tr>
<tr>
<td>1%</td>
<td>1.72</td>
<td>1.73</td>
<td>1.49</td>
<td>1.29</td>
<td>1.30</td>
<td>1.42</td>
<td>1.52</td>
<td>1.44</td>
<td>1.61</td>
<td>2.22</td>
<td>2.00</td>
</tr>
<tr>
<td>10%</td>
<td>1.81</td>
<td>1.79</td>
<td>1.52</td>
<td>1.31</td>
<td>1.31</td>
<td>1.44</td>
<td>1.53</td>
<td>1.44</td>
<td>1.61</td>
<td>2.25</td>
<td>2.21</td>
</tr>
<tr>
<td>20%</td>
<td>1.91</td>
<td>1.86</td>
<td>1.55</td>
<td>1.33</td>
<td>1.31</td>
<td>1.45</td>
<td>1.54</td>
<td>1.43</td>
<td>1.62</td>
<td>2.30</td>
<td>2.40</td>
</tr>
<tr>
<td>range</td>
<td>0.36</td>
<td>0.28</td>
<td>0.12</td>
<td>0.07</td>
<td>0.03</td>
<td>0.10</td>
<td>0.06</td>
<td>0.04</td>
<td>0.01</td>
<td>0.33</td>
<td>0.72</td>
</tr>
</tbody>
</table>

| Seasonal temperature sensitivities ($S$) |
|---|---|---|---|---|---|---|---|---|---|---|---|
| increment of change (°C) | O | N | D | J | F | M | A | M | J | A | S |
| 0.1 | -5% | 8% | 28% | 40% | 37% | 19% | 2% | -11% | -32% | -51% | -35% | -17% |
| 3 | -3% | 5% | 26% | 48% | 35% | 11% | -8% | -18% | -24% | -25% | -18% | -9% |
| 6 | -2% | 3% | 17% | 35% | 21% | 3% | -9% | -13% | -14% | -14% | -10% | -6% |
| range | 3% | 5% | 11% | 13% | 16% | 16% | 10% | 7% | 17% | 37% | 25% | 12% |
4.4.3.2. Superposition of seasonal responses

For P changes, superposition generally applies; seasonal ε are close to additive (Table 4.1a). Values of ε for each of the four 3-month periods (OND, JFM, AMJ, JAS) calculated with a 1% P change in those seasons, when added together are close to ε values calculated from a 1% P change applied annually (ALL). This is the case for all five tributaries with sums that are less than ±0.5% for all but two months (YAPAR in September (-4.4%) and ICEHA in August (-0.6%), which correspond to low flow months.
were small changes result in larger percentages). This indicates that if the precipitation changes are applied in each season and the responses are summed, the results are about the same as applying the changes uniformly throughout the year.

For T changes, superposition is less straightforward. Seasonal sensitivities generally are additive in their annual response, but are less additive in their monthly response (Table 4.1b), especially for large temperature increments. For example, in the YAPAR, when 0.1 °C applied year round is compared with 0.1°C applied in four seasons and added together, the annually applied 0.1°C has a annual response in streamflow change that is nearly identical, only 0.006% per °C (0.23%) higher than the four seasons added together (-2.575% vs. -2.581%-% per °C). The monthly responses range from being 1.6% per °C higher in August and 1.5% per °C lower in September. Generally, temperature changes at the tangent (0.1°C) adhere to principles of superposition. In contrast, we also tested these changes with a T increment of 3 °C (a value that captures the secant of the function and is a change projected by many GCMs in the latter part of the 21st century) in YAPAR. With a 3 °C increment, annual response in streamflow change is only 0.38% per °C higher than the four seasons added together (-2.2% vs. -2.6%), but the monthly responses range from being 18.4% per °C higher in July (-25.2% vs. -43.6%) and 13.6% per °C lower in April (-8.1% vs. +5.5%) (Table 4.1c); and carryover effects become greater if changes are applied in individual months instead of 3-month intervals. These differences can be attributed to the influence of snowpack and that temperature increases, if applied in individual seasons and then added together, can essentially melt the snow faster (melting the same snow twice), resulting in higher springtime and lower summertime flows when sensitivities across simulations are added
together. This highlights the importance of selecting change increments that approximate the tangent of the change function when superposition will be applied (as in section 4.4.4). The YAPAR has the largest seasonal shift of the five locations evaluated, and thus is most sensitive to these temperature effects.

4.4.4. Application to climate change projections

An obvious application of the methods outlined above is to use the seasonal ε and S values as transfer functions to convert seasonal changes in precipitation (P) and temperature (T) from GCMs into future projections of seasonal hydrographs. Although the method is approximate, and only provides estimates of how mean seasonal discharge will change (and not, for instance, changes in variability) it has the advantage of being much less time consuming than full-simulation approaches. We illustrate here how the seasonal sensitivity-based approach compares with the full-simulation approach of Hamlet et al. 2010.

Seasonal-sensitivity based hydrographs were calculated by applying P and T changes for each 3-month period starting at the beginning of the water year, although any sequence of months will give the same result as long as interaction terms among the 3-month periods are captured. Specifically, we first incorporated P changes by multiplying the percent change in future P in OND (calculated from GCM P output) by the 12 OND monthly responses (the OND row in the bubble diagram) and applied this change to the historical streamflow values. Then, we incorporated T change in OND by similarly multiplying the future T change (from GCM T output) by the OND monthly responses and applied this change to the modified historical streamflow generated in the earlier step. These same
adjustments were then applied to the other 3-month periods of JFM, AMJ, and JAS using a similar sequencing with each additional change applied to the modified historical streamflow generated in the previous step. We tested the sensitivity of our results to the sequencing above in YAPAR (Table 4.3), as this basin has the greatest seasonal sensitivity to warming of the five basins. We find that sequencing is most important to T changes, if P is not sequenced, but applied either at the beginning or end, results change only slightly. If future seasonal T and P changes were applied to the matrix without sequencing, annual responses are closest to full-simulation results, but the seasonal-sensitivity based hydrographs significantly overestimate reductions in summertime flows compared to full-simulation hydrographs; flows become negative at YAPAR in July for some scenarios in 2040 and all scenarios in 2080 (Table 4.3). The sequencing reduces summertime declines by applying the change fractions to values that have already been reduced according to temperature impacts in previous seasons. It is, however, possible to project negative streamflow values nonetheless as these changes are being applied in a linear manner when, in reality, sensitivities are nonlinear (as demonstrated in section 4.4.3.1). For example, if there is a 4°C temperature increase in AMJ when July’s sensitivity is -29% per °C, the percent decline will be over 100%. As such, this method works best for small changes (e.g. more typically ~30 years into the future rather than 100) and for basins were sensitivities are modest, hence nonlinearities in the sensitivities are small.

Fig. 4.9 and Table 4.3 show results for the YAPAR for three future time periods. The percent annual differences vary a fair amount between methods, but generally, the sensitivity-based method reproduces the change in seasonality quite well, providing
similar information about both the average seasonal response (average of the 10 GCMs) and ensemble range, even as climate change becomes more pronounced in 2080, although notably this method captures the near term changes best and these are also what matter most to management. The ensembles (gray lines) of the seasonal-sensitivity approach are smoother, which would be expected as they are based on changes applied to long-term averages. For summertime streamflow, the seasonal-sensitivity approach captures the

TABLE 4.3 YAPAR Future scenarios, differences from historical streamflow

<table>
<thead>
<tr>
<th></th>
<th>% difference in annual magnitudes</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2020</td>
<td>2040</td>
<td>2080</td>
<td></td>
</tr>
<tr>
<td><em>Full-simulation (Hamlet et al)</em></td>
<td>3% (-11 to 15%)</td>
<td>5% (-15 to 22%)</td>
<td>6% (-12 to 31%)</td>
<td></td>
</tr>
<tr>
<td>P and T sequencing (Fig 8 &amp; 9)</td>
<td>1% (-17 to 21%)</td>
<td>7% (-6 to 28%)</td>
<td>17% (-14 to 48%)</td>
<td></td>
</tr>
<tr>
<td>No sequencing</td>
<td>0% (-17 to 18%)</td>
<td>3% (-9 to 21%)</td>
<td>6% (-20 to 27%)</td>
<td></td>
</tr>
<tr>
<td>P applied then T sequencing</td>
<td>1% (-17 to 21%)</td>
<td>6% (-6 to 27%)</td>
<td>17% (-14 to 49%)</td>
<td></td>
</tr>
<tr>
<td>T sequencing then P applied</td>
<td>1% (-18 to 22%)</td>
<td>7% (-6 to 29%)</td>
<td>17% (-15 to 49%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>% increases in winter (Nov-Apr)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2020</td>
<td>2040</td>
<td>2080</td>
<td></td>
</tr>
<tr>
<td><em>Full-simulation (Hamlet et al)</em></td>
<td>30% (5 to 53%)</td>
<td>50% (28 to 87%)</td>
<td>72% (39 to 127%)</td>
<td></td>
</tr>
<tr>
<td>P and T sequencing (Fig 8 &amp; 9)</td>
<td>24% (-1 to 60%)</td>
<td>47% (27 to 87%)</td>
<td>88% (39 to 154%)</td>
<td></td>
</tr>
<tr>
<td>No sequencing</td>
<td>24% (-1 to 61%)</td>
<td>48% (27 to 90%)</td>
<td>92% (39 to 164%)</td>
<td></td>
</tr>
<tr>
<td>P applied then T sequencing</td>
<td>24% (-1 to 61%)</td>
<td>46% (26 to 88%)</td>
<td>88% (36 to 158%)</td>
<td></td>
</tr>
<tr>
<td>T sequencing then P applied</td>
<td>23% (1 to 54%)</td>
<td>44% (28 to 75%)</td>
<td>80% (44 to 125%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>% decrease in peak flow (May)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2020</td>
<td>2040</td>
<td>2080</td>
<td></td>
</tr>
<tr>
<td><em>Full-simulation (Hamlet et al)</em></td>
<td>-13% (-21 to 2%)</td>
<td>-25% (-55 to 1%)</td>
<td>-51% (-79 to -1%)</td>
<td></td>
</tr>
<tr>
<td>P and T sequencing (Fig 8 &amp; 9)</td>
<td>-10% (-22 to 0%)</td>
<td>-16% (-28 to 4%)</td>
<td>-36% (-69 to -1%)</td>
<td></td>
</tr>
<tr>
<td>No sequencing</td>
<td>-8% (-21 to 1%)</td>
<td>-13% (-22 to 5%)</td>
<td>-30% (-54 to 4%)</td>
<td></td>
</tr>
<tr>
<td>P applied then T sequencing</td>
<td>-9% (-21 to 0%)</td>
<td>-16% (-26 to 4%)</td>
<td>-36% (-65 to -0%)</td>
<td></td>
</tr>
<tr>
<td>T sequencing then P applied</td>
<td>-9% (-22 to 0%)</td>
<td>-14% (-27 to 5%)</td>
<td>-32% (-63 to 2%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>% decrease in low flow (July)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2020</td>
<td>2040</td>
<td>2080</td>
<td></td>
</tr>
<tr>
<td><em>Full-simulation (Hamlet et al)</em></td>
<td>-45% (-63 to -30%)</td>
<td>-63% (-86 to -43%)</td>
<td>-84% (-94 to -68%)</td>
<td></td>
</tr>
<tr>
<td>P and T sequencing (Fig 8 &amp; 9)</td>
<td>-50% (-74 to -29%)</td>
<td>-70% (-97 to -35%)</td>
<td>-98% (-119 to -72%)</td>
<td></td>
</tr>
<tr>
<td>No sequencing</td>
<td>-58% (-84 to -31%)</td>
<td>-98% (-148 to -46%)</td>
<td>-194% (-319 to -128%)</td>
<td></td>
</tr>
<tr>
<td>P applied then T sequencing</td>
<td>-49% (-69 to -28%)</td>
<td>-69% (-94 to -35%)</td>
<td>-96% (-113 to -75%)</td>
<td></td>
</tr>
<tr>
<td>T sequencing then P applied</td>
<td>-46% (-76 to -16%)</td>
<td>-59% (-102 to -17%)</td>
<td>-71% (-126 to -23%)</td>
<td></td>
</tr>
</tbody>
</table>

*Averages and ranges are from 10 GCMs for A1B emissions scenario as simulated by Hamlet et al. 2010.*
nature of the changes, although one should interpret with caution the actual magnitudes for reasons mentioned earlier, especially when temperature increases are large.

We compare results between these two methods across five selected locations (Fig. 4.10), which represent a spectrum from rain-dominant and snow-dominant basins. We present results from 2040 as it tests the method more than 2020, but is not as extreme as 2080, which is of less interest to water managers. Results show that across the spectrum, the seasonal-sensitivity approach captures the nature of seasonal changes, both in the average and range of seasonal responses. The greatest difference between these

---

**FIG 4.9** Yakima River basin at Parker (YAPAR) seasonal average streamflow projections for the 2020s, 2040s, and 2080s for the A1B emissions scenario. The left panels are results from Hamlet et al. (2010), which use the full simulation approach, whereas the middle panels are generated using the hydrologic-sensitivity method. The right panels compare averages of the 10 GCMs using both methods. “Diff” is the percent annual values differ from historical streamflow for both simulation methods.
two methods is the rate at which streamflow declines between June to September; this relates to the non-linearity in the seasonal response, which is greater in the summer (as highlighted in Table 4.2 and Fig. 4.8). Additionally, the sensitivity-based approach is most vulnerable to error when S values are large and negative, which also occurs in the summer (especially in July). In all cases, but especially in locations with the coldest temperatures (i.e., ARROW), the seasonal-sensitivity streamflow declines faster than that of the full-simulation approach. In the bubble figure for the ARROW, this is seen as the contrast between the positive S in June to the large negative S in July - with continuous change, as in the full-simulation, this transition is less abrupt. Overall, summertime flows with the seasonal sensitivity approach are lower (a more conservative estimate) than the full-simulation approach.

In general, these results support a straightforward approach to estimate how future changes in monthly P and T from GCMs translate to changes in seasonal streamflows. The approach uses only two matrixes (one for ε and one for S) of 48 values each as transfer functions to reproduce seasonal changes created from detailed model simulations. This simplified approach provides plausible seasonal hydrographs, but has important limitations. It focuses on seasonal shifts, not changes in total magnitude. For management concerns in the PNW, total magnitude is less critical; if, however, annual magnitude is more important, the alternate sensitivity-based technique that emphasizes adjustments designed to capture annual responses (Vano and Lettenmaier 2013) is more appropriate. These matrixes are specific to the baseline temperature and current land cover - if these change the sensitivities will likely also change. This is less a problem in the near-term, and would also not be reflected in most full simulation approaches as well.
An updated matrix requires five model runs, which is still considerably less computing than an update to the full-simulation estimations. The approach is based on a linear approximation to seasonal precipitation elasticities and temperature sensitivities, which in

FIG 4.10 Seasonal average streamflow projections for the 2040s for A1B emissions scenario. “Diff” is the percent annual values differ from historical streamflow for both simulation methods.
fact are nonlinear. This results in general over-estimates of streamflow changes especially in summer, and exaggeration of the transition from cool to warm season.

4.5. Conclusions

The Pacific Northwest (PNW) will experience climate change in a variety of ways depending on the specific location, season, and magnitude of T and P change. To better define how the region - and its local watersheds - will respond to future change, we map the sensitivities of runoff to P and T changes both spatially and temporally. We use concepts of hydrologic sensitivities to (a) quantify watershed classifications that help define local hydrologic changes within a regional climate change context and (b) develop a methodology where sensitivities serve as a transfer function that can be used to quickly convert average seasonal T and P changes into an estimate of future hydrographs for local watersheds.

Through application of the hydrologic sensitivity approach to the PNW we found:

- For watersheds that receive some of their winter precipitation as snow (i.e., snow-dorminate and transitional watersheds), warming applied in the warm season typically reduces streamflow throughout the year while warming in the cool season increases winter flows and decreases summer flows. Therefore cool season warming results in more change in the seasonality of flows, but generally reduces annual flows by a smaller magnitude than warming that occurs only in the warm season.

- The net change from cool season warming results in both increases (20% of the domain) and decreases (80% of the domain) in annual runoff depending on the
location, where increases occur in the high elevation regions in primarily snow-dominate watersheds, but runoff increases are easily overwhelmed by decreases when averaged over larger areas or temperature increases are applied throughout the year.

When applying hydrologic sensitivities to future change, we found:

• The ability to construct hydrographs from seasonal hydrologic sensitivities depends on how well hydrologic sensitivities adhere to principles of linearity and superposition. As such, the seasonal-sensitivity method works best for modest changes (e.g., ~30 years into the future rather than 100, which is also the time management agencies care most about) and for basins were sensitivities are modest, hence nonlinearities in the sensitivities are small.

• Seasonal precipitation changes (and their seasonal $\varepsilon$ values calculated using a increment of 1%) are largely independent of each other (e.g., the runoff response from precipitation increases in JFM and AMJ generally have minimal interaction), adhering to principles of superposition.

• Seasonal temperature changes (and their seasonal $S$ values calculated using a 0.1 °C) also appear to be additive, although less so than for precipitation. We found that three-month seasonal $T$ changes and a 0.1°C increment resulted in largely independent responses. If the increment of change is larger (i.e., 3°C), it captures the secant instead of the tangent and results in values where superposition is not appropriate (melts snow that would be melted by temperature increases in other months, thus when the response from different seasons are added together, the same snow is melted twice).
• Future temperature changes should be added so interactions between months are accounted for (each three-month period should be added incrementally). For instance, first applying OND seasonal S values, then JFM, AMJ, and finally JAS results in an estimated future hydrograph that more closely replicates future hydrographs generated using the full-simulation approach. Conversely, the sequence in which precipitation changes are applied has little effect on the estimated future hydrograph.

• The sensitivity-based method compares well with the full-simulation approach for purposes of capturing the nature of changes in seasonality, even in the 2080s. There are, however, seasons and locations where change functions are more non-linear; and caution should still be exercised in interpreting the magnitude of flows, especially in the summer and when future temperature increases are large.

Acknowledgements

The authors thank Bart Nijssen, David Pierce, Tapash Das, and Daniel Cayan for their insights that led to this work and Marketa Elsner and Se-Yeun Lee for their assistance in model setup. Data from future simulations for this study was provided by the Columbia Basin Climate Change Scenarios Project, University of Washington, http://www.hydro.washington.edu/2860/. Support for this work was provided by the Climate Impacts Research Consortium (CIRC) and the NOAA Regional Integrated Scientific Assessment (RISA) program.
References


Jeton, A.E., Dettinger, M.D., and J.L. Smith, 1996: Potential effects of climate change on streamflow, eastern and western slopes of the Sierra Nevada, California and


V. CONCLUSIONS

My research has aimed to better understand how climate and climate change influences hydrologic processes and has explored ways that this improved understanding can be useful to water management decision-making. I have done so by exploring the four questions introduced in Chapter I, specifically: (1) How sensitive is runoff to changes in precipitation, temperature, and to combined changes in both precipitation and temperature? (2) How do hydrologic sensitivities vary spatially across the western United States? (3) How can runoff sensitivities to precipitation and temperature changes be defined on a seasonal basis? (4) How can hydrologic sensitivities be used to construct future streamflow projections for use in water management applications?

To address these questions, I applied hydrologic models in both the Colorado River basin and the extended Columbia River basin (Pacific Northwest hydrologic region). These two regions provided diverse hydrologic conditions, where the coefficient of variation (standard deviation/mean) of annual streamflow volume is relatively high (0.37) in the Colorado River, and relatively low (0.18) in the Columbia River (McMahon 1982), and equally diverse management concerns, where the total storage relative to annual inflow ratio ranges from about 0.3 in the Columbia River to over four in the Colorado River. As such, these two regions served as useful test beds to examine the spectrum of hydrologic sensitivities and their applications in the western United States, as explored in the dissertation’s three core chapters (Chapters II, III, and IV).

Chapter II provides a foundation for applying hydrologic sensitivities through model simulations in the Colorado River basin, a semi-arid system with relatively large
basin-average precipitation elasticities ($\varepsilon$) and temperature sensitivities ($S$). As such, model performance (the ability of the models to capture naturalized streamflow) was particularly challenging and comparisons between five commonly used land surface models [Catchment, Community Land Model (CLM), Noah, Sacramento Soil Moisture Accounting model (Sac), and the Variable Infiltration Capacity (VIC) model] revealed a range of responses. These investigations showed model-simulated annual $\varepsilon$ at Lees Ferry ranged considerably from two to six and $S$ ranged from declines of 2% to as much as 9% per °C. Spatially, $\varepsilon$ and $S$ were more consistent among models in the headwater regions that produce most of the Colorado basin’s runoff, which tended to mask larger differences in locations within the basin that produced less runoff. Values of $\varepsilon$ and $S$ changed with reference conditions, indicating the nonlinearity of these sensitivities, with $\varepsilon$ values being especially vulnerable to low flow biases. Superposition of precipitation and temperature changes largely held with respect to annual runoff; i.e., the combined effect of precipitation and temperature changes are essentially equivalent to the sum of the contributions computed separately.

Chapter III applied the results of Chapter II to develop a method that uses hydrologic sensitivities, in combination with global climate model projections of precipitation and temperature changes, to approximate cumulative distribution functions of future long-term (e.g., 30-year) average annual streamflow change in the Colorado River basin. In the development and testing of the method, I used the VIC hydrologic model, which has been widely used in other climate change studies that could be leveraged for comparison, although the method is also applicable to other models. Generally, the method produced plausible estimates of future annual average streamflow
change, mostly within about ±15% of those estimated from the more common, computationally intensive full-simulation approach, which forces the hydrologic model with downscaled future climate scenarios. It is, most effective in the near term, where assumptions of linearity and superposition are most appropriate. This is, advantageously, also the time periods that matter most to water managers.

Chapter IV applied concepts from Chapters II and III to the hydroclimatically diverse Pacific Northwest, which has watersheds with hydrology similar to the Colorado River basin, but also locations that receive considerably more precipitation and have much lower interannual variability. Again, I used the VIC model for this analysis to facilitate comparisons with previous studies (but other models could also be used). This provided the opportunity to investigate ε and S over a range of hydrologic behaviors and test how responses varied according to the season in which changes were applied. For example, I found that 64% of watersheds were more sensitive to warm season warming than cool season warming in terms of annual discharge. Concepts of sensitivities, mapped for watersheds throughout the PNW, could also be used to detect watersheds most sensitive to shifts in the seasonality of streamflow, which corroborated earlier studies that used the ratio of peak snow water equivalent (SWE) to October-March precipitation (Elsner et al. 2010; Hamlet et al. 2010; see Chapter IV for references).

Within Chapter IV, I also used seasonal sensitivities to develop – with consideration for concepts of linearity and superposition – basin-specific transfer functions, essentially two 4x12 matrixes, to estimate future changes in long-term mean seasonal hydrographs. I showed that this approach captures the basin-specific hydrologic characteristics and provides viable first-order estimates of the likely range in long-term (e.g., 30-year)
annual streamflow changes without performing detailed model simulations. When compared to five major Columbia River tributaries (drainage areas order $10^4$ – $10^5$ km$^2$), the sensitivity-based estimation approach compared well with the more computationally intensive full-simulation approach.

Both Chapters III and IV address the fourth question of applying hydrologic sensitivities to estimate future streamflow changes. While the two approaches outlined in these chapters are similar in concept, it is notable that they are not intended to be applied in a one-size-fits-all manner. The goal was to develop techniques that are straightforward (easy to understand and implement), location appropriate (account for basin-specific hydrology), and designed to address basin-specific management concerns (annual vs. seasonal streamflows). More specifically, in the Colorado River basin, understanding the annual response of streamflow change is most important to management concerns. Therefore, the sensitivity-based approach designed for the Colorado River basin estimated annual streamflow changes (the hydrologic sensitivities were only of annual responses, meaning a single value for each applied change, as opposed to twelve values for monthly responses). Also, because $\varepsilon$ and $S$ values were large, varying annual $\varepsilon$ and $S$ values as a function of temperature and precipitation change (i.e., accounting for nonlinearities) was important. This implies that annual changes require estimating seven additional model simulations (Table 3.2), which help capture nonlinear responses to temperature and precipitation changes. Alternatively, in the Columbia River basin, understanding how climate change will affect the seasonal response of streamflow change is of greatest interest to management, and generally annual $\varepsilon$ and $S$ are small relative to those in the Colorado River basin (thus the Columbia River basin is less
vulnerable to varying annual $\varepsilon$ and $S$ values as a function of temperature and precipitation change). Therefore, the seasonal-sensitivity approach estimated *monthly* streamflow change (the hydrologic sensitivities were of monthly responses, reported as a 4x12 matrix). For these monthly responses to be additive (i.e., adhere to superposition) the change increments should be small. In other words, in the seasonal-sensitivity approach in the Columbia River basin, the superposition of seasonal values was more important than capturing the nonlinearities of the larger temperature and precipitation changes.

Overall, hydrologic sensitivities in both the Colorado and extended Columbia River basin can provide valuable information to both researchers and water managers. They can be used to compare the performance of hydrologic models, particularly how models capture changes in temperature and precipitation relative to each other and, ideally, relative to observations. Maps of $\varepsilon$ and $S$ values can identify locations more (or less) sensitive to future change and where there is greater uncertainty, which can be used as a tool to help determine locations for future research or *in situ* observations. In the near term, which is also of greatest interest to water managers, sensitivity-based estimation methods work well and can be easily applied to newly released climate information to assess underlying drivers of change and to bound, at least approximately, the range of future streamflow uncertainties for water resource planners. These methods will be particularly useful as climate change simulations for the fifth Assessment Report of the IPCC are becoming available, generating interest in understanding how these new climate projections translate to future streamflow in the western United States.