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Transparent conductive oxides like indium tin oxide (ITO) are common substrates for 

optoelectronic devices, including organic light emitting diodes and organic solar cells. Tailoring 

the interface between the oxide and the active layer by adjusting the work function or wettability 

of the oxide can improve the performance of these devices in both emissive and photovoltaic 

applications. Molecular design of self-assembled monolayers (SAMs) allows for a range of 

surface properties using the same oxide material. The molecular ordering and conformation 

adopted by the SAMs determine properties such as work function and wettability at these critical 

interfaces. I use angle-dependent near edge x-ray absorption fine structure (NEXAFS) 

spectroscopy, to determine the molecular orientations of a variety of dipolar phosphonic acid 

surface modifiers. For a model system, phenylphosphonic acid on indium zinc oxide, the SAMs 

prove to be surprisingly well-oriented, with the phenyl ring adopting a well-defined tilt angle of 

12-16° from the surface normal. The NEXAFS results agree with polarization modulation 

infrared reflection absorption spectroscopy (PM-IRRAS) results and orientations calculated from 

density functional theory (DFT).  These results not only provide a detailed picture of the 
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molecular structure of a technologically important class of SAMs, but they also resolve a long-

standing ambiguity regarding the vibrational-mode assignments for phosphonic acids on oxide 

surfaces, thus improving the utility of PM-IRRAS for future studies. 

The effect of fluorination on the orientation of these phosponic-acid SAMs is non-trivial, due to 

the combined effects of the fluorination on binding mode and steric packing. The latter effects 

are found to be more dominant in aliphatic SAMs, leading to a more upright orientation in the 

fluorinated SAM. In the aromatic case, the fluorinated SAM adopted a less upright orientation 

which I attribute to changes in binding mode.  

The relationship between structure and performance in active layer polymers for organic 

electronics is not yet well understood. To gain insight into the effect of the excited state 

electronic structure on device performance, we examine two similar donor-acceptor polymers: 

PCPDTBT and PCDTBT, which produce devices with internal quantum efficiency (IQE) of 70% 

and 100% respectively. We use time-dependent density functional theory (TD-DFT) in 

combination with near edge x-ray absorption fine structure (NEXAFS) and resonant Auger 

spectroscopy to predict the electronic structure of the lowest unoccupied molecular orbital 

(LUMO). The resonant Auger results are found to be independent of film morphology and likely 

dominated by monomer structure. We show that the degree of LUMO localization onto the 

benzothiadiazole acceptor group in each polymer is similar, indicating that that the differences in 

IQE between these two polymers are driven by larger-scale morphology and not explained by the 

electronic structure of the excited state. 
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Chapter 1: Introduction 

 

1.1 Statement of purpose 

 

I was drawn to David Ginger’s group due to my interests in sustainability and renewable 

energy. Throughout my time here, I have had the opportunity to work on materials related to 

organic solar cells (OSCs): a promising, low-cost solution for renewable energy.  

The first goal of this dissertation is to address these issues related to charge extraction and 

energetic alignment of the electrodes. The electronic properties of the organic/electrode interface 

are crucial to achieving good charge extraction and the energy level alignments. The requirement 

for transparent and conductive electrodes limits the choice of materials, but this limitation can be 

circumvented using surface modifiers. I will explore the modification of ITO surfaces with 

phosphonic acid (PA) self-assembled monolayers (SAMs) with regards to the orientation that the 

molecules adopt on the ITO surface using near-edge x-ray absorption spectroscopy (NEXAFS) 

and discuss the impact of molecular orientation on achieving the desired surface properties such 

as work-function. 

 The second goal of this research is to examine the electronic structure of the excited state in 

the active layer of organic solar cell devices. Understanding the femtosecond details of exciton 

formation and charge extraction is critical to designing better active layer materials, but these 

details are still poorly understood. Using resonant Auger spectroscopy, I am able to probe the 

electronic structure of the excited state and compare with density functional theory (DFT) 

calculations.  
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1.2 Organic solar cells 

 

Organic electronics are a subject of ongoing research for thin-film device applications. The 

primary benefit of using an organic material as an active layer are the low-cost solution 

processing and printing methods and the ease of chemically manipulating the material 

properties.
1, 2

 The ubiquity and variety of plastics in our daily life is a demonstration of their 

cheap, easy production and their versatility. Currently, organic thin film transistors are used in 

flat-panel displays, radio frequency identification tags and sensing applications.
2-5

 Organic light-

emitting diodes(OLEDs) have seen commercial application in the form of active-matrix organic 

light-emitting diode (AMOLED) displays.
5-7

 Organic solar cells (OSC) are a promising 

technology which has not yet achieved commercial viability. Using organic active-layer 

materials for power generation is currently limited by their low power generation efficiency and 

long-term stability issues.
1, 8

 Current research is focused on achieving the landmarks of 10% 

power conversion efficiency outside of the lab and 10 year operational lifetime in real-world 

conditions to make devices suitable for commercial application.
9
 

The power conversion efficiency for state-of-the art organic solar cells as of the time of this 

writing is about 7-9%, with the record devices achieving 11-12%.
9-11

 These state-of-the-art cells 

use a blend of donor and acceptor materials in a bulk-heterojunction geometry. A typical 

acceptor would be a fullerene such as [6,6]-phenyl C71-butyric acid methyl ester (PC71BM)  

while a typical donor could be a low-bandgap semiconducting polymer  such as poly[[4,8-bis[(2-

ethylhexyl)oxy]benzo[1,2-b:4,5-b']dithiophene-2,6-diyl][3-fluoro-2-[(2-

ethylhexyl)carbonyl]thieno[3,4-b]thiophenediyl]] (PTB7).
11

 Figure 1.1 shows the geometry of a 

bulk-heterojunction solar cell and Figure 1.2 shows the various active layer materials referred to 
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in this dissertation. Power conversion efficiency is related to several factors, including how well 

the absorption of the active layer overlaps with the solar spectrum, the open circuit voltage and 

short-circuit current of the device, and the so-called fill-factor: a ratio of the peak power to the 

product of open-circuit voltage and short circuit current. These parameters are related to how 

well the device converts an absorbed photon to an extracted electron, a measure known as the 

internal quantum efficiency (IQE).  

 

Unlike inorganic semiconductors, the primary photoexcitation of conjugated polymer 

semiconductors at room temperature are bound electron and hole pairs called excitons.
1, 9, 12

 

These excitons diffuse randomly for a few nanometers before they recombine but can undergo 

charge separation at the boundary between a donor material and an acceptor material.
13

 The 

portion of the active layer within the exciton diffusion length of the donor-acceptor boundary is 

  

Figure 1.1. A cartoon of a bulk-heterojunction organic solar cell.  
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the usable volume of the active layer; only photons absorbed in the usable volume can lead to 

free charges. The bulk-heterojunction geometry has a much greater usable volume as compared 

to a bilayer device, and therefore a much improved operating efficiency.
9
 The thickness of bulk-

heterojunctions remains a compromise between maximizing absorption, achieving exciton 

dissociation and maximizing charge extraction. 

Most OSC active layers are deposited in solution and solvent, deposition conditions and post-

processing steps (such as annealing) can lead to large variations in nanoscale morphology. 

Morphological properties, such as the size and type of polymer and fullerene phases present as 

well as the degree of phase segregation can impact charge carrier mobility and recombination 

rates, which in turn affect fill factor and photocurrent.
9, 14-17

  For example, in P3HT-PC61BM 

devices, a highly aggregated fullerene phase, and a high degree of phase segregation were found 

to improve photocurrent dramatically, helping these blends to achieve 5% power conversion 

efficiency.
9
   

The alignment of energy levels of the active layer materials and electrodes is also critical to 

achieving efficient devices. Open circuit voltage of an OSC is limited by the energy difference 

between the HOMO of the donor and the LUMO of the acceptor. The open-circuit voltage can be 

lower than this ideal due to charge extraction barriers at the contacts. Furthermore, the donor and 

acceptor domains of the heterojunction are not necessarily in contact with only the appropriate 

charge-extracting electrode. The presence of both domains at the electrodes leads to the potential 

for recombination losses at the electrodes. As a result, electrodes must have carefully chosen 

workfunctions and surface chemistry to achieve charge carrier selectivity, efficient charge 

extraction and good open-circuit voltage.
18, 19
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P3HT    PC61BM 

 

PTB7    MDMO-PPV 

  

PCPDTBT    PC71BM  

 

Figure 1.2. Examples of active layer materials for organic solar cells.  
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1.3 Interface modification 

 

The interface between the active layer and the electrodes is critical for efficient organic 

electronics. The work function of the contacts partly determines the built-in voltage in an OSC; 

the built-in voltage provides the driving force for charge extraction.
20, 21

 The work-function and 

surface chemistry also impact the efficiency of charge transport across the interface, the quality 

of the electrical contact and active-layer morphology.
15, 17, 22

  

The most basic goal of interface design is to achieve charge carrier selectivity. In the bulk 

heterojunction geometry, both the donor and the acceptor are in contact with each electrode. The 

use of charge selective layers reduces recombination losses at the contacts and improves fill 

factor, short circuit current and power conversion efficiency.
23

 Achieving charge selectivity 

depends on a rough alignment with the valence band of the donor (hole-selective) or the 

conduction band of the acceptor (electron-selective). PEDOT:PSS coated ITO is commonly used 

as a transparent hole-extracting contact
24, 25

 while LiF coated metals form an electron-extracting 

contact.
26

  Using ITO modified with self-assembled monolayers (SAMs)  in place of 

PEDOT:PSS can lead to LED devices with higher operating efficiencies and longer operating 

lifetimes.
25

 Other groups have used so-called inverted devices, with transparent electron selective 

contacts such as ZnO
27, 28

  or ITO modified with a thin insulating polymer layer to achieve a low 

workfunction.
29
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OPA   F13OPA   PPA    F3PPA  

       

   BnPA  oF2BnPA pFBnPA  p(CF3)BnPA 

 

   

   F5BnPA mF2BnPA  (m,p)-F3BnPA 

Figure 1.3. Examples of PA SAM molecules.   
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Fine-tuning of the electrode work function is used to maximize built-in voltage and 

maximize the extraction of charge carriers. In the Schottky–Mott limit, the vacuum level of the 

active layer and electrode align, and the charge injection barrier is given by the difference 

between electrode work function and the orbital energy level of the appropriate charge carrier.
30, 

31
 In this limit, adjusting the work function of the contact yields an equal change in the built-in 

voltage of the device.
18, 30

 A perfectly aligned, or ohmic, contact eliminates the injection barrier 

and maximizes charge extraction at the interface. Electroabsorption experiments on OLEDs 

revealed that the built-in voltage changed linearly with  anode work-function as the ITO anode 

was modified with dipolar PA SAMs.
18

 However, the change in built-in voltage was less than 

expected, indicating deviation from the Schottky-Mott limit. The most likely explanation is 

presence of an interfacial density of states, leading to a vacuum level offset as has been observed 

in other organic/metal interfaces.
30, 31

 Nevertheless, tuning of the electrode work functions is 

known  to improve charge injection into OLEDs
25, 32, 33

 and impact charge extraction and built-in 

voltages in OSCs 
2, 18, 23, 34

 

ITO is ubiquitous in thin film electronics due to its excellent transparency and conductivity.  

However, the work function of ITO varies between 4.4-5.0 eV based on preparation
21, 25

 and may 

not be ideally matched to the molecular orbitals of the HOMO of the donor (or LUMO of the 

acceptor in the case of inverted devices). Fluorinated SAMs are widely used as interface 

modifiers in organic electronic devices
2, 18, 32, 35, 36

 as fluorination is a convenient means of 

altering both the and the surface energy of the SAM. Fluorinated PA SAMs on plasma-cleaned 

ITO (4.28 eV) can adjust the work function from 4.17 eV to 5.3 eV.
18, 37, 38

 PA SAMs in 

particular have been used on transparent conductive oxides
21, 22, 39

 they are stable and can be 

patterned using micro-contact printing.
32

  Figure 1.3 shows some PA SAMs used in this research 
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which lead to a variety of work function modifications and surface energies. Surface energy 

modifications can lead to improved adhesion/wettability of the active layers
22

 or induce changes 

in blend phase separation and morphology.
15, 16

 Other modification techniques include thiol and 

carboxylic acid based SAMs,
23, 40, 41

 and thin insulating polymer layers.
29

    

 

The mechanism for work function modification by a PA SAM arises from a surface dipole 

leading to a vacuum level offset.
22, 42, 43

 Figure 1.4 shows an energy level diagram depicting a 

metal-semiconductor interface with SAM modification. The contribution of SAM molecules 

with molecular dipole moment µmol  to the total work-function change ΔΦm is given by Equation 

1.1: e denotes the fundamental charge; ε, the dielectric constant;  ε0, the vacuum permittivity; n, 

the coverage density;  and α, the angle between the dipole moment and the surface normal. The 

bond dipole, BD, defined as the variation in electrostatic potential energy across the chemical 

bond between the oxide surface and the SAM adds to the work function shift, as does the effect 

of the chemical binding on the surface density of states.
44, 45

 In order to predict the work function 

of the PA SAM modified oxide surface, one must examine molecular dipole, orientation, surface 

coverage and binding model.
46, 47

  

The relative surface coverage of the different SAMs can be determined using x-ray 

photoelectron spectroscopy (XPS) and DFT calculations can be used to provide insight into 

molecular dipole moment and details of the binding geometry. My work is focused on 

determining the orientation of these monolayers using NEXAFS. Using the measured 










0

)cos(mol
m

ne
     [1.1] 
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orientations, along with DFT, XPS and other techniques, one can gain insight into the molecular 

details of the SAM and how best to design SAMs so as to achieve the desired surface 

modification.  

 

 

Figure 1.4. Depiction of a semiconductor-metal interface with a vacuum level shift due to 

a dipolar SAM. Adapted from Ref. 44.  

 

E
f
=Fermi Energy 

φ
M

=Work function 

φ
Bn

=Electron injection 

barrier 

φ
Bp

=Hole injection 

barrier 

EA=Electron Affinity 

IE=Ionization Energy 
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Figure 1.5. Example dependence of NEXAFS spectra on the relative orientation of 

polarization vector and transition dipole moments.  
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Figure 1.6 Depiction of our experimental setup on beamline 8-2 at SSRL.(top) Photograph of the 

end station of beamline 8-2.(Bottom) 

  



13 
 

1.4 NEXAFS 

 

Near edge x-ray absorption fine structure (NEXAFS) is a form of x-ray spectroscopy which 

uses monochromatic x-rays from a synchrotron. The technique is used to examine fine-structure 

arising near atomic absorption edges, especially K-edges of low-Z atoms. Every feature in a 

single NEXAFS spectrum corresponds to an unoccupied molecular orbital involving the selected 

atomic species. NEXAFS has the ability to resolve changes in the chemical environment, and 

pick out specific bonds. As a result, NEXAFS makes an excellent fingerprinting technique for 

organic molecules.
48

 In some cases, examining the spectra as a function of incident angle of the 

radiation, the orientation of specific bonds or even the entire molecule can be determined.
49-51

 

The features in the NEXAFS region occur at lower energies than the extended x-ray absorption 

fine structure (EXAFS) regime. The latter contains information on molecular bond lengths and 

ordering.  

The fundamental process involved in NEXAFS is the absorption of an x-ray photon exciting 

a core electron to an unoccupied molecular orbital. Based the character of the final orbital, each 

such transition has a particular transition dipole moment. The strength of the absorption depends 

on the component of the polarization vector of the incoming x-rays parallel to the transition 

dipole moment. If the system probed is well-ordered, the NEXAFS spectra will exhibit a strong 

dependence on the incident angle of the x-rays. This angle dependence can, in principle, be 

observed for each peak in the NEXAFS spectrum. When a feature in the NEXAFS spectrum can 

be associated with an anti-bonding orbital of known character associated with a particular 

chemical bond, the orientation of this bond can be determined. This is shown in Figure 1.5 for a 

σ* orbital (transition dipole moment along bond axis) and a π* orbital (transition dipole moment 
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perpendicular to bond axis. In some cases, this provides enough information to determine the 

orientation of an entire molecule.
51

 In chapters 2 and 3, I discuss how to apply these ideas to 

particular molecules.  

Our NEXAFS data is collected on beamline 8-2 at Stanford Synchrotron Radiation 

Lightsource (SSRL).
52

 Details on the experimental setup (Figure 1.6) are provided in the 

experimental section in chapter 2. Our data is collected in two primary modes: Auger electron 

yield (AEY) and total electron yield (TEY). Both methods count electrons that are liberated from 

the surface, rather than fluorescence. The absorption of an x-ray photon yields a core-hole which 

typically (in low-Z atoms) decays through an Auger process.  The Auger process is a multi-

electron non-radiative decay process, resulting in a filled core-hole and an emitted electron with 

a known kinetic energy.  AEY data collection uses a cylindrical mirror analyzer (CMA) to pick 

out electrons of the appropriate kinetic energy. TEY data collection measures the current from 

the ground to the sample, thus counting the total number of electrons liberated from the surface. 

The depth sensitivity in AEY is limited by the electron mean free path, leading to a more surface 

sensitive collection mode as compared to TEY. For x-rays exciting near the C k-edge these 

sensitivities are about 1 nm and 10 nm respectively. In both data collection methods, a 

background arises from low-binding energy photoemission features. In the commonly studies 

systems, these contributions are typically from the substrate.
51

 AEY data has a background made 

up of a convolution of the photoemission features with the monochromator energy as discussed 

in chapter 2. TEY, by contrast, has a smooth background as discussed in chapter 3. In both cases, 

we normalize the data by the intensity of the x-ray beam using the TEY signal from an Au-grid 

as discussed in chapter 2.   
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NEXAFS is commonly used to study organics, especially the orientation of molecules 

chemisorbed onto surfaces.
16, 48, 51, 53

 One commonly studied system is the orientation of thiols 

and derivatives on noble metals.
54

 Other than a study on the orientation of aliphatic PA SAMs as 

a function on chain length,
55

 PA SAMs on transparent conductive oxides remained largely 

unexplored until this work.  

1.5 Generation of free charge carriers in polymer films 

 

Before charges can be extracted, some mechanism must exist to convert light to a free 

electron and hole. As discussed previously, the absorption of a photon leads to bound, neutral 

excitonic states rather than a free electron in the conduction band and a free hole in the valence 

band. Some losses occur due to recombination, reducing the photocurrent and operating 

efficiency. In order to produce efficient OSCs, exciton diffusion to the boundary between donor 

and acceptor materials must out-compete exciton decay processes. The electronic structure and 

exciton dynamics of the polymer are as relevant as the morphological issues discussed in 

section 1.2. Understanding the charge dynamics and nature of the excited state in the 

femtoseconds following charge absorption is critical to understanding why some polymers make 

more efficient solar cells than others.  

The generation of photocurrent begins with absorption of a photon with energy near the 

band-gap. The absorption spectrum of the active layer is a critical component to design of OSC 

materials, as a spectrum similar to the solar spectrum will yield more power conversion 

efficiency. Incoming photons with energies below the band gap will not be absorbed while the 

absorption of a photon into a higher vibronic state potentially leads to a hot exciton that 

thermalizes and loses energy.
9, 56

  Polymers usually have a strong vibronic coupling, so that the 
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absorption spectra can be expressed as a sum of peaks known as a Frank-Condon progression.
57

 

Each peak corresponds to a transition to a particular vibrational state, designated i-f where i is 

the initial vibrational state and f is the final vibrational state. 0 is the designation for the 

vibrational ground state. The ratio of the 0-0 peak to the 0-1 peak depends on the formation of J 

and H-aggregates in the polymer and contains structure and morphological information.
57, 58

 J-

aggregation and H-aggregation in polymers can lead to shifts in the absorption to longer and 

shorter wavelengths respectively. 

The time between photon absorption and the extraction of free charges in P3HT/PCBM 

devices is about 100 ns-1 µs.
59

 Time-resolved optical spectroscopy has been used to determine 

the timescales for numerous processes in P3HT/PCBM, which is considered the fruit fly of OSC 

research. The lifetime of the exciton is estimated at 300-500 ps.
60

 The vibrational reorganization 

time, also known as the polaron formation time, is believed to be on the order of 10 ps.
60

 

However, none of these studies reached fast-enough time scales to probe exciton formation, 

which is now believed to occur within femtoseconds of photon absorption.    

The femtosecond details of exciton formation and charge separation in OSCs are a subject of 

ongoing debate. Previous research on the exciton formation and charge separation processes in 

bulk-heterojunction OSCs include time resolved spectroscopies such as, photo-induced 

absorption
61

, Raman pump-probe
12

and time-resolved terahertz spectroscopy
62

. Recent studies 

report that a photon absorbed in a P3HT/PCBM blend creates electrons and holes which are 

highly delocalized within the first 40 fs after absorption.
62

 In this model, the electron and hole 

undergo dynamic localization within about 100 fs and undergo exciton formation in 

approximately 1 ps.
60, 62, 63

 These processes may compete with dissociation of hot excitons on the 

sub 100fs time scale.
56

 Other groups have reported charge transfer to a fullerene to occur on 
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timescales faster than 1 ps in P3HT/PCBM
61

, to as fast as 45 fs in MDMO-PPV/PCBM,
12

 but 

these charges may not necessarily be free.
62

 Collini et al. found coherent charge migration along 

an MEH-PPV chain in solution to be ~20fs.
64

 In PCPDTBT, mobile charge carriers are 

reportedly created within the first 200 fs, along with charge transfer states.
65

  

The sub-50 fs dynamics of electrons in conjugated polymers are still poorly understood, but 

can be explored using resonant spectroscopies and the core-hole clock method. These techniques 

do not rely on pump-probe methods and can reveal details of processing at fs timescales.  

Besides the time scales involved in these 

processes, the delocalization of the excited 

state is of great importance. Resonant 

spectroscopies can also examine the electronic 

structure of the active layer and how these 

relate to the IQE of the device. If highly-

delocalized carriers are formed within 

femtoseconds of photon absorption, then some 

free charges should escape the device before 

exciton formation, boosting the IQE and 

photocurrent. I use this idea to explore why 

PCDTBT, a state of the art polymer, is able to 

achieve nearly 100% IQE while a polymer 

with a similar bandgap, PCPDTBT, does not.
66 

 

Figure 1.7. Depiction of the resonant electron 

spectroscopy data.  
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1.6 Resonant spectroscopies 

 

Resonant photoemission spectroscopy (RPES) and resonant Auger spectroscopy provide 

a synchrotron-based alternative to time-resolved optical spectroscopies in studying charge 

dynamics in the femtosecond and sub-femtosecond regimes. These techniques reveal details of 

the structure of occupied and excited state orbitals. In these resonant experiments, I record the 

photoemission spectra as we tune the incoming photon energy across an atomic absorption edge 

and the associated resonances (Figure 1.7).  RPES and resonant Auger are an extension of 

NEXAFS and both possess chemical and site specificity.
51

 
67

 When the photon energy is tuned to 

a resonant excitation, valence band photoemission as well as participator and spectator 

autoionization channels contribute to the spectrum of emitted electrons. Figure 1.8 demonstrates 

the available decay channels. RPES is typically the name given to the technique when the focus 

is on the photoemission and participator pathways. In the participator decay path, the 

photoexcited electron participates in a two-electron non-radiative auto-ionization process. The 

participator decay is energetically degenerate with photoemission features and has a Raman-like 

dispersion (constant binding energy).
68

 The presence of the participator feature indicates spatial 

overlap between the wavefunctions of the excited state, the degenerate valence state and the 

core-hole. The branching ratio between photoemission and participator features can also be used 

in a variation of the core-hole clock method discussed later in order to examine femtosecond 

charge dynamics. 

Resonant Auger spectroscopy is usually focused on the Auger and spectator pathways. In 

contrast to participator decay, spectator autoionization occurs with the photoexcited electron 
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remaining in the resonance. The resulting screening of the core hole results in a shift of the 

Auger emission features to a higher kinetic energy. In the absence of the Auger-resonant Raman 

effect, this spectator feature demonstrates a constant kinetic energy as the photon energy is tuned 

across a single resonance and exhibits a similar shape as the non-resonant Auger emission.
67

 The 

Auger-resonant Raman effect is a photon-in, electron-out scattering process with no intermediate 

states. This effect is present when the bandwidth of the excitation is small compared to the width 

of the resonance and results in one-to-one changes to the kinetic energy of the spectator emission 

as the photon energy is detuned across a resonance.
67

 

 

 

Figure 1.8. Decay pathways for different types of x-ray excitations. Some pathways emit 

electrons at constant kinetic energy (KE), while others have constant binding energy (BE). 

Green represents the photoexcited electron and purple arrows represent Auger processes.  
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If excited electrons can delocalize away from the core hole in times comparable to that of 

core-hole decay, then the resonant spectra will have a component identical to the non-resonant 

Auger emission which occurs for photon energies past the atomic absorption edge.
68

 The 

branching ratio between these two paths can be used to measure the time scale of this 

delocalization process relative to the time scale of the core hole decay (5-6 fs). Using the core-

hole clock method, I measure the time constant of the charge transfer, τct= τch*(Io/Ict). Here, τch is 

the lifetime of the core hole and Ict, and Io are the intensities of Auger emissions that occur with 

or without charge transfer respectively.
69, 70

 
71

 The core-hole clock method provides for sub-

femtosecond resolution of dynamics, provided the charge transfer occurs on a comparable time 

scale as the core hole decay. Typically, this technique can resolve dynamics on the ~1-100 fs 

timescales. A rigorous discussion of the technique can be found in the literature.
67, 68, 72

 

Applications of the core-hole clock method to organic systems, especially in the areas of 

intramolecular charge transfer and organic-organic and organic-metal interfaces are present in 

the literature.
68, 72-77

 Applications of this technique to thick (100nm) polymer films are less 

common.
78, 79

 In P3HT and other polymer films, both the core-hole and the electronic states 

involved in Auger emission are strongly localized on a single monomer.
79, 80

 One difficulty arises 

due to the presence of multiple charge transfer pathways, as shown in Figure 1.9. In polymer 

films, both through-space and through-bond charge transfer may be present. Through-bond 

mechanisms include delocalization of a charge carrier across a group of coupled monomers, 

referred to as a chromophore.
64

 Through-space transport can occur as hopping from one 

chromophore to another either through a defect in the polymer backbone or across the pi-

stacking distance. Some studies have shown tunneling across the pi-stacking distance between 

polymer chains to be the dominant charge transport process, but monomer-monomer charge 
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transport may be relevant given the highly local nature of the core hole and the states responsible 

for Auger emission.
44, 76, 79, 80

 These charge transport processes may be dependent on the 

morphological properties of the film including pi-stacking distance and conjugation length. More 

troublingly for applications of the core-hole clock method to polymers is the assumption that 

charge transfer occurs to a final state which has little to no overlap with the initial state. In most 

core-hole clock experiments the use of a large metallic substrate satisfies this condition. In a 

polymer film, by contrast, the final state may not necessarily be free of overlap with the initial 

state, which may render the core-hole clock methodology inapplicable.  

 

When the core hole clock method is not applicable, one can still gain information from 

examining the spectator shift of the resonant Auger spectra. The spectator shift provides a 

qualitative measure of overlap between the core hole and the excited state orbital. By tuning our 

 

Figure 1.9. Possible charge transfer paths in a polymer film (P3HT).  
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x-ray energy to excite core electrons to the LUMO, I can probe the degree of localization of that 

LUMO orbital. Gallet et al. has previously performed resonant Auger spectroscopy of a 

polystyrene derivative and used the spectator shift to examine orbital delocalization and 

electronic structure.
79 

1.7 Structure of this dissertation 

 

In chapter 2, I combine angle-dependent NEXAFS with polarization modulation infrared 

reflection absorption spectroscopy (PM-IRRAS) performed by my collaborators. I determine the 

molecular orientations of a model phenylphosphonic acid on indium zinc oxide, and correlate the 

resulting values with DFT calculations performed by my collaborators.  I find phenylphosphonic 

acid to be well-oriented, with the phenyl ring adopting a tilt angle of 12-16° from the surface 

normal. Quantitative agreement between the two experimental techniques and single-molecule 

DFT calculations indicates that orientations are determined primarily by molecule-substrate 

interaction.  

In chapter 3, I utilize angle-dependent NEXAFS to determine the molecular orientations of 

octylphosphonic acid, phenylphosphonic acid and fluorinated derivatives on ITO. I correlate the 

molecular orientations derived from these studies with predictions from DFT calculations 

performed by my collaborators. I examine quantitatively the effect of surface roughness on the 

measured orientations. I observe that fluorination of octylphosphonic acid SAMs results in more 

an upright orientation, possibly due to intermolecular forces and increased steric bulk. In 

contrast, fluorination of phenylphosphonic acid SAMs leads to a less upright orientation which to 

changes in binding mode. I further compare PA SAMS deposited on both ITO and indium zinc 

oxide (IZO) using various commonly used techniques including hot and room temperature 
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soaking and micro-contact printing. I find no significant difference between the deposition 

methods for orientation, and attribute substrate differences to surface roughness. Lastly, I present 

a survey of the orientations of 12 benzylphosphonic acid (BnPA) derivatives which provide a 

wide range of work-function modification. Most of the BnPA molecules exhibit a large degree of 

disorder.  

In chapter 4, I examine two polymers: PCDTBT and PCPDTBT using resonant Auger 

spectroscopy. OSCs made using PCDTBT demonstrate an IQE of nearly 100%
66

 while devices 

made with PCPDTBT are about 30 percentage points less efficient.
81

 I use DFT and resonant 

Auger spectroscopy to measure the overlap of the excited state orbitals with the nitrogen atoms 

on the benzothiadiazole unit. I observe good agreement between DFT calculations and the 

spectator shifts measured with resonant Auger spectroscopy, but reveal no significant differences 

between the two polymers.  
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Chapter 2: Orientation of Phenylphosphonic Acid Self-Assembled Monolayers 

on a Transparent Conductive Oxide: A Combined NEXAFS, PM-IRRAS and 

DFT Study 

 

Adapted from: Gliboff, M.; Sang, L.; Knesting, K. M.; Schalnat, M. C.; Mudalige, A.; Ratcliff, 

E. L.; Li, H.; Sigdel, A. K.; Giordano, A. J.; Berry, J. J.; Nordlund, D.; Seidler, G. T.; Brédas, J.-

L.; Marder, S. R.; Pemberton, J. E.; Ginger, D. S. Langmuir 2013, 29, 2166-2174. ©Copyright 

American Chemical Society 2013 

I am responsible for all NEXAFS data, analysis and comparison with other techniques and 

the writing of this manuscript. 

 

2.1 Introduction 

 

Self-assembled monolayers (SAMs) have been used to improve the performance of 

electronic devices including organic light-emitting diodes (OLEDs),
1-3

 organic field-effect 

transistors (OFETs)
4
 and organic photovoltaics (OPVs).

5,6
 SAMs can improve 

adhesion/wettability of the active layers,
7 

control blend phase separation and morphology
8,9,10

 

and are useful for tuning work functions and interfacial barrier heights.
1,2,3,11,12

 Phosphonic acids  

in particular are known to form robust monolayers that increase interfacial compatibility between 

a transparent conductive oxide and the organic device layer in optoelectronic devices.
7,13,14

  

While the properties of SAMs such as thiols on coinage metals
14

 are well-studied, the molecular 

level details of technologically relevant SAMs such as aromatic phosphonic acids on transparent 

conductive oxides are comparatively poorly understood. Data such as the molecular tilt of an 

aromatic phosphonic acid with respect to the surface are virtually unknown. 

Nevertheless, these details are critical to the design and performance of SAM-modified 

interfaces in thin film electronics. Phosphonic acid binding mode, orientation, and surface 

coverage can affect the contact angle and work function of modified oxide surfaces.
11,16

 The 
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work-function modification can be described as the combination of three effects:
17

 (i) the 

electrostatic potential step (bond dipole) created at the very interface between the oxide surface 

and the SAM because of the chemical binding; (ii) the possible relaxation of the surface 

geometry upon binding; and (iii) the electrostatic potential step across the molecular SAM. At 

the most basic level,
1,10,12,18,19

 the magnitude of the latter term, , is given by:  

 

Here, mol is the molecular dipole moment, θ is the angle the dipole moment makes with the 

surface normal,  is the dielectric constant, n is coverage density, e is the charge of an electron 

and 0 is the vacuum permittivity.
20

 However, while quantum-chemical calculations can provide 

the first two terms as well as mol, the other parameters needed to calculate , notably n and θ, 

are best determined experimentally. Even so, with one exception of an insulating alkane 

phosphonic acid,
21

 the tilt angles of most phosphonic acid SAMs have not, to our knowledge, 

been measured directly. 

In this paper, we present a unique and systematic study of the molecular tilt angle of a model 

phosphonic acid on a transparent conductive oxide that combines both near edge x-ray 

absorption fine structure (NEXAFS) spectroscopy and polarization modulation infrared 

reflection absorption spectroscopy (PM-IRRAS). Cross-correlation of NEXAFS and PM-IRRAS 

measurements is important for several reasons. Notably, we can both validate the procedures for 

angle-dependent background subtraction in the NEXAFS data for this class of materials, and we 






0

mol )cos(ne
      [2.1] 
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can confirm the IR vibrational mode assignments of the PM-IRRAS data. Comparison to density 

functional theory (DFT) calculations further strengthens our results.  

We chose phenylphosphonic acid (PPA) as our model SAM because it is the simplest 

representative of a class of SAMs that are known to improve optoelectronic device performance. 

We selected indium zinc oxide (IZO) for its optical transparency in the infrared region, its ability 

to form conformal films on a reflective Au substrate (as described below, both attributes are 

requirements for PM-IRRAS experiments), and its recent utilization in optoelectronic 

devices.
22,23

 We determine the orientation of the phenyl ring using both NEXAFS and PM-

IRRAS, and correlate the resulting values with DFT. After correctly assigning the IR vibrational 

modes observed in PM-IRRAS, we achieve quantitative agreement in the molecular orientation 

between the two experimental methods, as well as remarkably good agreement with the

theoretical predictions. 
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2.2 NEXAFS 

 We first consider the molecular orientation as determined by NEXAFS. Figure 2.1a shows 

NEXAFS AEY spectra obtained at SSRL for PPA on IZO substrates for different incident x-ray 

angles, , from 20 to 90 (normal incidence). We assign the prominent peaks at 285.5 and 288.8 

eV to transitions from the C1s to the π* antibonding orbital of the phenyl ring, and to features of 

the C-H bonds, respectively. Other notable features include transitions from the 1s to the C-C * 

 

Figure 2.1. a) NEXAFS AEY spectra of PPA on IZO at various incident angles from 20-90°, 

the angular dependence of the C=C π* feature is highlighted. b) The angular dependence of 

the peak area under the C=C π* feature. Superposed are the model fits (Eq 2.2) for α = 0-90° 

in steps of 10° (dashed blue lines) as well as the best fit of the model to our data (solid black). 

The red dashed line represents the orientation given by the PM-IRRAS results discussed 

below. The data shown have been corrected for the angle-dependent IZO background, and 

processed as described in the methodolgy section 6.5. 

a b 
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antibonding orbitals at 290-310 eV. All assignments are in good agreement with their expected 

positions.
24
 The transition dipole moment for the C1s to π* anti-bonding orbital of the C=C 

bonds in an aromatic molecule is normal to the ring structure, and thus provides a convenient 

peak for determining the orientation of the molecular axis. The strong angular dependence of the 

C1s to C=C π* shows that the molecules adopt a preferred orientation relative to the surface. The 

angle that the transition dipole moment makes with the surface normal, , can be determined 

quantitatively by analyzing the NEXAFS peak areas, Iv (), taken for different incident x-ray 

angles,  (see eq 2.2).
24
 We assume no preferred direction in the plane of the monolayer and thus 

average the data over azimuthal orientation.  

Figure 2.1b shows the integrated peak area for the C1s to C=C π* peak at 285.5 eV, along 

with sample curves showing the expected angular dependence for  = 0° to 90° in 10° steps for 

reference. The black solid line in Figure 2.1b is the best fit to the data, yielding an orientation of 

the phenyl ring normal of  = 77 ± 5° from the surface normal; from geometric considerations, 

this gives a tilt angle of the phenyl plane of 13 ± 5° from the surface normal, indicating that the 

phenylphosphonic acid is standing nearly vertically off the IZO surface. 

As noted in section 6.5 of the methodology, the uncertainty ±5° is dominated by potential 

systematic errors associated with uncertainties in the background subtraction and uncertainty in 

beam polarization. The quoted uncertainty should not be interpreted as the range of angles which 

is accessible to a PPA molecule on the IZO surface. Rather, it is the statistical and systematic 

uncertainty in determining our result, which is a representative value of a distribution of 

orientations. The width of the distribution of orientations is related to molecule-molecule 
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variation due to surface roughness and, in this case, changes in binding mode. We note however, 

that while our surfaces are amorphous, they are very smooth as determined by AFM (RMS 

roughness < 0.5 nm, Appendix A) and are below the threshold where roughness effects were 

shown to emerge in studies of alkane phosphonic acids on indium tin oxide (ITO).
21 

Nevertheless, these errors are relatively small, and the strong angle dependence of the data, along 

with the fact that our result is far from the magic angle (~54.7°) is indicative of a well-ordered 

system.
24
 This orientation value is also in excellent agreement with the PM-IRRAS values (see 

below), further validating both our background subtraction methods, as well as the IR vibrational 

mode assignments that are discussed in detail in the next section. Though our main goal here is 

to determine tilt angle, comparison of NEXAFS and density functional theory calculations 

provide some insight into the nature of PPA-substrate interactions. A calculation performed for a 

layer of PPA molecules bonded to ITO at the low packing density of ~2.8 × 10
13
 molecules/cm

2
 

(as described in methodology section 6.15) suggest the presence of both tridentate and bidentate 

binding modes (Figure 2.5). The tridentate configuration is defined with all three oxygen atoms 

in the PO3 moiety covalently bonded to metals and exhibits an orientation of 11-12°. The 

bidentate configuration, defined as two oxygen atoms in the PO3 moiety covalently bonded to 

metals and the remaining hydrogen bonded to surface hydroxyls, exhibits an orientation of 15-

22°. These values, especially the tridentate, are in excellent agreement with the NEXAFS result 

above and the PM-IRRAS results that follow. Further discussion of binding mode is discussed in 

Section 2.5. 

Computed at the higher coverage density of ~1.1 × 10
14
 molecules/cm

2
, we found that the 

largest change in the tilt angle for the four PPA molecules is only 6° in comparison with the low 
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coverage case, and the change in the average tilt angle for the four PPA molecules is only 1.5°. 

The good agreement between the DFT values for both coverages and our measured values 

indicates that ignoring intermolecular forces in the monolayer provides for a good first 

approximation in this system. 

2.3 PM-IRRAS 

 

PM-IRRAS measurements provide a valuable complement to the results from NEXAFS. In 

order to extract quantitative information about the orientation of surface-bound phosphonic acid 

molecules using PM-IRRAS, spectral lines arising from vibrational modes with well-defined 

transition dipole moments must first be identified. This requires selection of an appropriate 

model system for the surface-confined phosphonic acid as well as a thorough understanding of 

the vibrational behavior of the surface-confined molecules. Figures 2.2a and b show transmission 

IR spectra of KBr pellets of PPA and its disodium salt, PPA
2-
, respectively. Section  6.11 in the 

methodology contains the important peak frequencies and their assignments.  

The literature contains a thorough discussion of the vibrational spectroscopy of PPA.
18,41-47

 

However, given that we use the spectrum of PPA
2-
 as a model for the surface form of 

chemisorbed PPA on IZO surfaces (see below), we explore here the PPA
2-
 spectrum and 

differences in its spectrum compared to that of PPA. Upon full deprotonation of PPA, significant 

spectral changes include disappearance of the s(POH) bands at 925 and 939 cm
-1
 and the (P-O) 

band at 1081 cm
-1
 from the -PO3H2 moiety, coupled with appearance of the s(PO3) bands from 

the PO3
2-
 moiety between 1015 and 1080 cm

-1
, and the corresponding as(PO3) bands appearing 

as a split multiplet between 1040 and 1160 cm
-1
.
7,43-45,48

 Also, the spectrum for PPA
2-
 does not 
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contain the band at 1220 cm
-1
, which is present in the PPA spectrum, and corresponds to the free 

(P=O) vibration. The 19b, 19a, and 8a phenyl ring modes are present in the spectra for both 

PPA and PPA
2-
 near 1440, 1490, and 1590 cm

-1
,
49
 respectively. The 20b, 2, and 20a C-H ring 

modes are also observed near 3020, 3060, and 3080 cm
-1
,
49
 respectively, in both spectra. 

Figure 2.2c shows the PM-IRRAS spectrum of IZO modified with a monolayer of PPA. It is 

noted that this spectrum (solid red line in Figure 2.2c) is shown on a y-axis scale in absorbance 

units; these absorbance values are obtained by proper conversion of the raw PM-IRRAS data as 

described in detail in the methodology section 6.11.
30-34

 This spectrum is noticeably simpler than 

either of the spectra for PPA or PPA
2-
 due to the confluence of PPA orientation on the IZO 

surface and IRRAS surface selection rules from the underlying Au substrate. In the fingerprint 

region, only a single intense band centered at ~1150 cm
-1
 with asymmetry on the high energy 

side is observed. In addition, weak bands are also distinguishable at 997, 1017, 1438, 1491 and 

1598 cm
-1
. In the (C-H) region around 3000 cm

-1
, only a single band is observed at 3060 cm

-1
. 

A cursory comparison of the spectra for PPA, PPA
2-
, and the PPA-modified IZO surface 

indicates that the bands at 925 and 939 cm
-1
 in the PPA spectrum assigned to (P-O-H) modes 

are absent for PPA on the IZO surface, as is the band at 1220 cm
-1
 in the PPA spectrum assigned 

to the free (P=O) vibration. In the literature, the absence of these bands indicates the oxide 

surface-confined PPA exists in the PPA
2-
 form with either bidentate or tridentate binding to the 

oxide surface.
7,18,42,44,45,50 
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Further consideration of the spectrum of PPA on the IZO surface reveals that the intense 

mutiplet of bands between 1060 and 1100 cm
-1
 assigned to as(PO3

2-
) modes in the PPA

2-
 

spectrum is absent from the PM-IRRAS spectrum; we expect this vibration in the vicinity of 

1090-1100 cm
-1
 based on the spectral behavior of metal phosphonates.

51,52
 The 19b, 19a, and 8a 

normal phenyl ring modes, near 1440, 1490, and 1590 cm
-1
 respectively,

49
 appear in all three 

spectra shown in Figure 2.2, but the 19b is especially weak and the 19a is enhanced in the 

spectrum of surface PPA. The 20b, 2, and 20a C-H modes are observed near 3020, 3060, and 

3080 cm
-1
, respectively.

49
 The 20a and 20b bands are also especially weak in the spectrum of 

 

 

 

Figure 2.2. FTIR transmission spectra of a) PPA (aqua), and b) PPA
2-

 (dark blue), c) PM-

IRRAS spectrum of PPA-modified IZO (red) and calculated spectrum for 7.4 Å-thick 

isotropic PPA
2-

 layer (dark blue dashed), and d) proposed orientation for PPA on IZO from 

PM-IRRAS.  

16°

IZO

d
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surface PPA.  We hypothesize that these low intensities to be the result of IRRAS surface 

selection rules and the high degree of order in the PPA monolayer on the IZO surface.  

The presence of oriented electric fields at the surface of the IZO/Au substrate allows 

evaluation of the PM-IRRAS spectral data quantitatively, so that an average tilt angle for the PPA 

molecules on the IZO surface can be determined. Previous vibrational spectroscopy studies of 

PPA on a variety of metal oxide substrates have collectively resulted in two conclusions about 

surface binding and orientation:
18,43,44,53

 (1) the spectral signature for oxide-bound PPA is similar 

to that of PPA
2-
 and the metal phosphonates; and (2) qualitatively, the molecule is oriented in a 

largely upright position. However, no studies have quantitatively established the average tilt 

angle of the molecular axis for a phosphonic acid on any metal oxide using PM-IRRAS.  

Comparing previous studies and the data reported here, we emphasize the importance of the 

type of IR spectroscopy used to acquire the spectral data. For example, in several previous 

studies, simple transmission or diffuse reflectance FTIR spectroscopies were utilized to 

investigate phosphonic acid layers on oxide particles or powders.
42-44,50

 In these studies, all IR-

allowed vibrational modes of the phosphonic acid surface species are observed in the surface 

spectra. In contrast, due to the existence of surface selection rules in IRRAS studies at reflective 

metal substrates,
7,18

 certain IR-allowed vibrational bands may disappear from a spectrum 

depending on the orientation of the molecule with respect to the surface. We use the observed 

IRRAS intensities resulting from the operation of these surface selection rules at IZO-covered 

Au substrates to extract the average molecular tilt angle for monolayers of PPA on IZO.  

We now proceed to interpret the IRRAS data in order to determine the average molecular tilt 

angle. We define the tilt angle as the angular deviation of the molecular axis, the line through the 
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P atom-C1-C4 ring atoms, from the surface normal. In order to determine average molecular 

orientation within the modifier layer, the experimental IR absorbance spectrum calculated by 

conversion of the baseline-corrected PM-IRRAS data as described above must be compared to a 

spectrum that is calculated for an isotropic film of comparable thickness. This is accomplished 

according to published protocols
54,55

 as described in methodology section 6.11. The spectrum for 

an isotropic layer of absorber of a given thickness is calculated using a three-phase model, as 

reported previously.
54,55

 For the PPA monolayer on IZO, we use a thickness of 7.4 Å as 

determined from x-ray crystallographic data for related metal phosphonates
56-59 

and theory.
13
 

Figure 2.2c shows the calculated spectrum for an isotropic layer of PPA of this thickness as the 

dashed line. With the calculated spectrum of an isotropic layer in hand, subsequent data analysis 

starts from the assumption that the surface-bound PPA exists as the PPA
2-
 form, such that any 

differences in intensities between the IRRA spectrum and the calculated spectrum for vibrational 

modes with transition dipole moments along different coordinates indicate a preferred orientation 

of the surface-bound molecules. From these relative intensity changes, the average orientation of 

surface-confined molecules is deduced as follows. 

For a collection of oriented surface molecules in an external-reflection geometry, there is 

electric field amplitude at infrared frequencies only normal to the surface. Thus, the integrated 

absorbance for a vibrational band is proportional to the square of the electric field amplitude at 

the surface, the magnitude of the transition dipole moment (), and the tilt angle θ of  from the 

surface normal:
60

 

 

2)cos(A 
     [2.3] 
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As shown by Hansen
54
 and McIntyre,

55
 due to this anisotropy of surface electric field 

amplitude, the integrated absorbance of a mode with a transition moment oriented along the 

surface normal will be three times as large as the integrated absorbance of the same vibrational 

band for an isotropic collection of identical molecules in a thin film of equivalent thickness and 

molecular density.  Thus, the tilt angle of a given transition dipole moment can be calculated 

using:  

Here, Afilm is the integrated absorbance of a PPA band from the IZO surface spectrum. In order to 

properly ratio Afilm to the value of Asimulated, the integrated absorbance of the identical PPA
2-
 band 

from the calculated spectrum for an isotropic thin film of comparable thickness, both Afilm and 

Asimulated must be corrected for molecular density. For Afilm, this requires a value for surface 

coverage of PPA on the oxide as well as a monolayer thickness. Here we use a surface number 

density of 1.56 x 10
14 

molecules/cm
2
 for monolayer coverage from past experimental studies of 

alkylphosphonic acids and related systems
7,17,18

 and a monolayer thickness of 7.4 Å as 

determined from x-ray crystallographic data for related metal phenylphosphonates
56-59 

and 

theory.
13
 Asimulated is the integrated absorbance of the identical PPA

2-
 band from the calculated 

spectrum for an isotropic thin film of comparable thickness, corrected for a bulk molecular 

density of 1.6 g/cm
3
.
59
   

Quantification of the average tilt angle for PPA molecules on IZO requires identification of 

appropriate vibrational modes. Suitable spectral bands for this purpose are those which arise 

from a vibrational mode with a well-defined transition dipole moment, are spectrally well-

simulated

film

A3

A
cos


     [2.4] 
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isolated and clearly identifiable, and are not complicated by splitting. The latter requirement 

eliminates use of the s(PO3
2-
) and as(PO3

2-
) bands, since they exhibit significant splitting in the 

spectrum of the model PPA
2-
 and similar metal phosphonates. Spectral bands that meet these 

requirements are those corresponding to vibrations of the phenyl ring and the C6H5-P stretch. The 

19b, 19a, and 8a phenyl ring modes near 1440, 1490, and 1590 cm
-1
, respectively,

49
 are excellent 

choices for tilt angle determination.  Each of these vibrations is an in-plane ring vibration with 

the well-defined transition dipole moments shown on the spectrum in Figure 2.2c. Moreover, 

these modes are close in frequency and are spectrally discrete, and hence, their utility for tilt 

angle determination.  

As noted above, the 19b mode is especially weak in the surface spectrum for PPA on IZO. 

This observation immediately suggests that the molecules are oriented such that the transition 

moment for this mode is largely parallel to the surface. However, given that the transition 

moment for this mode is orthogonal to the molecular axis, little insight into tilt angle of the 

molecular axis can be deduced from this conclusion, since PPA could be oriented at a range of 

tilt angles from 0 to 90° while still maintaining the transition moment of the 19b mode parallel to 

the surface. Thus, we exclude this band from further consideration, and proceed to compute the 

tilt angle here using the 19a and 8a phenyl modes along with the (C6H5-P) mode. 

Using the (C6H5-P) mode for tilt angle quantification relies on its unambiguous assignment 

in the surface spectrum. The 1150 cm
-1
 band in the surface spectrum can be fit to two bands with 

maxima at 1149 and 1166 cm
-1
, but the assignment of these bands has been controversial in the 

literature. The more intense of the two bands has been previously assigned to either the (C6H5-

P)
18,43,44

 or the (P=O)associated
45
. Given that the transition dipole moments of these modes are 
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almost orthogonal, both assignments cannot be correct. We proceed here on the assumption 

(based on recent density functional theory calculations of the vibrational spectroscopy of 

PPA
46,47

) that the 1140 cm
-1
 band arises from a combination of the (C6H5-P) and in-plane ring 

modes, all with transition dipole moments largely parallel to the molecular axis. We validate this 

assumption by checking the consistency of the results calculated using this vibrational band with 

those calculated with other bands with similarly oriented transition dipole moments, as well as 

against the orientations determined by NEXAFS as described above. 

To summarize, the three modes that are used for tilt angle determination are the 19a and 8a 

phenyl modes and the (C6H5-P) mode, all of which have transition moments along the 

molecular axis. Utilizing integrated areas determined from peak fitting of the PPA surface 

spectrum and the PPA
2-
 calculated spectrum, and in the case of the (C6H5-P) band, spectral 

decomposition of the complex multiplet envelope in the calculated PPA spectrum, Eq. 2.3 can be 

used to determine the tilt angle, θ. Table 2.1 summarizes the results of orientation analysis from 

these three spectral bands. Tilt angles of 16, 16 and 15° are determined from analysis of the 

spectral intensities from the (C6H5-P), 19a, and 8a modes, respectively. 

From this collective analysis, an average tilt angle of 16 ± 1° is calculated (Figure 2.2d), 

which is in excellent agreement with the value of the angle of the ring plane with respect to the 

surface normal of 13 ± 5° determined from the NEXAFS, as described above, as well as the 

theoretically calculated value of 11-12° for PPA on ITO for low surface coverage. As with 

NEXAFS, this uncertainty should not be interpreted as the range of orientations each PPA 

molecule can adopt relative to the surface. This uncertainty reflects the confidence interval in the 

average orientation adopted by a PPA molecule on the surface. The width of the distribution is 
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inaccessible to us, and can be affected by surface roughness. We further note that the agreement 

of the tilt angle calculated using the (C6H5-P) band at 1149 cm
-1

 serves both to validate our 

peak assignment and analysis procedures, while also resolving discrepancies of this peak 

assignment in the literature.  

 

2.4 UPS 

 

Ultraviolet photoemission spectroscopy (UPS) was used to measure the work function and 

characterize the valence band density of states of the oxygen plasma treated IZO soaked in 

ethanol.  Figure 2.3 shows the UPS spectrum (left panel) and estimated energy band diagrams 

(right panel) of the unmodified substrate on a binding energy scale relative to the Fermi level, 

calibrated to the Fermi edge of a freshly sputtered gold foil. UPS spectra and band diagrams are 

shown for the unmodified substrate (Figures 2.3a and 2.3c) and upon modification of the IZO 

with PPA (Figures 2.3b and 2.3d). The work function was determined by the position of the half 

Table 2.1. PM-IRRAS and calculated spectral data from Figure 3 in text for 

determination of PPA tilt angle.  

Frequency 

(cm
-1

) 
Assignment 

Simulated 

Spectrum 

Integrated Abs. 

(a.u.-cm
-1

) 

Surface Spectrum  

Integrated Abs.  

(a.u.-cm
-1

) 

 

1149 (C6H5-P) 0.0080 0.022 16° 

1491 19a 0.000074 0.00021 16° 

1598 8a 0.00012 0.00033 15° 
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height of the secondary electron cutoff with respect to gold. We obtained the valence band 

maximum using linear extrapolation of the leading edge of the O 2p band, whereas the ionization 

potential was defined as the onset of the low density of mid-gap states that extend from the 

valence band into the band gap, typical in amorphous oxides. These final state effects have often 

been associated with extensive disorder within the system, implying a poorly defined oxygen 

sub-lattice and a lack of long range order.
61 
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Figure 2.3. Ultraviolet photoemission spectroscopy (UPS) of (a) O2-plasma treated 

IZO soaked in ethanol and (b) PPA-modified IZO.  (c,d) Energy band diagram 

inferred from the spectra in (a,b).    
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In Figure 2.3a, the UPS demonstrates typical metal oxide valence structure with oxygen 2pσ 

and 2pπ orbitals at ~4eV and ~7eV binding energy, respectively.  A subtle feature at ~10 eV 

below the Fermi level is indicative of the Zn 3d valence peaks. A work function of 4.4 eV and a 

valence band maximum of 7.4eV (Figure 2.3c) is found for unmodified plasma cleaned IZO, in 

agreement with the literature.
62

  

Modification of the IZO with the PPA results in a significant change in the UPS spectrum of 

the oxide.  New features appear in the UPS spectrum, attributed to the C 2p band of the aromatic 

ring at ~9 eV below the Fermi level (Figure 2.3c).  Modification does not eliminate the presence 

of the mid-gap states, but does appear to decrease the net density at the near surface-

composition, shifting the onset closer to the Fermi level. There is a negative shift in the 

secondary electron cutoff, yielding a work function of 4.1 eV. Conversely, the valence band 

maximum is found at 6.9 eV (Figure 2.3d), approaching the Fermi level relative to the native 

oxide.  Such changes to the local density of states that comprise the valence band may have 

direct impact on the relative rates of free carrier injection (OLEDs) and extraction (OPVs), aside 

from a simple modification of the work function.  
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Figure 2.4. Structure showing four PPA molecules adsorbed on one unit cell of the ITO surface, 

with grey solid lines indicating the boundaries of each unit cell. 

 

Table 2.2: Density functional theory calculated binding geometries for PPA 

on indium tin oxide. 

Binding 

Mode 

Tilt angle 

() 

P-O bond length 

(Å) 

O-In(Sn) bond 

length (Å) 

Tridentate 12 1.57 1.54 1.55 2.13 2.16 2.33 

Tridentate 11 1.58 1.53 1.56 2.21 2.31 2.25 

Bidentate 15 1.55 1.59 1.56 2.25 2.21 -- 

Bidentate 22 1.56 1.59 1.53 2.31 2.24 -- 
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(a)                                            (b) 

Figure 2.5. Side view of tridentate binding (a) and bidentate binding (b) geometries of PPA 

molecules on the ITO surface.  

 

2.5 Discussion of binding geometry 

The published literature on the binding mode of phosphonic acids to metal oxide surfaces is 

somewhat contradictory.
63-66

 We believe our system of PPA on IZO to exhibit a mixture of 

bidentate and tridentate binding geometries, with the majority being tridentate. We can examine 

this idea using first a combination of our NEXAFS results and DFT calculations. Table 2.2  gives 

the results of the calculation, which suggest that in the tridentate binding mode PPA has a narrow 

distribution of orientations of 11-12° while in the bidentate binding mode PPA has a wider 

distribution of orientations from 15-22°. We note that if there is a non-trivial distribution of 

angles, the NEXAFS data give the expected value of cos
2
(θ) for this distribution.

24
 The surface 

roughness  will affect the width of this distribution. The measured orientation represents a 

convolution of the orientation relative to a local surface normal with the distribution of 

orientations of the local surface normals relative to a global or average surface normal. This 
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convolution will lead to an actual orientation which is more upright than the measured value.  

This is discussed in greater detail in chapter 3. Unlike alkylphosphonic acids, which crystalize
21

, 

we expect to see a non-trivial distribution of angles even on a perfectly smooth surface, due to 

variations in binding mode and low inter-molecular forces. One cannot specify a unique 

distribution of angles using a NEXAFS measurement. We interpret quantitative agreement with 

the calculated orientation for the tridentate binding mode as indicative of a narrow distribution of 

orientations given by a predominantly tridentate population. If we make a simplistic assumption 

that the SAM comprises two sub-populations, one ordered at the theoretically predicted angle for 

tridentate binding, and one completely disordered, then the maximum possible “disordered” 

fraction of the film, given our uncertainty, is 18%, with the fraction of the film “ordered” at 12° 

as 82%.  

We also use the PM-IRRAS spectrum of PPA on IZO, shown in Figure 2.2c to examine our 

interpretation of predominantly tridentate bonding. First, the absence of the s(POH) mode in 

this spectrum implies at least bidentate binding, since monodentate binding would require the 

presence of at least one P-OH moiety.
67 

The disappearance of the (P=O) band, present in the 

spectra in Figures 2.2a and b at 1260 cm
-1
, is also strong evidence for coordination of the 

phosphoryl group to the surface in a configuration that involves bidentate or tridentate binding. 
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Lastly, we would like to examine XPS data in this same context.  Such characterization was a 

multi-step process and includes contributions from the PPA on IZO as well as the neat PPA and 

salt of PPA
2-.
  In order to effectively discuss the XPS results in the context of binding mode, we 

must first discuss the contributions in each of the spectra.   

Figure 2.6 gives the O 1s core level spectrum for the IZO surface that has been oxygen 

plasma treated for 10 minutes followed by soaking in ethanol for one week.  As both ITO and 

536 534 532 530 528 526

Binding Energy (eV)

Oi

Oii

Oiii

Oiv

Table 2.3.  Binding energies and 

relative near-surface compositions for 

the species in Figure 2.6.  Chemical 

contributions from different 

components (O
i
-O

iv
) are discussed in 

the text.   

 

 

Peak 

Binding 

Energy (eV) 

Percent 

Composition 

Oi 529.5 38.9 

Oii 530.6 22.2 

Oiii 531.3 33.8 

Oiv 532.6 5.1 

 

Figure 2.6.  O 1s core spectrum of the IZO 

surface control: O2-plasma treated, soaked 

in ethanol.  Chemical contributions from 

different components (O
i
-O

iv
) are 

discussed in the text.   
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IZO are predominantly In (>90%), a previously described model for the O 1s surface states of 

ITO was extrapolated to the O 1s near-surface composition of the thin film amorphous IZO.
68

 

Table 2.3 gives the binding energies and relative compositors for each of the peaks in Figure 

2.6.  Peak Oi (~529.5 eV) is attributed to In2O3-like oxygen and peak Oii is associated with defect 

states (oxygen vacancy-like species) which contribute to the conductivity of the oxide (~530.6 

eV).
3
 Peak Oiii is the near-surface contribution from hydroxide and/or oxy-hydroxide species, 

correlating well with standards for InOOH (531.2 eV) and In(OH)3 (531.3 eV).  Finally, peak Oiv 

is due to adventitious contaminants or to final state effects, as with ITO (532.6 eV).  These 

results confirm that the surface chemistry of the oxide is complex and must be considered when 

modifying the oxide with the PPA. 

Figure 2.7  a-c shows the high resolution XPS for O 1s, C 1s and P 2p spectra for PPA on 

IZO, respectively.  Binding energies were referenced to the C 1s core level at 284 eV (Figure 

2.7b).  Binding energies and relative percent compositions for the fits are given in Table 2.4.  The 

O 1s data for the PPA attached to the IZO has five components (Figure 2.7a), with components i-

iv consistent with those of the native oxide in Figure 2.6a.  However, there is clear evidence for a 

new feature at 531.0 eV, Ov, indicative of the phosphoryl moiety.
69-71

 Previous theoretical 

calculations have predicted the binding energies of the O 1s peaks for three different binding 

modes of the phosphonic acid,
17
 referenced to the well-documented In2O3-like peak at 529.5 

eV.
68
 The first binding mode involves bidentate binding of PPA with two In atoms while the P=O 

bond remains unbound. The PO3 oxygen atoms participating in the bonding are predicted to 

exhibit O 1s binding energies of 530.2-530.4 eV, while the unbound O atom has binding energy 

530.9 eV.  A second form of bidentate bonding has metal-oxygen geometries that include the 
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P=O bond and involve additional hydrogen bonding between the PO3 moiety and the surface (P-

O···H-O). In this case, we predict relative binding energies for all three oxygen atoms to be in 

the range of 530.6 to 530.8 eV.  Finally, we predict true tridentate bonding of PO3
2-
 groups to 

exhibit O 1s binding energies of 530.4 to 530.8 eV. Furthermore, from the O 1s spectrum of 

Figure 2.7, we may conclude that the near-surface region is not comprised exclusively of 

phosphonic acid modifier (Ov) and that there is direct competition of binding sites with surface 

hydroxyls (Oiii) and waters of hydration (Oiv). 

  

Figure 2.7. High-resolution XPS spectra of O2-plasma treated IZO modified with PPA (a) O 1s, 

(b) C 1s and (c) P 2p spectra.   Components Oi-Ov are discussed in the text.   

 

Insight into the local electronic environment of constituent atoms and how these 

environments change between PPA and the PPA
2-

 salt is also useful to understanding the average 

binding mode of the PPA. Figure 2.8 shows high resolution spectra acquired on films of solid 

290 285 280
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535 530 135 130
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powders for the O 1s (Figures 2.8a and c) and P 2p (Figures 2.8b and d) core levels for PPA and 

the disodium salt of PPA
2-

. Table 2.4 provides the relative compositions and binding energies of 

these features. 

 

 

Figure 2.8.  High resolution XPS spectra of the O 1s (a,c) and P 2p (b,d) peaks for neat PPA 

(a,b) and PPA
2-

 (c,d).   
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Table 2.4.  Binding energies (BE) and relative near-surface compositions (% Comp) for the XPS 

spectra in Figure 2.7 (Top) and 2.8(Bottom) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

PPA on IZO 

Peak BE (eV) % Comp 

O 1s i 529.4 24.2 

O 1s ii 530.5 19.4 

O 1s iii 531.6 21.6 

O 1s iv 532.5 6.9 

O 1s v 531.0 27.9 

P 2p3/2 133.1 66.7 

P 2p1/2 134.0 33.3 

 

PPA neat PPA
2-

 

Peak BE (eV) 

% 

Comp BE (eV) 

% 

Comp 

O 1s P=O 531.4 35.6 N/A N/A 

O 1s P-OH 532.7 66.4 N/A N/A 

O 1s PO3
2-

 N/A N/A 529.7 87.0 

O 1s H2O N/A N/A 531.7 13.0 

P 2p3/2 134.2 66.7 131.7 66.7 

P 2p1/2 135.0 33.3 132.7 33.3 
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The O 1s spectrum of PPA in Figure 2.8a shows evidence for two oxygen environments: the 

phosphoryl oxygen exhibits a peak at a binding energy of 531.4 eV
71

 while the two oxygen 

atoms of the P-OH groups exhibit a binding energy of 532.7 eV.
71

 The ratio of the phosphoryl 

oxygen peak area to the P-OH oxygen peak area is 1:2 as expected. For the PPA
2-

 salt, we expect 

a single O 1s band due to resonance stabilization, which makes all three oxygen atoms equivalent 

with a partial of charge () of -2/3. The increased electron density on these oxygen atoms 

resulting from their partial negative charge should decrease the binding energy of their O 1s 

electrons; thus, we assign the O 1s peak at 529.7 eV to these oxygen atoms.
70

 However, there is a 

clear tail on the high binding energy edge of this band at 531.7 eV indicative of a second O 1s 

environment. Given the relatively low intensity of this peak, we assign it to waters of hydration 

in the PPA
2-

 disodium salt structure, consistent with observed waters of hydration in other 

phosphonate species in the literature.
56-59,72-74 

The relative intensities of these two O 1s bands 

suggest that approximately one water of hydration is shared between two PPA
2-

 species, or a 

molecular formula of approximately C6H5PO3Na2•0.5 H2O.  

The P 2p peak is a doublet composed of the 2p3/2 and higher binding energy 2p1/2 peaks with 

a ratio of 2:1, as predicted from spin-orbit splitting.  We find that the binding energies 

systematically decreased upon deprotonating from PPA to PPA
2-

, which is consistent with 

increased electron density on the phosphorus upon formation of the weak Lewis base species.   

Interpretation of the local environment involved in binding is extremely complicated in XPS, 

due predominantly to the signal overlap from multiple near-surface components of the oxide 

(Figures 2.6,2.7).  However, clear insight into local changes in electron density is achieved via 
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comparison with the salts, shown in Figure 2.8.  First, in Figure 2.7, the OV and P2p peaks are 

shifted slightly negative of the corresponding components of the fully protonated salt (PPA) in 

Figure 2.8a.  Differences in relative binding energy of PPA on IZO to neat PPA indicate that 

binding to the surface increases the net electron density of the PO3 moiety.  Second, an increase 

in relative electron density could be due to (a)  a difference in the strength of the ionic nature of 

the P-O-H bond compared to the P-O-In bond (implies bidentate or tridentate), (b) complete loss 

of P=O character to form three P-O-M bonds (implies tridentate), or (c)  transition from P=O to 

more P-O like, via formation of P-O…H-O with surface hydroxyls (implies bidentate).    

Also, from Figures 2.7 and \2.8c, we observe that the Ov peak is higher in binding energy 

than the O 1s for PPA
2-

, and likewise, the P 2p in Figure 2.7c has a slightly higher binding energy 

than the P 2p in Figure 2.8d.  This indicates that the PO3 moiety has a lower net electron density 

upon binding to the surface than the fully deprotonated derivative (PPA
2-

). The lower electron 

density is hypothesized to be via donation to Lewis acid cationic metal centers on the IZO.  

Lastly, there are still a significant number of hydroxyls on the surface, implying that either there 

is (a) tridentate binding with hydroxyls in between tethered molecules (Figure 2.5a) or (b) 

bidentate binding with hydrogen bonding with the hydroxyls on the surface (Figure 2.5b).  From 

the XPS results, we can suggest that the surface is composed of tridentate and bidentate bonding, 

comprised of both metal-oxygen and hydrogen bonding species.  This is in direct agreement with 

both the theoretical and vibrational spectroscopic results on this system.    
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2.6 Conclusions 

 

We have determined orientation of a model SAM, phenylphosphonic acid, on a smooth 

transparent conductive oxide, IZO, using NEXAFS and PM-IRRAS. Surprisingly, these 

populations have a well-defined orientation, with the phenyl ring plane tilted at an angle of 15 ± 

4°
 
from the surface normal, given by the uncertainty-weighted average of the NEXAFS and PM-

IRRAS experiments, in quantitative agreement with DFT calculations for PPA on ITO for low 

surface coverage. The fact that these molecules form well-oriented SAMs may help explain why 

these molecules have found notable success in surface modification for organic electronics 

device applications requiring high quality thin films. 

Experimentally, the combination of both NEXAFS and PM-IRRAS was critical to 

determining the molecular orientation with confidence. We anticipate that the cross-validation of 

protocols for analyzing phosphonic acids on transparent conductive oxides provided by this 

study will enable more rapid future studies of these useful compounds with a high degree of 

confidence under a range of conditions. Notably, as part of these studies, we were able to correct 

earlier vibrational peak assignments in the IR spectra of phosphonic acids that are critical to 

determining molecular orientation via IRRAS.  

Finally, we note that the excellent agreement between the experimental and theoretically 

predicted tilt angles is particularly striking considering that the simulations involved only non-

interacting phenylphosphonic acid molecules. This agreement suggests that the 

phenylphosphonic acid tilt angle is dominated by the substrate/phosphonic acid interaction rather 

than intermolecular interactions. It will be interesting for future experiments to determine at what 
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point intermolecular interactions begin to alter the orientation of aromatic phosphonic acid 

SAMs bound to metal oxides. 
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Chapter 3: Competing Effects of Fluorination on the Orientation of Aromatic 

and Aliphatic Phosphonic Acid Monolayers on Indium Tin Oxide 

 

Adapted from: Gliboff, M.; Li, H.; Knesting, K. M.; A. K.; Giordano, A. J.; Nordlund, D.; 

Seidler, G. T.; Brédas, J.-L.; Marder, S. R.; Ginger, D. S. J Phys. Chem C. 2013, 117, 15139-

15147 ©Copyright American Chemical Society 2013 

I am responsible for all NEXAFS data, analysis, AFM and quantitative treatment of surface 

roughness and the writing of this manuscript. 

3.1 Introduction 

 

Interfacial properties are critical in the design of efficient thin-film organic semiconductor 

devices. Self-assembled monolayers (SAMs) are often used to control interface properties.
1
 

SAMs can adjust surface energy, leading to improved adhesion/wettability of the active 

semiconductor layers
2
 or induce changes in blend phase separation and morphology.

3, 4
 Dipolar 

SAMs are commonly used to adjust the work function of transparent conductive substrates in 

order to improve injection efficiencies in organic light-emitting diodes (OLEDs),
5-7

 and control 

charge extraction and built-in voltages in organic photovoltaics (OPVs).
1, 8-11

 Phosphonic acid 

(PA) based SAMs, for example, have been used to modify the interface between an organic 

active layer and a transparent conductive oxide surface leading to improved efficiency in 

optoelectronic devices.
2, 12, 13

  

In a simple model,
2, 14, 15

 the contribution of the molecules composing the SAM with 

molecular dipole moment mol , to the total work-function change, is given by:

 





0

mol )cos(ne

     [3.1] 
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Here, e denotes the fundamental charge; , the dielectric constant; 0, the vacuum 

permittivity; n, the coverage density; and θ, the angle between the dipole moment and the surface 

normal. The variation in electrostatic potential energy across the chemical bond between the 

oxide surface and the SAM, known as the bond dipole, also contributes to the work function 

shift, as do changes to the surface geometry upon binding.
16, 17

 Therefore, binding mode, 

orientation, and surface coverage each affect the work function of PA SAM modified oxide 

surfaces.
18, 19

  

Fluorinated SAMs are widely used as interface modifiers in organic electronic devices
1, 5, 11, 

20, 21
 as fluorination is a convenient means of altering both mol and the surface energy of the 

SAM.  Previously, work on fluorinated thiols has shown that fluorination can lead to changes in 

orientation due to intermolecular interactions in a densely packed SAM.
19, 22-24

 Thus, 

understanding the interplay between fluorination, molecular dipole moment, and molecular 

orientation is critical to obtaining a molecular-level understanding of the impact of PA SAMs on 

device performance.  

Here, we use near edge x-ray absorption fine structure (NEXAFS) spectroscopy to study the 

effects of fluorination on the orientations of an aliphatic and an aromatic SAM.  We use PA-

based molecules which form robust monolayers on transparent conductive oxides. We select 

indium tin oxide (ITO)
2, 12, 13

 as our substrate due to ITO’s ubiquity in the field of thin-film 

optoelectronics. Octylphosphonic acid (OPA) has been used in contact modification for organic 

thin-film transitors
25

 and similar molecules have been studied previously using NEXAFS.
26

 

Intermolecular forces and molecular packing details are known to play a key role in controlling 

the orientation of similar alkanethiol SAMs on metal substrates.
27

 Therefore, by comparing OPA 
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\and its fluorinated counterpart, 3,3,4,4,5,5,6,6,7,7,8,8,8-tridecafluorooctylphosphonic acid 

(F13OPA), we can examine the effect of fluorination on the intermolecular forces and molecular 

packing details of PA monolayers on ITO substrates. Phenylphosphonic acid (PPA), in contrast, 

is believed to have an orientation determined predominately by molecule-substrate 

interactions.
17, 28

 We thus compare the orientation of PPA and its fluorinated derivative, 3,4,5-

trifluorophenylphosphoic acid (F3PPA) with the support of density functional theory (DFT) 

calculations to examine the effects that fluorination has on molecule-substrate interaction and 

binding mode. 

3.2 Surfaces modified with 3,3,4,4,5,5,6,6,7,7,8,8,8-tridecafluorooctylphosphonic acid 

NEXAFS excites core electrons, in our case the C K-shell electrons, to unoccupied molecular 

orbitals. By varying the incident angle of x-rays onto our surface and observing the changing 

amplitude of these transitions, we can determine the orientation of various transition dipole 

moments.
34, 40

 Figure 3.3a shows NEXAFS TEY spectra obtained at SSRL for F13OPA on ITO 

substrates for different incident x-ray angles, θ, from 20 to 90 (normal incidence). We assign 

the prominent peak at 292.8 eV to transitions from the C1s to the σ*-antibonding orbital of the 

C-F bonds, which is similar to the location of this feature in other molecules.
34

 Other notable 

features include transitions from the C1s to the C-C σ*-antibonding orbitals at 290-310 eV and a 

C-H feature at 288.5 eV, all of which agree with previously published values for similar 

molecules.
26, 34, 41
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As shown in Figure 3.2  the transition dipole moments for the C-F σ* feature orient along the 

bond axis and span parallel planes oriented with a normal along the axis of the alkyl-chain.
34

 The 

strong angular dependence of the C1s to C-F σ* transition in Figure 3.3a shows that 

the molecules adopt a preferred orientation relative to the surface. As shown in Figure 3.1, we 

define α as the angle between the axis of the alkyl-chain and the surface normal. We analyze the 

area of the peak associated with these transitions, Ip, based on both α and the incident angle of 

radiation, θ, using Equation 3.2.  

  

 

 

Figure 3.1. Ball and stick models of PPA, OPA and BnPA (H atoms not shown).  is 

defined relative to the ITO surface normal and the geometry of the molecule as 

shown. θ is defined as the angle the propagation direction of the incident x-ray 

radiation makes with the ITO substrate.   

  ))(cos1(
2

15.0
)1)(cos3)(1)(cos3(25.01

3

7.1
)( 222  pI  [3.2] 
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In this equation, as well as Equations 3.3 and 3.4 to follow, our linear polarization is 0.85 as 

discussed in the experimental section and we have averaged over azimuthal orientations.  

 

Figure 3.2. Cartoon showing transition dipole moments and molecular axis for F13OPA (left) 

and OPA (right). 
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Figure 3.3. a) NEXAFS TEY spectra of F13OPA on ITO at incident angles of θ = 20°, 

35°, 45°, 55°, 65°, 75° and 90°. The angular dependence of the C-F σ* feature is 

highlighted. c) AEY spectra of F13OPA on ITO at incident angles of 20°, 35°, 45°, 55°, 

65°, 75° and 90°. The angular dependence of the C-F σ* feature is highlighted. b) The 

angular dependence of the peak area normalized by the edge step under the C-F σ* 

feature for both TEY (black) and AEY (red) data. Superposed are the model fits 

(Equation 3.2) for α = 0° (dotted green line) and 90° (dotted black line) as well as the 

best fit of the model to our data (solid lines). 

c 
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We decompose these spectra into a sum of Gaussian peaks and an edge step.  We then 

normalize the peak areas using the height of the C1s absorption edge jump (at 287.6 eV). Figure 

3.3b shows these peak areas for various incident angles. The black solid line in Figure 3.3b is the 

best fit to the TEY data. The average of both AEY and TEY results yields an orientation of the 

axis of the alkyl-chain α = 30° ± 5° from the surface normal.  The strong angular dependence of 

the data, and the fact that our α value is far 

from the magic angle (α = 54.7°) are both 

indicative of a well-ordered system.
34

 The 

quoted uncertainty is dominated by the 

systematic uncertainty with contributions 

from the beam polarization (discussed in the 

methods section 6.4) and the background 

subtraction. As discussed in the methods 

section, we process the AEY and TEY data 

using different background removal 

techniques. We take the discrepancy 

between the orientations provided by the 

AEY and TEY data as a measure of the systematic uncertainty associated with the background 

removal. This systematic uncertainty should not be interpreted as the range of angles which is 

accessible to the molecule on the ITO surface. Some molecule-molecule variation occurs due in 

part to surface roughness, gauche defects in the alkyl-chain, or binding mode changes. Our result 

and uncertainty correspond to a representative value of this distribution, specifically the expected 

Figure 3.4. NEXAFS TEY spectra of OPA on 

ITO at incident angles of 20°, 35°, 45°, 55°, 

65°, 75° and 90°, the angular dependence of the 

C-C σ* feature is highlighted. 
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value of cos
2
(α) (Equation 3.2). We note that our ITO surfaces are relatively smooth as 

determined by atomic force microscopy (AFM) (RMS roughness ~ 0.7 nm) and are below the 

threshold where roughness effects have been shown to emerge in studies of alkane PAs on ITO.
26

 

Figure 3.4 shows NEXAFS TEY spectra for the non-fluorinated OPA on ITO substrates for 

values of θ from 20 to 90. We observe strong angular dependence in the transitions to the C-C 

σ*, which is broad and occupies a region from 290 to 298 eV. Other notable features include a 

C-H feature appearing between 288.4-289 eV. The C1s absorption edge appears at 287.4 eV. 

Again, all assignments are in good agreement with their expected positions.
26, 34, 41

 The transition 

dipole moment for the C1s to σ* anti-bonding orbital of the C-C bonds are directed along the 

bond axis. Figure 3.2 demonstrates the orientation of the transition dipole moments. The strong 

angular dependence of the C1s to C-C σ* shows that the molecules adopt a preferred orientation 

relative to the surface. The angle that the alkyl-chain makes with the surface normal, , is 

determined quantitatively by analyzing the NEXAFS peak areas in a similar way as performed 

for F13OPA above. The normalized peak areas, Itc (θ), are modeled using Equation 3.3. This 

tilted-chain model has an additional parameter, τ, which is the angle between subsequent C-C 

bonds on the alkyl-chain and is taken to be 109.5°.
26, 40

 Fitting the normalized peak areas to this 

model yields an orientation of the axis of the alkyl-chain α = 41° ± 8° from the surface normal. 

This value is similar to that measured previously for this molecule
26

 and other aliphatic SAMs on 

ITO.
41
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Significantly, the tilt angles calculated from data in Figures 3.3 and 3.4 demonstrate that the 

OPA molecule is lying flatter (larger α), and F13OPA is standing up more vertically (smaller α). 

The fact that the observed orientation of OPA is closer to the magic angle could also be 

indicative of increased disorder in the OPA films as compared to F13OPA. However, the 

measured orientations of OPA and F13OPA are both similar to those observed for alkane thiols 

on noble metals.
22, 42, 43 

Importantly, we note that the relative change in tilt angle between OPA 

and F13OPA on ITO is very similar to that which has previously been reported for alkanethiol 

and fluorinated alkanethiol SAMs on gold, despite the significant differences in binding 

chemistry and surface mobility between thiols and phosphonic acids.
19, 23 

Given the similarity in changes in average tilt angles we observe upon fluorination of our 

aliphatic PA, OPA, and that reported in the literature for fluorination of aliphatic thiols, we 

suggest that similar fluorine-induced changes in chain packing can be inferred to explain our 

data. In this context, we rationalize the more upright orientation of F13OPA in our NEXAFS 

experiments due to two closely-related factors, both of which are based on changes in 

intermolecular interactions and molecular packing details.  First, the increase in steric radius 

(5.6 Å for a fluorinated chain versus 4.8 Å for the non-fluorinated chain) should lead to a more 

upright orientation of fluorinated alkane thiols due to space-filling arguments.
19, 22, 23

 Previous 

measurements
2, 17, 44

 suggest that surface coverage densities of alkyl-PAs on ITO are similar 

 

)1)2cos()2(cos(
2

15.0

1)(cos)2cos()2cos())(cos31(
3

85.0
)( 22







tcI

   [3.3] 
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(~1 10
14 

molecules/cm
2
) to those of alkanethiols on gold, making a similar space-filling 

argument reasonable for our PA system. Second, using structural rigidity measurements, an 

increased resistance to gauche defects in fluorinated alkanethiols has been reported as compared 

to their non-fluorinated counterparts.
22

 Both the increase in steric radius of the fluorinated 

chains, and a decrease in density of gauche defects would be consistent with the orientation of 

the fluorinated molecule being farther from the magic angle and more upright than its non-

fluorinated counterpart, as we observe experimentally. 

We note that our fluorinated SAM (F13OPA) is substantially, but not fully, fluorinated. 

Nevertheless, our data are consistent with expectations based on the behavior of fully and 

partially fluorinated alkanethiols. Colorado et al. showed that for CF3(CF2)n(CH2)x alkanethiols, 

values of n ≥ 6 gave identical wettability and surface energy.
45

 Previous work
46

 has suggested 

that as x increases, for a constant n, the van der Waals packing of the unfluorinated part of the 

alkyl chain will dominate, while below a certain x value, the fluorinated contributions will 

dominate. Our well-ordered SAMs suggest that F13OPA is in the regime where the packing of the 

fluorinated chains is dominant, and as such we would predict a similar orientation to a fully 

fluorinated chain.  
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Figure 3.5. NEXAFS TEY spectra of a)PPA and b) F3PPA on ITO at incident angles of 20°, 35°, 

45°, 55°, 65°, 75° and 90°, the angular dependence of the C=C π * feature is highlighted. 

 

3.3 Surfaces modified with phenylphosphonic acid derivatives 

Small aromatic PA SAMs are important interface modifiers in optoelectronics, since their 

small size enables easy tunneling of charges across the layer.
47

 In principle, aromatic molecules 

have stronger intermolecular interactions than aliphatic molecules. However, intermolecular 

interactions in SAMs composed of a single aromatic ring have been shown to be less important 

in determining orientation than molecule-substrate interactions.
28, 48

 Therefore, we examine 

aromatic SAMs to address the impact of SAM fluorination on binding geometry. 

Figure 3.5a shows NEXAFS TEY spectra for the non-fluorinated PPA on ITO substrates for 

values of θ from 20 to 90. We observe strong angular dependence in the transitions to the C=C 

π*, located at 285.5 eV. Other notable features include a C-H feature at 288.8 eV and C-C σ* 

features at 290-300 eV. The C1s absorption edge appears at 287.3 eV. Each feature is in good 
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agreement with expected locations.
28, 34

 The strong angular dependence of the C=C π* transition 

demonstrates a preferred, upright orientation on ITO, in good agreement with our previous study 

of PPA on indium zinc oxide.
28

 Figure 3.5b shows TEY spectra for the F3PPA molecule for 

values of θ from 20 to 90. These spectra exhibit features similar to those for PPA with 

additional features due to the different chemical environments of carbon atoms in the ring. The 

fluorinated carbon give rise to a distinctly shifted C=C  π* feature at 288.3eV, with a similar 

weight as the non-fluorinated aromatic carbon, where the shift in energy is mainly ascribed to the 

difference in ionization potential for carbon bonded to F.
40, 49, 50

 

Other additional structures (in the C-C σ* region, e.g.) can also be seen due to the distinct 

chemical environments. There is strong angular dependence in the C=C π* features (H-bonded 

and F-bonded π*), though not as strong as in the non-fluorinated molecule.  

The transition dipole moment for the C1s to π* anti-bonding orbital of the C=C ring is 

directed normal to the plane of the phenyl ring. As shown in Figure 3.1,  is the angle between 

the normal to the phenyl ring plane and the surface normal. The  value is determined 

quantitatively by analyzing the NEXAFS peak in a similar way as performed above with the 

OPA derivatives. The normalized area under the π* features, Iv (θ), are modeled using Equation 

3.4.
34

 Fitting the normalized peak areas to this model yields an orientation of the phenyl ring 

normal, α = 71° ± 4° from the surface normal for PPA and 63° ± 4° for F3PPA.  
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Figure 3.6. Contact mode atomic force microscopy scan of bare ITO.  The RMS surface 

roughness for our ITO is between 0.7-0.8 nm over 100 nm.  

 

We have previously reported a similar orientation of PPA on amorphous indium zinc oxide: 

77± 5°.
28

 We believe that the small apparent difference in orientation between the value of 71° ± 

4° measured here and our previous result is due to the substrates used in the two experiments. 

Specifically, we attribute the smaller alpha measured on ITO to the larger distribution of local 

surface normals created by increased surface roughness of ITO relative to that of the ultrasmooth 

indium zinc oxide substrates used in the previous study (<0.3 nm RMS roughness). Our ITO 

substrates have a surface roughness of 0.7-0.8 nm RMS over 100 nm, as measured with AFM 

(Figure 3.6). Consistent with previously patterned SAM work,
5
 we were unable to resolve 

differences in surface roughness before and after SAM deposition. We expect NEXAFS-derived 

orientations to represent a convolution of the molecular orientation relative to the local surface 
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normal with the distribution of orientations of the local surface normals relative to a global or 

average surface normal. When molecules have a wide distribution of orientations, the NEXAFS 

result is the expected value of cos
2
(α) of this distribution (Equation 3.4). We can model this 

convolution using Equation 3.5:  

  


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
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0 0

22
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Equation 3.5a is an expectation value of cosine squared, expanded using the sum/difference 

formula. αmeasured is the NEXAFS result and αrc is the corrected value, which corresponds to the 

orientation that the molecules adopt relative to a local surface normal. The local slope, s, is 

defined to be the change in height of the ITO surface, as measured by AFM, from one pixel to 

another, divided by the pixel size equal to 1/512 μm (Equation 3.5b); γ is a dummy variable 

which accounts for the azimuthal relationship between the planes subtended by 1) the molecule 

axis and local surface normal and 2) the local and global surface normals. A value C = 1 >> η 

was used as the upper bound of the integral in Equation 3.5a. f(s) is the distribution of local 

slopes (Equation 3.5d) and is approximated as Gaussian with variance η and no azimuthal 

dependence (Equation 3.5c). Naturally the normalization, N, is dependent on C, the chosen upper 

bound. 

The value of s is used to estimate the angle between the local surface normal and the global 

surface normal at that pixel. η is calculated using Equation 3.5b from the distribution of 

measured values of s. A rougher surface should have a larger value for η. The integral in 
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Equation 3.5a was done numerically in quadrature to produce a one-to-one function relating each 

value of αmeasured to a value of αrc (Figure 3.7). Applying this model to the range of values that 

fall within our uncertainty yields αrc = ~69-79° for PPA, which agrees with the previous result on 

IZO, and 60-69° for F3PPA. The limitations of this model are that it ignores any internal degrees 

of freedom in the molecule, which are not significant in PPA and F3PPA. Further, we assume 

that intermolecular interactions are weaker than surface interactions. This assumption is 

supported by the results of the DFT calculations presented below.  Because of this latter 

limitation, we chose not to apply this model to the OPA SAMs based on the reported importance 

of intermolecular interactions in that system and previous work indicating invariance of 

orientation with respect to small changes in surface roughness.
26, 51 

We observe a less upright orientation of F3PPA relative to PPA. We cannot explain this trend 

using the same reasoning as in the OPA derivatives. Unlike the aliphatic SAMs, which can have 

gauche defects, PPA and F3PPA do not have internal degrees of freedom which can affect the 

orientation. Furthermore, the molecular packing forces that appear to play a role in the more 

upright orientation of the fluorinated OPA molecules do not seem to have a similar effect on 

these aromatic SAMs. Thus, in order to examine possible changes in binding geometry, we turn 

to computation to compare our measured orientations with the results of DFT calculations. 
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Figure 3.7. Numerical solution of Equation 3.5, based on the AFM image given in Figure 3.6  

3.4 Comparison of PPA deposition methods 

Table 1 shows NEXAFS data taken for PPA deposited using various soaking methods and 

Micro-contact printing onto both ITO and IZO substrates. All data reported in chapter 2 utilize 

the 168 hour soak, while data in this chapter utilize the 48 hour room temperature soak. 

Additional details are provided in the methodology section 6.2. No significant difference is 

observed between the different deposition methods used here. In each case, the difference 

between the ITO and IZO orientations can be accounted for using the surface roughness 

correction discussed previously.   
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Table 3.1. NEXAFS calculated molecular tilt angles (in degrees) for PPA deposited using 

various methods onto ITO and IZO. Includes IZO values with roughness correction applied. 

 

 

 

 

 

3.5 Calculated orientations of PPA and F3PPA 

We have previously reported DFT calculations for PPA on ITO.
28

 As the calculation assumes 

a smooth surface, these results should be compared to the αrc values. The tridentate 

configuration, with all three oxygen atoms in the PO3 moiety covalently bonded to metals, 

exhibits a calculated orientation of 78-79°. The bidentate configuration, defined as two oxygen 

atoms in the PO3 moiety covalently bonded to metals and the remaining oxygen hydrogen 

bonded to surface hydroxyls, exhibits an orientation of 68-75°. Our experimental result falls in 

between these values, which would be consistent with a mixture of both binding modes. The 

monodentate binding mode for PA SAMs on ITO has previously been ruled out on the basis of 

DFT geometry optimizations and the agreement between the DFT values of O 1s binding energy 

shifts and the XPS measurements.
35
 The calculations gave similar results for both low (2.8 × 10

13 

molecules/cm
2
) and high (1.1 × 10

14 
molecules/cm

2
) packing densities, suggesting that, at least in 

Deposition 

Method 

ITO IZO IZO (RC) 

48 Hour (RT) 71+/-4 75+/-5 74+/-6 

48 Hour (70°C) 70+/-3 71+/-6 73+/-5 

168 hour Soak 72+/-4 77+/-5 74+/-5 

Microcontact- 

printed 

72+/-3   
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theory, intermolecular interactions are not dominating the tilt angles at those densities, consistent 

with previous work.
28

 

Table 3.2 shows the calculated orientation, binding geometry, and dipole moment of the 

SAM projected to the surface normal direction for F3PPA. Binding sites 1-4 correspond to the 

available binding positions for PA SAMs in our ITO surface model.
28

 We observe no significant 

difference between the calculated tilt angles of PPA and F3PPA for a specific binding mode. At 

low packing density, 2.8 × 10
13 

molecules/cm
2
, the tridentate binding geometry (site 2) shows a 

larger tilt angle (78°) than the bidentate binding geometry (68°-76°). At higher packing density, 

1.1 × 10
14 

molecules/cm
2
, we observe the same trend, with a larger range of orientations 

available in the tridentate binding mode (73°-81°). Our measured orientation for F3PPA agrees 

with the DFT-calculated orientation for a predominantly bidentate bonding mode, regardless of 

packing density. 

Based on these observations, we proposed that F3PPA is more likely to exhibit bidentate 

binding geometries on ITO than PPA. This indicates a reduced likelihood of a PA molecule 

forming a third O-metal bond to the substrate. Currently, the preferential formation of hydrogen 

bonds with surface hydroxyls instead of covalent bonds has only been explained using coverage 

of surface hydroxyls before PA binding.
13

 Previous studies suggest that two of the P-O-metal 

bonds are formed by hetero-condensation with surface hydroxyls, driven by the electrophilicity 

of the phosphor atom.
13

 Previous studies of PA SAMs using surface-sensitive IR spectroscopy
28
 

or calorimetry
52
 were not able to determine binding mode definitively. 
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Table 3.2. Binding geometries of PPA and F3PPA computed at various packing density. The 

values for μSAM,z for F3PPA are reproduced from Ref. 17. 

PPA 

Packing density  

sites tilt 

angle 

μSAM,z 

(D/unit 

cell)
17

 

P-O bond length 

(Å) 

O-In(Sn) bond 

length (Å) 

2.8 × 10
13
 

molecules/cm
2
 

(1) 78° 0.24 1.57 1.54 1.55 2.13 2.16 2.33 

(2) 79° 0.71 1.58 1.53 1.56 2.21 2.31 2.25 

(3) 75° 0.36 1.55 1.59 1.56 2.25 2.21 -- 

(4) 68° 0.02 1.56 1.59 1.53 2.31 2.24 -- 

1.1 × 10
14 
 

molecules/cm
2
 

(1) 72° 2.57 

 

 

 

1.57 1.54 1.55 2.14 2.15 2.28 

(2) 81° 1.57 1.53 1.57 2.20 2.31 2.26 

(3) 71° 1.55 1.59 1.55 2.27 2.19 -- 

(4) 70° 1.55 1.59 1.54 2.29 2.25 -- 

 

F3PPA 

Packing density  

Sites tilt 

angle 

μSAM,z 

(D/unit 

cell)
17

 

P-O bond length 

(Å) 

O-In(Sn) bond 

length (Å) 

2.8 × 10
13
 

molecules/cm
2
 

(1) 69° 3.56 1.58 1.55 1.56 2.17 2.27 -- 

(2) 78° 3.04 1.58 1.53 1.55 2.20 2.32 2.24 

(3) 76° 3.37 1.55 1.58 1.55 2.22 2.26 -- 

(4) 68° 3.53 1.55 1.58 1.52 2.32 2.26 -- 

1.1 × 10
14 
 

molecules/cm
2
  

(1) 73° 9.47 1.57 1.54 1.54 2.15 2.16 2.29 

(2) 81° 1.58 1.53 1.55 2.20 2.32 2.24 

(3) 71° 1.55 1.59 1.55 2.27 2.19 -- 

(4) 70° 1.55 1.59 1.54 2.29 2.25 -- 

 

Based on these observations, we propose that F3PPA is more likely to exhibit bidentate 

binding geometries on ITO than PPA. This indicates a reduced likelihood of a PA molecule 

forming a third O-metal bond to the substrate. The preferential formation of hydrogen bonds with 

surface hydroxyls instead of covalent bonds has primarily been explained in the context of 

relative coverage of surface hydroxyls before PA binding.
13

 Previous studies suggest that two of 
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the P-O-metal bonds are formed by hetero-condensation with surface hydroxyls, driven by the 

electrophilicity of the phosphorous atom.
13

 
 

We consider two straightforward explanations for the increased likelihood of bidentate 

bonding of the fluorinated molecule: the first of which is intermolecular electrostatic 

interactions, and the second of which is Lewis base character. Based on the upright orientation of 

the molecules, we do not consider van der Waals interactions between the fluorine atoms and the 

ITO surface. Previous calculations of F3PPA SAM orientations have shown no significant 

changes in binding geometry over a range of surface coverages.
17

 We observe the effect of 

intermolecular dipole-dipole interactions as depolarization within the SAM, which can be seen in 

the calculation of the perpendicular dipole moment, μSAM,z at high packing density which is 9.47 

D (Table 1). Without depolarization, this number should be four times the μSAM,z value of 3.04-

3.56 D for low packing density.  Despite the presence of these intermolecular electrostatic 

interactions, we do not observe significantly different calculated orientations as we vary the 

packing density of the SAM, and thus consider the electrostatic effects unlikely to result in 

changes in binding mode.  

This leaves us to speculate on a change in Lewis basicity as a possible explanation for the 

increased tilt angle of the F3PPA. The inductive effect of ring fluorination should reduce the 

Lewis base character of the lone oxygen and decrease its likelihood to act as an electron donor to 

a surface metal atom, thus increasing the propensity of the PA for bidentate binding. Our 

measurements of both the first and second pKa values for PPA and F3PPA (see Methodology 

section 6.12) do show a decrease in acidity (~0.8 change in pKa) for F3PPA relative to PPA. 

While this trend is qualitatively consistent with a reduction in electron density on the oxygen 
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atoms of F3PPA, it is not yet clear if the effect is large enough to account for a change in orbital 

occupation sufficient to favor bidentate binding over tridentate binding.  Nevertheless, such a 

change would be consistent with the increased tendency for a less upright orientation of F3PPA 

that we observe in our experiments.   

3.6 Surfaces modified with BnPA derivatioves 

Figure 1.3 shows various benzyl-phosphonic acid (Bn PA) derivatives that have been used to 

modify ITO work functions.  To determine the orientation of the BnPA  molecules, we use the 

transition from the C1s to the C=C π* orbital, which occurs at an incident photon energy of about 

285 eV. The addition of R-groups to the benzyl ring induced some shifts or broadening of this 

feature in some cases. For example, in F5BnPA, the (C-F)C=C π* occurs at 288 eV. The 

orientation of the transition dipole moment for this excitation is perpendicular to the bond axis 

and therefore normal to the benzene ring.
40

 For these molecules, we define α as the angle 

between this transition dipole moment and the surface normal similar to the PPA derivatives. The 

amplitude of these transitions is described in Equation 3.4. The angle-dependent spectra are 

given in appendix B. 

 

In NEXAFS, if molecules are oriented randomly, this corresponds to and orientation of 54.7°, 

the magic angle. At the magic angle of orientation, we see no dependence on the angle of 

incident radiation.
40

 Using the expectation of cosine squared, as in Equation 3.5, we consider a 

two-population distribution of orientations, with one population at the roughness-corrected DFT 

value,  , and the other population at the magic angle (Equation. 3.6). The disorder fraction, δ, 

can be used to quantify the deviation of the measured value, α, from the theory result. 
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The range of disorder values for each calculated value is given in Table 3.3. A value of 0 in 

this range indicates that the calculated values are in good agreement with the measured result. 

Table 3.3. Results for angle α of our phosphonic-acid SAMs with various functional 

groups. DFT calculated values are provided for a packing density of 2.8 × 10
13

 

molecules/cm
2
. Disorder values quantify the deviation of measured and theory values 

when both are on the same side of the magic angle. 

Molecule α DFT α Disorder 

BnPA 47 ± 3° 41 16 - 62% 

2-FBnPA 52 ± 2° 46 39 - 88% 

3-FBnPA 60 ± 2° 52 * 

p-FBnPA 59 ± 2° 51 * 

2,3-F2BnPA 61 ± 3° 46 * 

3,4-F2BnPA 60 ± 2° 52 * 

m-F2BnPA 58 ± 3° 51 * 

m,p-F3BnPA 58 ± 5° 51 > 55% 

F5BnPA 60+/-5° 48 * 

o-F2BnPA 53 ± 4° 50 0 - 100%* 

2-CF3BnPA 59 ± 2° 44 * 

3-CF3BnPA 62 ± 3° 51 * 

o-(CF3)2BnPA 50 ± 5° 33 > 50% 

p-CF3BnPA 53 ± 5° 51 0 - 100%* 

p-NO2BnPA 60 ± 3°   

p-CNBnPA 52 ± 3°   

* Disorder model breaks down, see discussion section.   

 

)55(cos)(cos)1()(cos 222  
 

[3.6] 
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The orientations of BnPA derivatives show a large divergence from theory values in some cases. 

Orientations of these molecules might be complicated by an additional degree of freedom, φ, 

which is the rotation of the benzyl ring about the C1-C4 axis, hereafter referred to as twist angle 

(Figure 3.1). Vibrations along this degree of freedom lead to greater disorder than PPA 

derivatives. This disorder leads to measured orientations in between the theory value and the 

magic angle, as observed in BnPA, 2-FBnPA and o-(CF3)2BnPA.  

Due to a measured and calculated orientation near the magic angle, we cannot distinguish 

whether o-F2BnPA and p-CF3BnPA adopt orientations very similar to theory results, or if those 

molecules are largely disordered. Most BnPA derivatives deviate from theory values in ways that 

cannot be explained by disorder alone, specifically those with measured orientations farther from 

(F5BnPA) or on the other side of (3-FBnPA; p-FBnPA; 2,3-F2BnPA; 3,4-F2BnPA; m-F2BnPA, 

m,p-F3BnPA; 2-CF3BnPA; 3-CF3BnPA) the magic angle as compared to the calculated values. 

Future studies include detailed XPS, PM-IRRAS and UPS measurements to determine if these 

unexplained deviations from theory values are due to differences in binding mode or 

intermolecular forces.  

3.7 Summary and conclusions 

We have measured the orientation of an aliphatic SAM, OPA and its fluorinated derivative 

F13OPA on the transparent conductive oxide ITO. Our measured orientation of OPA is similar to 

previous observations of similar SAMs. Each of our molecules has a well-defined orientation far 

from the magic angle, indicating well-ordered SAMs. We find that fluorination of the OPA 

molecule leads to a more upright orientation, due to steric intramolecular and intermolecular 
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forces, as anticipated from similar trends that have been observed in the literature for 

alkanethiols on Au.  

In contrast however, the aromatic SAM PPA was found to be more upright than its 

fluorinated counterpart, F3PPA. The orientations of PPA and F3PPA were found to be similar to 

those calculated using DFT at various surface coverages. This agreement suggests that 

intermolecular interactions are less critical to determining the orientation of these SAMs than 

molecule-substrate interactions. Surprisingly, we observe well-oriented SAMs, even though the 

surface roughness is of the same order as the molecule size. We find changes in orientation with 

fluorination that we suggest may be due to changes in binding geometry. Our data are consistent 

with reduced tridentate and increased bidentate binding for the fluorinated aromatic SAM, as 

might be explained by a reduction in Lewis basicity of the lone oxygen. The effect of fluorine 

position on aromatic SAMs is largely unexplored. Future studies may explore the effect of 

fluorination position in aromatic phosphonic acids to better understand the interplay between 

intermolecular and head-group binding effects. 

We conclude that the orientation of SAMs does not vary in a simple way with fluorination; 

multiple competing effects are likely present. Fluorination of a SAM will change the magnitude 

of the molecular dipole, but might also provoke changes in binding mode and molecular packing 

details. These changes can affect both the orientation of the molecule and the bond dipole, 

leading to a deviation in the expected work function shift. Consideration of the changes in 

orientation and binding mode brought on by fluorination of SAMs can inform surface modifier 

design rules and, ultimately, improve device performance through better engineering of 

interfaces. 
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Chapter 4: Direct measurement of Acceptor Group Localization on Donor 

Acceptor Polymers using Resonant Auger Spectroscopy 
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David S. Ginger  

 

I am responsible for all NEXAFS and resonant Auger data and analysis, and the writing of this 

manuscript. 

 

4.1 Introduction 
 

Conjugated polymers are the critical components of modern organic optoelectronics, forming 

the active layer of thin-film transistors, organic light-emitting diodes and organic solar cells.
1-4

 

Organic electronics are light-weight, flexible and potentially cheaper to mass-produce than their 

inorganic counterparts.
5
 Production of more efficient devices depends on understanding the 

mechanisms of dynamic processes including exciton formation, free-charge generation, 

recombination, and charge transport both through the conjugated polymer itself and to electrodes 

or electron acceptors.
6, 7

 For instance, the degree of excited state delocalization and its 

relationship to the prevalence of free charges versus excitons as the primary product of 

photoexcitation is still under discussion.
8-11

 Recently, donor-acceptor co-polymers have gained 

popularity as a molecular design strategy for facilitating planar polymer backbones with higher 

pi-electron delocalization and lower band gaps.
12

 Evaluating the excited state electronic structure 

in these materials may provide insight into their varying device performance.  

In principle, angle-resolved photoemission can provide information on the spatial extent of 

occupied states, such as the HOMO.
13-15

 The addition of pump-probe and femtosecond time-

resolution provides the capability to examine delocalization of excited states, predominately at 

interfaces, but becomes experimentally complex.
16, 17

 Resonant Auger spectroscopy provides a 



95 
 
 

synchrotron-based alternative to time-resolved optical spectroscopies for studying excited state 

electronic structure. Few previous studies have applied this technique to polymer films.
18, 19

 

In resonant Auger spectroscopy, we record photoemission spectra while tuning the incoming 

photon energy across an atomic absorption edge and the associated resonances. Resonant Auger 

is an extension of near-edge x-ray absorption fine structure (NEXAFS) and possesses the same 

chemical and site specificity.
20, 21

 Resonant Auger spectroscopy is an excitation-decay technique. 

Provided that the involved core orbitals have significant spatial overlap with the LUMO, the 

lowest energy resonance in the NEXAFS corresponds to an optical bandgap excitation, although 

a core hole remains rather than a valence hole. Resonant Auger spectroscopy can be used to 

probe the electronic structure of this excitation, without the complexities of pump-probe 

techniques.  

Figure 4.1 shows the decay paths that appear in the photoemission spectrum for resonant and 

non-resonant excitations. The spectator feature appears for a resonant excitation and is shifted to 

higher emitted electron kinetic energy relative to the non-resonant Auger pathway (spectator 

shift). This shift is due to the screening of the core hole by the excited electron and therefore 

provides a qualitative measure of the overlap of the excited state wavefunction with the 1s orbital 

of the photoexcited atom. If excited electrons can delocalize away from the core hole in times 

comparable to that of core-hole decay, then the resonant spectra will also have a contribution 

identical to non-resonant Auger emission.
22

 The branching ratio of the resonant and non-resonant 

auger channels can be used to calculate the time scales of charge transfer processes using the 

core-hole clock method.
21, 23-25
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Figure 4.1. Decay pathways for different types of x-ray excitations. Some pathways emit 

electrons at constant kinetic energy (KE), while others have constant binding energy (BE). Green 

represents the photoexcited electron and purple arrows represent Auger processes. (Reprint of 

Figure 1.8) 

 

In order to explore the possible  impact of LUMO structure on IQE and free charge 

generation, we examined two conjugated polymers: poly[2,1,3-benzothiadiazole-4,7-diyl[4,4-

bis(2-ethylhexyl)-4H-cyclopenta[2,1-b:3,4-b']dithiophene-2,6-diyl]] (PCPDTBT) and poly[[9-(1-

octylnonyl)-9H-carbazole-2,7-diyl]-2,5-thiophenediyl-2,1,3-benzothiadiazole-4,7-diyl-2,5-

thiophenediyl] (PCDTBT). Both polymers have alternating electron-donating (dithiophene or 

carbazole for PCPDBT and PCDTBT, respectively) and electron-accepting (benzothiadiazole) 

units along the polymer backbone, and are known to make efficient organic photovoltaic 

devices.
26, 27

 The IQE for PCDTBT devices is nearly 100%,
27

 which is 30 percentage points 

higher than PCPDTBT devices.
28
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We use time-dependent density functional theory (TD-DFT) to calculate the N 1s x-ray 

absorption spectra of these polymers and compare to N k-edge NEXAFS data. We examine the 

calculated electronic structure of the first x-ray resonance as a sum of density functional theory 

(DFT) calculated virtual orbitals. We find similar electronic structure of the excited state in both 

PCPDTBT and PCDTBT. We perform resonant Auger spectroscopy and measure spectator shifts 

of the first x-ray resonance for both polymers, providing qualitative experimental confirmation 

of the calculated results. 

4.2 Quantum chemical calculations 

 

 

We use DFT and TD-DFT to optimize the polymer structure and understand the electron 

density distribution in PCPDTBT and PCDTBT excited states.  Figures 4.2 and 4.3 show the 

core and unoccupied molecular orbitals (MOs) involved in the first excitation of the N1s 

NEXAFS spectra for PCPDTBT and PCDTBT, respectively. Each red line represents the 

oscillator strength for a transition of an electron in the nitrogen 1s orbital on a benzothiadiazole 

unit of the monomer to a virtual orbital. X-ray absorption spectra (blue solid lines) are simulated 

through the convolution of the vertical transition energies and oscillator strengths with Gaussian 

functions characterized by a full width at half maximum (FWHM) of 0.2 eV. These calculated 

spectra are compared to the actual NEXAFS N K-edge spectra (black lines). We observe a 

characteristic red-shift in the simulated spectra due to limitations based within Hartree-

Fock/DFT theory and the B3LYP functionals.
29
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Figure 4.2. Left: TD-DFT calculated N 1S x-ray absorption spectrum of the PCPDTBT 

monomer. The red lines correspond to transitions to unoccupied MOs. The blue curve is the 

Gaussian broadening of these transitions using a FWHM of 0.2 eV. The black dashed line shows 

the measured NEXAFS spectrum for comparison. The DFT-optimized geometry is inset. Right: 

The first x-ray absorption peak is broken down into contributing virtual orbitals. The molecular 

orbital diagrams and the relative weights of transitions from each N atom 1s orbital to each 

virtual orbital are given. The overlap between the weighted sum of the virtual orbitals and their 

core hole is found to be 0.28 electrons.  

For both polymers, we observe that the first resonance in the x-ray spectrum corresponds to a 

linear combination of virtual MOs. The relative weights are given in Figures 4.2 and 4.3 for 

transitions from the 1s orbitals of each N atom on the benzothiadiazole group. Transitions to the 

virtual LUMO orbital are dominant in both polymers. In the case of PCDTBT, the oscillator 



99 
 
 

strength for transitions from the carbazole N atom 1s orbital was smaller than those for the 

benzothiadiazole group N atoms by a factor of 1000 or more. Based on this, we assume that the 

carbazole N atom is most likely not involved in the first peak of the N k-edge NEXAFS 

spectrum. A population analysis reveals the probability of finding an excited electron on the 

nitrogen atom involved in the excitation, which effectively describes the overlap of the first 

resonance with the core hole. This value is similar for PCPDTBT (0.28) and PCDTBT (0.24) and 

provides a qualitative prediction for the spectator shifts measured in resonant Auger 

spectroscopy.  

We have focused on monomer results above, as the resonant Auger data, shown below, 

proves to be independent of conjugation length and other morphological changes. TD-DFT 

calculations were also performed for the dimer of each molecule and are discussed below. The 

overlap of the first resonance with the core hole for the dimer is found to be 0.27 for PCPDTBT 

and 0.17 for PCDTBT. Both of these values are within 0.05 of the monomer values and these 

differences are not considered significant. 
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Figure 4.3. Left: TD-DFT calculated N 1S x-ray absorption spectrum of the PCDTBT monomer. 

The red lines correspond to transitions to unoccupied MOs. The blue curve is the Gaussian 

broadening of these transitions using a FWHM of 0.2 eV. The black dashed line shows the 

measured NEXAFS spectrum for comparison. The DFT-optimized geometry is inset. Right: The 

first x-ray absorption peak is broken down into contributing virtual orbitals. The molecular 

orbital diagrams and the relative weights of transitions from each N atom 1s orbital to each 

virtual orbital are given. The overlap between the weighted sum of the virtual orbitals and their 

core hole is found to be 0.24 electrons.  
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Figure 4.4. a) Optimized geometry of the gas phase PCPDTBT dimer with syn thiadiazole and 

thiophene units (3147580.66 kcal/mol)  b) Optimized geometry of the gas phase PCPDTBT 

dimer with anti thiadiazole and thiophene units (3147511.64 kcal/mol) shows a 69 kcal/mol 

stabilization.  

4.3 Dimer geometry 

For PCPDTBT, PCDTBT, and similar polymers, it has previously been reported that the 

monomer conformation with the thiadiazole ring anti to the thiophene units is preferred by ~1 

kcal/mol.
30, 31

 However, it is also commonly observed that the steric strain induced by large alkyl 

groups causes monomer units to be anti to each other along the polymer chain.
32

  In fact, we 

observe a 69 kcal/mol stabilization for the PCPDTBT dimer when the alkyl chains extend to 

opposite sides of the molecule, despite syn thiadiazole and thiophene units (Figure 4.4).  While 

holding this geometry for longer polymer chains, our calculations approximate the alkyl chains 

with methyl groups to reduce computational cost. 

 

a b 



102 
 
 

4.4 Auger final state screening effects 

From the N1s overlap values we can estimate the change in Auger parameter due to the 

spectating electron based on the final state effects model proposed by Cole et al.
33, 34

 The Auger 

parameter, ξ, is defined as the kinetic energy of the Auger feature as compared to a 

photoemission feature. A shift in the Auger parameter indicates a shift in the Auger kinetic 

energy that is independent of work-function changes or sample charging effects. A spectator shift 

is a change in the kinetic energy of the Auger feature due to a change in valence occupancy, and 

is a special case of Δξ: 

     {      [      (     )]}    (4.1) 

δqN is the change in valence occupancy due to the core hole. Physically, it must be between 0 

and 1, with higher values assigned to better conductors or highly polarizable chemical 

environments. For purposes of this estimate, we assume this parameter is much smaller than q, 

the change in valence charge due to excited state overlap. By convention a, b and d are atomic 

structure parameters which are discussed elsewhere
34, 35

 and have been calculated for nitrogen in 

the literature as 39.93 eV, -6.76 eV, and 5.05eV respectively.
36

 Loosely, the parameter a is 

related to the size of the valence shell in the ground state, b represents the contraction of the 

valence shell on core ionization and the parameter d corresponds to the expansion or contraction 

of the valence shell with gain or loss of valence charge. Based on our orbital overlap for the 

monomer and dimer cases and Equation 4.1, we can estimate a spectator shift of 1.8-1.9 eV for 

PCPDTBT and a shift of 1.2-1.6 eV for PCDTBT. The excited state of PCDTBT is perhaps 

marginally more delocalized than that of PCPDTBT, but this difference is likely too small to be 

significant.  
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4.5 Resonant Auger spectroscopy of PCPDTBT 

Figure 4.5b shows the N k-edge NEXAFS of PCPDTBT blended with PC71BM. The first 

resonance at 398.5 eV corresponds to a transition of N 1s electrons to the LUMO, which strongly 

overlaps the benzothiadiazole unit and is composed of the virtual orbitals shown in Figure 4.2.
37

 

Additional resonances occur below the onset of the N 1s absorption edge at 400.5 and 401.8 eV, 

likely corresponding to transitions to other unoccupied π* orbitals.
38

 Figure 4.5c shows the 

valence photoemission spectrum, taken at incident x-ray energy below the onset of N 1s 

NEXAFS features (395 eV) with binding energy calibrated using the second-order excitation of 

the N 1s electrons (binding energy = 409.9 eV).
39

 We observe two distinct valence bands, labeled 

G and H, centered at binding energies of 18 eV and 7.5 eV respectively. These spectra are 

similar to those reported for a model molecule, MTBT, which contains a benzothiadiazole group 

and a thiophene group.
38

  

Figure 4.5d shows the spectra of electrons emitted at incident x-ray energies marked 1-7 on 

Figure 4.5b. Spectrum 1 is composed of the valence photoemission features (G,H) and the 

second order excitation of N 1s electrons, labeled SN. Spectrum 8 is the non-resonant KLL 

Auger spectrum for the nitrogen atoms, taken at ionizing incident x-ray energy (440 eV). The 

spectrum shown has been smoothed using a Loess method with a 10eV window. The Auger 

spectrum is very broad and exhibits a primary peak at about 379.5 eV with a dip at 370.2 eV and 

a secondary peak centered near 360 eV.  
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Figure 4.5. a) Molecular structure of PCPDTBT and PC71BM b) NEXAFS N K-edge total 

electron yield spectrum of a PCPDTBT and PC71BM blend film taken at 20° incident angle. c) 

Photoemission spectrum of the same film taken at incident x-ray energy of 395 eV. d) Resonant 

photoemission spectra of the blend film. Spectra labeled 1-7 correspond to incident x-ray 

energies as labeled on (a). The spectrum labeled 8 corresponds to a pure Auger spectrum taken at 

incident x-ray energy of 440 eV. The light purple line on spectrum 2 represents the spectator 

contribution of the fit used to determine the spectator shift. Peaks labeled G and H are valence 

photoemission peaks. Peak SN is second order light from the monochromator exciting N 1s 

electrons.  
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Spectra 2-7 are dominated by a broad Auger feature similar in shape to spectrum 8, but at 

slightly higher kinetic energy. The kinetic energy of this feature is constant as the 

monochromator is detuned across the LUMO resonance, indicating that our combined 

monochromator and electron-analyzer bandwidth is too large to achieve the Auger-resonant 

Raman condition or access vibrational state information.
21, 40

 As the peaks and dip in this feature 

are shifted to a slightly higher kinetic energy than the non-resonant Auger spectrum, we attribute 

this intensity to spectator resonant decay channels. We also observe valence band photoemission 

features (G and H) with Raman-like dispersion in spectra 2-7. These features, especially the H 

feature in spectrum 2 at 391 eV, are somewhat enhanced due to participator channels as 

discussed below. 

In order to establish the spectator shift for the LUMO excitation, we fit spectrum 2 using a 

combination of a scaled and shifted non-resonant Auger spectrum (spectrum 8) and the valence 

photoemission features. The former contribution is shown overlaying spectrum 2 in Figure 4.5d. 

The spectator shift is given by the energy shift of the Auger spectrum in the fit is 1.6 eV. The 

Auger dip alignment method
41

 gives a similar result of 1.4 eV. Spectrum 5 is difficult to fit due 

to the overlap of Auger and photoemission structure. Spectrum 7 was found to have a spectator 

shift of less than 1 eV, indicating dominance of the non-resonant Auger pathway. The Auger 

intensity was not high enough in the other spectra to perform the fit reliably. The result for the 

spectator shift of the LUMO excitation (1.6 eV) matches the values from the DFT calculations 

and final state model (1.8-1.9 eV) quite well.  

During this fitting process, we cannot explain the intensity in the neighborhood of 390 eV for 

excitation to the LUMO without considering significant participator enhancement of 
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photoemission feature H. In the participator decay path, the photoexcited electron participates in 

the Auger process. The participator decay is energetically degenerate with photoemission 

features and has a Raman-like dispersion.
22

 The presence of the participator feature indicates 

spatial overlap between the wavefunctions of the excited state, the degenerate valence state and 

the core hole. In this case, the participator feature provides a qualitative indication of a 

significant overlap between the HOMO and LUMO. 

We note that there is no evidence for non-resonant-like Auger emission at the LUMO 

excitation, meaning that we cannot specify a branching ratio or utilize the core-hole clock 

method. Applications of the core-hole clock method to organic systems are well-studied, 

especially for charge transfer across organic-organic and organic-metal interfaces.
22, 42-47

 

Applications of resonant Auger to thick (100 nm) polymer films are less common.
19, 38

 Charge 

transfer processes can occur both from one conformational subunit to another along the same 

polymer chain, called a through-bond mechanism. Through space delocalization and charge 

transfer across the pi-stacking distance also play a role in closely-packed, well ordered polymer 

films.
48-50

 The core-hole clock method assumes discrete charge transfer on the femtosecond 

timescale to a final state which has little to no overlap with the initial state. In a most core-hole 

clock experiments the use of a large metallic substrate satisfies this condition. In a polymer film, 

by contrast, the delocalized state might have significant overlap with the initial state, rendering 

the core-hole clock methodology inapplicable. 

4.6 Effects of film morphology 

Conjugation length, H-aggregation, pi-stacking and other morphological properties play a 

role in excited state localization and the timescales of any charge transfer processes.
18, 19, 46, 51

 To 
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examine the effect of morphology on our results, we compared the photoemission of PCPDTBT 

in a blend with PC71BM with and without the diiodooctane (DIO) solvent additive. The use of 

DIO increases polymer crystallinity by selectively solvating the fullerene phase, resulting in a 

relative enhancement of the 0-0 Franck-Condon peak in the absorption spectrum (Figure 4.6).
52, 

53
 We observe no difference in the resonant Auger spectrum with the change in absorption 

spectrum (Figure 4.7), indicating that the delocalization being probed is mostly insensitive to 

exciton bandwidth or conjugation length. This is an indication that the nature of the excited state 

is dominated by the electronic structure of the monomer and its interactions with neighboring 

monomers.  

Apart from minor changes to the non-resonant valence photoemission, identical spectra were 

found for neat-films of PCPDTBT in the absence of a fullerene (Figure 4.7), indicating that we 

are not probing processes of charge transfer to the fullerene. We also note that our experiment 

does not measure exciton or polaron formation, since the electron is excited from a core shell and 

geometric reorganization of the polymer does not occur on a time scale similar to the core hole 

decay.
48
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Figure 4.6. UV-Vis absorption spectra of neat films of PCDTBT (left) and blends of PCPDTBT 

with PC71BM, with and without DIO additive (right). 

 

 
Figure 4.7. Resonant Auger spectra for a neat film PCPDTBT, a blend of PCPDTBT with 

PC71BM and a blend with DIO additive. Spectra are taken at the LUMO resonance with an 

incident x-ray energy of 398.5 eV. 

 

4.7 Resonant Auger spectroscopy of PCDTBT 

As discussed above, the LUMO of PCDTBT has similar overlap with the N atoms in the BT 

unit when compared with PCPDTBT. Based on the DFT calculations, we should expect a nearly 

identical spectator shift for PCDTBT as with PCPDTBT for excitation of N 1s electrons to the 

LUMO. 
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Figure 4.8a shows the N k-edge NEXAFS of PCDTBT. This part of the spectrum is 

composed of three resonances occurring before the onset of the N 1s absorption edge at 399 eV, 

401.2 eV and 402.6 eV. These are similar to the excitations of N 1s electrons to unoccupied π* 

orbitals observed in PCPDTBT, though each is shifted to higher energy by 0.5 – 0.8 eV. Figure 

4.8b shows the valence photoemission spectrum, taken at incident x-ray energy of 340 eV with 

binding energy calibrated using the second-order excitation of the N 1s electrons as performed 

for PCPDTBT. We observe four distinct valence bands, labeled J-M, and some emission at very 

low binding energy perhaps indicating gap states.  

 

Figure 4.8. a) NEXAFS N K-edge total electron yield spectrum of a PCDTBT film taken at 20° 

incident angle. c) Photoemission spectrum of the same film taken at incident x-ray energy of 340 

eV. d) Resonant photoemission spectra of the blend film. Spectra labeled 1-6 correspond to 

incident x-ray energies as labeled on (a). The light purple line on spectrum 2 represents the 
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spectator contribution of the fit used to determine the spectator shift. The spectrum labeled 7 

corresponds to a pure Auger spectrum taken at incident x-ray energy of 440 eV. Peaks labeled J-

M are valence photoemission peaks. Peak SN is second order light from the monochromator 

exciting N 1s electrons.   

 

Figure 4.8c shows the photoemission spectra on a kinetic energy scale for PCDTBT, taken at 

incident x-ray energies marked 1-6 on Figure 4.8b. Spectrum 1 is composed of the valence 

photoemission features (J-M) and the second order excitation of N 1s electrons, labeled SN. 

Spectrum 7 is the non-resonant KLL Auger spectrum for the nitrogen atoms, taken at incident x-

ray energy of 440 eV. The overall shape of the non-resonant Auger is nearly identical to that 

observed for PCPDTBT, apart from minor differences in the secondary peak shape. A 

\photoemission feature overlapped spectrum 7 at about 363 eV and was subtracted for fitting 

purposes. Determination of the spectator shift is complicated by the presence of feature J 

overlapping with the Auger dip for most of the resonant spectra. As with PCPDTBT, we fit 

spectra 2, corresponding to the LUMO excitation, using a combination of a scaled and shifted 

non-resonant Auger spectrum (spectrum 7) and the valence photoemission features. We observe 

that a spectator shift of 1.6 eV produces a good fit, reinforcing the similarities with the 

PCPDTBT LUMO observed in the DFT calculation. During the fitting process, we observe some 

evidence for participator enhancement of features K, L and M. This suggests that the LUMO 

wavefunction is spread across much of monomer, which is consistent with the DFT orbitals 

pictured in Figure 4.3. The Auger intensity was not high enough in the other resonant spectra to 

perform the fit reliably.  
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The measured spectator shift for the first resonance of PCDTBT is within 0.5 eV of the value 

predicted by our TD-DFT calculations and the final-state effect screening model. The spectator 

shift is very similar to that exhibited by PCPDTBT, which matched the predicted value to within 

less than 0.3 eV. Using this experimental technique, we have confirmed the similarities in the 

excited states of PCPDTBT and PCDTBT, especially their degree of delocalization, predicted by 

theoretical calculations.  

4.8 Conclusions 

 

N 1s x-ray absorption spectra were calculated for PCDTBT and PCPDTBT using TD-DFT 

and showed good agreement with the experimental NEXAFS spectra. The DFT virtual orbitals 

involved in the first x-ray resonance showed similar electronic structure in the two polymers, and 

population analysis revealed that a similar amount of the electron density is confined to the 

benzothiadiazole acceptor group.  A final-state Auger parameter model using these electron 

densities successfully predicted the spectator shifts measured using resonant Auger spectroscopy, 

giving nearly identical overlap between the first excited state and the core hole (N 1s orbitals) for 

both polymers.  

As the first x-ray resonance is dominated by the virtual LUMO and has π* character, we 

assume that its electronic structure is similar to the optically excited electron. While PCPDTBT 

and PCDTBT have internal quantum efficiencies that differ by 30 percentage points, their 

chemical structures are similar and we observed no differences in the electronic structure of the 

LUMO. Although changes in morphology are known to affect device performance, we were 

unable to observe any changes in the x-ray resonant spectra. We conclude that the resonant 
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Auger technique is sensitive primarily to electronic structure of the monomer and that cannot 

explain differences in device performance between these two polymers.  
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Chapter 5: Future Directions 

 

In this dissertation, I have demonstrated that phenylphosphonic acid (PPA) forms a well-ordered 

self-assembled monolayer (SAM) on indium tin oxide (ITO), with a well-defined orientation 

with the phenyl ring plane tilted at an angle of 15 ± 4°
 
from the surface normal. I also found 

well-defined orientations in fluorinated and non-fluorinated alkyl and aliphatic PA SAMs on 

ITO. The effect of fluorination on the orientation is non-trivial, due to the combined effects of 

the fluorination on binding mode and steric packing. The latter effects are found to be more 

dominant in aliphatic SAMs, leading to a more upright orientation in the fluorinated SAM. In the 

aromatic case, the fluorinated SAM adopted a less upright orientation which I attribute to 

changes in binding mode.  

The agreement of our near-edge x-ray absorption fine structure (NEXAFS) results with the 

fundamentally different surface IR technique, polarization modulated-IR reflection-absorption 

spectroscopy (PM-IRRAS), is a strong indicator of the reliability of the technique and my data 

processing methods. As a result of this agreement and with support from x-ray photoelectron 

spectroscopy (XPS) data, my collaborators were able to correct earlier vibrational peak 

assignments in the IR spectra of phosphonic acids that are critical to determining molecular 

orientation. Furthermore, I have compared the NEXAFS data with DFT calculations of the 

molecular geometry of the aromatic SAMs with excellent agreement. This agreement strongly 

indicates that intermolecular forces are not dominant in the orientation of aromatic PA SAMs on 

ITO.  

This research leaves some unanswered questions for the system of PA SAMs on ITO, however. 

NEXAFS alone has proved insufficient to distinguish between the various fluorination positions 
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on the aromatic benzylphosphonic acid (BnPA), due either to high disorder in the monolayer or 

an orientation of the benzyl group normal very near the NEXAFS “magic angle”. In order to gain 

a complete picture of the effect of fluorination position on an aromatic SAM, one needs a more 

comprehensive study. The combination of NEXAFS, ultraviolet photoelectron spectroscopy 

(UPS), and DFT calculations of work-function shift and geometry should lead to a more 

complete picture. The goal of such a study would be to compare the measured work-function 

shift and orientation with DFT calculated values. If the gap between theory and measurement is 

large in a particular SAM, it is likely disordered or exhibits strong inter-molecular forces not 

accounted for in the DFT calculated geometries. The ratio of bidentate to tridentate bonding and 

how it varies with fluorination position could be explored in the comparison of measured and 

calculated orientations and by measuring pKa values.  

The binding mode of PA SAMs in this research has been inferred from the comparison of 

theoretical orientations and measurement. In principle, PM-IRRAS could determine the binding 

mode through a measurement of stretching modes for P-O, P=O and O-H bonds. In practice, this 

has proven difficult due to low signal but should be possible with further refinement. Thermo-

gravimetric analysis and calorimetric measurements might also provide a way to determine the 

binding mode definitively. Both techniques can provide a quantitative measure of the strength of 

the SAM-substrate binding. A comparison of the fluorinated and non-fluorinated PPA 

derivatives might prove useful for these two techniques.  

NEXAFS is a very general technique, and can be used to measure the orientation of many 

monolayer systems. It also has chemical specificity, and can be used in polymer fingerprinting. 

The surface composition (vertical morphology) of any polymer-fullerene blend can be explored 
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using NEXAFS: all that is needed is to compare the NEXAFS spectrum of the blend to a neat 

film of each component in the blend.  Some new beamlines (2-3, 6-2, 14-3) at SSRL are able to 

perform x-ray spectroscopic images with spatial resolution of 2 µm or larger. Imaging studies 

could be helpful in examining spatially patterned SAMs or investigating in-plane morphology 

and phase-separation in active-layer materials for organic solar cells. 

 N 1s x-ray absorption spectra were calculated for PCDTBT and PCPDTBT using TD-

DFT and showed good agreement with the experimental NEXAFS spectra. The spectator shift 

determined by the N k-edge resonant Auger technique allowed for a measurement of overlap 

between the LUMO and the N atoms in the benzothiadiazole acceptor group. These spectator 

shifts are similar to those predicted from the TD-DFT population analysis using a final-state 

Auger parameter model. Both polymers exhibited similar spectator shifts in the resonant Auger 

spectra. Since my resonant Auger results showed no significant correlation with morphology or 

device performance, I conclude that the resonant Auger technique is sensitive primarily to 

electronic structure of the monomer, which cannot explain the differences in device performance 

between these two polymers. Based on this, and the inapplicability of the core-hole clock 

method, I believe polymer films are not the ideal system to explore with this technique.  
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Figure 5.1. DFT molecular orbitals for a Zn-porphyrin/perylene diimide dyad.(Left) Schematic 

of core-hole clock experiment.(Right)  

A main strength of the resonant Auger technique lies in the core-hole clock method for 

determining the time-scales of femtosecond charge transfer processes. The core-hole clock 

method is most easily applied to systems of a small molecule on a large conducting substrate. 

Dyads on metal oxides form an interesting and tractable system for use with this technique. 

Figure 5.1 shows an example of a dyad composed of a donor (Zn-porphyrin) and an acceptor 

(perylene diimide) component. The dyad molecule provides a simple single-molecule alternative 

to the complex polymer-fullerene bulk-heterojunction solar cell. Time-resolved optical pump-

probe spectroscopies can probe the lifetime of the optically excited state, which contains 

information about multiple decay pathways. Resonant Auger spectroscopy can excite core 

electrons to unoccupied orbitals on the donor and acceptor regions separately. Since resonant 

spectroscopy does not create excitons or a valence hole, charge transfer processes from each 
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dyad component to the substrate can be isolated. The core-hole clock method could potentially 

measure the timescales of charge transfer for either pathway. This information, combined with 

time-resolved optical pump-probe measurement could provide a comprehensive picture of the 

charge dynamics in this model system.  
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Chapter 6: Methodology 

 

6.1 Materials 

Super-smooth 100 nm ITO on glass substrates were purchased from Thin Film Devices 

(Anaheim, CA). Atomic force microscopy scans (Figure 3.6) reveal a surface roughness of 0.7-

0.8 nm (RMS) over a 100 nm length scale. Evaporated Au on glass slides for PM-IRRAS 

experiments with 1.5-2.0 nm root-mean-squared (RMS) roughness were purchased from 

Evaporated Metal Films (Ithaca, NY).  In the PM-IRRAS experiment, Au films on glass were 

selected as the underlying platform for thin IZO films because of their infrared reflectivity. Thin 

IZO overlayers of 5-10 nm thickness were sputtered onto evaporated Au on glass slides from a 3 

in., 70:30 (wt %) In2O3:ZnO target in a chamber with a base pressure of 10
-6

 Torr at a deposition 

pressure of 4.5 mTorr. During an 8.5 s deposition, the oxygen flow was maintained at 0.5 sccm, 

and the argon flow at 13.4 sccm, with a DC sputtering power of 100 W.  Phenylphosphoinc acid 

(PPA), 1,8-diiodooctane (DIO),  ethanol, acetone, triethylamine, chloroform, mesitylene, 

chlorobenzene and dichlorobenzene were purchased from Sigma-Aldrich and used without 

further purification.  The synthesis of n-octylphosphonic acid (OPA)
1
, 3,3,4,4,5,5,6,6,7,7,8,8,8-

tridecafluorooctylphosphonic acid (F13OPA)
2
, and 3,4,5-trifluorophenylphosphonic acid 

(F3PPA)
3
 were reported elsewhere in the literature. Synthesis of all benzyl-phosphonic acids 

(BnPA) were conducted at Georgia Institute of Technology by Anthony Giordano. 

[6,6]-phenyl-C71-butyric acid methyl ester (PC71BM) was purchased from Nano-C. 

Regioregular poly(3-hexylthiophene) (P3HT) (Mw = 35.40 kDa, PDI = 2.45) was purchased from 

Rieke Metals, Poly[[9-(1-octylnonyl)-9H-carbazole-2,7-diyl]-2,5-thiophenediyl-2,1,3-

benzothiadiazole-4,7-diyl-2,5-thiophenediyl] (PCDTBT) and Poly[2,6-(4,4-bis-(2-ethylhexyl)-
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4H-cyclopenta[2,1-b;3,4-b0]-dithiophene)-alt-4,7-(2,1,3-benzothiadiazole)]  (PCPDTBT)  were 

purchased from 1-Material. 

6.2 Substrate cleaning and PA modification 

 

The thin IZO films were detergent cleaned and sonicated for 10 min in acetonitrile, followed 

by 5 min in isopropyl alcohol, and dried under a N2 stream after each step.  Next, the substrates 

were placed into a Harrick Plasma Cleaner PDC-32G (Harrick Plasma, Ithaca, NY) and plasma 

cleaned for 10 min at an RF power of 10.5 W in a chamber fed by an oxygen pressure of  ~400 

mTorr. 

Thick film (~100 nm) IZO on glass substrates were used for NEXAFS data collection and 

prepared using the same sputtering methods described above for the thin IZO films on Au. These 

films and the Super-smooth ITO films were sonicated in acetone for 10 min then scrubbed with 

Micro-90 electronics-grade detergent in deionized water (DI). Substrates were then successively 

sonicated in a solution of Micro-90 and DI, then Milli-Q DI, then ethanol, for 10 min each. 

Substrates were then oxygen plasma cleaned under a 100 mL/min flow of O2 for 5 min at 18 W 

power at 100 MHz using a Harrick Plasma PDC-32G plasma cleaner. 

Cleaned substrates were immersed in 10 mM PA solutions in ethanol for either 48 hours at 

room temperature, 48 hours at 70°C (samples herein referred to as 70°C), or one week (168 

hours) at room temperature.  Upon removal from solution, substrates were rinsed with ethanol, 

blown dry in a stream of N2, and annealed under rough vacuum for 2 hours at 140°C.  Samples 

were then rinsed with ethanol and blown dry. 
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To prepare the microcontact printed samples, a procedure was used that has been shown to 

produce SAMs with local workfunction shifts comparable to those reported in early solution-

deposited methods.
4
 However, to improve signal in NEXAFS experiments, a flat featureless 

PDMS stamp was used instead of a patterned stamp.  The stamp was first rinsed with ethanol and 

blown dry in a stream of N2.  The stamp was then “inked” with a 10 mM PA solution in ethanol, 

and blown dry in a stream of N2.  The inked stamp was immediately pressed into contact with the 

freshly plasma cleaned substrate and held in place by a ~35 g weight for 10 minutes.  Upon 

removal of the stamp and weight, the substrate was annealed on a pre-heated 140°C hot plate for 

5 minutes, and then rinsed with ethanol and blown dry.  The substrates were then sonicated in a 

5% triethylamine: 95% ethanol solution (v/v) for 30 minutes, rinsed well with ethanol, and 

blown dry. 

Each of the samples made for chapter 2 utilize the 168 hour soak method. All of the samples 

in chapter 3 utilize the 48 hour, room temperature soak unless otherwise noted.  

6.3 Polymer thin film preparation (Dana Sulas, University of Washington) 

 

To produce thin-film polymer and bulk-heterojunction samples for resonant Auger 

spectroscopy studies, solutions of the polymers with or without fullerene were spin-coated onto 

ITO substrates cleaned as discussed in section 6.2. For P3HT samples, 60 µl of solution of 10 

mg/mL P3HT in Chloroform or Mesitylene was coated at 500 rpm for 5 s and 1750 rpm for 120 s 

then annealed for 1 hour at 100°C. PCDTBT samples were coated at 60°C from a 10 mg/mL 

solution in dichlorobenzene at 500 rpm for for 5 s and  2000 rpm for 300 s. PCPDTBT samples 

were spin-coated with or without fullerene and with or without the diiodooctane (DIO) solvent 

additive. In the neat films, a 10 mg/mL solution of PCPDTBT was coated from either 
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chlorobenzene or from a mixture of 2.5 vol% DIO in chlorobenzene. Blend films were coated 

from a 3:1 solution of PC70BM and PCPDTBT (10 mg/mL) in either chlorobenzene or the 

chlorbenzene-DIO mixture. Samples were spun at 500 rpm for 5 s and 1750 rpm for 120 s. 

6.4 NEXAFS experimental Setup 

The NEXAFS data were acquired at Stanford Synchrotron Radiation Lightsource (SSRL), at 

the bending magnet beamline 8-2.
5
 The slit-to-slit SGM monochromator has an optimal 

resolution of better than 100 meV in the carbon region, but was operated at a lower resolution of 

about 200 meV for most measurements in order to maximize throughput while still resolving the 

features needed for the angular dependence analysis. The toroidal refocusing optics provided a 

near circular beam cross-section of about 1 mm in diameter. The incoming photon flux was 

recorded from a gold covered wire mesh (gold grid) intercepting a few percent of the beam, via 

the drain current by a Keithley 428 picoammeter. In order to ensure a proper normalization 

without artificial structures from contaminants, a fresh layer of gold was evaporated onto the grid 

before the start of each run. Second-order contributions from the beamline monochromator were 

supressed by a Ti filter, inserted upstream of the gold grid, which strongly absorbs photons above 

the Ti L-edge at ~460 eV. The absolute beam energy was calibrated by measuring highly oriented 

pyrolytic graphite (HOPG), assigning the energy of the π* feature to 285.38 eV.
6
 To compensate 

for small monochromator drifts over the course of the day, the lower energy dip in the gold-grid 

absorption spectrum (corresponding the residual carbon on the optics in the beamline and 

assumed to be constant) was used to align all spectra to the same absolute calibration during 

individual runs.
5
 The degree of linear polarization is assumed to be 0.85+/-0.05, based on recent 

measurements on this beamline,
5
 although one paper has reported polarization as high as 0.99.

7 
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The uncertainty in polarization is accounted for in the analysis below, and results in only a 2-

degree systematic uncertainty in the final result,  with any overestimation of the polarization 

leading to a measured orientation systematically shifted towards the magic angle, 54.7° (and vice 

versa).
8
  All NEXAFS measurements were conducted at base pressures below 10

-8
 Torr. 

NEXAFS spectra are recorded in two modes simultaneously; total electron yield (TEY), 

measured as the sample drain current by a Keithley picoammeter, and the Auger electron yield 

(AEY), measured by a PHI 15-255G double pass cylindrical mirror analyzer (CMA) operated in 

pulse counting mode. The CMA analyzer was set to a pass energy of 200 eV for highest 

throughput and operated at a fixed kinetic energy of 257 eV, which is part of the broad carbon 

Auger distribution and chosen specifically to shift contribution from non-NEXAFS features 

resulting from first and second order photoemission peaks to energies below the onset of the C k-

edge NEXAFS spectrum (285 eV).  The experimental setup is shown in Figure 1.6. 

6.5 AEY background removal 

 

Figure 6.1 shows a typical AEY spectrum for PPA deposited on IZO using the 168 hour soak 

method, obtained under the parameters defined in section 6.4. The raw NEXAFS AEY spectra 

contain Auger peaks and photoemission peaks from the carbon valence electrons, as well as 

photoemission peaks from the substrates.
8
 The non-Auger features can be understood by also 

plotting the data on a binding energy scale (top axis) in which: 

[Binding Energy] = [Incident Photon Energy] - [CMA Energy = 257eV] - [Work Function]. 

The C valence band contribution was present at 263 eV along with photoemission from the 

shallow substrate orbitals. In the energy range of interest (NEXAFS region from ~ 284 eV to 310 

eV), the photoemission contribution was rather smooth with little fine-structure to affect the 
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Auger intensities. The presence of 

the photoemission peaks from the 

substrate demonstrates that the 

thickness of our monolayer 

samples is on the same order as the 

escape depth of electrons from 

substrate excitations or that there 

are bare patches. Anisotropy of the 

photoemission peaks is indicative of 

the former.  

To remove the substrate background 

contribution, a bare IZO sample was 

sputtered with a large unfocused ion 

beam using Ar at a pressure of 4*10
-5

 

torr, with a current of 20 mA and a 

driving voltage of 1 kV for 70 min to 

remove any carbon contamination. The spectra from this sputter-cleaned substrate were scaled to 

fit the pre-edge features of each of our sample spectra and subtracted. This subtraction was 

performed independently for each sample at each incident beam angle. Figure 6.1 shows such a 

scaled sputter-cleaned substrate spectrum. Since the CMA was fixed in orientation perpendicular 

to the incident radiation, the electrons from the substrate are more strongly suppressed at normal 

incidence due to the finite electron penetration depth, which makes the background subtraction 

Figure 6.1. Raw AEY NEXAFS spectra for a 

sputter-cleaned IZO substrate (green curve) and a 

phenyl phosphonic acid SAM (red curve) on IZO 

collected at 55° incidence. The green curve has 

been scaled to fit to the pre-edge photoemission 

features as is done during the background 

subtraction step of data processing. 
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process anisotropic.
9
 Our largest source of uncertainty is thus systematic and results from this 

correction step. When fitting the background there was a choice of two major features: by 

performing the analysis using a background fit to either feature or both simultaneously I 

computed this systematic 

uncertainty, which is approximately 

3 degrees in the final result.  

The background subtraction 

process for PA samples on ITO is 

very similar. Figure 6.2 shows the 

removal of a sputter cleaned ITO 

background.  Since the Zn-3d 

feature is not present, the 

background fit is similar and the 

systematic uncertainty involved in 

this step is significantly reduced. 

Systematic uncertainty for the ITO 

samples is calculated using the 

difference in orientation reported 

by the AEY and the TEY data.  

6.6 TEY background removal 

A second-order polynomial background contribution to the sample current was subtracted 

prior to normalizing the signal by the gold grid. In the absence of this background, pre-edge 

artifacts arose at about 285 eV and 291 eV. These artifacts are related to the dips in the beam 

Figure 6.2. Raw AEY NEXAFS spectra for a 

sputter-cleaned ITO substrate (blue curve) and a 

phenyl phosphonic acid SAM (red curve) on IZO 

collected at 55° incidence. The blue curve has 

been scaled to fit to the pre-edge photoemission 

features as is done during the background 

subtraction step of data processing. 
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intensity due to intrinsic carbon in the beamline optics. When the appropriate background is 

subtracted, the gold-grid normalization removes this structure. I believe the background is 

primarily from ion current due to the nearby ion pump. The background depended on the 

location of the samples on the mounting stick and varied with time. The background was found 

to gradually vanish after about 48 hours after pump-down was completed.   

6.7 NEXAFS spectral processing 

 

The final data processing steps included normalization and averaging between samples for 

noise reduction. The sample was normalized to an arbitrary average height of 1.8 in the 

background past the edge step (343-346 eV). Oscillatory behavior in this range, commonly 

known as extended x-ray absorption fine structure (EXAFS), was not large enough to require a 

wider normalization range. After normalization, three spectra for each sample type and angle 

were averaged together in a three-step process as follows: first, an average spectrum was 

computed. Second, the individual spectra were scaled and shifted on the incident photon energy 

axis to best match the average. Finally, the modified spectra were averaged together to create the 

corrected spectrum used for peak fitting and angular dependence studies. I use this process to 

mitigate any monochromator drift that may be present, which would have resulted in a shift of 

the spectrum along the energy axis. For all samples on ITO, the sample-sample variation was 

found to be very small. The systematic uncertainty from the data processing steps are discussed 

in section 6.5.  
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6.8 Using the NEXAFS data processing code 

  

This section describes how to use my custom code for the software to analyze x-ray 

spectroscopy data gathered in a large batch from beamlines which use SPEC, SUPER or XAS as 

Figure 6.3. Top: Raw TEY spectrum given by sample current (red line), Green line is 

smooth background signal subtracted. Bottom: The same TEY spectrum after background 

removal. Spectra correspond to 2-(CF3)BnPA on ITO, deposited in the 48 hour, room 

temperature method at 55° incident x-ray radiation. 



131 
 
 

interfaces (such as SSRL beamlines 8-2 or 10-1). Portions of this software were originally 

written by Andreas Tillack in 2010, but have been extensively modified. The code performs 

various processing tasks, including background subtraction and averaging, on a data set with 

minimal programming knowledge required. The use of more advanced or data-specific 

processing techniques require the ability to reprogram this code or importing the data into 

Matlab. Most of these processing tasks can be performed (albeit not in a batch process) using 

Bruce Ravel’s Athena software, available free online 

at http://cars9.uchicago.edu/ifeffit/BruceRavel/Horae. 

Installation 

 

All of the code is self-contained in the shared/ SSRL/SSRL analysis folder and installation is 

required. The main folder contains several folders, and the code relies on this exact directory 

structure. The “programs” folder contains versions of gawk, gnuplot and notepad++. The only 

installation required is the association of .plt files with notepad++. This is achieved by right-

clicking on any file with the “.plt” extension (such as “Main_Initialize.plt” in the main folder) 

then select “Open with...” and choose “Browse...” to point to 

“Programs\Notepad++\notepad++.exe”. If need be, you can install Gawk, gnuplot and notepad++ 

on your own into their respective folders in the “programs” folder. Ghostscript and Ghostview 

should be installed on your computer as well, since the plots are produced in .eps format.  

Definitions and program structure. 

 

The code’s directory is built from several important folders. The following are inside the 

main directory: Programs: contains gawk, gnuplot, notepad++; Reference Data: contains data 

http://cars9.uchicago.edu/ifeffit/BruceRavel/Horae
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about the gold cross section which is used in conjunction with gold-grid data in the raw data file 

in the normalization. Functions; contains scripts executed by notepad++ in a windows shell using 

gnuplot; and Scripts: contains the awk programs which modify the data files line by line. The 

code files in the Functions folder each have the “.plt” extension. This  folder contains 

analyze_file.plt, which accesses the raw data files, picks out the types of data from different 

channel,  ratios it with the gold-grid reference, and calls the various background subtraction 

routines. Here also is the code that takes averages, (average_files.plt, corrected_file.plt), 

performs data-to-data fit(fit1to1.plt), normalizes files, etc, and produces all the associated plots. 

The files in the Scripts folder all have the “.awk” extension. The code in this folder performs 

plotting routines and call awk routines.  Create_analysis.awk writes the analysis scripts for each 

data sample. If you would like to add processing steps, such as angular dependence and peak 

fitting, these steps should be called from this file.  

The template folder provides a model of how the folder which contains your data and 

output will be structured, you must copy this directory and renameit for each set of data you 

process. Inside your data  folder, there will be an excel spreadsheet which should contain the 

names of all of your data files as discussed in the following subsection. There will also be a 

program, “Run Data Analysis”, which allows you to set your basic processing options and 

execute the data processing itself. “Raw Data Files” should contain your SUPER, SPEC or XAS 

output files, unmodified. “Data Analysis” contains the output of your analysis. “Data 

Analysis/Plots”  and “Data Analysis/Processed Data Files” store the plots and .dat files put out 

by the program during the analysis respectively. After running the code, three scripts will be 

produced in the “Data Analysis” folder: “Reference(autogenerated).plt”, 



133 
 
 

“Analyze(autogenerated).plt”, and “Peak Analysis (autogenerated).plt”  These are written by the 

“create_analysis.awk” script. In order they perform the analysis on reference data (such as 

substrate spectra that might be used in background subtraction), main data, and advanced 

processing like angular dependent fits which are not supported for basic users. Lastly, in the 

parent directory there is a configuration file called “Main_Initialize.plt”. This function sets the 

file directories and initializes variables. Changing this code can toggle PDF output on/off, and 

change other options that might affect stability.  

Running the analysis 

 

First, copy the template directory and rename it to identify the data set you are working on. 

Second, copy the raw data files into the labeled directory. You must save a tab-delimited text file 

named “Sample Info.txt” containing information on all of the raw data files to be processed. This 

is easily done using an excel spreadsheet saved as tab-delimited text once filled out. The excel 

spreadsheet must have the following columns in order:  

1. Running number: order tests are run in, helps to distinguish tests on the same sample 

from one another.  

2. Data Type: AD is the type for most data that will be analyzed. Lines with the Reference 

data type will be processed first, and can be subtracted from the other spectra as a form of 

background removal. Other data types can be used, like AD analysis to add steps to the 

processing script like angular dependence fits.  

3. Use? : y or n, determined whether or not the spectrum will be used in the analysis. 

4. Sample Type: used to group samples that will be analyzed together. 
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5. Sample number: distinguish between different samples of the same type. 

6. Angle: incident radiation angle 

7. Nexafs filename: the exact filename as output by super or xas and stored in your “raw 

data files” folder. 

8. Other fields: slits/pass energy;  range; comments Useful for book keeping. The comments 

will show up as comments in the analysis script for the different files. This field is also 

used in some advanced features. 

Once the excel file is saved, the “Run_DataAnalysis.plt” file in your data directory should be 

opened in notepad++ and excecuted by pressing F9. Several data analysis options are available in 

the Run Data Analysis file, and shoud be set carefully before proceeding. “Sample_Log” should 

be set to the name of your tab-delimited text file. The program will skip processing steps if it 

thinks it has already done them, in order to save time; “Force_Reprocess=1” disallows this. 

The channels for AEY data (from the CMA), TEY data and Gold-grid data can be set here. 

Gridref is the variable that controls the column number for the gold-grid. Column 1 is the energy 

value, column 2 is channel 1, etc. The number you enter is the column value. Entering a value of 

0 for AEY or TEY will disable all processing of that data type. The processed AEY and TEY 

data will have been normalized by the incident energy using the gold-grid data and the gold-

cross section information stored in the reference-data folder.  

“Data_start” and “Data_end“ tell the program where to expect the data to fall on the energy 

scale.  The program can adapt to discrepancies of a couple eV between samples. “Fit_start” and 

“Fit_end” are used to specify where in the spectra are the peaks of interest. No normalization or 

background removal will use this area. “Int_start” and “Int_end” specify the post-edge region 
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used to normalize the total number of counts. The background removal areas for AEY and TEY 

can be specified separately.  The TEY background removal will end at “Fit_start”. Subtraction of 

substrate reference data from AEY can be enabled or disabled, as can the ad-hoc AEY and TEY 

backgrounds. The exact functional form of these backgrounds can be changed in the 

“Functions/Analyze_File.plt” file.  

Output files 

 

Each sample will have several processed data files, saved after various processing steps. 

AEY and TEY data are processed differently. All of these files are in the “**Your data 

folder**/Data Analysis/Processed Data files” directory. In the following filename descriptions, 

*N* refers to sample number, *T* refers to sample type, *F* refers to the filename of the raw 

data file *A* refers to incident x-ray angle and*R*, refers to running number.  

The x-ray energy values, AEY and TEY data are extracted from each raw data file and 

saved as “*T* *N*.*R* *A* deg data.dat”. The AEY data undergoes substrate background 

removal and normalization. The raw AEY data and scaled substrate background are saved as 

“*T* *N*.*R* *A* deg corrected (AEY) data.dat”.  The AEY data after subtracting the 

background and normalizing by the edge step is saved as “*T* *N*.*R* *A* deg corrected and 

normalized (AEY) data.dat”.  

Each data of the same type is then averaged. The averaged TEY data is saved as “*T* 

*A* deg.dat”. The averaged AEY data is saved as “*T* *A* deg corrected and normalized.dat” 

Data from each sample is fit to the average to create the “*T* *N*.*R* *A* deg to average 

(T[A]EY) data.dat” These fits are averaged to make the “Average *T* *A* deg corrected (TEY) 
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.dat” and “Average *T* *A* deg doublecorrected and normalized (AEY).dat” files. These files 

are similar to the simple average, but reduce the impact of monochromator drift. 

Output plots 

 

Plots are divided into 5 subfolders. First, “Averages” contains plots of averages of a 

particular sample type at a particular angle and includes the spread of data as a visual 

representation. “Peak-Fitting” contains visualizations of background subtractions (figures ending 

in “corrected.eps”) and fits of data to average. If data is present from the same sample type 

atmultiple angles of incidence, the “Comparisons” folder contains plots of each sample type at 

all available angles. The “General” folder contains plots of various intermediate steps, these are 

not very interesting and only useful for debugging. Lastly,  the “Angular Dependence”  folder 

will contain peak fits and fits of the angular dependence equations if these steps are performed.  

Advanced options 

 

There is no user-friendly way to access the functionality described here. Unless you are good 

at programming and/or have experience with awk, this would be best undertaken in MATLAB 

for each of your output spectra on a case by case basis.  

TEYmethod_I.plt performs the subtraction of a substrate background and can be enabled by 

uncommenting in create_analysis.awk. It works fine, though the region where the fit is 

performed must be tweaked in the program manually. I never found reference data subtraction in 

the TEY to be useful, but maybe you will.  TEYmethod_II.plt creates the difference spectra by 

subtracting the data gathered at 55 degrees from the each spectrum. This one is a bit glitchy 

because my awk-ing skills are not up to par. The framework works though, and this can, with 
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effort, be re-enabled by tweaking certain lines in create_analysis.awk The spectra at 55 degrees 

are not necessarily processed first, so doing this on a first data run will not work. 

Peak fitting of spectra for angular dependence can be undertaken in two ways. For a rough, 

qualitative estimate, the first method  uses the height of the peak maximums near the specified 

point. To achieve publication-quality results however, you must use the second method which 

fits peaks and calculates the area beneath.  

In order to use the peak heights method, there is a section commented out in 

“Create_Analysis.awk” which writes lines for the “getpeakmax.awk” script, which can be 

enabled.  

In order to use the more correct peak fitting method, there is a section in 

“Create_Analysis.awk”  near the one above which calls a fitting routine specific to each 

molecule.  The batch fitting program needs to be writted for each sample type using one of my 

existing peak fitting programs for a template. The fitting routines are in the “functions” directory 

and titled “getpeakarea*T*.plt”. These perform fits of the peak of interest and nearby ones along 

with an edge function. The “reportpeakmax.awk” script is used to locate the peak exactly based 

on a guess and return its height and location via a file in the processed data directory. The fits 

have many parameters and may need to be rerun multiple times with clever guesses. Make note 

of the fit command and its syntax. Online references for gnuplot will be helpful. The areas and 

errors are calculated from the fits and the spread in heights of the initial spectra. The values for 

each angle are kept in a running list in “processed data files/*T*xxxeVAD.dat”  for each sample 

type. This file will need to be cleared of bad fits or deleted if you start over. The lines fed to this 

file are used by the “AD Analysis” script.  
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To run angular dependence (AD) analysis, enter the commands into the Excel table (and 

corresponding “Sample Info.txt”).  Listed below are examples of commands and the information 

that should be contained in each column for the program to properly execute. This will not work 

unless some sort of peak-fitting routine is enabled. 

I. Running #: “0” 

II. Data type: “AD Analysis” 

III. Use?: “TEY” (or “AEY”) 

IV. Sample Type: “Sample Name” 

V. Angle: 20 35 45 55 65 75 90  or whichever angles you took data at. 

VI. Comments: (e.g. “v:285.38”  vector fit at 285.38 eV), The direction of the orbitals 

are indicated by the following abbreviations. Fit equations are defined in 

“functions/AD_functions.plt” and come from Stohr.
8
 They are also given in chapters 

2 and 3, Equations 2.3 and 3.3 are examples.  v: vector (e.g. C=C 
*
), p: plane (e.g. 

C–F 
*
) to describe transition dipole moments spanning a plane. Tc = tilted chain 

model, described in Equation 3.3 

6.9 Peak fitting and angular dependence of NEXAFS spectra 

 

In order to determine the variation of peak intensity with incident x-ray angle (I(θ), Equations 

2.3, 3.3) I perform peak fitting on the final averaged spectra for each sample at each incident 

angle. The peak of interest corresponds to the transition dipole used to determine the molecular 

orientation; the area of this peak is used as I(θ). This peak and others near the edge step are fit to 

Gaussian peaks while the edge step is fit to Equation 6.1. The height, a and decay, γ of the edge 

are fit to the featureless area of the spectrum. The step location, dx, and width, σ of the edge step 
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are fit to area near the edge.. The height of this edge step is used to normalize the peak area to 

eliminate normalization artifacts from the background subtraction. Figure 6.4 shows an example 

peak fit.  

Edge step (x) = 𝒂 ∗ (𝟎. 𝟓  
 𝒂   𝒂 (    )

 ∗ 
) ∗ {

𝟏 |  ≤      

𝒆  (      )|  >      
}   [6.1] 

6.10 XPS (Erin Ratcliffe, University of Arizona) 

 

The near-surface composition of the IZO was evaluated using X-ray photoelectron 

spectroscopy (XPS). XPS studies were performed using a Kratos Axis Ultra photoelectron 

spectrometer operating at a base pressure of 10
-9
 Torr with a monochromatic Al K source at 

1486.6 eV.  The analyzer was operated at 20 eV pass energy and at a step width of 0.1 eV.  The 

kinetic energy scale of the spectrometer was corrected for non-linearity of the spectrometer 

according to a previously reported method by Powell.
10
 Results on IZO were obtained at high 

take-off angles (~60°) using substrates identical to those used for PM-IRRAS studies (i.e. ~5-10 

nm IZO thin films sputtered onto Au substrates); this approach increases the surface sensitivity 

of the XPS measurement over a normal 0° take-off angle.  XPS results on these substrates are 

comparable to those obtained using a similar high take-off angle on bulk IZO on glass substrates. 
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Figure 6.4. Example peak fit of F3PPA, deposited using the 48 hour, room temperature soak at 

incident x-ray engle of 45°. 

6.11 PM-IRRAS (Lingzi Sang and Matthew Schalnat, University of Arizona)  

 

A Nicolet Nexus 670 Fourier transform infrared (FTIR) spectrometer coupled to a tabletop 

optical module was used to record PM-IRRAS. Polarization modulation (PM) in this instrument 

was provided by a Hinds Instruments (Hillsboro, OR) PM-90 with a 50 kHz ZnSe optical head 

and a synchronous sampling demodulator (GWC Instruments, Madison, WI). Detection was 

accomplished with a MCT-A detector (Thermo Electron Scientific Instrument Corp., Beverly, 

MA). Samples were positioned to accommodate an 80
o
 angle for incident and reflected radiation; 

spectra were acquired by averaging 4096 scans at 4 cm
-1
 resolution with spectra acquired in two 

discrete data sets with maximum dephasing at either 2900 or 1300 cm
-1
 in an effort to minimize 

PM error across the spectrum. Reference spectra were acquired (at identical sample placement) 

on samples that were identically cleaned and placed into neat ethanol for the same soaking 
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period. Baseline-corrected PM-IRRAS spectra were obtained according to practice previously 

established in the literature by normalization to the reference spectrum.
11-15

 Once corrected for 

baseline, PM-IRRAS spectra are given by,
13,14
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where [R/R]norm is the baseline-correct PM-IRRAS signal, A is the absorbance, γ is the ratio of 

overall optoelectronic response for p- and s-polarizations, and ρ is ratio of the reflectivity values 

of p- and s-polarizations for a reference system of known thickness. For a typical monolayer 

sample on a metal substrate at grazing angle,
14
 γ was determined to be 1 and ρ was determined to 

be 0.95  at both 2900 and 1000 cm
-1
 on our instrument. Thus, absorbance values were determined 

from Equation 6.3:
13,14 
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Band fitting was performed with 100% Gaussian line shapes. Spectral fits were accepted for 

χ
2
 values > 0.99. Transmission spectra of KBr pellets of the neat and dibasic sodium salts of the 

PAs were acquired on a Nicolet Magna 550 Series II FTIR spectrometer equipped with a MCT-A 

detector.  Acquired spectra were averaged over 512 scans at 4 cm
-1
 resolution.  

Key peak frequencies and assignments for neat PPA, PPA
-
, PPA

2-
, and PPA-modified IZO are 

given in Table 6.1. PPA binding mode and orientations derived from these spectra are discussed 

in the main text.  Phenyl ring vibrational modes with transition dipole moment vectors are 

illustrated in Figure 6.5. 



142 
 
 

In order to determine average molecular orientation within the modifier layer, the 

experimental IR reflectance-absorbance spectrum calculated by conversion of the baseline-

corrected PM-IRRAS data must be compared to a spectrum that is calculated for an isotropic 

film of comparable thickness. This calculation requires knowledge of the optical constants n and 

k at the relevant frequencies for the molecule of interest or a suitable model. Based on the noted 

similarities between the spectra of metal phosphonates, PPA
2-

 salts, and PPA on oxide surfaces, 

the spectrum of PPA
2-

 is chosen to be an appropriate model for the surface-bound PPA 

molecules. The transmission IR spectrum of PPA
2-

 provides a simple means of approximating the 

imaginary part of the refractive index, k(), at the relevant frequencies. The magnitude of the IR 

transmission is related to k() through: 

where I/Io is the fraction of power transmitted through the sample, d is the path length,  is the 

frequency in cm
-1

, and k() is the extinction coefficient.
16-18

 
 
From estimates of k() determined 

in this way, the corresponding n() values are calculated by a Kramers-Kronig (KK) 

transformation using Maclaurin’s formula:
19
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Figure 6.5  Illustration of phenyl ring vibrational modes and transition dipole 

moment vectors (red arrows) used to determine orientation of PPA on IZO.  
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Here, I represents the i
th

 point in the frequency set over the range from 1 to 2, and n∞ is the 

value of n() far below the electronic absorption and far above the infrared absorption. The 

Table 6.1.  Peak frequencies and assignments for PPA, PPA
-
, PPA

2-
, and PPA-modified 

IZO. 

Peak Frequency (cm
-1

) Assignments 

PPA PPA
1- 

PPA
2- 

PPA-modified IZO  

925 926   s (P-OH)
20

 

940 942   s (P-OH)
20

 

999 998 997 997 12 (C-C-C)ip
21

 

1017 1019 1021 1016 s(PO3
2-

)
20

 

   1040 as(PO3
2-

)
22

 

   1069 as(PO3
2-

)
22

 

1081    (P-O) in PO3H2 
20

 

1146 1145 1140 1148 
(Cring-P)

 23,24
 

(ring)ip
23,24

 

 1167 1164 1166 
(P-O-metal)

25,26
 

(C6H5-P)
25,26

 

  1198 1197 (P=O)
27

 

1222 1226 
1230 

1260 
 (P=O)

20
 

1316 

1337 

1315 

1334 

1309 

1331 
 14 (C-C)

21
 

1439 1438 1437 1436 19b (C-C)
21

 

1487 1486 1486 1491 19a (C-C)
21

 

1592 1593 1594 1595 8a (C-C)
21

  

3016 3014 3013 3031 20b (C-H)
21

  

3055 3055 3055 3061 2 (C-H)
28

 

3083 3081 3075  20a (C-H)
21
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initial set of n() values determined in this way is then used in a more rigorous calculation of a 

theoretical transmission spectrum, which provides significantly improved k() values. We then 

proceed iteratively, obtaining more accurate values of n() and k() values using similar 

calculations to convergence. 

6.12 Determination of pKa for PPA and F3PPA (Anthony J. Giordano, Georgia Institute 

of Technology) 

 

Titrations of the acids were conducted in a manner similar to that reported previously for 

PPA.
29

 The pKa of PPA has been measured several times in the literature,
29-32

 and this particular 

method was chosen due to the use of a solvent mixture containing a high ethanol content, which 

is similar to the conditions used for the modification of our ITO substrates. All titrations were 

performed at an ambient temperature of 20 °C and made with a Thermo Orion 420A+ pH meter 

equipped with a VWR sympHony glass electrode (filled with saturated solutions of KCl in either 

deionized water or methanol) calibrated against pH 4, 7, and 10 buffer solutions (Hach 

Company). A standardized solution of 0.10 M NaOH in a mixture of 75:25 ethanol:water (v:v) 

served as the titrant.  Solutions of the phosphonic acid for titration were dissolved in the same 

ethanol:water mixture at a concentration of 0.01 M. All solutions were degassed by sparging 

with nitrogen prior to use and all titrations were performed under a flow of nitrogen. 

6.13 Resonant spectroscopy experimental setup 

Total electron yield (TEY) NEXAFS spectra were recorded at grazing (20°) angle of x-ray 

incidence at beamline 10-1 at the Stanford Synchrotron Radiation Lightsource (SSRL) with a 

linear polarization of approximately 80%. All spectra were normalized by dividing by a freshly 
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coated gold mesh flux monitor. The sample drain current and the gold-grid current were 

measured simultaneously with Keithley 428 current amplifiers. A titanium oxide film (strongly 

absorbing photons with energies above the Ti L-edge at 454 eV and O K-edge at 530 eV) was 

employed to suppress second order light passed by the monochromator. The lower energy dip in 

the gold-grid absorption spectrum (corresponding to the residual carbon on the optics in the 

beamline and assumed to be constant) was used to align all spectra to the same absolute energy 

calibration during individual runs. All resonant Auger spectra and NEXAFS measurements were 

conducted at base pressures below 1x10-8 Torr. For resonant Auger spectra, the CMA was set to 

a pass energy of 25 eV yielding an energy resolution of 250 meV. The monochromator was 

optimized for maximum flux at this energy resolution. The beam spot size was approximately 1.5 

mm x 1 mm. In order to avoid beam damage, several spots, chosen at least 4mm apart were used. 

TEY NEXAFS spectra were taken before and after resonant Auger spectra on each spot to 

confirm both the uniformity of the sample and that no beam damage had occurred.  

6.14 Processing resonant Auger data 

 

The resonant Auger data consists of energy spectra of emitted electrons taken at several x-ray 

energies. A NEXAFS spectrum of the sample is used as a road map. The photoemission spectrum 

is taken at an x-ray energy about 10-20 eV below the onset of the first NEXAFS peak. This 

photoemission spectra captures the valence features, which occur at constant binding energy. An 

Auger and photoemission spectrum is taken at x-ray energy of about 50 eV past the final 

NEXAFS feature. This spectrum contains the Auger feature which is compared with Auger 

emission in the resonance spectra. Resonant spectra can then be taken at any x-ray energy 

corresponding to the resonances near the atomic absorption edge in the NEXAFS spectrum. The 
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position of the photoemission feature should vary as binding energy + x-ray energy. Even if 

suppressed, some second-order light from the monochromator will reach the sample and excite 

1s electrons. The position of the second-order feature varies as binding energy + 2*(x-ray 

energy). In each resonant spectrum, the position of the photoemission features and second-order 

features can be used in tandem to ensure that no monochromator drift, CMA drift or sample 

charging is present. If monochromator drift is present, both features will be shifted with the 

second-order feature shifted by twice as much as the photoemission. Sample charging or CMA 

drift will result in equal shifts of the two features.  

After the photoemission and second-order features are examined, I can be confident in the 

absolute kinetic energy scale of the resonant spectra. I can then compare the location of the 

Auger feature in the resonant spectra with that in the off-resonance Auger spectrum. The 

difference in location is deemed as the spectator shift. There are two ways to determine the 

spectator shift: fitting and feature alignment. First, the non-resonant spectra can be fitted using a 

shift and a scaling factor to the resonant spectra to extract the spectator shift. In this method, if an 

Auger-spectator branching ratio is suspected the resonant spectra can be fitted to the sum of an 

unshifted and a shifted Auger spectrum, with the ratio between their scaling factors related to the 

timescale of a charge transfer process as discussed in chapter 1.6. If no branching ratio is 

suspected, than the simplest way to get the spectator shift is by comparing the location of the 

Auger dip. Since the peaks in the Auger are typically broad, they are hard to compare. In the C 

and N Auger KLL features, there tends to be a sharp dip in between two broad peaks, which is 

straightforward to locate and determine the spectator shift.  
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6.15 Density functional theory I: phosphonic acid orientation (Hong Li, Georgia Institute 

of Technology) 

Density functional theory calculations were carried out to optimize the adsorption geometry 

of PPA molecules on a conducting oxide surface. We have evidence suggesting IZO is 

amorphous (See Appendix A), which presents a challenge with respect to our use of slab 

calculations (see below). Therefore, for the purposes of computation we consider PPA bound to a 

model ITO surface. We anticipate similar binding geometries on both oxides. This is based on the 

fact that Sn:In ratio in the commercial ITO is on the order of 0.1~0.2, whereas the Zn:In ratio in 

our IZO samples is ~0.24. Therefore, in both cases, the major interaction between the PPA 

molecules and the substrate is via the surface In atoms, which are common to both ITO and IZO. 

The theoretical model of the bare ITO surface consisted of a slab of three (In/Sn-O) layers, where 

the top layer was passivated by hydroxyl groups.
33 

Geometry optimizations were performed for 

all ITO/PA interface systems composed of a slab of ITO and a monolayer of PPA or F3PPA 

molecules at two coverage densities, 2.8 × 10
13 
molecules/cm

2 
equivalent to one PA molecule per 

surface unit cell, and 1.1 × 10
14 
 molecules/cm

2
, equivalent to four PA molecules per unit cell.  

To clarify the contribution of the fluorinated PPA molecules on the surface modification with 

respect to the nonfluorinated ones, the perpendicular component of the dipole moment of each 

PA monolayer was calculated. These calculations were performed on unbound PA molecules, 

with the geometry of each PA monolayer fixed at its surface-adsorbed geometry. Self-consistent 

total energy calculations with dipole-sheet corrections were then carried out for each PA 

monolayer. The calculations were performed with the Vienna Ab Initio Simulation Package 

(VASP)
34,35

 code using plane wave basis sets and the projector-augmented wave (PAW)
36
 

method. The generalized gradient approximation (GGA) PBE exchange-correlation functional
37
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was employed. A plane-wave energy cutoff of 300 eV and a total energy convergence of 10
-6
 eV 

were used in the self-consistent total-energy calculations. For geometry optimizations, the 

coordinates of all the optimized atoms were relaxed until the forces were lower than 0.04 eV/Å 

using a damped molecular dynamics scheme. 

6.16 Density functional theory II: polymer orbitals and energy levels (Dane W. de 

Quilettes and Phu Nguyen, University of Washington) 

 

All DFT calculations were performed using the development version of Gaussian 

software suite.
38

 Ground-state energies and electronic structures of alternating n = 1-4 monomer 

units were obtained by solving the Kohn-Sham equations self-consistently using the B3LYP 

exchange correlation functional and 6-31G(d) basis set.
39-41

 Subsequent frequency calculations 

were performed to verify the minima of the potential energy surface. Vertical excitations from 

the core 1s orbitals of the N atoms in each PCPDTBT and PCDTBT molecule and characteristics 

of these excited states were calculated using the well-established energy-specific linear response 

formalisms of TD-DFT as implemented in Gaussian.
42 
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Appendix A: IZO Thin Film Fabrication and Characterization 

 

Electrochemistry.  Continuity of the thin IZO films on Au on glass was investigated using cyclic 

voltammetry.  Samples were placed into a homemade Teflon electrochemical cell filled 

containing previously-degassed 0.500 M K2SO4 and cycled from 0 to +1.55 V versus a Ag wire 

quasi-reference electrode (QRE).  Representative voltammograms for bare Au, and Au coated 

with IZO thin films of 2, 5, and 10 nm thicknesses are shown in Figure A1.  These 

voltammograms demonstrate complete passivation of the underlying Au substrate at all IZO 

thicknesses based on the complete elimination of Au oxidation/reduction processes in the 

voltammetric response. This passivation is most easily recognized by the elimination of the Au 

oxide reduction wave at ~+0.60 V.   

 

AFM.  Conformity of these sputtered IZO films to the underlying Au-on-glass substrate was 

further confirmed with atomic force microscopy (AFM) on a Dimension 3100 (Nanoscope, 

Digitals Instruments, Santa Barbara, CA) instrument using tapping mode with ultrasharp tips 

(NSC15/no Al, MikroMasch, Wilsonville, OR) at a 1 Hz scan rate.  AFM height images of bare 

Au substrates and Au substrates coated with IZO thin films of 2, 5, and 10 nm thicknesses are 

shown as Figure A2.  Films were concluded to be conformal based on the similarity in 

appearance and RMS roughness values of the images of bare Au and the IZO-modified Au slides. 

RMS values of <2.0 nm were measured for all surfaces on a length scale of 3 μm.  We believe 

the IZO on Au films are amorphous as they show no clear grain structure in AFM imaging, and 

produce conformal films as evidenced by the AFM (Figure A2) and electrochemistry results 

(Figure A1).  AFM scans of the 100 nm thick IZO on glass substrates used in the NEXAFS 

experiments demonstrated roughness below the noise limit of our AFM (<0.5 nm RMS)  
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Figure A1.  Cyclic voltammetry of oxidation of Au (black) and 2 (red), 5 (green), and 10 

(blue) nm films of IZO on Au using 0.5 M K2SO4.  Potential scan rate 50 mV/s. 
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c d

Figure A2.  AFM tapping mode height images of a) bare Au, b) 2 nm IZO on Au, c) 5 nm 

IZO on Au, and d) 10 nm IZO on Au. 
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Appendix B: NEXAFS Spectra 

 

The spectra in Figures B1-B20 are TEY spectra that have undergone the data processing 

described in the experimental section. For display purposes, these spectra have been roughly 

normalized using the automatic background subtraction routine autobks in Athena 

(http://dx.doi.org/10.1107/S0909049505012719, B. Ravel and M. Newville, J. Synchrotron 

Rad. 12, pp 537--541 (2005)).  In order to measure angular dependence, we decompose these 

spectra into a sum of Gaussian peaks and an edge step using our own custom software as 

discussed in the methodology section. The peak areas are then normalized using the height of the 

edge step during the peak fitting process. 

Figures B1-B20. Processed TEY Spectra 

 

FigureB1. 
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FigureB2. 

 

Figure B3. 
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Figure B4 
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 Figure B5. 
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Figure B6. 

  

Figure B7. 
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Figure B8. 

  

Figure B9. 
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Figure B10. 

 

 Figure B11. 
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Figure B12. 

  

Figure B13. 
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Figure B14. 

 

 Figure B15. 
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Figure B16. 

  

Figure B17. 
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Figure B18. 

  

Figure B19. 
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Figure B20. 
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Appendix D: NEXAFS Studies of Other Self-assembled Monolayers 

 

 

 

 

Figure D1. Additional SAMs studied using angular dependent NEXAFS: perylene diimide 

phosphonic acid(PDI-PA) (Left) and Zn Phtalocyanine-phosphonic acid(ZnPC-PA) (Right).  
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Figure D2.  NEXAFS absorption spectra of PDI-PA SAMs. AEY and TEY spectra are shown on 

the upper left and lower left respectively. Angular dependence is performed on the C=C pi* 

features from 283 eV to 286.5 eV. The peak intensity for each data collection mode, along with a 

fit to equation 2.2 are given on the upper right and lower right. 
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Figure D3.  NEXAFS absorption spectra of Zn-(4) PA SAMs. AEY and TEY spectra are shown 

on the top and middle  respectively. Angular dependence is performed on the C=C pi* features 

from 283 eV to 286.5 eV. The peak intensity for each data collection mode, along with a fit to 

equation 2.2 is given on the bottom. 

 


