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Electro-optic materials enable a wide variety of photonics applications such as micro-scale 

optical sensors, terahertz spectroscopy, photonic computing, quantum key distribution, and high 

speed data transmission for computing as well as global telecommunications. Organic 2
nd

-order 

non-linear optical (ONLO) materials offer several key advantages for photonic devices such as 

intrinsically higher bandwidth on the order of THz, lower power consumption, and smaller 

device structures compared to currently used inorganic materials such as lithium niobate. ONLO 

materials consist of electro-optic chromophores arranged such that overall, acentric dipole order 

is present in the material. Crucial insight into the acentric ordering of an ensemble of electro-

optic chromophores can be provided by computational modeling. Presented in this dissertation is 

a coarse-graining (CG) Monte Carlo approach, the Level-of-Detail (LoD) method, enabling the 

systematic determination of CG model parameters with no adjustable parameters from ab initio 

quantum mechanical calculations and fully-atomistic force fields. The LoD method’s ability to 

correctly represent all-atom behavior is demonstrated on a diverse range of condensed molecular 

systems relevant to different aspects of the simulation of electro-optic materials such as the 

accurate simulation of π-π interactions, the incorporation of flexible molecular linkers, and the 

prediction of dielectric behavior. Details of molecular interactions that determine the extent of 

acentric order are investigated and the observations and conclusions derived in this thesis 

culminate in a set of design criteria for construction of future molecules by experimentalists.
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1 INTRODUCTION 

1.1 GENERAL INTRODUCTION 

 

Since the inception of electronic computers and computer networks, communication demands 

have continuously increased both in terms of the amount of data as well as data transfer speeds. 

The amount of global internet data traffic per year is predicted to reach 1 Zettabyte per year (10
21

 

bytes = 1 billion Terabytes) by the end of 2016 and approximately 2 Zettabyte per year by 

2019.
[1,2]

 

The backbone of the global internet is a dense network of undersea fiber optic cables spanning 

the globe. This system is a direct descendent of the undersea telegraph cable system of the 19th 

century.
[3]

 Instead of human operators manually sending and decoding signals, electro-optic 

modulators are used today increasing bandwidths from a few bits per second to tens of gigabits 

per second per channel. 

An important function of these optical transceivers is the encoding of electrical signals into 

optical ones. Typically, these transmitters are comprised of multiple Mach-Zehnder type 

modulators
[4–8]

 which employ the linear electro-optic effect (Pockels effect
[9,10]

) to change the 

phase of an incoming light wave using an applied electric field in order to modulate the output 

light intensity. 

Figure 1.1 schematically depicts the working principle of a Mach-Zehnder type modulator. 

Coherent laser light is split in two optical paths each containing an electro-optic material with 

electrodes of reversed polarity.  
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Figure 1.1: Schematic depiction of a Mach-Zehnder type modulator 

 

 

After passing the electro-optic material, the light fields of both optical paths are combined again 

and interfere depending on their respective phase shifts due to the applied external field across 

the electrodes. This enables the output light amplitude to be modulated with the applied field. 

Application of an external electric field in the z-direction (perpendicular to the direction of light 

propagation, parallel to its electric field component) alters the refractive index of the electro-optic 

material by: 

∆𝑛 =
1

2
𝑛𝑧

3(𝜔)𝑟33𝐸 (1-1)  

Here, 𝑛𝑧(𝜔) is the field-independent index of refraction at optical frequency 𝜔 in z-direction, 𝑟33 

is the electro-optic activity for both the light and the external fields in the z-direction, and 𝐸𝑧 is 

the applied external field magnitude. The electro-optic activity, 𝑟33, can be obtained from the 

following relation:
[11–14]

 

𝑟33 = −
2𝜒𝑧𝑧𝑧

(2) (−𝜔; 0, 𝜔)

𝑛𝑧(𝜔)4
=  

2𝑔(𝜔, 𝜀)

𝑛𝑧(𝜔)4
𝛽𝑧𝑧𝑧(−𝜔; 0, 𝜔)𝜌𝑁〈cos3 𝜃〉 

with 𝑔(𝜔, 𝜀) =
𝜀(𝑛0

2 + 2)

2𝜀 + 𝑛0
2 (

𝑛𝜔
2 + 2

3
)

2

 

(1-2)  
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Where 𝜒𝑧𝑧𝑧
(2)

 is the second-order susceptibility, 𝑛𝑧 the field-independent index of refraction in z-

direction, 𝑔(𝜔, 𝜀) the local field factor, 𝛽𝑧𝑧𝑧 the molecular first-order hyperpolarizability 

projected onto the dipole axis, 𝜌𝑁 the number density, and 〈cos3 𝜃〉 is the dipole order parameter 

with respect to the external field. While the molecular first-order hyperpolarizability, 𝛽𝑧𝑧𝑧, is a 

property intrinsic to an individual chromophore, the number density, 𝜌𝑁, as well as the average 

acentric order, 〈cos3 𝜃〉, are bulk properties. Therefore, their product, 𝜌𝑁〈cos3 𝜃〉, the so called 

chromophore loading parameter, is an ensemble property that needs to be optimized in addition to 

the molecular first-order hyperpolarizability in order to maximize the figure of merit for electro-

optic device performance, the electro-optic activity, 𝑟33. 

In a Mach-Zehnder modulator with electrode spacing ℎ and interaction length 𝐿, the device drive 

voltage that causes a phase shift of π (180°) in one arm of the optical paths is inversely 

proportional to the electro-optic activity: 

𝑉𝜋 =
𝜆ℎ

𝑛3𝑟33𝐿
 (1-3)  

Most current devices utilize crystalline, inorganic non-linear optical materials such as LiNbO3 or 

silicon. While offering several advantages such as compatibility with integrated circuit 

technology and well established engineering knowledge of optical properties, these materials 

offer less room for systematic improvement due to their crystalline nature and possess limited 

bandwidths on the order of tens of GHz due to a relatively moderate electro-optic activity.
[15,16]

  

This dramatically limits their utility to devices with interaction lengths in the range of 

centimeters, negatively affecting necessary drive voltages, bandwidth, and energy consumption. 

On the other hand, organic non-linear optical (ONLO) materials offer several key advantages 

such as intrinsically higher bandwidth on the order of THz and lower power consumption (lower 
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drive voltage due to large 𝑟33) enabling much smaller device structures.
[13,14,17–20]

 An organic 

chromophore similar to those discussed in this work, DLD164
[21]

, has recently been employed in 

an all-plasmonic Mach-Zehnder modulator of 10 µm length demonstrating operation at 70 GHz 

with a low energy consumption of 25 fJ per bit.
[19]

 A silicon-organic hybrid approach using the 

electro-optic chromophore DLD164
[21]

 and the binary mixture of YLD124/PSLD41
[13,14]

 

(simulation results are discussed in chapter 5) yielded record values for in-device electro-optic 

activities of about 200 pm/V, directly contributing to operating frequencies of 100 GHz and a low 

energy consumption of 10 fJ per bit.
[20]

 These results are orders of magnitudes improved 

compared to similar devices using an all-silicon approach and compared to devices incorporating 

lithium niobate.
[22–24]

 

Figure 1.2 shows a high-performance organic electro-optic chromophore, YLD124,
[14,25–33]

 

consisting of an electron-donating group (substituted diethanolamine) conjugated to an electron-

accepting group (tricyanofuran-trifluoromethyl-phenyl, TCF-CF3-Phenyl
[34,35]

) via a conjugated 

bridge with high electron mobility.  

 

Figure 1.2: YLD124 chromophore as a representative of a typical organic donor-bridge-acceptor 

type electro-optic chromophore 
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This so called push-pull arrangement leads to strong charge separation within the molecule 

leading to both a strong ground-state dipole moment as well as an increased asymmetric 

polarization response. This asymmetric polarization response in turn causes the first-order 

hyperpolarizability. The measured value of the static first-order hyperpolarizability for YLD124 

of 𝛽𝑧𝑧𝑧(0) = (2200 ± 1100) ∙ 10−30𝑒𝑠𝑢 is more than an order of magnitude larger compared to 

lithium niobate.
[36]

 

An electro-optic material consists of many such chromophores arranged in a way that overall 

acentric order, 〈cos3 𝜃〉, is present in the material. A variety of organic push-pull type 

chromophore systems exist that spontaneously form acentric crystals, however, overall electro-

optic activity of these materials remains relatively moderate.
[37–41]

 Conversely, depending on 

processing conditions, many high-performance electro-optic chromophore systems, like the 

YLD124 chromophore system shown above, spontaneously form centrosymmetrically ordered 

crystals or isotropic, randomly ordered film morphologies. In order for these materials to possess 

non-vanishing acentric order it needs to be induced externally. Acentric order is typically 

achieved by electric field poling, which involves applying a strong external DC field across the 

material to apply a torque to chromophores due to their high dipole moment. The material is 

heated near its glass transition temperature so chromophores are able to rearrange in response to 

the poling field.  

Although the focus in the present work is on electric field poling, the ordering process may be 

further aided by suitable chemical and physical driving potentials such as ionic and hydrogen-

bonding interactions, as well as strong light fields selectively melting unordered regions of the 

material (laser-assisted poling).
[42,43]
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Developing suitable ONLO materials can be extremely time-consuming. Synthesis of a trial 

compound can take many months to years without the guarantee that resulting chromophore 

properties are favorable. It is therefore necessary to have an optimized chromophore selection 

process before synthesis is started. Theoretical modeling can guide this process in a variety of 

ways. For example, quantum mechanical modeling such as density functional theory (DFT) can 

predict molecular geometries, charge distributions, chromophore dipole moments, and first-order 

hyperpolarizabilities 𝛽.
[44–46]

 Statistical mechanical calculations can then be used to predict 

macroscopic properties under poling conditions such as the dielectric constant and the EO 

activity which are proportional to the average, non-centrosymmetric order parameters 〈cos 𝜃〉 and 

〈cos3 𝜃〉, respectively.
[27,46–48] 

 

 

1.2 SUM RULES AND FIGURES OF MERIT 

 

In order to characterize and improve existing electro-optic chromophore designs it is crucial to 

have estimates of upper bounds on key figures of merit such as the molecular first-order 

hyperpolarizability and the electro-optic activity. Based on generalized Thomas-Reiche-Kuhn 

sum rules, Prof. Mark G. Kuzyk has previously developed an estimate of the maximum, off-

resonant molecular first-order hyperpolarizability, 𝛽𝑚𝑎𝑥, that depends on the number of π 

electrons
1
, 𝑁, and the wavelength of lowest energy optical transition, 𝜆10:

[49]
  

𝛽𝑚𝑎𝑥 =  √3
4

(
𝑒ℏ

√𝑚
)

3

𝑁3 2⁄
𝜆10

7 2⁄

(ℎ𝑐)7 2⁄
= 𝟏. 𝟕𝟖𝟗 ∙ 𝟏𝟎−𝟖 ∙ 𝑵𝟑 𝟐⁄ (𝝀𝟏𝟎/𝒏𝒎)𝟕 𝟐⁄ ∙ 𝟏𝟎−𝟑𝟎𝒆𝒔𝒖 (1-4)  

                                                 
1
 The chromophore is treated as a harmonic oscillator and the electrons participating in the electro-optic response are 

assumed to be freely moving along the length of the chromophore. 
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In conjunction with an experimental value for the first-order hyperpolarizability in the static, 

long-wavelength limit, 𝛽𝑧𝑧𝑧(0), this upper limit can be used to define an intrinsic chromophore 

first-order hyperpolarizability 𝛽𝑖𝑛𝑡 = 𝛽𝑧𝑧𝑧(0)/𝛽𝑚𝑎𝑥. This intrinsic value can be used as a figure 

of merit for comparing different nonlinear optical materials with respect to their potential 

maximum. 

His work also provides an estimate of the corresponding size of the quantum system depending 

on the same parameters as 𝛽𝑚𝑎𝑥: 

𝛥𝑥 = √
ℏ2

2𝑚ℎ𝑐
√𝑁𝜆10/𝑛𝑚 = 𝟓. 𝟓𝟒𝟑 𝒑𝒎 ∙ √𝑵𝝀𝟏𝟎/𝒏𝒎 (1-5)  

For example, for the YLD124 chromophore presented in figure 1.2 the number of delocalized 

electrons participating in the electro-optic response is taken to be 𝑁 = 21, the experimental 

lowest energy optical transition occurs at 𝜆10 = 786 𝑛𝑚, and its measured first-order 

hyperpolarizability is 𝛽𝑧𝑧𝑧(0) = (2200 ± 1100) ∙ 10−30𝑒𝑠𝑢, yielding the following estimates: 

𝛥𝒙 = 𝟕. 𝟏𝟐 Å ;  𝜷𝒎𝒂𝒙 = 𝟐𝟑, 𝟒𝟎𝟎 ∙ 𝟏𝟎−𝟑𝟎𝒆𝒔𝒖 ⟹ 𝜷𝒊𝒏𝒕 = 𝟗. 𝟒 ± 𝟒. 𝟕% (1-6)  

Table 1.1 compiles these values for the chromophore systems discussed in this work which have 

published values for the first-order hyperpolarizability. 

Table 1.1: Key figures of merit for select individual electro-optic chromophores: 𝛽𝑚𝑎𝑥 and 𝛽𝑖𝑛𝑡 

Chromophore 𝜷𝒛𝒛𝒛(𝟎)*
 𝝀𝟏𝟎 [nm] 𝑵 𝜟𝒙 𝜷𝒎𝒂𝒙

*
 𝜷𝒊𝒏𝒕 

YLD124
[33]

 

2200 ± 1100 

786 

21 

7.12 23,438 (9 ± 5) % 
JRD1

[33]
 780 7.09 22,818 (10 ± 5) % 

CLD-C1
[50,51]

 750 6.96 19,891 (11 ± 6) % 
C1

[50,51]
 1100 ± 550 753 23 7.29 23,120 (5 ± 3) % 

DAST
[38]

 175 471 17 4.85 2,844 6.2 % 
*
in units of 10−30 𝑒𝑠𝑢 
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The figure of merit defining electro-optic device performance, however, is the electro-optic 

activity, 𝑟33, as defined in equation (1-2). From a device perspective, one wants an extension of 

Kuzyk’s method to provide an upper limit for bulk electro-optic material performance, 𝑟𝑚𝑎𝑥, as 

opposed to an upper limit for isolated chromophores. 

The maximum electro-optic activity, 𝑟𝑚𝑎𝑥, consistent with Kuzyk’s limit can be attained from 

equation (1-2) using the maximum, off-resonant molecular first-order hyperpolarizability, 𝛽𝑚𝑎𝑥, 

in conjunction with perfect acentric order (⟨𝑐𝑜𝑠3 𝜃⟩ = 1): 

𝑟33 =
2𝑔(𝜔, 𝜀)

𝑛𝜔
4

𝛽𝑚𝑎𝑥𝜌𝑁
𝑚𝑎𝑥 (1-7)  

Note that for the systems discussed in this work the local field factor typically is 
2𝑔(𝜔,𝜀)

𝑛𝜔
4 ≈ 1 and 

is therefore omitted for simplicity from now on. For neat chromophore material the number 

density, 𝜌𝑁
𝑚𝑎𝑥, consistent with Kuzyk’s work, can be expressed using the corresponding size of 

the quantum system from equation (1-5): 

𝜌𝑁
𝑚𝑎𝑥 =

1

𝑉𝑐ℎ𝑟𝑜𝑚𝑜𝑝ℎ𝑜𝑟𝑒
=

1

𝛥𝑥3
 (1-8)  

This result is an upper limit to the chromophore number density because it only takes into 

account the chromophore volume participating in the electro-optic response and it assumes an 

ideal chromophore packing fraction of 1. The value calculated for YLD124 is 𝜌𝑁
𝑚𝑎𝑥(𝑌𝐿𝐷124) =

27.7 ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐 which is about five times larger than the experimentally observed 

number density of 5.4 ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐.
[33]
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Combining equations (1-4), (1-5), (1-6), and (1-8) yields an expression for the upper limit of the 

bulk electro-optic activity:
2
 

𝑟𝑚𝑎𝑥 =
1

𝜀0

√3
4

𝑒323/2 

(ℎ𝑐)2
𝜆10

2 = 𝟒𝟑. 𝟖𝟏𝟖 ∙ 𝟏𝟎−𝟑 ∙ (𝝀𝟏𝟎/𝒏𝒎)𝟐  
𝒑𝒎

𝑽
 (1-9)  

Interestingly, both the dependence on the number of electrons as well as their mass cancels out, 

leaving only a dependence on the wavelength of the lowest energy optical transition. In analogy 

to Kuzyk’s intrinsic first-order hyperpolarizability, 𝛽𝑖𝑛𝑡, the upper limit of the electro-optic 

activity can be used to define an intrinsic electro-optic activity 𝑟𝑖𝑛𝑡 = 𝑟33/𝑟𝑚𝑎𝑥 using the 

experimentally measured electro-optic activity, 𝑟33. Therefore, 𝑟𝑖𝑛𝑡 is a function of quantities that 

can be measured experimentally, 𝑟33 and 𝜆10, without the need for additional assumptions about 

the number of electrons participating in the electro-optic response. 

However, electro-optic activity depends on the amount of acentric order. For organic electro-

optic materials aligned in an external electric field acentric order is a function of the applied 

poling field magnitude. In other words, in order to compare electro-optic activities between 

different experiments to evaluate chromophore performance, even when identical chromophores 

are used, acentric order needs to be accounted for. Therefore, a slightly modified, effective 

intrinsic electro-optic activity, 𝑟𝑒𝑓𝑓, can be defined: 

𝑟𝑒𝑓𝑓 =
𝑟33

𝑟𝑚𝑎𝑥⟨𝑐𝑜𝑠3 𝜃⟩
 (1-10)  

Note that in this definition knowledge of the average, bulk acentric order, ⟨𝑐𝑜𝑠3 𝜃⟩, is needed 

which is not easily measured experimentally but can be obtained from statistical mechanics 

simulations such as those presented in this dissertation. 

                                                 
2
 In order to obtain SI-units an additional 1/𝜀0 has to be factored in. 
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Table 1.2 provides a compilation of these bulk figures of merit (𝑟𝑚𝑎𝑥, 𝑟𝑖𝑛𝑡, and 𝑟𝑒𝑓𝑓) for the 

chromophore systems discussed in this work, complimentary to the compilation individual 

electro-optic chromophore figures of merit found in table 1.1. 

Table 1.2: Key figures of merit for select bulk electro-optic materials: 𝑟𝑚𝑎𝑥, 𝑟𝑖𝑛𝑡, and 𝑟𝑒𝑓𝑓 

Chromophore 𝝀𝟏𝟎
a
 𝒓𝟑𝟑

b 𝒓𝒎𝒂𝒙
 b 𝒓𝒊𝒏𝒕 ⟨𝐜𝐨𝐬𝟑 𝜽⟩ 𝒓𝒆𝒇𝒇 

YLD124
[33]

 786 200 ± 20 27,071 (7.4 ± 0.7) ‰ 0.15 ± 0.06 (5 ± 2) % 
JRD1

[33]
 780 360 ± 20 26,659 (13.5 ± 0.8) ‰ 0.22 ± 0.03 (6 ± 1) % 

CLD-C1
[50,51]

 750 210 ± 30 24,648 (8.5 ± 1.2) ‰ 0.15 ± 0.04 (6 ± 2) % 
C1

[50,51]
 753 140 ± 35 24,845 (5.6 ± 1.4) ‰ 0.17 ± 0.04 (3 ± 1) % 

DAST
[38]

 471 53 ± 6 9,679 (5.5 ± 0.7) ‰ 0.83 (0.7 ± 0.1) % 
a
in units of 𝑛𝑚; 

b
in units of [

𝑝𝑚

𝑉
] 

 

 

The intrinsic first-order hyperpolarizability, 𝛽𝑖𝑛𝑡, is about 10% for all chromophores utilizing a 

chromophore core similar to YLD124 (YLD124, JRD1, and CLD-C1) and about 5-6% for both 

C1 and DAST which is surprising given that they are very different chromophores. The intrinsic 

electro-optic activity, 𝑟𝑖𝑛𝑡, differs between molecules using the YLD124 chromophore core, with 

values ranging from about 7-14 ‰ (per thousand). However, similarly to the 𝛽𝑖𝑛𝑡 values 

observed, both C1 and DAST are around the same value, 𝑟𝑖𝑛𝑡 = 6 ‰, identical within error. One 

could thus conclude that C1 and DAST should perform similarly. However, clearly this is not the 

case as C1 has about threefold improved electro-optic activity compared to DAST. The effective 

intrinsic electro-optic activity, 𝑟𝑒𝑓𝑓, corrects this behavior. All molecules employing the YLD124 

chromophore core show the same value within error of  𝑟𝑒𝑓𝑓 = (6 ±  2) %, the C1 chromophore 

as expected from its electro-optic activity and first-order hyperpolarizability yields half,  𝑟𝑒𝑓𝑓 =

(3 ±  1) %. Furthermore, DAST has an about fourfold lower 𝑟𝑒𝑓𝑓 value compared to C1 which 

may be indicative of an overall low optimization potential for DAST in the bulk material. 
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Particularly for the YLD124 chromophore core, these results indicate that there is substantial 

room for improvement in both chromophore design and poling techniques in order to obtain 

transformatively large electro-optic constants. 

 

1.3 SIMULATION APPROACH 

 

One goal of this work is the ab-initio simulation of the chromophore loading parameter, 

𝜌𝑁〈cos3 𝜃〉, for strongly dipolar, condensed high-performing electro-optic chromophore systems. 

Each individual electro-optic chromophore typically consists of hundreds of atoms (Figure 1.3 

shows a poled YLD124 chromophore system) and while small-scale all-atom simulations may be 

feasible with an abundance of compute time, coarse-graining approaches are needed in order to 

progress simulations far enough for converged acentric order results, especially given that 

experimental poling times are measured in tens of seconds. 

 

Figure 1.3: Poled YLD124 chromophore system (108 molecules, each consisting of 125 atoms). 

Lennard-Jones radii were scaled by 50% and each chromophore was assigned a unique color. 
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On currently available computer workstations, molecular dynamics (MD) simulations typically 

only allow tens of nanoseconds to be investigated due to the computational expense of solving 

equations of motion at a reasonable time step. This makes them ideal for the simulation of 

dynamic processes on these fast time scales. On the other hand, approaches such as Metropolis 

Monte-Carlo (MC) simulations using a similar number of calculations compared to MD 

simulations are typically able to cover more configurational phase space at the expense of 

physical molecule movement. However, system properties averaged over system configurations 

(MC) are equivalent to those averaged over time (MD) when system energies are at equilibrium 

(ergodic principle). Therefore, MC simulations are better suited for the simulation of poling 

induced acentric order. 

Ab-initio quantum-mechanical modeling is used to inform all-atom force-fields following an 

established procedure by Dr. Lewis E. Johnson and Dr. Bruce E. Eichinger.
[44,46,52]

 In general, 

structure calculations are performed with the hybrid functional B3LYP using the 6-31G(d) basis 

set in Gaussian 09.
[53]

 The electrostatic potential around the resulting optimized molecule is then 

used to fit charges at the center of each atom, using so called CHELPG
[54]

 charges. In conjunction 

with parameters for Lennard-Jones radii and energies of individual atoms – we typically use 

parameters derived from OPLS-AA
[55]

, but others such as the Merck force field
[56]

 or 

AMOEBA
[57]

 could be used as well – this approach yields the underlying fully-atomistic model. 

Its coarse-grained representation consisting of connected ellipsoids is calculated using the so 

called Level-of-Detail (LoD) method described in chapter 2. 

The Monte-Carlo software used throughout this dissertation is written in C++ and developed in-

house by myself,
[48]

 based on a previous version
[46,58]

 by Dr. Lewis E. Johnson and Robin Barnes 

which itself was ported from MATLAB code employed previously. 
[44,59,60]
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It features classical force fields such as pair-wise point charge as well as point dipole interactions, 

Lennard-Jones interactions with ellipsoid anisotropy handled through an algorithm developed by 

Perram and Wertheim
[61]

, external electric field interactions, and an Onsager-type self-consistent 

reaction field.
[62]

 These classic interaction potentials used have been described in detail 

previously.
[44,46,48,58–60]

 

A major development effort was to extend the previously used MC code in order to gain the 

ability to simulate complex chromophore systems by supporting connected ellipsoids to form 

coarse-grained representations of molecules. Bonds connecting ellipsoids are positioned 

corresponding to the underlying all-atom force field bond locations
3
. Bonded movement 

constraints can be set up in a coarse-grained way using fixed bond distances, with free bond 

rotations and/or free bond bending. Additionally, classical bond potentials (stretch, bend, 

dihedral) can also be assigned. Furthermore, the entire workflow from simulation setup to data 

analysis is fully scriptable and uses human-readable text files parsed by the software. Further 

extensions beyond the classical MC method and their application to the simulation of condensed 

electro-optic materials are described in the following chapters of this dissertation. 

 

  

                                                 
3
 For example, if atom A and B are bonded in the all-atom model and atom A now belongs to ellipsoid 1 while atom 

B is placed in ellipsoid 2 then ellipsoids 1 and 2 are connected with a bond originating at atom A’s center location 

inside ellipsoid 1 and terminating at atom B’s center location inside ellipsoid 2. 
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1.4 DISSERTATION OUTLINE 

 

Chapter 2 describes the development of our coarse-grained force field called the Level-of-Detail 

(LoD) method. The LoD method enables systematic coarse-graining from an all-atom force-field 

utilizing ellipsoidal shapes rather than spheres as the fundamental building blocks to represent 

molecular subunits. Coarse-grained shapes and potential energy parameters are calculated using a 

systematic rule set with no adjustable parameters. In conjunction with traditional combination 

rules this allows for a practically unlimited variety of shapes and sizes.  Furthermore, example 

calculations of the binary 1:1 mixture of benzene and hexafluorobenzene and of a polyethylene 

hydrocarbon chain with 32 repeat units demonstrate the LoD method’s ability to accurately 

represent the underlying all-atom force field behavior. 

In chapter 3, a novel method called adiabatic volume adjustment (AVA)
[48]

 is introduced which 

allows a system to reach equilibrium order after fewer calculations compared to traditional 

canonical ensemble (NVT) or isothermal, isobaric ensemble (NPT) Monte-Carlo simulations. 

The AVA method adjusts the simulation volume in a controllable manner while concurrently 

adjusting the attractive contribution of the Lennard-Jones potential thus improving simulation 

configuration space sampling and overcoming local energetic barriers. Simulation results are 

used to verify these claims and a first set of electro-optic chromophore design criteria is derived 

from simulation results. 

Chapter 4 describes the determination of dielectric constants from simulation results which is 

then applied to a wide variety of molecules. An enhanced reaction field description consistent 

with the Onsager reaction field is introduced for systems using point charges and point dipoles, as 

well as for systems with ionic contributions. Simulation results of the organic solvents 
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acetonitrile, ethylene carbonate, and the first room-temperature ionic liquid, ethyl ammonium 

nitrate are presented and compared to experimental results. The chapter culminates in simulation 

results of the chromophore systems YLD124 and JRD1.
[14,25–33]

 

Chapter 5 represents the bulk of the simulation work performed on electro-optic chromophore 

systems using the tricyanofuran (TCF) acceptor. 
[63,64]

 Simulation results on C1 and CLD-

C1,
[50,51,65]

 YLD124 and JRD1,
[14,25–33]

 as well as the binary chromophore system 

PSLD41/YLD124
[13,26,28,42,44,66]

 are presented. All simulated results are within error of the 

experimental results.  

Chapter 6 presents simulation results performed on existing
[67,68]

 small chromophores containing 

the tricyanopyrroline (TCP) acceptor. An exciting result is the observed chromophore loading is 

about 50% larger than for the much larger TCF-based chromophores presented in chapter 5. 

Chapter 7 serves as a collection of the design criteria discovered throughout this work. 

Furthermore, the theoretical framework presented in this work is used to develop an additional 

design criterion from simulations using simplified chromophore LoD representations 

incorporating up to five ellipsoids.  
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2 COARSE-GRAIN FORCE FIELD DEVELOPMENT: LEVEL OF 

DETAIL (LOD) METHOD 

2.1 INTRODUCTION 

 

The search for accurate and systematic coarse-grained (CG) methods is an ongoing challenge in 

classical chemical simulation methods. A successful approach not only minimizes computational 

expense but also enables systematic construction from high level force field representations of a 

wide variety of molecules. Maintaining the accuracy needed to capture complex self-assembly 

processes and allowing for interactions between complex molecules over a wide range of sizes 

and shapes is what makes developing CG methods challenging. 

Most computational all-atom (AA) force fields represent interactions between neutral atoms by 

spherically symmetrical potentials such as the Lennard-Jones (LJ) potential. Molecules can be 

constructed using these neutral atoms as building blocks and taking into account additional 

potential contributions from partial charges due to bonding. Interaction potentials between 

molecules are then obtained by summing over pair-wise interactions of constituent atoms. 

Generally, the resulting fully-atomistic molecular interaction potential sum is not spherically 

symmetrical anymore and the calculation cost for a pair of molecules scales with the product of 

the numbers of atoms contained in each interacting molecule. 

Many coarse-graining (CG) approaches exist to reduce computational cost by expressing 

interaction potentials between molecules or molecular moieties with less complex, effective 

potentials.
[1–8]

 Typically, these approaches consist of a spherically symmetrical, isotropic 
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potential contributions (i.e. effective Lennard-Jones or Potential-of-Mean-Force) and anisotropic 

contributions such as charges as well as anisotropic correction terms. For example, all SPC water 

models
[9–12]

 (and most others) consist of a single Lennard-Jones sphere and charges to represent 

constituent atom partial charges. The MARTINI force field
[4,13,14]

 uses a similar approach 

(spherical LJ, charges, anisotropic corrections) for molecular moieties.  

The use of spheres as building blocks in CG representations can lead to difficulties when 

formerly independent shape contributions (i.e. LJ-like) are mixed with electrostatics contributions 

or are contained in effective correction terms to the system Hamiltonian. Our approach is to keep 

shape contributions separately from electrostatics contributions and to only allow correction 

terms with straight-forward physical representations. 

Ellipsoids provide an improved representation for anisotropic or planar systems, but require a 

computationally efficient method for generating a reduced potential. We have used ellipsoids in 

much of our prior work
[15–17]

 and find they are quite viable as efficient descriptors of molecular 

subcomponents. Ellipsoids can be computationally efficient, can be systematically generated, and 

can be added to the pallet of tools available for molecular modelling. 

This chapter serves to describe the development of our coarse-grained force field called the 

Level-of-Detail (LoD) method. The LoD method enables systematic coarse-graining from an all-

atom force-field utilizing ellipsoids as the fundamental building blocks to represent molecular 

subunits. 
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2.2 ALL-ATOM FORCE FIELD DESCRIPTION 

 

The ultimate goal of the work in this thesis is ab-initio, in-silico prediction of ONLO 

chromophore behavior in 2
nd

 order electro-optical bulk material which inherently is a multi-

method process. Ab initio quantum-mechanical modeling can be used in order to describe 

individual molecular properties such as the ground state charge distribution and optimal bond 

distances, as well as the frequency-dependent polarizabilities as well as hyperpolarizabilities. The 

functionals used and steps performed follow an established procedure by Dr. Lewis E. Johnson 

and Dr. Bruce E. Eichinger in-house.
[18–20]

 

It is with this goal and background in mind that all our AA force-fields are based upon 

geometries calculated from density functional theory (DFT) calculations. Briefly, for structure 

calculations DFT calculations with the hybrid functional B3LYP using a 6-31G(d) basis set in 

Gaussian 09
[21]

 are employed. The electrostatic potential around the resulting optimized molecule 

is then used to fit charges at the center of each atom, using so called CHELPG
[22]

 charges. 

The thus obtained set of atomic coordinates and charges are employed as the basis for our 

statistical mechanics calculations in conjunction with parameters for Lennard-Jones radii and 

energies of individual atoms – we typically use parameters derived from OPLS-AA
[23]

, but others 

such as the Merck force field
[24]

 or AMOEBA
[25]

 could be used as well.
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2.3 LEVEL-OF-DETAIL (LOD) METHOD 

 

We use CG representations composed of connected ellipsoids to give what we call Level of 

Detail (LoD) representations of functional groups of atoms in our simulations. This is a natural 

extension to work on single ellipsoids previously reported by our group.
[15,16]

 

Ellipsoids provide a wider pallet of molecular shapes, and can be fit around many different 

molecular units, such as aromatic rings and long conjugated systems. The general deformability 

of an ellipsoid allows one to use an LoD with fewer units, and fit the overall geometric shape of 

the molecule more easily. 

The use of ellipsoids is philosophically very similar to the Gay-Berne potential
[1]

 in that both 

methods lead directly to an anisotropic LJ-like interaction potential that is coarse-grained, but as 

faithful as possible to the underlying all atom force-field (FF). Although not necessary, in most 

LoDs each ellipse can freely rotate about the connecting units linking the ellipsoids. Therefore, 

we typically define unit boundaries between ellipsoids across single bonds.

The LoD method allows for greatly improved calculation runtimes while still being able to 

describe the underlying system well. To illustrate this point, figure 2.1 shows multiple 

representations of a CLD-1 type chromophore
[26]

 comparing the fully-atomistic Lennard-Jones 

potential calculation times for a single chromophore with LoD representation of three ellipsoids 

down to a single ellipsoid. Tremendous calculation time savings can be realized using the LoD 

method while also maintaining the accuracy needed to describe complex self-assembly 

interactions. 
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Figure 2.1: Computational speedup of LoD representations of CLD-1 type chromophore (top 

left) of decreasing complexity; calculation times shown are for Lennard-Jones interactions 
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2.3.1 PERRAM AND WERTHEIM CONTACT FUNCTION: THE COST OF ELLIPSOIDS 

 

The drawback to using ellipsoids is the additional computational cost compared to spheres. The 

reason for this additional cost is that for proper ellipsoids with non-degenerate semiaxes the 

distance of closest contact between two ellipsoids in three-dimensions has not yet been solved 

analytically and requires the use of an iterative, numerical method. 

To get the numerically exact solution to the contact problem, we use a method described by 

Perram & Wertheim
[27]

 to iteratively obtain the contact function between two (hyper) ellipsoids A 

and B, 

𝐹𝐴𝐵 =
�⃑� 𝐴𝐵

†
⋅ �⃑� 𝐴𝐵

�⃑� 𝐴𝐵
0

†
⋅ �⃑� 𝐴𝐵

0
= (

|𝑅𝐴𝐵
0 |

|𝑅𝐴𝐵|
)

−2

 (2-1)  

Here, �⃑� 𝐴𝐵 is the vector between the centers of two ellipsoids and �⃑� 𝐴𝐵
0  is the vector between the 

centers if the two ellipsoids were moved along the line connecting the centers, �⃑� 𝐴𝐵, to the point 

when the ellipsoids just touch. See Appendix A for the computer code (C++ language) of the 

optimized
1
 routine used for the calculation of the inverse contact function.  

Based on this simple touch distance ratio, an effective LJ interaction potential between two 

ellipsoids, as previously employed by our group,
[15,16]

 can then be calculated using the contact 

function: 

𝑉𝐴𝐵 = 4휀𝐴𝐵𝐹𝐴𝐵
−3(𝐹𝐴𝐵

−3 − 1) = 4휀𝐴𝐵 [(
𝑅𝐴𝐵

0

𝑅𝐴𝐵
)

12

− (
𝑅𝐴𝐵

0

𝑅𝐴𝐵
)

6

] (2-2)  

                                                 
1
 ~40% faster compared to our previous iteration of this code, described in Dr. Lewis E. Johnson’s dissertation

[18]
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Here 휀𝐴𝐵 represents the potential well depth, 𝑅𝐴𝐵
0  and 𝑅𝐴𝐵 are defined as above which implies 

that both will depend on the shapes, sizes, and orientations of both ellipsoids. 

As it turns out, the calculation of this “simple touch” LJ interaction energy by the method of 

Perram and Wertheim
[27]

 only takes 2-5 times longer for a pair of ellipsoids versus a pair of 

spheres, as can be observed in Figure 2.2 for an increasing number of ellipsoids, 𝑁, in the 

simulation box. Simulations were run with periodic boundary conditions, within a simulation 

volume corresponding to constant ellipsoid number densities, with LJ interactions calculated up 

to a spherical cutoff set at half the simulation cube’s length
2
. The ellipsoids employed in Figure 

2.2 cover a wide gamut of eccentricities: almost spherical (CH3), oblate spheroid (Benzene), and 

highly eccentric (CLD-1 type chromophore
[26]

). See Appendix B for ellipsoid parameters. 

 

Figure 2.2: Cost factor of LoD ellipsoids representing a CH3 moiety, Benzene, and a CLD-1 

type chromophore relative to the computational cost of LJ interaction between simple 

spheres 

                                                 
2
 Every ellipsoid will interact with approximately 𝑁 ellipsoids. This is a worst case scenario as one would typically 

limit cutoff distances to a certain number of neighboring shells independent of box size. 



 

29 

 

The shapes of the resultant cost curves as a function of the ellipsoid number give insight into the 

contact function routine’s behavior. The CLD-1 type ellipsoids curve stays at a fixed cost of 

about five while both CH3 and Benzene cost functions slowly asymptote towards a value of one 

(no additional cost). After staying at relatively constant cost initially (up to 𝑁 = 422), the 

Benzene cost function starts to drop off rapidly. 

The reason for this behavior lies in the contact function algorithm’s iterative nature in calculating 

𝐹𝐴𝐵 with fixed precision: More iterations are needed the larger an ellipsoid pair’s eccentricities 

and the shorter the distance is between them. An initially constant cost indicates that the number 

of iterations stays constant until a precision distance threshold
3
 is hit after which the number of 

iterations starts to drop off, lowering the algorithm’s overall cost. While the CH3 cost curve’s 

distance threshold is already passed before the initial data point, the CLD-1 type’s cost is still in 

the fixed cost range. In both cases, this can be attributed the respective ellipsoid’s eccentricities. 

Thus, these two cost curves represent approximate upper and lower cost limits. 

Computational cost of pair-wise interactions at worst scales with the square of the number of 

entities, 𝑁2. This means that twice or three times the number of entities results in 4 or 9 times the 

computational cost. Because ellipsoids can encompass a wider range of molecular shapes than 

spheres more molecular subunits can be grouped into them which can offset the additional cost of 

ellipsoids compared to sphere based CG approaches. For example, Benzene can be described by 

one ellipsoid while the popular MARTINI CG force field uses three spheres.
[4]

 

In summary, ellipsoids cost at most five times the computational time compared to spheres.  

Thus, when an ellipsoid can encompass at least two to three spheres then one is not 

disadvantaged by the additional computational expense of ellipsoids. 

                                                 
3
 The fraction of interactions with ellipsoids further away increases with increasing numbers of ellipsoids in the box. 
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2.3.2 IMPROVED ELLIPSOID LENNARD-JONES POTENTIAL 

 

The ellipsoid LJ-type interaction potential using the contact function 𝐹𝐴𝐵 = (
𝜎𝐴𝐵

𝑅𝐴𝐵
)
−2

, with 𝜎𝐴𝐵 

taking the place of the contact distance 𝑅𝐴𝐵
0  from equation (2-2), is not only a function of the 

semi-axes of the two ellipsoids, but also depends on the relative orientation of the two ellipsoids 

and the distance between centers, 𝑅𝐴𝐵 = |�⃑� 𝐵−�⃑� 𝐴|. If the two ellipsoids are both simple spheres 

with radii a and b, then the contact function gives 𝜎𝐴𝐵 = 𝑎 + 𝑏.  Thus the contact function for 

ellipsoids (and hyper-ellipsoids) is consistent with the LJ potential. 

The downside of the LJ-type potential (2-2) is 𝜎𝐴𝐵 determines both the ellipsoid boundaries and 

the LJ potential well width. In conjunction with a constant LJ energy parameter 휀𝐴𝐵, this creates 

the behavior exhibited in Figure 2.3 for long, dipolar prolates (see parameters in Appendix B). 

 

Figure 2.3: Behavior of prolate, “simple touch” ellipsoid LJ potential (2-2) in 3D and 2D system 
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The reason for the observed micelle formation in three dimensions and the flower petal pattern in 

two dimensions is that 𝜎𝐴𝐵 adjusts to every possible orientation of each pair of ellipsoids with the 

minimum energy configuration being close to touching but with no energy difference between 

orientations. For an ensemble of prolate ellipsoids, however, the wider LJ potential well width 

closer to the long ends of a prolate ellipsoid allows for multiple ellipsoids in the strongly 

attractive region of the LJ potential. Thus, the energetically favored arrangement for an ensemble 

of prolates is to maximize the number of long ends in the same space, which is the observed 

behavior. However, this is not the correct physical behavior for long prolate molecules with no 

functional groups at either end, as one would expect a more stacked molecular system. 

An improvement to the “simple-touch” ellipsoid LJ interaction potential is to hold the potential 

well width constant. The LJ potential width is determined by its numerator, 𝜎𝐴𝐵, which also 

determines the zero-crossing of the potential and hence the shape boundaries. In order to allow 

for a constant potential width with a constant numerator, 𝜎0, while maintaining the boundaries of 

the underlying shape, equation (2-2) can be rewritten as: 

𝑉𝐴𝐵 = 4휀𝐴𝐵 {(
𝜎0

𝑅𝐴𝐵 − 𝛿
)

12

− (
𝜎0

𝑅𝐴𝐵 − 𝛿
)

6

} (2-3)  

The utility of the additional parameter 𝛿 is to shift the potential such that the original shape 

boundaries, defined by zero-crossings of equation (2-2), can be retained independent of the 

choice of 𝜎0. Equation (2-2) is zero when 
𝜎𝐴𝐵

𝑅𝐴𝐵(𝑉𝐴𝐵=0)
= 1, at 𝑅𝐴𝐵(𝑉𝐴𝐵 = 0) = 𝜎𝐴𝐵. Thus, 𝛿 is 

determined by: 

1 =
𝜎0

𝑅𝐴𝐵(𝑉𝐴𝐵 = 0) − 𝛿
=

𝜎0

𝜎𝐴𝐵 − 𝛿
⇒ 𝜹 = 𝝈𝑨𝑩 − 𝝈𝟎 (2-4)  
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Combining those two equations leads to a potential which is similar to Gay-Bernes’ approach
[1]

: 

𝑉𝐴𝐵 = 4휀𝐴𝐵 {(
𝜎0

𝑅𝐴𝐵 − 𝜎𝐴𝐵 + 𝜎0
)

12

− (
𝜎0

𝑅𝐴𝐵 − 𝜎𝐴𝐵 + 𝜎0
)

6

} (2-5)  

This GB-type potential, internally called “adjusted width” LJ potential, expressed with the 

contact function is:  

𝑉𝐴𝐵 = 4휀𝐴𝐵 {(
𝜎0

𝑅𝐴𝐵(1 − √1/𝐹𝐴𝐵) + 𝜎0
)

12

− (
𝜎0

𝑅𝐴𝐵(1 − √1/𝐹𝐴𝐵) + 𝜎0
)

6

} (2-6)  

As can be seen in Figure 2.4, this potential, when used on the same prolate ellipsoid system 

shown in Figure 2.3 but now with a constant LJ potential width of 𝜎0 = 3 Å, in three dimensions 

suppresses the formation of micelles and increases the amount of stacking observable in two 

dimensions. Adjusting the potential width, however, does not introduce an energetic difference 

between different orientations of individual ellipsoid pairs. This so called interaction area 

correction applied to the LJ energy parameter, 휀𝐴𝐵, is introduced in section 2.3.5. 

 

Figure 2.4: Behavior of prolate, “adjusted width” LJ potential (2-6) in 3D and 2D system 
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Once the shape of the LoD ellipsoid of interest is determined (see next section), the general 

strategy then is to compare 𝑉𝐴𝐵, as defined by the above equation, with that given by the AA 

force field for the underlying system of atoms. The comparison between the all-atom LJ potential 

interaction and 𝑉𝐴𝐵 will be used to determine the best  𝜎0𝑎𝑛𝑑 휀𝐴𝐵 and to determine the extent to 

which the two potentials agree.
4
 

2.3.3 SHAPE DETERMINATION 

 

The reduction to an LoD ellipsoid begins with the overlay of an ellipsoid on a set of atoms within 

a molecule. This process utilizes the gyration tensor associated with the set of atoms that will be 

replaced by an ellipsoid. The gyration tensor 𝑆 =
3

𝑁′
∑ (𝑟 𝑖 − 𝑟 𝑜)(𝑟 𝑖 − 𝑟 𝑜)

†𝑁′

𝑖=1  over an underlying 

AA system of 𝑁′ atoms is a real, symmetric tensor. However, it is not translation invariant and 

hence depends on the ellipsoidal center position, 𝑟 𝑜, which must be calculated from the atom 

locations from the underlying AA system prior to the determination of 𝑆. We found that while a 

simple average over the atomic locations is a good starting point, we get slightly better LJ 

potential agreement by using a weighted averaged center position: 

𝑟 𝑜 =
∑√휀𝑖 𝑟 𝑖

∑√휀𝑖

 (2-7)  

using the AA LJ energy parameters as weights. The gyration tensor can be used to construct an 

approximate ellipsoid (or hyperellipsoid). We begin by finding the three eigenvalues of the 

gyration tensor: 

𝑆 ∙ 𝑣 𝑖 = 𝜆𝑖
2 ∙ 𝑣 𝑖 (2-8)  

                                                 
4
 Note, that an identical approach is used for the “simple touch” form (2-2) where just 휀𝐴𝐵 needs to be determined. 
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By construction, S is a real, symmetric matrix and can be diagonalized by an orthogonal rotation.  

𝑣 𝑖 is an eigenvector of 𝑆, as a column vector, and 𝜆𝑖
2 is the associated eigenvalue. All eigenvalues 

of the gyration tensor must be positive, so there is no loss of generality writing the eigenvalue as 

the square of a positive number. The diagonal matrix, 𝐴, of eigenvalues are: 

𝐴 = [

𝜆1
2 0 0

0 𝜆2
2 0

0 0 𝜆3
2

] (2-9)  

All three eigenvectors are assumed to be normalized such that ‖𝑣 1‖ = ‖𝑣 2‖ = ‖𝑣 3‖ = 1. The 

gyration tensor can be diagonalized by a proper rotation matrix, 𝑹. The rotation matrix has the 

properties that the det 𝑹 = +1, and that it is an orthogonal rotation, or that its inverse is the 

transpose. The rotation matrix, 𝑹, diagonalizes 𝑆 so that: 

𝑹 ∙ 𝐴 ∙ 𝑹−𝟏 = 𝑆 (2-10)  

There are three cases to consider for the construction of a proper rotation matrix, 𝑹. When all 

eigenvalues are distinct the gyration tensor describes an ellipsoid. 𝑅 can directly be obtained from 

the eigenvectors and the requirement that  det 𝑹 = +1 can be achieved by multiplying one 

individual eigenvector by ±1. Thus:  𝑹 = [𝑣 1 ±𝑣 2 𝑣 3] . In the spheroid case, with two 

degenerate eigenvalues, the rotation matrix is constructed from two linearly independent 

eigenvectors 𝑣 𝑖 and 𝑣 𝑗  as well as their cross-product 𝑣 𝑘 = 𝑣 𝑖 × 𝑣 𝑗 as the third linearly 

independent vector. For example, if 𝜆1
2 = 𝜆2

2 ≠ 𝜆3
2 the rotation matrix is constructed as 

𝑹 = [𝑣 1 ±(𝑣 1 × 𝑣 3) 𝑣 3] (2-11)  

The sign is used to ensure a proper rotation matrix. When all eigenvalues are identical the 

rotation matrix is simply the identity matrix because the resulting shape is a sphere. The utility of 

the gyration tensor is that the elements 𝜆1, 𝜆2, 𝜆3 are the semi-axes of an ellipsoid ({𝑎, 𝑏, 𝑐}), and 
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the surface of the ellipsoid is defined as:   (
𝑥

𝜆1
)
2

+ (
𝑦

𝜆2
)
2

+ (
𝑧

𝜆3
)
2

= 1, where the coordinates, 𝜌 , 

apply to the ellipsoid in the diagonal frame centered at the origin: 𝜌 † ∙ 𝐴−1 ∙ 𝜌 = 1. The rotation 

matrix can be used to orient the ellipsoid back to its original position  𝑟 :  𝑟 − 𝑟 𝑜 = 𝑅 ∙ 𝜌 . 

Below is a demonstration for the case of benzene of the LoD process, step by step, where the 

entire molecule is replaced by a single ellipsoid.  In this case the symmetry is such that the 

weighting of the atomic coordinates to find 𝑟 𝑜 make no difference.   

 

Figure 2.5: Ellipsoid representations of Benzene compared to AA van der Waals (vdW) surface; 

a) Gyration tensor ellipsoid (2.90x2.90x1.52 Å, red), b) Gyration tensor semi-axes uniformly  

scaled to match the excluded volume of AA-system (3.43x3.43x1.80 Å, green), and c) 

individually scaled ellipsoid semi-axes based on AA-system vdW surface (3.33x3.27x1.66 Å, 

blue) as explained below. 

 

The square roots of the gyration tensor eigenvalues define an ellipsoid with semi-axes 𝜆1, 𝜆2, 𝜆3 

shown in Figure 2.5a. Note that the gyration tensor has degenerate semi-axes in the x-y plane and 

thus molecular symmetry may not coincide with the coordinate system. The semi-axes obtained 

from the gyration tensor are typically too small for a given set of underlying objects and rescaling 

becomes necessary. We found scaling all semi-axes by the same amount to match the excluded 

volume of the underlying AA system (Figure 2.5b) typically leads to density-matched results; 

however, it also tends to lead to Lennard-Jones interaction energies which are too large. 
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We consider the optimum semi-axes to be those that best describe the underlying AA shape and 

give similar resulting system pressures for canonical ensembles (NVT) or similar densities for 

isothermal isobaric ensembles (NPT). Therefore, we suggest an approach which tries to match the 

ellipsoid surface as closely as possible to the surface of the underlying all-atom system. The 

approach relies on the gyration tensor rotation matrix 𝑹 to give the optimum semi-axis directions, 

with no further modification, and uses the gyration tensor ellipsoid semi-axes as a starting shape.  

We now rotate the ellipsoid and the AA system to a common frame in which the ellipsoid is 

diagonal and centered.   

 

Figure 2.6: a) Sampling over ellipsoid surface through scaling of uniform points within a cone 

around an axis on a sphere (similar for other axes);  b)  An ellipsoid shown superposed on an AA 

system, of benzene, showing the semi-axes 𝑎, 𝑏 and 𝑐 on x, y and z, respectively. 

 

We will modify the semi-axes to go to the same surface as the underlying all atom system.  This 

can only be done exactly for three points; therefore we suggest a best fit that gives agreement in 

an averaged sense.  We begin by selecting a set of points, test point, 𝜒, which gives a reasonably 

uniform surface coverage, to be places where we would like the spheroid to agree with the 

underlying AA system.  Figure 2.6a shows sampling directions (purple vector) created from 
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spherical coordinates by sampling linearly in cos 𝜃 and 𝜑 over a conical segment with opening 

angle 45° pointing along the z axis.  We start with the unit vector on a sphere as a function of 

polar and azimuthal angle: 

𝑑 𝑐𝑜𝑛𝑒(𝜃, 𝜑) = (
sin 𝜃 cos𝜑
sin 𝜃 sin𝜑

cos 𝜃

)  with 
cos 𝜃 ≥  √0.5

0 ≤ 𝜑 < 2𝜋
 (2-12)  

The resulting direction vector components are then linearly scaled by 𝑎, 𝑏, 𝑐 (denoted by the 

entry-wise product ∘), to take the ellipsoidal shape into account (Figure 2.6b) to spread the 

sampling points uniformly to the surface of the ellipse: 

𝑑 𝑐 = (
𝑎
𝑏
𝑐
) ∘ 𝑑 𝑐𝑜𝑛𝑒 (2-13)  

The uniform coverage follows from the identity that:  𝑑 𝑐
†
∙ 𝐴−1 ∙ 𝑑 𝑐 = 1. 

This vector will be within a cone around the z-axis. Rotation of 𝑑 𝑐𝑜𝑛𝑒(𝜃, 𝜑) by 90° around the y- 

and x-axis obtains corresponding direction vectors for the x- and y-axis, respectively: 

𝑑 𝑎 = (
𝑎
𝑏
𝑐
) ∘ ([

0 0 1
0 1 0

−1 0 0
] ∙ 𝑑 𝑐𝑜𝑛𝑒(𝜃, 𝜑))

𝑑 𝑏 = (
𝑎
𝑏
𝑐
) ∘ ([

1 0 0
0 0 1
0 −1 0

] ∙ 𝑑 𝑐𝑜𝑛𝑒(𝜃, 𝜑))

 (2-14)  

For a specific direction, using the unit vector in that direction, i.e. �̂�𝑐 =
𝑑 𝑐

‖𝑑 𝑐‖
  (as shown in Figure 

2.6b), one can find the outer surface of the AA system at a point as  𝑎 = 𝑎 (𝜃, 𝜑) = (𝑥𝐴, 𝑦𝐴, 𝑧𝐴) =

𝑟𝑎�̂�𝑐 .  Finding this point comes by matching the AA LJ potential to the ellipsoid.  Therefore, we 

compute the pair-wise LJ potential between the atoms comprising the ellipsoid and a test sphere 

of radius 𝑟𝑝. The test sphere is moved radially inward toward the center at fixed angles, 𝜃 and 𝜑, 
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until the AA LJ is zero. To find the distance at which the AA LJ potential is zero a bisection 

method is used, placing the test sphere at inside (𝑉𝐿𝐽
𝐴𝐴 ≥ 0) and outside locations (𝑉𝐿𝐽

𝐴𝐴 < 0) 

along the direction �̂�𝑐 until the zero-crossing distance is obtained within a given precision. The 

distance from the center to the test sphere is 𝑟𝑎 and represents the contact point on the outer 

surface of the entire system. For example, if we were fitting a complicated AA FF to a simple 

sphere then  𝑟𝑎 = 𝑟𝑝 + 𝜎𝑎 and the surface that would best match a sphere to the AA system 

would be at point 𝜎𝑎 and the effective radius of the ellipsoid would be 𝜎𝑎. Additionally, if the 

size of the test sphere, 𝑟𝑝, were set to zero, then 𝑟𝑎 = 𝜎𝑎. However, for ellipsoids when 𝑟𝑝 > 0, 

the point of contact in general does not lie along the same line out from the center.  

As shown in Figure 2.7, the test sphere center positioned at �⃑� 𝐴𝐴
𝑜

 causes the AA LJ potential to be 

zero. Therefore, one would like the ellipsoid that will replace the AA substructure to also be 

positioned so that its LJ potential will be zero. At present the distance to the surface of the 

ellipsoid is 𝑟휀, so the ellipsoid surface is at �⃑⃑� = �⃑⃑� 𝑐 = 𝑟𝜖�̂�𝑐. Now one can test whether this set of 

semi-axes actually makes contact with the test sphere anywhere by using the contact function, 

𝐹 = (
|𝑟 𝐴𝐴

𝑜 |

|𝑟𝑐|
)
−2

, and 𝑟𝑐 is the distance that the two spheres would be apart if they were just 

touching. The contact point does not need to lie along �⃑⃑� 𝑐.  If the contact function is 1, 𝐹 = 1, then 

there is contact and one does not need to correct where �⃑⃑�   is located.  However, in the more 

general case that the contact function is not one then one should move the position of where �⃑⃑�   is 

located.  The additional distance can be a very complicated function but if the correction is small 

then the extra distance is on the order of  𝑟𝐴𝐴
0 − 𝑟𝑐. Therefore a better placement would be: 

𝑎 = 𝑑 𝑐 = (𝑟𝜖 + 𝑟𝐴𝐴
0 − 𝑟𝑐)�̂�𝑐 (2-15)  
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Figure 2.7: Estimate of contact difference ∆ shown for best fit ellipsoid shape (solid line) in 

green and for non-optimum  ellipsoid shape with test sphere at contact along same direction 

(dashed lines) in red; Both the green and red segment are exactly the same length in this figure. 

 

In practice, we have found that the gyration tensor is correct to within 10%. As a practical matter 

we fixed the test sphere radius to be that of a carbon atom, 1.65 Å. 

The next step is to develop a method to improve the agreement of the AA FF LJ crossover points 

with the overlaid ellipsoid. We outline the iterative method to improve the semiaxes.  The 

ellipsoid semi-axes, originally 𝑎, 𝑏, 𝑎𝑛𝑑 𝑐 can all be scaled by a factor 𝜇 so that the ellipsoid 

surface will be equal to 𝐴(𝜃, 𝜑), according to the equation of an ellipsoid: 

𝑥𝐴
2

𝑎2
+

𝑦𝐴
2

𝑏2
+

𝑧𝐴
2

𝑐2
= 𝜇2 (2-16)  

For each point on the surface, then a value of  𝜇 =  μ𝜒 = 𝜇(𝜃, 𝜑) can be computed, because the 

quantities on the left hand side are known. 𝜒 represents the set of points sampled within the cone 

shown in figure 2.6a, and 𝜇 represents the uniform inflation factor.  However, we now suggest 

that 𝜇 be applied only to the value of 𝑐, as that is the semi-axis pointing in the direction of this set 
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of angles (see Figure 2.6b), clustered around the z axis. Therefore we take a weighted average of 

𝜇  and find a new value of 𝑐, called 𝑐′,  based on the averaged set of  𝜇 values: 

𝑐′ = 𝑐
∑(𝑤𝜒𝜇𝜒)

∑𝑤𝜒
 (2-17)  

The sum is over the set of points, 𝜒, chosen within the cone. After testing several different 

weighting schemes, we chose to set  𝑤𝜒 = ((0 0 1) ∙ �̂�𝑐)
2

. The weighting was chosen to 

make the points that are more along the z axis contribute more toward the average. 

The gyration tensor gives a rather good initial set of semiaxes. The modification of both the 

position for the ellipsoid, 𝑎 (𝜃, 𝜑), as well as the averaging rule for modifying the semiaxes 

themselves, require several iteration loops to come to convergence. All points,  a for the test sites 

in the x, y and z, directions are all computed and the corrections are applied only after all of the 

semiaxes have been completed.   

Figure 2.8 depicts the dependence of the ellipsoid semi-axes of Benzene and the average 

Lennard-Jones potential width 𝑤 on the size of the test sphere radius, 𝑟𝑝. Both the optimum 

ellipsoid semi-axes and the average LJ potential width 𝑤 converge towards a common value. 

This seemingly unusual behavior can be understood by inspecting the zero-crossing of the 

interaction potential between a fully atomistic system and a test sphere in the limit of an infinite 

test sphere radius.   The AA LJ potential can be written as: 

𝑉𝐴𝐴,𝑝 = 4∑√휀𝑝휀𝑖{ 𝜇𝑖
6 − 1}

𝑁

𝑖=1

 ( 𝜇𝑖)
6 where  𝜇𝑖 =

𝑤𝑖 + 𝑤𝑝

𝑅𝑖𝑝
 (2-18)  

Now we consider how to approximate the 𝜇𝑖 when the test sphere size is very large.  Imagine that 

the test sphere is centered on z so that the surface just touches the x-y plane. �⃑� 𝑝 = −𝑤𝑝�̂� and the 
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positions of the atoms in the AA cluster are at positions  𝑟𝑖,  if the test sphere is large compared to 

the atoms we can approximate 𝑅𝑖𝑝 ≈ 𝑤𝑝 + �̂� ∙ 𝑟 𝑖 = 𝑤𝑝 + 𝑧𝑖.   Then 

𝜇𝑖 ≈

1 +
𝑤𝑖

𝑤𝑝

1 +
�̂� ∙ 𝑟 𝑖
𝑤𝑝 𝑖𝑝

≈ 1 +
𝑤𝑖 − 𝑧𝑖

𝑤𝑝
 (2-19)  

This gives a simple approximation to the ratio so that when the coordinates of the atom 𝑖 are 

negative, then that atom is partially within the test sphere, but the value of 𝜇𝑖 is marginally larger 

than 1, so that the effect on the LJ potential is really quite small, and can be made arbitrarily 

small as the test sphere is made larger.  This leads to the somewhat counter-intuitive result that 

there is not much repulsion for atoms that go into a large test sphere.   We now evaluate the zero 

crossing point of the LJ potential, 𝑉𝐴𝐴,𝑝 = 0,  for a large test sphere: 

0 ≈ ∑√휀𝑝휀𝑖 { (1 +
𝑤𝑖 − 𝑧𝑖

𝑤𝑝
)

6

− 1}

𝑁

𝑖=1

 ( 1 +
𝑤𝑖 − 𝑧𝑖

𝑤𝑝
)

6

≈ 6∑√휀𝑝휀𝑖 (
𝑤𝑖 − 𝑧𝑖

𝑤𝑝
)

𝑁

𝑖=1

 (2-20)  

This leads to the simple result that ∑ 𝑤𝑖√휀𝑖
𝑁
𝑖=1 = ∑ 𝑧𝑖√휀𝑖

𝑁
𝑖=1 .  Therefore the point at which the 

crossing occurs is the weighted average of the positions of the AA system and is equal to the 

weighted average of the LJ radii: 

�̅� =
∑ 𝑤𝑖√휀𝑖

𝑁
𝑖=1

∑ √휀𝑖
𝑁
𝑖=1

= �̂� ∙
∑ 𝑟 𝑖√휀𝑖

𝑁
𝑖=1

∑ √휀𝑖
𝑁
𝑖=1

 (2-21)  

Thus the weighted-average LJ-sphere size determines the central position of the atoms when 

VLJ=0, which is a point in the potential equivalent to contact. The weights are the (square roots 

of the) individual LJ energy parameters.  Furthermore, for atoms clustered together, the direction 

of the test sphere will have no influence on the average sphere size, �̅�, therefore the direction of 
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approach does not matter:  In short, to a very large test sphere the collection of atoms is 

equivalent to a single sphere of radius �̅�. 

We can now consider where the minimum in the LJ potential occurs, 
𝑑𝑉𝐴𝐴,𝑝

𝑑𝑟𝑜
= 0. To determine 

what happens to the minimum point as the size of the test sphere is increased, one needs only to 

inspect the minimum position on a single sphere, 𝐵, of fixed radius 𝑤𝐵. The distance to the center 

of 𝐵 from the test sphere edge where the LJ potential minimizes is defined as  𝑟𝐵. After finding 

the point where the potential minimizes one finds: 

𝑟𝐵 = 𝛼𝑤𝑝 + √2
6

𝑤𝐵  where  𝛼 = √2
6

− 1 = 0.1225 (2-22)  

For a single sphere, the contact distance is independent of the size of the test sphere. However, 

the distance at which the potential minimizes from the surface of the test sphere is linearly 

dependent on the size of the test sphere. This illustrates that to properly find the distance of the 

particles from the surface of the test sphere in the limit of large test sphere we need to change 

how the expansion is done. It is necessary to define 𝑧𝑖 = 𝛼𝑤𝑝 + 𝜌𝑖, equations (2-18) and (2-19) 

then yield: 

𝜇𝑖 ≈

1 +
𝑤𝑖

𝑤𝑝

(1 + 𝛼) +
𝜌𝑖

𝑤𝑝𝑖𝑝

=
1

(1 + 𝛼)
+

(1 + 𝛼)𝑤𝑖 − 𝜌𝑖

(1 + 𝛼)2𝑤𝑝
 (2-23)  

𝑑𝑉𝐴𝐴,𝑝

𝑑𝑟𝑜
= 24∑√휀𝑝휀𝑖{ 2𝜇𝑖

6 − 1}

𝑁

𝑖=1

 ( 𝜇𝑖)
5
𝑑𝜇𝑖

𝑑𝑟𝑜
 where  

𝑑𝜇𝑖

𝑑𝑟𝑜
= −

𝑤𝑖 + 𝑤𝑝

𝑅𝑖𝑝
2  (2-24)  

At the minimum in the LJ potential, this simplifies when using the large sphere limit: 

0 = ∑√휀𝑖{ 2𝜇𝑖
6 − 1}

𝑁

𝑖=1

= 12(1 + 𝛼)∑√휀𝑖 {
(1 + 𝛼)𝑤𝑖 − 𝜌𝑖

(1 + 𝛼)2𝑤𝑝
}

𝑁

𝑖=1

 (2-25)  
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√2 
6

�̅� =
∑ 𝜌𝑖√휀𝑖

𝑁
𝑖=1

∑ √휀𝑖
𝑁
𝑖=1

= �̅� (2-26)  

This is exactly the same result as for the case of a single sphere. Hence, when the test sphere size 

goes to infinity the set of atoms behave, collectively, as a simple sphere with respect to their 

properties through the Lennard-Jones potential. 

Figure 2.8 shows the calculation results of effective ellipsoid semiaxes dependent on the test 

sphere radius and verifies the general result: All the semiaxes converge to the same value, which 

is the weighted mean van der Waals radius, and the set of atoms appears to act similar to a single 

sphere of that radius as the test sphere becomes much larger than the atomic van der Walls radii.   

 

Figure 2.8: Dependence of optimum Benzene semi-axes (𝑎 and 𝑏 are semi-axes in the x-y plane 

with 𝑐 perpendicular in the z-direction) and LJ potential width on test sphere radius 𝑟𝑇. 
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2.3.4 LOD POTENTIAL PARAMETER DETERMINATION 

 

In order to determine the best interaction parameters for an individual LoD ellipsoid one could let 

it interact with all other ellipsoids (including itself) in a given simulation and obtain a set of 

parameters based on all possible distances and pair orientations in comparison with the 

underlying fully atomistic potentials. This approach would follow a similar notion compared to 

other proposed CG approaches.
[3,6,28,29]

 The major downside to such an approach besides 

computational cost – in essence, running a small scale fully-atomistic simulation to run a large 

scale coarse-grained simulation – is that resultant parameters will not be transferrable to other 

systems than the ones for which they were optimized. 

For this reason, we chose to let individual LoD ellipsoids interact with a test sphere, 𝑝, with a 

given radius 𝑤𝑝. The parameters of the GB-type LoD are then optimized so that the potential 

agrees with the potential generated by the underlying AA force field interacting with the same 

test sphere. In analogy with the full LJ potential (2-23) above we write the LJ potential 

interaction with a test sphere: 

𝑉𝐴,𝑝 = 4√휀𝑝휀𝐴 {(
𝑤𝐴 + 𝑤𝑝

𝑅𝐴𝑝 − 𝛿
)

12

− (
𝑤𝐴 + 𝑤𝑝

𝑅𝐴𝑝 − 𝛿
)

6

} (2-27)  

Here, ellipsoid A is interacting with a test sphere, 𝑝, with LJ energy parameter 휀𝑝 = 1, and 

𝜎0 = 𝑤𝐴 + 𝑤𝑝.  The value of  𝜎0 does not affect the point at which 𝑉𝐴,𝑝 = 0.  The LJ potential, 

given by the AA representation of the atoms and the test sphere is given by: 

𝑉𝐹𝐴,𝑝 = ∑4√휀𝑝휀𝑖 {(
𝑤𝑖 + 𝑤𝑝

𝑅𝑖𝑝
)

12

− (
𝑤𝑖 + 𝑤𝑝

𝑅𝑖𝑝
)

6

}

𝑁

𝑖=1

 (2-28)  
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Both potential energies 𝑉𝐴,𝑝 and  𝑉𝐹𝐴,𝑝 are functions of the distance between the center of the 

ellipsoid (which is coincident with the reference point for the set of N atoms), the center of the 

test sphere, and the orientation of the ellipsoid (and associated N atoms) with respect to the 

sphere.  The sphere size,  𝑤𝑖, of each of the atoms and the LJ energy parameter, 휀𝑖, for each atom 

are given by the AA force field. We begin by comparing the two potential energies as a function 

of the orientation of the ellipsoid, Ω, to the sphere. At fixed orientation, two locations on the 

potential energy surface are of particularly high utility. The first is the crossover point, where 

𝑉𝐹𝐴,𝑝 = 0, and the second is the point at which potential energy is minimized.  We identify those 

two unique places as 𝑅𝐴,𝑝 = 𝑅1(Ω) and  𝑅𝐴,𝑝 = 𝑅2(Ω)  .  We require that 𝑉𝐴,𝑝 be equal to the AA 

potential at these two points.  Therefore 

(
𝑤𝐴(Ω) + 𝑤𝑡

𝑅1(Ω) − 𝛿
)

6

= 1   𝑎𝑛𝑑   (
𝑤𝐴(Ω) + 𝑤𝑡

𝑅2(Ω) − 𝛿
)

6

=
1

2
 (2-29)  

𝛿 = 𝛿(Ω) and does not depend on the distance between the centers and is the same at the two 

positions we are considering. Thus 𝑤𝐴(Ω) =
(𝑅2(Ω)−𝑅1(Ω))

(2
1

6⁄ −1)
− 𝑤𝑡.   This provides one with a width 

term that depends on the orientation of the ellipsoid. In general, the width term is not strongly 

dependent on the orientation, which is one reason why the GB form is a useful approximation.  

Therefore, a single parameter 𝑤𝐴
𝑜 may be obtained as the average over all ellipsoidal orientations: 

𝑤𝐴
𝑜 =

∫𝑤𝐴(Ω)𝑑Ω

∫𝑑Ω
 (2-30)  

This now leaves the energy parameter, √휀𝐴, to be determined.  The optimal energy parameter (as 

a function of (R and Ω)  is found by setting the two potentials equal 𝑉𝐹𝐴,𝑝(R,Ω) = 𝑉𝐴,𝑝(R,Ω): 



 

46 

 

√휀𝑝휀𝐴(R,Ω) =
𝑉𝐹𝐴,𝑝

𝜈𝐴,𝑝
 (2-31)  

where 

𝜈𝐴,𝑝 = 4 {(
𝑤𝐴

𝑜 + 𝑤𝑝

𝑅𝐴𝑝 − 𝛿
)

12

− (
𝑤𝐴

𝑜 + 𝑤𝑝

𝑅𝐴𝑝 − 𝛿
)

6

} (2-32)  

Of the strategies we considered, we chose to obtain an energy parameter as a Boltzmann-

weighted average over the entire range of distances (greater than 𝑅1) as the test sphere moves 

radially from the center of the ellipsoid.  The energy parameter depends on the orientation of the 

ellipsoid, 휀𝐴 = 휀𝐴(Ω), but can be reduced to a single value by Boltzmann-averaging over all 

possible orientations. 

√휀𝑝휀𝐴
0 =

∫ ∫ 𝑒
−𝛽√𝜀𝑝𝜀𝐴

0  𝜈𝐴,𝑝(𝑅,Ω)
 √휀𝑝휀𝐴(R,Ω) 𝜔(𝑅)

𝑅𝑚𝑎𝑥

𝑅=𝑅1(Ω)
𝑑𝑅 𝑑Ω

Ω

∫ ∫ 𝑒
−𝛽√𝜀𝑝𝜀𝐴

0  𝜈𝐴,𝑝(𝑅,Ω)
   𝜔(𝑅)

𝑅𝑚𝑎𝑥

𝑅=𝑅1(Ω)
𝑑𝑅 𝑑Ω

Ω

 (2-33)  

In this way, both a single optimal effective energy 휀𝐴
0, and single distance 𝑤𝐴

0 are determined by a 

weighted averaging over all directions. The 𝜔(𝑅) is a weighting function that subsumes the 

spherical coordinates, allows for a quadrature or uneven spacing of points on 𝑅 and improves 

convergence at large 𝑅𝑚𝑎𝑥. 𝜔(𝑅) = 1 was found to be the best choice after evaluating many 

weighting functions. Generally, the value of 𝑅𝑚𝑎𝑥 is determined based on numerical precision, 

typically we use values of 𝑅𝑚𝑎𝑥 ≈ 14𝑚𝑖𝑛{𝑅1(Ω)}. 

To compute the potential  𝜈𝐴,𝑝 we define 𝛿 in a form similar to that for the case where two 

generalized ellipsoids are interacting: 

𝛿 = (𝜎𝐴 + 𝜎𝑝) − (𝑤𝐴
𝑜 + 𝑤𝑝) = 𝑅𝐴𝑝√1/𝐹𝐴𝑝 − (𝑤𝐴

𝑜 + 𝑤𝑝) (2-34)  
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While the size of the test sphere does not affect the value of 𝑤𝐴, the size of the test sphere 

dramatically changes the energy. The effective energy (see Figure 2.9) from the LoD model 

needed to match the underlying potential increases with increasing sphere radius, and eventually 

limits asymptotically to the sum of the individual LJ energies in the AA force field 

(lim𝑟→∞ √휀𝐴
𝑜 = ∑ √휀𝑖𝑖 ). Therefore 휀𝐴

𝑜 = 휀𝐴
𝑜(𝑤𝑝). 

 

Figure 2.9: Average square root of Lennard-Jones potential well depth as a function of 

interacting Lennard-Jones sphere of radius 𝑤𝑝 
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2.3.5 INTERACTION AREA CORRECTION 

 

The best energy parameter, unlike the width parameter, typically is a strong function of the 

orientation of the ellipsoid with respect to the sphere, because when the ellipsoid presents a large 

surface to the test sphere, then the interaction energy increases. Therefore we consider how the 

energy may be scaled by the surface of the ellipsoid that is facing the sphere. 

The Lennard-Jones energy between two objects A and B can be understood as the result of two 

volumes being mutually polarized. Given a fixed interaction depth, this indicates that the energy 

parameter will scale with the surface areas visible from each object. Normalized and adjusted for 

the shape difference by a constant factor 𝜈𝐴, the interaction area factor becomes 

𝜂𝐼𝐴
𝐴 (𝐵) =

𝑠𝐴(𝐵)

〈𝑠𝐴〉Ω
 (2-35)  

Here, 𝑠𝐴(𝐵) describes the surface area on A seen by object B and 〈𝑠𝐴〉Ω is the average surface 

area over all directions. As a computationally efficient approximation to 𝑠𝐴(𝐵) we use the surface 

area of the ellipse obtained by slicing through the center
[30]

 of ellipsoid A normal to the direction 

between A and B: 

𝑠𝐴(𝐵) =
𝜋

√ 𝑛𝑥
2

𝑏2𝑐2 +
𝑛𝑦

2

𝑎2𝑐2 +
𝑛𝑧

2

𝑎2𝑏2

 
(2-36)  

Here, a, b, c are the semi-axes of ellipsoid A and 𝑛𝑥,𝑦,𝑧 are the components of the unit-vector of 

the vector between the centers of A and B in the frame of A 

�̂� = 𝑅𝐴
𝑇

(𝑟 𝐵 − 𝑟 𝐴)

‖𝑟 𝐵 − 𝑟 𝐴‖
 (2-37)  

𝑅𝐴
𝑇 is the transposed rotation matrix of A. 
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The orientation dependence of the energy parameters expressed with this so called interaction 

area factor is 

√휀𝐴
𝑠(𝑝) = 𝜂𝐼𝐴

𝐴 (𝑝)√휀𝐴
𝑜(𝑤𝑝) (2-38)  

If ellipsoid A is itself a sphere with radius 𝑟 (𝑟 = 𝑎 = 𝑏 = 𝑐), equation (2-32) reduces to the area 

of a circle with radius r, 𝑠𝐴(𝐵) = 𝜋𝑟2, independent of the orientation or �̂�, and hence the 

interaction area factor is constant, 𝜂𝐼𝐴
𝐴 (𝑝) = 1. Figure 2.9 depicts the potential for the AA force 

field (red dashed line) and the potential for 𝜈𝐴,𝑝 for three different orientations of the Benzene 

ellipsoid (relative to the test sphere). 

 

Figure 2.10: Benzene interaction potential of fully-atomistic model (red, dashed) and LoD 

model (blue, solid) with test sphere of radius matching interaction width 𝑟𝑝 = 𝑤𝐴
0 of LoD 

ellipsoid 
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Once parameters are obtained for a single ellipsoid, they can be applied to the interaction 

between a pair of ellipsoids, A and B.  We continue with the typical combining rules for Lennard-

Jones type potentials that the well-depth parameter for the interaction between a pair of ellipsoids 

of different types is equal to the geometric mean of the well depths of each ellipsoid interacting 

with an ellipsoid identical to itself, 휀𝐴𝐵 = √휀𝐴휀𝐵.  Furthermore, we assume that the functional 

form of 𝜎𝑜 will be the sum of the two individual widths: 𝜎𝑜 = 𝑤𝐴
𝑜+𝑤𝐵

𝑜. 

Therefore for the two ellipsoids’ interaction potential we assume 

휀𝐴𝐵 = √휀𝐴
𝑠(𝐵)휀𝐴

𝑠(𝐴) = 𝜂𝐼𝐴
𝐴 (𝐵)𝜂𝐼𝐴

𝐵 (𝐴)√휀𝐴
𝑜(𝑤𝐵

0)휀𝐵
𝑜(𝑤𝐴

0) (2-39)  

In this way, each ellipsoid has an energy determined first from interacting with an effective 

sphere of radius 𝑤𝐵,𝐴
0  (obtained from the other ellipsoid’s interaction width). Then this energy is 

corrected by the interaction area depending on the orientation of the respective partner ellipse. 

Notice that if the partners are both spheres all correction factors are unity and the typical 

combination rule is recovered. 

When applied to the long prolate system from Figures 2.3 and 2.4, the interaction area correction 

(2-39) leads to stacking behavior akin to liquid crystals in both three and two-dimensional 

systems, as demonstrated in Figure 2.11. This behavior is caused by the approximately four times 

lower LJ potential energy of side-side interactions compared to end-end interactions. 
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Figure 2.11: Behavior of prolate, “adjusted width” LJ potential (2-6) in 3D and 2D system, 

using the interaction area correction for the potential well depth 휀𝐴𝐵 from equation (2-39) 

 

Finally, figure 2.12 shows the top-top and side-side interaction potentials of Benzene with itself 

using the GB-type full potential from equation (2-6), the width parameter from (2-30), and the 

energy term of (2-39) compared to the fully-atomistic interaction. Note that the fully-atomistic 

traces are split in the side-on orientation which is caused by interactions with hydrogens head-on 

or (as in the ellipsoid shown) with hydrogens of to the side. Due to the semi-axes being averaged 

over multiple orientations, the LoD model ellipsoid exhibits far less of this splitting with its 

potential traces located in between the fully-atomistic traces. Overall, the match between the 

fully-atomistic interaction potential compared to the LoD interaction potential developed from 

first principles and determined systematically from the AA force field is very good.  
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Figure 2.12: Benzene top-top and side-side interaction potential of fully-atomistic model (red, 

dashed) and LoD model (blue, solid) 

 

In summary, the interaction area correction (2-39) is the final building block to our GB-type 

“adjusted width” LJ potential (2-6). However, it is also possible to use the interaction area 

correction with the original “simple touch” LJ potential (2-2) in certain situations with 

satisfactory results as will be explored in section 2.5. The interaction area correction in 

conjunction with the entire presented rule set on obtaining an optimal shape, calculating the 

potential parameters, and determining a pair potential from an underlying AA force field 

represents the full LoD method’s Lennard-Jones potential treatment.
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2.4 CHARGE TREATMENT 

 

There are multiple possible treatments for the set of partial charges at the center of the underlying 

fully-atomistic atoms of an individual LoD ellipsoid. The three methods we typically use are: 

1. Keep original partial AA charges, presently at the atomic coordinates, at their locations 

inside the ellipsoid. 

2. Reduction of AA charges using a multipole-expansion approach at the ellipsoid center to 

a single charge 

𝑞𝐿𝑜𝐷 = ∑𝑞𝑖

𝑖

 

and a dipole 

𝜇 𝐿𝑜𝐷 = ∑(𝑟 𝑖 − 𝑟 𝐿𝑜𝐷)𝑞𝑖

𝑖

 

3. Reduction of AA charges using the multipole expansion from method 2 while also 

calculating the quadrupole moment tensor 

�̂�𝐿𝑜𝐷 = ∑𝑞𝑘{3(𝑟 𝑖 − 𝑟 𝐿𝑜𝐷)(𝑟 𝑖 − 𝑟 𝐿𝑜𝐷)𝑇 − (𝑟 𝑖 − 𝑟 𝐿𝑜𝐷)2𝟏}

𝑘

 

This quadrupole moment tensor is then used to calculate an equivalent charge distribution 

of 3-5 charges which are added to the ellipsoid 

 

Those methods can be chosen individually for each LoD ellipsoid in a large molecule. For 

validation of our LoD method’s Lennard-Jones potential, we typically keep the original partial 
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charges to leave the electrostatics part of the overall interaction potential identical between fully-

atomistic and CG simulations. 

When simulating large, spread out molecules such as the EO chromophores in Chapters 5 and 6, 

we generally use method 2, reduction to a single charge and dipole at the ellipsoid center, for 

improved runtime. However, the added quadrupolar charge distribution from method 3 may be 

used for certain ellipsoids known to have quadrupolar interactions such as benzene and 

hexafluorobenzene. 
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2.5 EXAMPLE CALCULATIONS 

 

The development of the LoD method and its associated set of rules, illustrated with Benzene as 

an example, were presented in the previous sections. In this section LoD CG simulations using 

the “simple touch” and “adjusted width” LoD ellipsoid LJ potentials embodied in equations (2-2) 

and (2-6), respectively, with or without the interaction area correction (2-39) are compared to 

their fully-atomistic counterparts. 

The systems chosen for this comparison are a 1:1 binary mixture of benzene and 

hexafluorobenzene as well as a fully-flexible hydrocarbon chain of 32 repeat units. These two 

systems represent a broad cross section of the challenges presented by the simulation of 

molecular subunits found in ONLO chromophores. Thus, the successful reproduction of those 

systems’ fully-atomistic behavior by their LoD representations can serve as an indication of the 

overall merit of the LoD method for those much larger ONLO systems. 

 

2.5.1 BENZENE/HEXAFLUOROBENZENE 

 

The binary mixture of benzene and hexafluorobenzene (HBFB) has been studied extensively 

experimentally as well as theoretically and is seen as a model for π-π interactions.
[31–39]

 

The HBFB system exhibits stacking interactions of benzene to hexafluorobenzene in the solid 

phase
[31,32]

 and there is experimental evidence of some stacking still present in the liquid 

phase.
[33–35]

 The stacking of benzene and hexafluorobenzene is attributed to quadrupole-

quadrupole interaction as monopolar, dipolar, and octapolar contributions vanish.
[40–42]

 This 
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makes the HBFB binary system a very interesting benchmark system not only for CG matching 

of Lennard-Jones interactions but also for electrostatics representations. 

Figure 2.13 shows the radial distribution functions of LoD systems consisting of 216 benzene and 

hexafluorobenzene molecules (108 each) in comparison to the equivalent fully-atomistic system.  

 

Figure 2.13: Radial distribution function g(r) between benzene and hexafluorobenzene centers 

for the fully-atomistic simulation (red dots) and LoD simulations with “simple touch” LJ 

potential (2-2) with constant LJ ε (dotted green), with interaction area correction (2-39) (dashed 

blue), and with “adjusted width” LJ potential (2-6) and IA correction (2-39) (solid gold) 

 

Calculations were performed with periodic boundary conditions in an isothermal-isobaric (NPT) 

ensemble at 1 𝑎𝑡𝑚 pressure and 293 𝐾 temperature. The fully-atomistic atom locations and 

partial charges are based on DFT geometries with CHELPG charges while van der Waals (vdW) 



 

57 

 

radii and LJ energies are based on OPLS-AA.
[23]

 LoD ellipsoid shapes with a test sphere radius of 

zero for the shape determination were calculated as outlined previously.
5
 All simulations use the 

same set of charges in order to only focus on Lennard-Jones contributions. 

With the interaction area correction (2-39) utilized, both the “simple touch” LJ potential (2-2) and 

the “adjusted width” LJ potential (2-6) are able to obtain well matching radial distribution 

functions between the centers of benzene and hexafluorobenzene, with the “adjusted with” 

potential matching nearly perfectly except for a minor overshoot on the first peak. It is interesting 

to note that even with no interaction area correction the “simple touch” potential manages to 

perform well with the exception of the missing first peak. 

In terms of the LJ potential, the LoD method does exceptionally well for benzene-like systems. 

At this point, one could declare victory and move on. However, as mentioned previously the 

HBFB system should exhibit relatively strong stacking
[31–39]

 which is clearly suppressed in the 

radial distribution functions shown in Figure 2.13, including the fully-atomistic one. 

The reason for this behavior can be found in the location of the partial charges in both molecules. 

Because of the geometry of benzene-like systems the partial charges are spread out in a plane 

furthest from the molecule’s surface. This sounds fine until one considers their quadrupole 

moment and its original spatial arrangement in the molecule. The quadrupole moment is caused 

by π-orbitals oriented perpendicular to the plane of the molecule. Benzene and 

hexafluorobenzene stack strongly because their resulting quadrupole moments, mimicked by 

three charges primarily oriented along the z-direction perpendicular to the aromatic plane, are 

opposing each other. With partial charges arranged in a plane furthest from the molecule’s 

surface the quadrupole moment is too distant and too spread out to cause a strong interaction. 

                                                 
5
 See Appendix B for ellipsoid parameters. 
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This leads to less overall stacking since in order to have the strongest quadrupolar interaction the 

molecules need to be aligned perfectly. 

In order to improve stacking one can replace the AA partial charges with charges representing the 

quadrupole moments of both benzene and hexafluorobenzene. A possible arrangement is to place 

two charges in either direction perpendicular to the molecule’s plane with a counter charge at the 

center. The resulting radial distribution functions are displayed in Figure 2.14. 

 

Figure 2.14: Radial distribution function g(r) between benzene and hexafluorobenzene centers 

for LoD simulations using original partial charges (red) and quadrupole charge expansion with 

increasingly strong charges moved in closer to the ellipsoid center (see Appendix B) in order to 

maintain the overall DFT quadrupole moment in the z-direction of −1.067 𝑒Å2 for Benzene and 

1.541 𝑒Å2 for Hexafluorobenzene. Reference data reprinted with permission from J. Phys. 

Chem. B 102 (52), 10712 (1998). Copyright 1998 American Chemical Society. 
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The magnitude of the charges placed determines their distance from the molecule center to 

maintain a given quadrupole moment: the smaller the charge the further away from the center it 

will be placed. The closer a charge gets to the surface of the molecule the stronger its interaction 

will be with an opposing charge on another molecule, especially because charge-charge 

interactions drop-off much slower when compared to quadrupolar interactions.  

In order to focus purely on electrostatics interactions, the LoD ellipsoid shapes as well as the 

parameters used in the LoD LJ potential are identical across all simulations run for figure 2.14. In 

fact, they are identical to the LoD LJ parameters used in figure 2.13 using the “adjusted width” 

LJ potential (2-6) and the interaction area correction (2-39). Thus the LoD simulation using fully-

atomistic charges (red) is identical to the trace shown above in figure 2.13. The other simulated 

traces use the quadrupole expansion with variable strength charges as outlined above. 

It can be observed in figure 2.14 that the smallest charge, 0.8 e, used for the quadrupole 

expansion on both benzene and hexafluorobenzene which is about 0.6 Å from the surfaces of 

both benzene and hexafluorobenzene exhibits the strongest stacking interaction (see appendix B 

for parameters). More importantly, this curve closely matches the radial distribution function 

between benzene and hexafluorobenzene found in the literature.
[35]

 Moving the quadrupole 

expansion charges further away from the surface by increasing the charge magnitudes rapidly 

reduces the stacking peak towards an asymptotic value representing the point quadrupole limit. 

The LoD method performs very well at matching the underlying fully-atomistic interactions of 

benzene-like systems. Changing the electrostatics representation to reflect the quadrupolar nature 

of benzene and hexafluorobenzene as well as its original spatial arrangement leads to well 

matched radial distribution functions and stacking behavior as reported in the literature.
[35]
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2.5.2 FULLY-FLEXIBLE HYDROCARBON CHAIN 

 

 

Figure 2.15: Construction of LoD representation from fully-atomistic hydrocarbon chain 

 

In order to study the present LoD Lennard-Jones coarse-graining approach for internal 

interactions, the end-to-end distance histogram of a saturated alkyl chain with 32 carbons (Figure 

2.15) is investigated. Alkyl chains are widely used in ONLO chromophores as linkers and in 

order to facilitate solubility. Therefore, matching the fully-atomistic chains flexibility (and 

inflexibility) with a lower detail representation is crucial to successfully simulate ONLO systems. 

In the present simulation bond distances and angles between three adjacent carbon centers are 

held constant as obtained from the DFT geometry (1.534 Å, 113.6°) and only bond rotations are 

allowed. The theoretical expectation of the average square end-to-end distance for a freely-

jointed chain is given by Flory
[43]

 as 

〈�⃑� 2〉 = 𝑁𝑙2 (2-40)  

Here, �⃑�  is the vector between the end groups, 𝑁 is the number of monomers, and 𝑙 is the bond 

length between monomers. For a freely-jointed hydrocarbon chain similar to the one displayed in 
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figure 2.16, 𝑁 = 32 and 𝑙 = 1.534 Å, Flory’s formula yields an average end-to-end distance of 

8.7 Å. Using Flory’s random walk approach, in a histogram this would be represented by a 

symmetric Gaussian distribution.
[43]

 Any hindrances to the movement of such a chain would 

introduce a skew the distribution towards higher end-to-end distances. A freely-rotating chain is a 

chain with fixed bond angles but free bond rotations. In order to obtain its theoretical squared 

end-to-end distance the freely-jointed description (2-40) is multiplied by a characteristic ratio
[44]

  

〈�⃑� 2〉 = 𝐶𝑛𝑁𝑙2 with 𝐶𝑛 =
1−cos𝜃

1+cos𝜃
+

2 cos𝜃(1+cos𝜃)𝑛

𝑛(1+cos𝜃)2
  (2-41)  

𝜃 is defined as the bond angle between adjacent monomers. For the present 32 repeat unit alkyl 

chain with a C-C bond angle of 𝜃 = 113.6° equation (2-41) evaluates to 𝐶32 = 2.3 with a 

predicted average end-to-end distance of 13.2 Å. 

In the present simulations the alkyl chain bond angles are held constant and only bond rotations 

are allowed. Because of charge interactions and steric limitations (LJ interactions) this is 

classified as a hindered rotating chain and one would expect the end-to-end distance distribution 

to be skewed towards longer end-to-end distances compared to the freely-rotating chain. 

The LoD model chain is constructed from ellipsoids around the CH3 end-groups and CH2 repeat 

units (Figure 2.15, see Appendix B for model parameters) with partial charges in each ellipsoid 

kept and placed corresponding to the underlying fully-atomistic model obtained from a DFT 

calculation. LoD Lennard-Jones and electrostatics interactions are calculated from the second-

nearest repeat unit and up. In order to have comparable interaction distances for the fully-

atomistic calculation shown as a reference, fourth-nearest atom interactions and up were 
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calculated.
6
 Simulations were run equivalent to an individual alkyl chain, averaged over eight 

alkyl chains held at fixed locations in the simulation box spaced far apart with cutoff distances set 

to enforce no interactions between any pair of alkyl chains. In this way, only internal interactions 

of each alkyl chain contributed to the end-to-end distance histograms shown in Figure 2.16.  

 

Figure 2.16: End-to-end distance histograms between terminal carbon centers (in blue and green 

ellipsoids) for fully-atomistic reference (red bars) and LoD simulations with “simple touch” LJ 

potential (2-2) with constant LJ ε (green dots, dotted line), with interaction area correction (2-39) 

(blue dots, dashed line), and with “adjusted width” LJ potential (2-6) and IA correction (2-39) 

(gold dots, solid line); expectation values for the freely-jointed and freely-rotation chain are 

indicated with vertical, dashed lines 

 

                                                 
6
 Third nearest atom interactions would correctly include C to H interactions between second nearest repeat units. 

However, they would also allow H to H interactions between repeat units adjacent to each other, which would not be 

comparable to LoD simulations with second nearest repeat unit interactions. 
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Figure 2.16 shows the resulting end-to-end distance histograms for the different expressions of 

the LoD LJ potential in comparison to the underlying fully-atomistic model as a reference. The 

expectation values for the freely-jointed (2-40) and freely-rotating (2-41) chain are included as 

vertical, dashed lines. Both the fully-atomistic and the LoD histogram obtained using the 

“adjusted-width” LJ potential (2-6) and the interaction area correction (2-39) peak at the 

expectation value of the corresponding freely-rotating chain and show an exceptionally good 

overall match. Apart from a small offset in the location of the peak value, when the interaction 

area correction (2-39) is used the “simple touch” LJ potential (2-2) also displays a good overall 

match with the fully-atomistic reference. However, with a constant LJ energy as calculated from 

equation (2-33) the “simple touch” LJ potential (2-2) deviates slightly from the reference giving 

the appearance of an overall more flexible chain. 

Despite providing outstanding accuracy in matching the AA system’s behavior, grouping each 

repeat unit of a hydrocarbon chain into a single LoD ellipsoid is close to the minimum 

requirement for reducing computation time as outlined in section 2.3.1. In fact, for the 

calculations depicted in figure 2.14 the LoD representations were “only” a factor of two faster 

compared to the runtime of the fully-atomistic system. However, the interactions in those 

simulations were limited to interactions internal to each chain. This means their calculation time 

scaled linearly with the number of entities, 𝑁, in the simulation instead of with the square of 𝑁 

for interactions across an entire simulation volume. Hence, for a bulk simulation with interacting 

hydrocarbon chains the expected calculation time speedup would be approximately a factor of 

four. 

If calculation times are to be reduced even further, more repeat units of a hydrocarbon chain 

would need to be grouped into individual LoD ellipsoids. In doing so, care needs to be taken to 
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still match the underlying fully-atomistic system, particularly for groupings of an even number of 

repeat units as the original bonds connecting into adjacent ellipsoids would be transoid rather 

than cisoid for odd numbers. Transoid bond configurations, unlike cisoid configurations, when 

rotated around bonds, will not exhibit kinks in the resulting chain. In order for groupings of an 

even number of repeat units with transoid connections between ellipsoids to explore phase space, 

bond angles need to be artificially flexible. 

Figure 2.17 displays the resulting end-to-end distance histograms upon grouping 1, 2, 3, and 4 

repeat units of the hydrocarbon chain from figure 2.15 into a single ellipsoid (see Appendix B for 

model parameters).
7
  

 

Figure 2.17: End-to-end distance histograms between terminal carbon centers (in blue and green 

ellipsoids) for fully-atomistic reference (red bars) and LoD simulations grouping 1, 2, 3 and 4 

repeat units into a single LoD ellipsoid using the “adjusted width” LJ potential (2-6) and IA 

correction (2-39) 

 

                                                 
7
 LoD model 3 groups the terminating CH3 units into one ellipsoid each and the remaining 30 CH2 units are grouped 

three per individual ellipsoid. 
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For even numbers of repeat units per ellipsoid (LoD models 2 and 4) bonds connecting the 

ellipsoids are allowed to bend freely. In order to disallow chain overlap through adjacent units 

folding on themselves and to maintain the modicum of stiffness needed, nearest neighbor 

interactions are calculated and scaled by 0.1% and 5% for LoD model 2 and 4, respectively. LoD 

models 1 and 3 use identical rules
8
 to the models shown with the solid golden line in figure 2.16 

with no additional energy adjustments. 

All four LoD models manage to match the underlying fully-atomistic end-to-end distance 

distribution well. As expected, even groupings of repeat units into ellipsoids needed a minimal 

amount of adjustment in order to match the fully-atomistic behavior. These adjustment, however, 

only included allowing bond bending and choosing the nearest neighbor energy fractions. The 

LoD method potentials and rules remained identical to the ones presented. 

The benefit of using ellipsoids in our CG description over spheres, as used for example in the 

MARTINI force field
[4,13,14]

, is that ellipsoids fill the original space occupied by the underlying 

system more efficiently. The inherent downside of sphere based CG models is that in order for 

system interactions to behave physically, all spherical shapes need  to be of approximately similar 

size or void spaces in between connected spheres
9
 could easily be filled in with smaller entities. 

CG representations using ellipsoids, as can be observed with the four LoD models displayed in 

figure 2.17, have inherently less void space and hence can encompass a larger variety and volume 

of molecular subunits. Furthermore, because of their better shape correspondence to the 

underlying moieties, ellipsoid based CG potentials will need less additional adjustments, for 

example through additional, anisotropic potential terms.

                                                 
8
 Only bond rotations are allowed, interactions between second nearest neighbors and up are calculated. 

9
 An alternative solution to this problem could be to increase the size of the spheres used to fill the void space but 

this could make those spheres either unnecessarily large or limits the amount of volume encompassed by them. 
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2.6 CONCLUSIONS 

 

The Level-of-detail (LoD) method, a systematic, bottom up approach to coarse-graining using 

ellipsoidal shapes rather than spheres has been introduced and developed from first principles. 

Starting from the fully-atomistic description of a given system, without any additional 

adjustments, the LoD method is able to match the underlying fully-atomistic behavior of a large 

variety of systems relevant to ONLO chromophores. 

Ellipsoid systems, when using Perram & Wertheim’s
[27]

 numerically exact contact function (2-1) 

for the calculation of the GB-type, ellipsoidal LJ potentials (2-2) and (2-6), cost at most five 

times the computational time of systems using the same amount of spheres. In other words, LoD 

representations speed up a simulation when at least two to three atoms are grouped into an 

individual LoD ellipsoid. This is easily attainable because ellipsoids can fit a larger group of 

subunits than spheres. 

The major contribution of the LoD method is the systematic set of rules to calculate the CG 

representation shapes and potential parameters as well as its combination rules allowing for a 

practically unlimited variety of shapes and sizes. Being able to have multiple size regimes in a 

single CG simulation, to simulate for example a large chromophore being solvated by 

comparatively small solvent molecules, is an important feature for a wide gamut of applications. 

Furthermore, the present work is just the foundation upon which to stand on for future 

developments such as actually implementing the feature which was the ultimate design goal of 

the LoD method responsible for its name: Using different levels of detail dependent on 

interaction distance. This could bring down computational scaling to the “magical” 𝑁𝑙𝑜𝑔𝑁-

scaling allowing for large scale system simulations in a fraction of the time that is possible now. 
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3 ADIABATIC VOLUME ADJUSTMENT (AVA) 

This chapter is partially based and adapted with permission from Tillack, A. F.; Johnson, L. E.; 

Rawal, M.; Dalton, L. R.; Robinson, B. H. Modeling Chromophore Order: A Guide For 

Improving EO Performance. In Symposium II/JJ/KK – Materials, Processes and Devices for 

Nanophotonics, Nonlinear Optics and Resonant Optics; MRS Online Proceedings Library; 2014; 

Vol. 1698. Copyright 2014 Cambridge University Press.  

 

3.1 INTRODUCTION 

 

The simulation of non-crystalline condensed matter, such as dendritic and polymeric materials 

containing ONLO chromophores is extremely challenging. Densities are always around one 

gram/cc, giving a packing fraction on the order of 70%. Obtaining equilibrium ensembles in such 

condensed systems is extremely difficult. Using Monte-Carlo (MC) methods at experimental 

density with a single step-size typically means that individual molecular moves are often rejected 

unless the move is so small as to be trivial, requiring very long simulations to reach equilibrium.  

Accurately simulating the condensed-phase properties of high-density organic materials requires 

two major tasks: The first, which is discussed in detail in Chapter 2, is to construct simple (but 

accurate) representations to complex molecules to reduce computational complexity. The second 

is to develop methods that efficiently extend classical MC-based calculations
[1]

 in the canonical 

(NVT) and isothermal-isobaric (NPT) ensembles together to obtain correct molecular interactions 

with maximal control and with efficient (or minimal) number of moves. 

In this chapter, a novel method called adiabatic volume adjustment (AVA) is presented which 

allows a system to reach equilibrium order after fewer calculations compared to traditional NVT 

or NPT Monte-Carlo. 
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3.2 MOTIVATION AND METHOD DESCRIPTION 

 

 

Figure 3.1: Traditional Monte-Carlo simulation stages illustrated using system snapshots 

along the volume evolution of the simulation system 

 

For the simulation of dense, non-crystalline materials typical Monte-Carlo simulations
[1]

 consist 

of at least two stages, initial randomization, with only Lennard-Jones potential contributions, 

followed by system’s evolution using the full set of interaction potentials (Figure 3.1). The initial 

randomization stage is of particular importance to break up the initial placement of molecules and 

thus start the full system evolution from a truly random, unbiased system state.  

During the initial randomization, the volume of canonical (NVT) ensembles is adjusted until the 

target volume corresponding to the desired system density has been reached. Furthermore, 

isothermal-isobaric (NPT) ensembles also typically condense during the first stage. When the full 

set of potential contributions such as electric field interactions and electrostatics are enabled 
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during the next stage of the simulation the molecular ensemble rearranges until equilibrium 

configurations are reached.  

In a condensed system comprised of large, strongly interacting molecules, however, this 

rearrangement process toward equilibrium ensembles can require very many simulation cycles 

and could even potentially get stuck in configurations representing local energetic minima. 

Established techniques aimed at improving the configurational space sampled by Monte-Carlo 

type simulations, such as thermal annealing
[2–4]

, replica exchange sampling,
[5–7]

 and umbrella 

sampling,
[8–10]

 exist.  

Umbrella sampling effectively adds a biasing potential term to the simulation Hamiltonian which 

can be used to amplify to ordering effects. However, care has to be taken to remove this biasing 

from system averages obtained at equilibrium. This can be further complicated if the property of 

interest is directly correlated with the applied bias. 

Thermal annealing temporarily sets the simulation temperature to a large value which is 

subsequently tapered down towards the desired simulation temperature. Higher temperatures 

effectively allow more “bad” trial moves to be accepted for a limited number of cycles during the 

second stage of a simulation. Thus, thermal annealing serves to disrupt condensed systems and 

may even enable a system to overcome local energetic barriers. 

However, in systems where equilibrium organizations are driven by small perturbation-like 

potentials – such as electric field interactions – thermal annealing can potentially drown out those 

small potential contributions effectively resetting any equilibrium progress already present. 

Furthermore, for a system stuck in a kinetically trapped configuration, for example due to rapid 

condensation with only partial potential molecular interactions (such as Lennard-Jones only), 
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increased simulation temperatures may not be able to overcome the steric hindrances present by 

large, extended molecule systems. These arguments equally apply to other temperature-based 

schemes such as replica exchange. 

For this reason, the method proposed in this chapter is based on the adjustment of a simulation 

system’s volume rather than temperature. It was developed based on observations made when 

simulating the ordering under NPT conditions in an external poling field of two ONLO 

chromophore systems: CLD-C1
[11,12]

 and TCP-Me.
[13,14]

 Some CLD-C1 simulations, instead of 

condensing rapidly, would expand in the initial randomization phase, then once the full set of 

simulation potentials was enabled continue to expand and contract again a few times before 

finally condensing toward an equilibrium volume.  

Interestingly, for the systems exhibiting this type of unusual behavior not only was the observed 

acentric order of these systems about tenfold larger but overall system energies at equilibrium 

were about 3 𝑘𝑇 lower than for the rapidly condensed systems. A less extreme, but similar 

observation was made for systems in which TCP-Me chromophores, without the extended side-

chains and smaller than C1 and CLD-C1 chromophores, could move more easily in a simulation. 

TCP-Me systems, on the other, sometimes would not condense at all – highlighting the need for 

more control over the condensation behavior of the simulated system. The resulting novel 

method, called adiabatic volume adjustment (AVA), adds an additional, transitional stage to the 

simulation process, as displayed in figure 3.2. 
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Figure 3.2: AVA method simulation stages illustrated using system snapshots along the 

volume evolution of the simulation system 

 

With the AVA method, the initial randomization stage of a simulation is locked at the volume 

occupied during the initial, spread-out molecule placement and the Lennard-Jones potential is 

made purely repulsive. This is achieved by adding a scale factor 𝜆 to the attractive part of the 

Lennard-Jones potential: 

𝑉𝐴𝐵 = 4𝜀𝐴𝐵[𝑓(𝐴, 𝐵)12 − 𝜆𝑓(𝐴, 𝐵)6] (3-1)  

Here, 𝜀𝐴𝐵 is the constant or interaction area corrected Lennard-Jones potential energy described 

in equations (2-33) or (2-39), respectively. The term 𝑓(𝐴, 𝐵) is defined by comparison with either 

the “simple touch” or the “adjust-width” LJ potentials (2-2) or (2-6), respectively. This “soft-

ellipsoid” type LJ interaction is akin to having an implicit solvent in the simulation volume 

allowing for full randomization of an ensemble. 

The transition stage is introduced in order to slowly modulate the system from the implicit 

solvent type simulation at the placement volume to the desired simulation type for a given 
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simulation. This transition typically involves adjusting both the volume and the amount of LJ 

attraction, represented by 𝜆, and is adiabatic in the quantum mechanical sense that two properties 

are changed slowly.
1
 During the transition stage the calculation of the full set of electrostatics and 

other potential contributions such as electric field interactions is enabled. 

For NVT ensembles, the transition stage leaves the system at the desired volume. For NPT 

ensembles, on the other hand, one does not have to fully condense the simulation system. 

Because the transition is mostly done around halfway through the cycles reserved for the 

transition stage, it could be advantageous to drop the system off at a volume that is slightly larger 

than the final, condensed volume. This way, the system has more cycles to equilibrate at a larger 

volume potentially bypassing potential energetic traps. 

 

3.3 CHROMOPHORE ORDER AS A FUNCTION OF DIPOLE MOMENT AND NUMBER 

DENSITY OF CLD-BASED ELECTRO-OPTIC CHROMOPHORES 

 

Monte-Carlo simulations can give insights into design parameters not easily modified in the 

experimental environment. The dipole moment of a chromophore is one such parameter, as it 

would require redesigning a chromophore from scratch which can take months to years to 

accomplish. In a simulation, on the other hand, the chromophore dipole moment can be changed 

easily at will or even scripted as done for the following examples. 

The following calculations illustrate the interplay of chromophore dipole moment and 

chromophore number density using different LoD representations of a CLD-1 type 

                                                 
1
 In the thermodynamics sense of a rapid system change with no transfer of heat, this adjustment could be classified 

as at least quasi-adiabatic when one considers that the energy imparted due to compressing the (initially repulsive) 

system is balanced by the increasingly attractive LJ potential contributions. 
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chromophore.
[15]

 Calculations were run under NVT conditions with the “soft-ellipsoid” LJ 

potential (3-1) with 𝜆 = 0, using a constant Lennard-Jones potential energy 𝜀𝐴𝐵 = 0.243 𝑝𝑒𝑟𝑔 

and 𝑓(𝐴, 𝐵) using the contact function as defined in the “simple touch” LJ potential (2-2). 

Simulations involved 432 chromophores (see Appendix B for model parameters) run for 240,000 

cycles (about one hundred million configurations), the first 40 kcycles were used for initial 

randomization and the second 40 kcycles for the AVA transition when used. The last 40 kcycles 

(17.28 million configurations) were used in the calculation of system averages. 

Using AVA in this NVT case simply meant applying a slow isothermal compression once 

electrostatics and poling contributions were enabled, as the Lennard-Jones potential was kept 

purely repulsive throughout the simulations.  

Despite the seeming simplicity of the approach, understanding the simulation results and how one 

could potentially achieve similar results in real world systems was not only far from trivial, as 

will be seen in chapter 7, but is also intricately linked to the development of the mathematical 

framework and rule set of the LoD method as presented in chapter 2. 

3.3.1 TEMPERATURE ANNEALING VS. AVA 

 

This section compares two strategies for breaking up a dense system, thermal annealing and 

isothermal compression as employed using the AVA method for NVT type systems. 

Figure 3.3 displays the simulated, average chromophore loading, 𝑁〈cos3 𝜃〉, under an external 

poling field of 100
𝑉

𝜇𝑚
 shown as a function of the dipole moment and number density for a 

system of 432 CLD-1 type single ellipsoids (see Appendix B for model parameters) averaged 

over the last 40 kcycles of sixteen individual runs spanning 240 kcycles. 
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Figure 3.3: Thermally annealed CLD-1 type simulation results with single ellipsoid LoD 

model, shown is chromophore loading as a function of chromophore dipole moment and 

number density; Chromophore loading as a function of density is shown in the inset for 

simulations with a dipole moment of 25 𝐷, corresponding to the experimentally expected 

dipole moment. 

 

Thermal annealing was used for the first 20 kcycles of the initial randomization synchronously to 

adjusting the simulation volume from the initial placement volume of 15,747 𝑛𝑚3 down to 

volumes corresponding to multiples of 364 𝑛𝑚3, corresponding to a density of 1 𝑔/𝑐𝑐, or a 

number density of 12 ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐, and a packing density of 72%. 
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Overall, there are a number of interesting features observed in the dependence of chromophore 

loading on the chromophore dipole moment and chromophore number density. Firstly, increased 

chromophore loading is indicated in the region characterized by dipole moments of 8 −

20 𝐷𝑒𝑏𝑦𝑒 and number densities of (1.5 − 3) ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐. This indicates dramatically 

increased acentric order because of the relatively low number density in this region, leading to 

the first design criterion for the development of improved EO materials: For a given 

chromophore size and shape, there is an optimal dipole moment that maximizes acentric order. 

Secondly, once the system density is increased close to a level corresponding to neat materials, 

chromophore loading recovers independently of the chromophore dipole moment and gets close 

to peak levels observed at lower densities. The inset in figure 3.3 showing linearly increasing 

chromophore loading as a function of density for the largest dipole moment further corroborates 

this, leading to another design criterion: System number density needs to be maximized as it can 

outperform an associated drop in acentric order. 

Those first two design criteria are not only supported by the information figure 3.3 provides. 

Figure 3.4 shows simulation results presented in identical fashion to figure 3.3 but using 

isothermal compression (AVA method for NVT ensembles). For these simulations, the initial 

randomization was kept at constant volume for 40 kcycles, and then the system was adjusted to 

identical values as uses previously using a smooth isothermal compression for 20 kcycles during 

the transition stage as outlined in figure 3.2. 
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Figure 3.4: AVA method (isothermal compression) CLD-1 type simulation results with single 

ellipsoid LoD model, shown is chromophore loading as a function of chromophore dipole 

moment and number density; Chromophore loading as a function of density is shown in the 

inset for simulations with a dipole moment of 25 𝐷, corresponding to the experimentally 

expected dipole moment. 

 

A strong increase in chromophore loading can be observed when larger dipole moments and 

larger number densities are reached. This is attributed directly to a dramatic increase of average 

acentric order as shown in figure 3.5. Figure 3.5 compares the corresponding average acentric 

order values of thermally annealed and AVA method (isothermal compression) systems from 

figures 3.3 and 3.4. 
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Figure 3.5: Thermally annealed and AVA method (isothermal compression) CLD-1 type 

simulation results with single ellipsoid LoD model, shown is average acentric order as a 

function of chromophore dipole moment and number density; Chromophore loading as a 

function of density is shown in the insets for simulations with a dipole moment of 25 𝐷, 

corresponding to the experimentally expected dipole moment. 

 

Interestingly, both methods display a similar acentric order peak at medium dipole strength and 

low number densities and also display very similar behavior at low number densities and dipole 

strengths. However, the AVA method system using isothermal compression (Figure 3.5b) 

exhibits strongly increased acentric order, exceeding Langevin order by about a factor of two, at 

strong dipole moments and high number densities compared to the thermally annealed system. At 

its highest number density and dipole moment the single-ellipsoid model is able to achieve a 

chromophore loading of about 8 ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐. 

Which system is more realistic? Based on the energy differences between the mean energies of 

both methods and their associated confidence intervals at 95% confidence, displayed in figure 

3.6, the AVA method (isothermal compression) simulation results are more likely, particularly in 

regions of strong dipole moments and high number densities with favorable energy differences as 

large as 45 𝑁𝑘𝑇 observed. Because of these strongly favorable energetic differences using the 
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AVA method it is expected that thermally annealed systems run with more computational cycles 

will eventually converge with the AVA results as can be seen for the TCP-Me system below. In 

all other regions, energetic differences well below 3 𝑁𝑘𝑇 are within their respective confidence 

intervals indicating already good overlap between AVA and thermal annealing.  

 

Figure 3.6: a) Energy difference and b) associated confidence intervals between simulation 

results of thermally annealed and AVA method (isothermal compression) CLD-1 type 

 

In summary, volume adjustment not only opens up more configurational space compared to 

thermal annealing but it also achieves equilibrium results more quickly for dense, strongly 

dipolar systems as indicated by significantly lower energies at the end of two similar simulation 

series. Even though the single ellipsoid results were obtained under highly idealized conditions, 

such as no additional chromophore moieties needed for increased solubility or melting point 

temperature, it seems entirely possible to achieve “Hyper-Langevin” acentric order. However, 

these results are not easily transferable to systems with more realistic model representations as 

will be shown in the next two sections. 
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3.3.2 TWO-ELLIPSOID MODEL 

 

The single ellipsoid model introduced in the previous chapter was able to achieve acentric order 

parameters and chromophore loading parameters which, if transferable to real systems, would 

lead to spectacular improvements of ONLO materials. However, experimental results of the 

chromophore type the single ellipsoid LoD model is derived from indicate much lower order 

parameters. 

In order to test the dependence on the LoD model this section uses a two-ellipsoid model with 

otherwise identical simulation settings (repulsive LJ, NVT) using the AVA method as described 

in the previous section. In these simulations, a single charge and a point dipole corresponding to 

the underlying charge distribution were placed at each ellipsoid center and then scaled linearly to 

scale the overall dipole moment of the chromophores. 

Figure 3.7 shows simulated chromophore loading results dependent on the overall chromophore 

dipole moment and system number density using the two-ellipsoid LoD model and the AVA 

method (isothermal compression). 

The two-ellipsoid model maintains half the chromophore loading, 𝑁〈cos3 𝜃〉, compared to the 

single ellipsoid LoD model results displayed in figure 3.4. This strong reduction in acentric order 

can be attributed to two factors: the broken symmetry of the bent, two-ellipsoid arrangement and 

the intricate orientation of dipole moments within the two ellipsoids. Furthermore, the previously 

observed peak around 8 − 20 𝐷𝑒𝑏𝑦𝑒 and number densities of (1.5 − 3) ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐 

has shifted to larger values. 
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Figure 3.7: AVA method CLD-1 type simulation results with two-ellipsoid LoD model, shown 

is chromophore loading as a function of chromophore dipole moment and number density; 

inset shows trace of chromophore loading dependent on density at largest dipole moment, 

corresponding to the experimentally expected dipole moment 

 

Figure 3.8 display the shifted peak at around 12 − 25 𝐷𝑒𝑏𝑦𝑒 and number densities of (3 −

5) ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐. Note that this peak shift, however, can be reversed to the original peak 

location of the single, dipolar ellipsoid by using a quadrupolar charge distribution inside both 

ellipsoids. This is another indication of the more complex electrostatics interactions of the dipole 

moments present in the two-ellipsoid model. 
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Figure 3.8: AVA method CLD-1 type simulation results with two-ellipsoid LoD model, shown 

is a) average centrosymmetric order and b) average acentric order as a function of 

chromophore dipole moment and number density; inset shows trace of average acentric order 

at largest dipole moment, corresponding to the experimentally expected dipole moment 

 

Overall, the two-ellipsoid LoD model, while qualitatively providing similar results to the single 

ellipsoid model, strongly reduced overall acentric order by about a factor of two. Nonetheless, 

this model still displays acentric order (inset in figure 3.8b) roughly equal to the expected 

Langevin order and, at higher chromophore number densities, is even able to exceed Langevin 

order by about 20%. At the highest chromophore number density and a dipole moment 

corresponding to the experimentally expected dipole the chromophore loading of the two-

ellipsoid model maximizes at about 4 ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐, with or without quadrupolar 

contributions to the electrostatics interactions. 

As noted previously, in addition to the chromophore core, the model system studied here does not 

feature any additional moieties adding crucial material properties such as solubility or melting 

point temperature. Thus, the highest number density is about twice that of a realistic 

chromophore system with these moieties.  



86 

 

With knowledge of the number density of a real system featuring the CLD-1 type chromophore 

core, the results shown here can already serve as a very good estimator of lower chromophore 

density systems, such as chromophore systems in a host matrix. Although “fully discovered” in 

the discussions to chapter 5 and 6 simulation results, this already hints at a third design criterion: 

The chromophore core, particularly its size, shape, and dipole moment, is what fundamentally 

determines resulting chromophore loading. 

3.3.3 THREE-ELLIPSOID MODEL 

 

This section introduces a three-ellipsoid LoD representation of the CLD-1 type chromophore core 

to compare against the single and two-ellipsoid systems. The two-ellipsoid LoD model discussed 

above resulted in acentric order lowered by about a factor of two compared to the single ellipsoid 

LoD model. However, the two-ellipsoid LoD model represents the underlying chromophore 

system better than a single ellipsoid whose perfect symmetry and point-dipole charge 

representation enabled the greatly enhanced chromophore loading results.  

Figure 3.9 shows chromophore loading as a function of number density simulated using the three-

ellipsoid LoD model of the CLD-1 type chromophore. The trace displayed was calculated using 

the largest dipole moment, corresponding to the experimentally expected dipole moment, 

calculated when using the single and two-ellipsoid LoD models as shown in the insets in figures 

3.4 and 3.7. 

The results closely match those of the two-ellipsoid LoD model. Although a small depression in 

overall chromophore loading can be observed, the two-ellipsoid and three-ellipsoid models are 

identical within their respective confidence intervals. 
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Figure 3.9: AVA method CLD-1 type simulation results with three-ellipsoid LoD model, 

shown is chromophore loading as a function of number density at experimentally expected 

dipole moment of about 25 𝐷𝑒𝑏𝑦𝑒; data points are displayed with associated 95% confidence 

intervals and are color coded corresponding to 〈𝑃2〉 values representing the amount of 

centrosymmetric order of these systems. 

 

 

The observed quantitative overlap between the two and three-ellipsoid LoD models within their 

respective confidence intervals leads to the conclusion that the two-ellipsoid LoD model is the 

best representation of the CLD-1 type chromophore, as it represents the lowest number of 

ellipsoid needed to correctly capture the underlying behavior.  
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3.4 TCP-ME CHROMOPHORE ORDER CONVERGENCE 

 

In this section, the average orientation of an ensemble of ONLO chromophores in a poling field, 

where θ is the angle between the chromophore’s dipole moment and the field, is investigated. 

Figure 3.10 demonstrates that various methods for allowing the molecules to condense give 

different order parameters.  

 

Figure 3.10: TCP-Me acentric order parameter 〈cos3 𝜃〉 under a poling field of 100 𝑉/µ𝑚 

using four different methods: NVT, NPT (condensed and starting in the gas phase), and the 

adiabatic volume adjustment (AVA) method. The solid vertical line shows when the 

calculation is changed from LJ only to include charges and poling field. The dashed line 

indicates the end of AVA’s transition region. 
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The initial fully-atomistic model was calculated using standard DFT packages with the B3LYP/6-

31G(d) functional and CHELPG charges at atom locations in conjunction with OPLS-AA 

parameters for Lennard-Jones radii and energies of individual atoms. Bond distances are fixed 

and rotations are only permitted around single bonds. 

When simulating poling under an external electric field, an interaction term for each molecule 

with the resulting internal field 𝑉𝜇𝐸(𝑖) = −𝜇𝑖⃗⃗  ⃗ ∙ �⃗�  is introduced. While this energy term typically 

only amounts to about 1% of the total energy of the system it biases the simulation enough to 

reach overall acentric order (see in Figure 3.10). The calculations simulate the average acentric 

order of 108 TCP-Me chromophores
[13,14]

 (shown in Figure 3.10) under a poling field of 100 

V/µm as a progression of simulation cycles (each corresponding to 187 trial configurations) using 

NVT (77,964 Å³ corresponding to the equilibrated NPT density of 0.9 g/cc), NPT (condensed and 

gas phase randomization states), and a novel variant on mixing NVT and NPT called the 

adiabatic volume adjustment (AVA) method. For an NPT simulation initial placement of 

molecules there is a critical separation distances above which the system will go into the gas 

phase if run with only the LJ potential, used in the initial randomization phase. As observable in 

figure 3.11, the system will usually condense once electrostatic interactions are enabled.  

The number of wasted cycles while the system is in the gas phase can vary greatly. For this 

reason we use a new method we call adiabatic volume adjustment (AVA), which forces the 

system to condense under a controlled NVT simulation in which the volume is slowly, and 

smoothly reduced to a volume that gives a density around one sixth that of the final condensed 

density (1 gram/cc) while the attractive Lennard-Jones potential part is transitioned from off to 

fully on concurrently. At that point the simulation is switched to an NPT run, where the pressure 

is one atmosphere, and the system is allowed to finish condensing. 
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Figure 3.11: TCP-Me volume progression under a poling field of 100 𝑉/µ𝑚 using four 

different methods: NVT, NPT (condensed and starting in the gas phase), and the adiabatic 

volume adjustment (AVA) method. The solid vertical line shows when the calculation is 

changed from LJ only to include charges and poling field. The dashed line indicates the end of 

AVA’s transition region. 

 

One observes (Figure 3.10) that for both NVT and NPT simulations which are condensed during 

the randomization phase (Lennard-Jones driven) the initial acentric order is fairly low after the 

total system energy reaches equilibrium around 100 kcycles as can be observed in figure 3.12. 

Interestingly, this behavior is not due to unfavorable electrostatic energies compared to runs with 

larger acentric order but rather because of stronger centrosymmetric ordering (dipole pairing). 
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Furthermore, after around 1 million cycles both reach the acentric order obtained by the “gas 

phase” NPT and AVA method for TCP-Me. This indicates that total system energy convergence 

is not a good indication of order convergence. 

 

Figure 3.12: TCP-Me simulation energy convergence of the TCP-Me system using four 

different methods: NVT, NPT (condensed and starting in the gas phase), and the adiabatic 

volume adjustment (AVA) method. The solid vertical line shows when the calculation is changed 

from LJ only to include charges and poling field. The dashed line indicates the end of AVA’s 

transition region. 

 

For more complex chromophores, however, we have seen pure NPT simulations getting trapped 

in lower order configurations even in longer simulations. Use of the AVA method seems to assist 

in improving simulation convergence by avoiding these local energetic minima.  
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An interesting feature of simulations using AVA for NPT ensemble simulations are the system 

configurations exhibited due to the AVA transition stage. Figure 3.13 display a system snapshot 

of the TCP-Me NPT simulation using AVA as displayed in figure 3.10 and 3.11 taken at the end 

of the AVA transition at 20 kcycles.  

 

Figure 3.13: Snapshot of TCP-Me NPT simulation at the end of the AVA transition stage 

 

Using AVA, the TCP-Me chromophores are self-assembled into a string-like arrangement akin to 

the expected arrangement for a plastic material. This string-like arrangement is not observed for 

the other simulation types displayed in figures 3.10 and 3.11. Particularly not for the “gas phase” 

NPT simulation which at a comparable volume in its simulation evolution displays partially 

stacked groups of three to four chromophores only loosely connected. This can be explained by 
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the much more rapid condensation – with no adjustment period at an intermediate volume – 

exhibited by the “gas phase” NPT simulation as shown in figure 3.11. 

In summary, the type of order simulated in Figure 3.10 shows that the various MC equilibration 

methods will give similar answers in the very long limit, and that the AVA method converges 

fastest, making it the method of choice. Furthermore, the added control over the condensation 

behavior of the simulation system enabled through the AVA method can lead to system behavior 

akin to the behavior expected of plastic materials. The value of the acentric order parameter 

obtained for TCP-Me, around 0.13 is quite representative of many such ONLO chromophores. In 

conjunction with the observed number density of the TCP-Me system this represents a 

chromophore loading of 1.8 ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐. 
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3.5 CONCLUSIONS 

 

The adiabatic volume adjustment (AVA) method is a novel method aimed at improving system 

convergence by improving simulation configuration space sampling and overcoming local 

energetic barriers. The AVA method adjusts the simulation volume in a controllable manner 

while concurrently adjusting the attractive contribution of the Lennard-Jones potential.  

For otherwise identical systems, it was shown that volume adjustment not only opens up more 

configurational space compared to thermal annealing but it also achieves equilibrium results 

more quickly for dense, strongly dipolar systems as indicated by significantly lower equilibrium 

energies. 

 A first set of three ONLO chromophore design criteria, based on simulation results using 

different CG LoD representations of a CLD-1 type chromophore system, was discovered. Those 

criteria will be summarized in Chapter 7. Furthermore, it was established that for the simulation 

of CLD-type chromophores the minimum number of ellipsoid accurately representation the 

chromophore core behavior is two. 

The simulation of a novel chromophore system type using the TCP acceptor, TCP-Me, was 

conducted with traditional NVT and NPT approaches and compared to results obtained using the 

AVA method. The AVA method converged fastest, making it the method of choice. It was found 

that equilibrium energy convergence did not equal order convergence. Furthermore, the added 

control over the condensation behavior of the simulation system enabled through the AVA 

method lead to a string-like arrangement akin to the expected arrangement for a plastic material 

not observable in the simulations using the traditional NVT and NPT approaches. 
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4 DIELECTRIC BEHAVIOR OF SMALL MOLECULES AND 

COMPLEX CHROMOPHORE SYSTEMS 

4.1 INTRODUCTION 

 

Quantitative ab initio computation of a material’s dielectric response remains a challenging 

problem. At present, computer simulations are typically limited to system sizes well below the 

number of molecules needed to exhibit bulk behavior. Thus, electrostatics interactions can 

effectively only be of short or medium range and long-range interactions with the bulk of the 

material have to be modeled. 

In general, long-range electrostatic models can be categorized broadly by their use of either 

Ewald sums
[1]

 or a reaction field
[2]

. Ewald summation and related lattice methods, because of 

their computational efficiency and good accuracy compared to direct summation, have found 

widespread acceptance. However, lattice summation methods can impose artificial periodicity on 

inherently non-periodic systems.
[3–7]

 

In this chapter, an alternative approach to Ewald sums – the use of a reaction field – is 

introduced. The reaction field approach is based on Onsager’s reaction field
[2]

 in the formulation 

of Barker and Watts
[8]

 and was previously implemented for dipolar, ellipsoidal systems.
[9,10]

 Its 

underlying concept of image dipoles in an infinite, continuous dielectric medium is then applied 

to discrete charge distributions and extended for use with non-neutral reaction spheres. The 

enhanced reaction field approach can be used with models containing discrete charges as used in 

the LoD method (see Chapter 2) and with net-neutral systems containing ionic contributions. 
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4.2 DETERMINATION OF DIELECTRIC CONSTANTS 

 

Maxwell’s equations teach us that the behavior of a linear, isotropic material
1
 in an external 

electric field �⃗�  gives rise to an electric displacement field �⃗⃗� = 휀�⃗�  in cgs-units
2
 proportional to 

the external field by the dielectric constant 휀. The displacement field is connected to the materials 

polarization density �⃗�  and the external field as 

�⃗⃗� = 휀�⃗� = �⃗� + 4𝜋�⃗�   (4-1)  

In a net-neutral system, the polarization density �⃗�  can be expressed by the average total dipole 

moment 〈�⃗⃗� 〉 calculated from point charges 𝑞𝑖 at their respective locations 𝑟 𝑖 and dipole moments 

𝜇 𝑗 and divided by the system volume 𝑉: 

�⃗� =
〈�⃗⃗� 〉

𝑉
=
〈∑ 𝑞𝑖𝑟 𝑖𝑖 + ∑ 𝜇 𝑗𝑗 〉

𝑉
 (4-2)  

If the external electric field is known the dielectric constant 휀 can be computed directly upon 

rearrangement of equations (4-1) and (4-2): 

(휀 − 1)�⃗� = 4𝜋�⃗�  

⇒ 휀 =
4𝜋

𝑉

〈�⃗⃗� 〉 ∙ �⃗� 

𝐸2
+ 1 =

4𝜋

𝑉

〈𝑀〉𝐸
𝐸

+ 1 

(4-3)  

Here 𝐸 is the magnitude of the external field and 〈𝑀〉𝐸 = 〈�⃗⃗� 〉 ∙ �̂� is the average total dipole 

moment in the direction of the external field. 

                                                 
1
 In a linear, anisotropic material permittivities are expressed as tensors rather than scalars. Scalar permittivities can 

be used even for ONLO materials with in general tensorial, non-linear permittivities under the condition that electric 

field interactions are in the static limit and in one direction only (i.e. an external poling field). 
2
 For dielectric constants the cgs-unit system equations are beneficial. SI units introduce an additional complication 

with the vacuum permittivity 휀0 such that 휀 = 휀𝑟휀0, with the dielectric constant now 휀𝑟. 
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Using equation (4-3), the dielectric constant could also be obtained for two slightly different 

external field strengths 𝐸 and 𝐸 + 𝛿: 

(휀 − 1)𝛿 = 4𝜋(𝑃𝐸+𝛿 − 𝑃𝐸) =
4𝜋

𝑉
(〈𝑀〉𝐸+𝛿 − 〈𝑀〉𝐸) (4-4)  

In order to solve this equation it is necessary to write 〈𝑀〉𝐸 as a statistical mechanical average 

〈𝑀〉𝐸 =
∫𝑒−𝛽𝐻0𝑒−𝛽𝑉𝑀𝐸𝑀𝐸𝑑Ω

∫ 𝑒−𝛽𝐻0𝑒−𝛽𝑉𝑀𝐸 𝑑Ω
=
∫𝑃0𝑒

𝛽𝐸0𝑀𝐸𝑀𝐸𝑑Ω

∫𝑃0𝑒𝛽𝐸0𝑀𝐸 𝑑Ω
 (4-5)  

Here, 𝑃0 = 𝑒
−𝛽𝐻0 with 𝛽 =

1

𝑘𝑇
 is the system probability based on the Hamiltonian with no 

external field contributions, the interaction energy between the total dipole moment in the 

direction of the local field, 𝑀𝐸, and the local field is given by 𝑉𝑀𝐸 = −𝐸0𝑀𝐸. For a system 

embedded in a dielectric continuum with dielectric 휀𝑆 the local field �⃗� 0 acting on the system’s 

dipole moments is given by
[11]

 

�⃗� 0 = 𝐿𝑓�⃗� =
2휀𝑆 + 휀

2휀𝑆 + 1
�⃗�  (4-6)  

Here, 𝐿𝑓 represents the field factor between local and external electric field. A distinction is made 

between 휀𝑆 and 휀, the calculated dielectric constant of the simulation system. This allows 휀𝑆 to be 

set to a particular, fixed value in order to bias a simulation. Typically, we apply the self-

consistency condition 휀𝑆 = 휀 leading the field factor in equation (4-6) to be the Lorentz field 

factor 𝐿𝑓 =
3

2 +1
. This approach requires recalculation of 휀 during a simulation. A series 

expansion of  𝑒𝛽(𝐸0+𝛿0)𝑀𝐸 around 𝛿0 = 0 truncated after the first two terms yields 

𝑒𝛽(𝐸0+𝛿0)𝑀𝐸 ≈ 𝑒𝛽𝐸0𝑀𝐸(1 + 𝛽𝛿0𝑀𝐸) (4-7)  

Note that 𝑀𝐸 is shorthand for the total dipole moment in the direction of the external field, 

independent of the field’s magnitude. 
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Thus, the following statistical average for 〈𝑀〉𝐸+𝛿 is obtained 

〈𝑀〉𝐸+𝛿 =
∫𝑃0𝑒

𝛽𝐸0𝑀𝐸(1 + 𝛽𝛿0𝑀𝐸)𝑀𝐸𝑑Ω

∫𝑃0𝑒𝛽𝐸0𝑀𝐸(1 + 𝛽𝛿0𝑀𝐸) 𝑑Ω
=
〈𝑀〉𝐸 + 𝛽𝛿0〈𝑀

2〉𝐸
1 + 𝛽𝛿0〈𝑀〉𝐸

 (4-8)  

Combining equations (4-4), (4-5), (4-6), and (4-8) gives the desired solution: 

(휀 − 1)(2휀𝑆 + 1)

2휀𝑆 + 휀
𝛿 =

4𝜋

𝑉
𝛽𝛿
〈𝑀2〉𝐸 − 〈𝑀〉𝐸

2

1 + 𝛽𝛿0〈𝑀〉𝐸
 (4-9)  

Note that there is no more dependency on the value of the electric field 𝐸. 

In the limit of 𝛿, 𝛿0 → 0 but with a finite external field magnitude 𝐸 equation (4-9) is 

(휀 − 1)(2휀𝑆 + 1)

2휀𝑆 + 휀
=
4𝜋

𝑉𝑘𝑇
(〈𝑀2〉𝐸 − 〈𝑀〉𝐸

2) (4-10)  

With no external electric field, 𝐸 = 0, the dipole moment averaging in equations (4-5) and (4-8) 

is over all three space directions thus an additional normalization factor of 1/3 is needed 

(휀 − 1)(2휀𝑆 + 1)

2휀𝑆 + 휀
=

4𝜋

3𝑉𝑘𝑇
(〈𝑀2〉0 − 〈𝑀〉0

2) (4-11)  

This result is similar to Kirkwood’s
[12]

 and Fröhlich’s
[13]

 extension to Onsager’s approach.
[2]

 

Equation (4-11) has been employed in previous publications.
[9,10]

 Note that for a system not in an 

external field the average polarization typically vanishes, hence 〈𝑀〉0 = 〈𝑀〉0
2 = 0. 

The approach leading to equation (4-10) came from Bruce H. Robinson in December 2014 and 

has not been used previously, however, as the direct calculation method of equation (4-3) was 

employed instead. This chapter’s section on poled (in an external field) and unpoled YLD124 

systems will make first use of it. 

In order for the values of the dielectric constants obtained from these formulations to be self-

consistent with the simulation conditions a mechanism needs to exist to allow for dielectric 
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effects to influence the long-range interactions of molecules in the simulation. This mechanism is 

given by the reaction field which models long-range dipolar energy contributions with a dielectric 

continuum. 

4.3 KIRKWOOD-ONSAGER REACTION FIELD APPROACH 

 

Figure 4.1 shows the scenario envisioned by Onsager
[2]

 and Kirkwood.
[12]

 A dipole, 𝜇 𝑖, at the 

center of a spherical cavity of radius 𝑅𝑐 embedded in an infinite dielectric continuum directly 

interacts with all other dipoles 𝜇 𝑗 in the cavity and with the image dipole of the total dipole 

moment of the cavity located on the boundary between the spherical cavity and the dielectric 

continuum in a direction perpendicular to 𝜇 𝑖. 

 

Figure 4.1: Dipole-dipole interaction with reaction field 

 

Based on the interaction of a dipole 𝜇 i with the electric field created by another dipole 𝜇 j 

separated by a distance 𝑟 𝑖𝑗 (following Griffiths
[14]

), the pairwise dipole-dipole potential energy is 

given by the expression: 
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𝑉𝑖𝑗
𝜇𝜇
= −𝜇 i ∙ �⃗� 𝜇𝑗 = −𝑘𝜇 i ∙

3(𝜇 j ∙ �̂�𝑖𝑗) ∙ �̂�𝑖𝑗 − 𝜇 j

𝑟𝑖𝑗
3  (4-12)  

Here, 𝑘 is a unit-system dependent proportionality constant, in cgs-units it is one while in SI-

units 𝑘 =
1

4𝜋 0
. Note that when either dipole is aligned in such a way that the vector between 

them is perpendicular to either dipole the interaction energy reduces to 𝑘𝜇 i𝜇 j/𝑟𝑖𝑗
3  . 

Applied to the situation envisioned by Onsager, the electric field of the cavity, �⃗� 𝑐, created by the 

total dipole moment �⃗⃗�  inside and at the boundary of  the cavity can be calculated as: 

�⃗� 𝑐 = −𝑘
�⃗⃗� 

𝑅𝑐
3 (4-13)  

The polarization density with the dipolar cavity field diminished by 1/휀 at the continuum 

boundary
3
 inside the dielectric continuum can then be calculated using equation (4-3): 

�⃗� 𝑐 =
1

4𝜋

휀 − 1

휀
�⃗� 𝑐 (4-14)  

The corresponding electric field, −
�⃗� 𝑐𝑉

𝑟′3
, with 𝑟′ as the distance from the field, then acts back on 

the cavity. Evaluated at the center of the cavity using equation (4-6), with 𝑟′ = 𝑅𝑐 and using the 

volume of the cavity, =
4𝜋

3
𝑅𝑐
3 , this becomes the electric field interacting with the dipole at the 

center of the cavity: 

�⃗� 𝑅𝐹 = −
3휀

2휀 + 1

�⃗� 𝑐𝑉

𝑅𝑐
3 = −

3휀

2휀 + 1

1

4𝜋

휀 − 1

휀
�⃗� 𝑐
4𝜋

3

𝑅𝑐
3

𝑅𝑐
3 = 𝑘

휀 − 1

2휀 + 1

�⃗⃗� 

𝑅𝑐
3 

(4-15)  

Compared to Onsager’s derivation this field seems to be missing a factor of two. Onsager uses 

the electric potential Φ in the derivation of his results, while the above derivation uses electric 

                                                 
3
 The boundary condition is �⃗� 𝑐(𝑐𝑎𝑣𝑖𝑡𝑦) = 휀�⃗� 𝑐(𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑢𝑚) because the displacements must be equal and the cavity 

dielectric is taken to be one. 
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fields. The electric field is defined as the negative gradient of the electric potential, �⃗� = −∇Φ. 

This means that for the derivation above, once the potential energy is calculated with the 1 𝑟3⁄  

electric field dependence of dipoles the resulting potential energy is going to be a factor of 1 2⁄  

smaller than expected. With this in mind, in the SI-unit system the interaction potential using the 

dipolar reaction field is then: 

𝑉𝑅𝐹 = −
1

4𝜋휀0

2(휀 − 1)

2휀 + 1

𝜇 i ∙ �⃗⃗� 

𝑅𝑐
3  (4-16)  

The method of images is a powerful tool in electrostatics which replicates the same electrostatic 

boundary conditions and typically allows for an easier representation of the problem at hand, 

particularly for discrete charge distributions. The reaction field potential energy (4-16) could also 

be interpreted as the interaction of the center dipole with an image dipole, �⃗⃗⃗� , located on the 

surface of the cavity in a direction perpendicular to the center dipole as displayed in figure 4.1: 

�⃗⃗⃗� = −
2(휀 − 1)

2휀 + 1
�⃗⃗� ⇒ 𝑉𝜇𝑊 = 𝑘

𝜇 i ∙ �⃗⃗⃗� 

𝑅𝐶
3 = −

1

4𝜋휀0

2(휀 − 1)

2휀 + 1

𝜇 i ∙ �⃗⃗� 

𝑅𝑐
3  (4-17)  

A similar electrostatic boundary to that found in the reaction sphere cavity embedded in a 

dielectric is that of an insulated, conducting sphere. Then, the image dipole �⃗⃗� ′ and its location 𝑟 ′ 

from the center dipole 𝜇 i inside the cavity can be written as: 

�⃗⃗� ′ = −
𝑅𝑐
3

𝑟𝑖𝑗
3 �⃗⃗�
     located at    𝑟 ′ =

𝑅𝑐
2

𝑟𝑖𝑗
�̂�𝑖𝑗 (4-18)  
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Applying Gauss’ law
4
 to the dipole’s equivalent charge distribution (see the next section for more 

details) one can obtain the apparent image dipole on the surface of the cavity as: 

�⃗⃗⃗� = −
𝑅𝑐
3

𝑟𝑖𝑗
3 �⃗⃗�
 ∙

𝑅𝑐
3

(
𝑅𝑐2
𝑟𝑖𝑗⁄ )

3 = −�⃗⃗�
  

(4-19)  

Comparing equations (4-17) and (4-19) reveals that they are identical apart from the factor:  

𝜅 =
2(휀 − 1)

2휀 + 1
 (4-20)  

This indicates that there may be a correspondence between the method of images and the reaction 

sphere cavity embedded in a dielectric. This notion is used in the next section in order to extend 

the reaction field approach to point charges. 

4.4 REACTION FIELD EXTENSION TO POINT CHARGES 

 

The reaction field potential (4-16) introduced in the previous section is so far only valid for 

dipoles. Most model systems such as fully-atomistic models and LoD ellipsoids, in general make 

use of discrete point charges. It is thus necessary to extend the reaction field approach to include 

a comparable treatment for point charges inside the cavity. 

The approach is to use the method of images as introduced in the previous section on point 

charges present inside the cavity. Unlike in the dipolar case, those image charges will typically 

behave rather complex, forming a line charge, 
[15–18]

 due to the dielectric continuum. To get 

around this problem, image charges are positioned as if the dielectric continuum is merely a 

uniformly charged insulator and the cavity a conductor, like in the previous example for the 

                                                 
4
 In the dipolar case one could also simply let the center dipole and image dipole interact and obtain the correct 

reaction field interaction potential. 
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image dipole. The thus obtained image charges are then moved onto the cavity boundary, using 

Gauss’ law for uniformly charged spheres
5
, between the cavity and the dielectric which is where 

they would physically reside if the cavity were a conductor.  

By avoiding the dielectric continuum in this way, the complex line charge inside the dielectric 

will be collapsed into a single charge on the boundary. By correspondence, the factor 

representing the dielectric continuum is given in Onsager’s dipolar solution. It is not obvious that 

this approach will lead to similar results when charges, instead of dipoles, are employed. 

Therefore, the validity of this approach is then tested by comparing the reaction field potential 

energies using dipoles and equivalent charge distributions. 

There are three additional scenarios to the dipole-dipole interactions given in equation (4-16) 

when extending the dipolar reaction field interaction to encompass both charges and dipoles: 1) 

charge-charge interactions, 2) dipole-charge interactions, and 3) charge-dipole interactions. 

Figure 4.2 displays the first scenario, charge-charge interactions, of a cavity composed of a 

charge at the center, 𝑞𝑖, and an additional charge, 𝑞𝑗, located at a distance 𝑟𝑖𝑗 from the center. 

                                                 
5
 This assumes that overall, image charges will be uniformly distributed in the insulating dielectric continuum. 
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Figure 4.2: Charge-charge interaction with reaction field 

 

The image charge due to the charge 𝑞𝑗 has the following magnitude and location: 

𝑞𝑗
′ = −

𝑅𝑐
𝑟𝑖𝑗
𝑞𝑗     at    𝑟 

′ =
𝑅𝑐
2

𝑟𝑖𝑗
�̂�𝑖𝑗 (4-21)  

Using Gauss’ law this turns into a boundary charge at location 𝑅𝑐 of: 

𝑄𝑐 = −
𝑅𝑐
𝑟𝑖𝑗
𝑞𝑗

𝑅𝑐
3

(
𝑅𝑐2

𝑟𝑖𝑗
)
3 = −𝑞𝑗

𝑟𝑖𝑗
2

𝑅𝑐2
 

(4-22)  

As mentioned previously for Onsager’s dipolar case the factor representing the influence of the 

dielectric continuum involves an additional factor of two which needs to be removed for reaction 

field interactions involving charges. Furthermore, an additional minus sign is needed for image 

charge interactions in order to correctly represent the dipolar field behavior (reaction field 

interaction is negative with dipolar charges pointed in the same direction). The reaction field 
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interaction potential then is obtained by multiplying the image charge interaction with a factor of 

−1 2⁄  compared: 

𝑉𝑅𝐹
𝑞𝑞 = −

1

2
𝑉𝑖𝑚𝑎𝑔𝑒
𝑞𝑞 =

1

4𝜋휀0𝑛2
휀𝑅𝐹 − 𝑛

2

2휀𝑅𝐹 + 𝑛2
𝑞𝑖𝑞𝑗

𝑟𝑖𝑗
2

𝑅𝑐
3 (4-23)  

The total interaction potential of two charges in the cavity is then: 

𝑉𝑖𝑗
𝑞𝑞 =

𝑞𝑖𝑞𝑗

4𝜋휀0𝑛
2
(
1

𝑟𝑖𝑗
+
휀𝑅𝐹 − 𝑛

2

2휀𝑅𝐹 + 𝑛
2

𝑟𝑖𝑗
2

𝑅𝑐
3) (4-24)  

The next scenario, dipole-charge interaction, with a dipole 𝜇 i at the center and a charge 𝑞𝑗 located 

at a distance 𝑟𝑖𝑗 from the center is illustrated in figure 4.3.  

 

Figure 4.3: Dipole-charge image charge energy derivation 

 

In order to derive the reaction field potential the dipole is first represented by two charges of 

magnitude 𝑞𝑖 with opposite signs separated by an infinitesimally small distance 𝑑 . 
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This will create two image charges due to 𝑞𝑗 with the following magnitudes and locations: 

𝑞𝑗
′ = −

𝑅𝑐

|𝑟 𝑖𝑗 ±
𝑑 

2|

𝑞𝑗    at    𝑟 
′ =

𝑅𝑐
2

|𝑟 𝑖𝑗 ±
𝑑 

2|

�̂�𝑖𝑗 
(4-25)  

Using Gauss’ law this turns into boundary charges at location 𝑅𝑐 of: 

∓𝑄𝐶 = −
𝑅𝑐

|𝑟 𝑖𝑗 ±
𝑑 

2|

𝑞𝑗
𝑅𝑐
3

(

 
 𝑅𝑐2

|𝑟 𝑖𝑗 ±
𝑑 

2|
)

 
 

3 = −𝑞𝑗

|𝑟 𝑖𝑗 ±
𝑑 

2|

2

𝑅𝑐2
 

(4-26)  

This leads to the following reaction field potential: 

𝑉𝑖𝑚𝑎𝑔𝑒
𝜇𝑞

= 𝑘𝜅
𝑞𝑖𝑞𝑗

𝑅𝑐
3 (|𝑟 𝑖𝑗 +

𝑑 

2
|

2

− |𝑟 𝑖𝑗 −
𝑑 

2
|

2

) = 𝑘𝜅
2𝑞𝑖𝑞𝑗𝑟 𝑖𝑗 ∙ 𝑑 

𝑅𝑐
3 = 𝑘𝜅

2𝑞𝑗𝑟 𝑖𝑗 ∙ 𝜇 𝑖

𝑅𝑐
3  

⇒ 𝑉𝑅𝐹
𝜇𝑞
= −

1

2
𝑉𝑖𝑚𝑎𝑔𝑒
𝜇𝑞

= −
1

4𝜋휀0𝑛2
2(휀𝑅𝐹 − 𝑛

2)

2휀𝑅𝐹 + 𝑛2
𝑞𝑗𝑟 𝑖𝑗 ∙ 𝜇 𝑖

𝑅𝑐
3  

(4-27)  

Note that the reaction field potential between a dipole 𝜇  at the center of the cavity and a charge 𝑞𝑗 

does not depend on 𝑑 , however, for this to be valid 𝑑  needs to infinitesimally small, representing 

the dipole limit. 

The full interaction potential between a between a dipole 𝜇 𝑖 at the center of the cavity and a 

charge 𝑞𝑗 then becomes: 

𝑉𝑖𝑗
𝜇𝑞
=
𝑞𝑗𝑟 𝑖𝑗 ∙ 𝜇 𝑖

4𝜋휀0𝑛2
(
1

𝑟𝑖𝑗
3 −

2(휀𝑅𝐹 − 𝑛
2)

2휀𝑅𝐹 + 𝑛2
1

𝑅𝑐
3) (4-28)  
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When the dipole 𝜇 𝑖 is pointing in the direction 𝑟 𝑖𝑗 the potential will be positive (repulsive) for a 

positive charge 𝑞𝑗 and attractive if the charge is negative. This is the correct behavior as the 

physical dipole points from its negative to its positive end, thus when pointing towards a charge 

its positive charge is facing this charge. 

The last scenario, charge-dipole interaction, with a charge 𝑞𝑖 at the center and a dipole 𝜇 j located 

at a distance 𝑟𝑖𝑗 from the center is illustrated in figure 4.4. 

 

Figure 4.4: Charge-dipole image charge energy derivation 

 

This situation is so similar to the previous scenario that both equations (4-25) and (4-26) correctly 

describe the image charges and their locations. The only difference to the previous interaction 

potentials (4-27) and (4-28) is the sign of the interaction. Unlike before, when the dipole 𝜇 j is 

pointing in the direction 𝑟 𝑖𝑗 its negative end is facing the charge at the center. Thus, the 

interaction potentials need to be negative when 𝑞𝑖 is positive. 
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The reaction field potential then is: 

𝑉𝑅𝐹
𝑞𝜇
=

1

4𝜋휀0𝑛2
2(휀𝑅𝐹 − 𝑛

2)

2휀𝑅𝐹 + 𝑛2
𝑞𝑖𝑟 𝑖𝑗 ∙ 𝜇 𝑗

𝑅𝑐
3  (4-29)  

The full interaction potential between a charge 𝑞𝑖 at the center and a dipole 𝜇 j at location 𝑟 𝑖𝑗 

inside the cavity fulfilling this requirement is: 

𝑉𝑖𝑗
𝑞𝜇
= −

𝑞𝑖𝑟 𝑖𝑗 ∙ 𝜇 𝑗

4𝜋휀0𝑛2
(
1

𝑟𝑖𝑗
3 −

2(휀𝑅𝐹 − 𝑛
2)

2휀𝑅𝐹 + 𝑛2
1

𝑅𝑐
3) (4-30)  

This fully describes the enhanced reaction field potential using charges and dipoles with the three 

additional scenarios: 1) charge-charge with equation (4-23), 2) dipole-charge with equation (4-

27), and 3) charge-dipole with equation (4-29). 

The test the validity of the enhanced reaction field using charges and dipoles compared to 

Onsager’s dipole-dipole reaction field potential (4-16) three scenarios for two dipoles inside the 

reaction sphere cavity are calculated as shown in figure 4.5.  
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Figure 4.5: Validity calculations for overall reaction field energies in the dipole limit including 

self-interactions; note that the factor of two in b) is due to return paths having the same values, 

e.g. for the path from +𝑞𝑖 to +𝑞𝑗 and back, (−𝑖 + 𝑟 𝑖𝑗 + 𝑗 )
2
= (−𝑗 − 𝑟 𝑖𝑗 + 𝑖 )

2
 

 

The reference calculation corresponding to the Onsager reaction field approach using just dipoles 

is given in figure 4.5a). Figure 4.5b) depicts the same two dipoles expressed with charges using 

the charge-charge reaction field potential (4-23). Because the reaction field contributions of both 

dipoles at the center of their respective reaction spheres are considered, the scenario depicted in 

figure 4.5c) employs both the dipole-charge reaction field potential (4-27) as well as the charge-

dipole reaction field potential (4-29). 
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All approaches deliver identical results, even when dipoles are explicitly expressed by point 

charges separated by a non-infinitesimal distance. This at first sounds surprising, as an 

infinitesimal distance was necessary for the derivation of the dipole-charge and charge-dipole 

reaction field contributions. On the other hand, the average electric field of a charge distribution 

within a sphere of radius 𝑅𝑐 is given by: 

�⃗� = −
1

4𝜋휀0

�⃗⃗� 

𝑅𝐶
3 (4-31)  

With �⃗⃗�  defined as in equation (4-2), encompassing both charges and dipole moments. Therefore, 

the reaction field of a sphere should be identical whether dipolar contributions within are 

expressed as point dipoles or as discrete charges. The enhanced reaction field using discrete 

charges and/or dipoles leads to identical results compared with Onsager’s reaction field approach 

using dipoles as is mandated by the laws of electrostatics thus validating our approach. 

The use of point charges allows for an additional complication: the charge distribution inside the 

reaction sphere is not always guaranteed neutral, with a potential left-over charge 𝜎 

𝜎 = 𝑞𝑖 +∑𝑞𝑗
𝑗

 (4-32)  

A non-neutral reaction sphere would not only affect the calculation of the reaction field as the 

reaction sphere also serves as the cut-off for electrostatic interactions in the simulation. 

Therefore, a treatment for both the reaction field as well as for the electrostatic interaction is 

necessary.  

For net-neutral molecules a solution to enforce neutrality is to always include whole molecules 

into the spherical cutoff. For ionic systems, on the other hand, one could potentially find a 

corresponding counter ion and include it explicitly in the reaction sphere. This approach of 
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finding the counter ion, however, would not only be computationally expensive but the counter 

ion may not even be in close proximity, more than one may be needed, and in case more than one 

exists it could be ambiguous which counter ion to choose. 

Our solution for net-neutral simulation systems, because the whole simulation volume is neutral 

and hence counter charges to the residual charge 𝜎 of the reaction sphere do exist outside the 

sphere, is to include them implicitly by placing the counter charge, – 𝜎, at the reaction sphere 

boundary. Since this effectively spreads the counter charge over the entire reaction sphere surface 

it will not have an effect on dipoles at the center and only needs to be applied to a charge at the 

center of the reaction field: 

𝑉𝑖𝜎 = −
𝑞𝑖𝜎

4𝜋휀0𝑛2
(
1

𝑅𝑐
+
휀𝑅𝐹 − 𝑛

2

2휀𝑅𝐹 + 𝑛2
𝑅𝑐
2

𝑅𝑐
3) = −

𝑞𝑖(𝑞𝑖 + ∑ 𝑞𝑗𝑗 )

4𝜋휀0𝑛2
1

𝑅𝑐
(1 +

휀𝑅𝐹 − 𝑛
2

2휀𝑅𝐹 + 𝑛2
) (4-33)  

In summary, a reaction field potential has been developed including both dipoles and discrete 

charges. This enhanced reaction field potential maintains the potential energies of Onsager’s 

reaction field when corresponding dipolar systems are described by discrete charges. 

Furthermore, a treatment has been proposed for the case of non-neutral reaction spheres caused 

by ionic fluctuations in a simulation system.  
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4.5 CASE STUDIES OF SMALL ORGANIC MOLECULES 

 

In this section, the enhanced reaction field introduced in the previous section is used in the 

simulation of the dielectric liquids, acetonitrile and ethylene carbonate, whose experimental 

properties can be found in table 4.1. Both systems have very large reduced dipole densities,
[9,10,19]

 

𝑦 =
4𝜋𝜌𝑁𝜇

2

9𝑘𝑇
, and large dielectric constants. Furthermore, their dipole densities are comparable to 

electro-optic materials and are therefore good model systems. In addition, the ionic liquid ethyl 

ammonium nitrate is simulated from first principles and its dielectric constant is obtained using 

equation (4-11). 

Table 4.1: List of experimental properties of some organic solvents sorted by increasing 

dielectric constant (underlined values are extrapolated) compiled from the CRC Handbook of 

Chemistry and Physics
[20]

 

Solvent 𝑻 [𝑲] 𝝁 [𝑫] 𝝆 [𝒈/𝒄𝒄] 𝑴𝑾 [𝒈/𝒎𝒐𝒍] 𝒚 =
𝟒𝝅𝝆𝑵𝝁

𝟐

𝟗𝒌𝑻
  dielectric 

Chlorobenzene 293 1.69 1.1058 112.557 0.58 5.69 

Tetrahydrofuran 

(THF) 
298 1.75 0.8833 72.106 0.77 7.43 

1,2-Dichlorobenzene 

(ODCB) 
293 2.50 1.3059 147.002 1.15 10.12 

Isopropanol (IPA) 298 1.58 0.7809 60.095 0.66 19.29 

Acetone 293 2.88 0.7845 58.079 2.33 21.01 

Ethanol 293 1.69 0.7893 46.068 1.02 25.30 

Methanol 293 1.70 0.7914 32.042 1.48 33.00 

Acetonitrile (MeCN) 293 3.93 0.7857 41.052 6.14 36.64 

Dimethylformamide 

(DMF) 
298 3.82 0.9445 73.094 3.85 37.25 

Dimethyl sulfoxide 

(DMSO) 
298 3.96 1.1010 78.133 4.52 46.84 

Water 298 1.85 0.9970 18.015 3.87 78.41 

Ethylene Carbonate 313 [4.9] 1.3214 88.062 7.01 89.78 
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4.5.1 ACETONITRILE 

 

Acetonitrile simulations have been used as one of the main benchmarks of our Monte-Carlo code. 

The main reasons for this are acetonitrile’s comparable dipole-density to ONLO chromophores, 

the small number of atoms which allows fully-atomistic calculations in a reasonable timeframe, 

the body of simulation work done by our and other groups
[9,10,21,22]

, and readily available 

experimental data
[20]

 (see compilation in table 4.1). 

The figure of merit for acetonitrile simulations is the bulk dielectric constant 휀. The dielectric 

constant is a good simulation benchmark for long-range electrostatics interactions. In order for a 

simulation to obtain a value close to the experimental dielectric constant of 휀 = 36.64 long-range 

electrostatics interactions and the bulk dielectric behavior have to be modeled well. Hence, this is 

a good test of the overall energy landscape, especially with respect to Lennard-Jones and 

electrostatics interactions. 

Previous work
[9,10]

 has shown that an ellipsoidal representation of acetonitrile with a center dipole 

can achieve the experimental dielectric constant. These results were obtain using Onsager’s 

reaction field
[2,8]

 as defined in equation (4-16) to model long-range electrostatic interactions. The 

calculation of the dielectric constant followed Kirkwood-Fröhlich’s approach
[12,13]

 found in 

equation (4-11). These results were an important milestone in establishing the usefulness of the 

ellipsoidal shape, particularly in comparison to a spherical shape with a dipolar center, the so 

called Stockmayer fluid
[23–26]

, as it exhibited ferroelectric behavior thus overestimating 

acetonitrile’s dielectric constant by almost a factor of three. Those earlier simulations, predating 

the development of the LoD coarse-graining method presented in chapter 2, used manually 
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optimized ellipsoid parameters and LJ energies.
[9,10]

 In the present work, the focus is on 

approximating all-atom force field behavior as closely as possible. 

Despite its tremendous success at obtaining the experimental dielectric constant, the single 

ellipsoid model with a point dipole at its center used in the previous work
[9,10]

 may not represent 

the underlying fully-atomistic model. To illustrate this point, table 4.2 shows simulation results of 

512 acetonitrile molecules in the isothermal-isobaric (NPT) ensemble under 1 𝑎𝑡𝑚 pressure at 

298 𝐾 using the enhanced reaction field approach for the OPLS-AA force-field description
[27]

 of 

acetonitrile (with an overall dipole moment of 𝜇 = 4.13 𝐷) compared to coarse-grained 

representation using a single ellipsoid – as in the previous work – and a two-ellipsoid LoD 

representation. While the OPLS-AA acetonitrile description uses partial charges at atomic 

centers, the LoD CG representations used dipoles and left-over charges at the ellipsoid centers 

(see Appendix B for model parameters). LoD Lennard-Jones interactions used the “adjusted-

width” potential and the interaction area correction from equations (2-6) and (2-39), respectively. 

Note that while the previous model was hand-optimized, the LoD models used here have been 

obtained systematically from the OPLS-AA force-field as described in chapter 2. 

Table 4.2: Acetonitrile results average from 8 simulations using the NPT ensemble under 1 𝑎𝑡𝑚 

at 298 𝐾 with reaction field long range model; fully-atomistic force-field run is OPLS-AA in 

comparison to coarse-grained, single ellipsoid and two-ellipsoid LoD representations with 

“adjusted-width” LJ LoD potential and interaction area correction using equations (2-6) and (2-

39), respectively. (See Appendix B for model parameters) Note that 
6

2
𝑘𝐵 was added to the heat 

capacities of the CG LoD results in order to account for internal degrees of freedom. 

Model Density [𝒈/𝒄𝒄] 𝒄𝑷 [𝑱/𝒎𝒐𝒍 − 𝑲] Dielectric 

OPLS-AA with RF 0.737 ± 0.001 99 ± 9 19 ± 3 

Single ellipsoid LoD 0.832 ± 0.001 93 ± 6 38 ± 8 

Two-ellipsoid LoD 0.687 ± 0.001 94 ± 5 18 ± 2 
 



117 

 

The dielectric constant of the OPLS-AA acetonitrile system with the enhanced reaction field for 

charge-charge interactions using equation (4-24) is 19 ± 3. This value is identical within error 

bars to the previously reported dielectric constant 20.3 ± 0.7 of OPLS-AA acetonitrile by Dr. 

Lewis Johnson obtained with molecular dynamics simulations using Ewald summation in Tinker 

5.1
[10]

 thus further validating the enhanced reaction field approach. 

The single ellipsoid LoD system is able to get incredibly close to the experimental dielectric 

constant. However, this value is actually twice as large as the predicted dielectric constant of the 

underlying AA model. This indicates that the single ellipsoid model is not a good description of 

the underlying AA force-field, an observation similar to the one made for the CLD-1 type LoD 

model discussed in chapter 3. The two-ellipsoid LoD system, on the other hand, is able to 

reproduce the dielectric constant of the underlying AA force-field. 

Within their respective error bars, all OPLS-AA based models are able to match the experimental 

heat capacity
[20]

 of 91.5
𝐽

𝑚𝑜𝑙 𝐾
 . Note that for CG representations 

6

2
𝑘𝐵 were added to the respective 

heat capacities in order to account for the missing internal degrees of freedom. Furthermore, 

densities between LoD representations and the OPLS-AA force field were off by +12.8% for the 

single ellipsoid and −6.8% for the two-ellipsoid model. These density discrepancies can be 

readily fixed by scaling the LoD LJ energy, a feature likely included in a future iteration of the 

LoD approach. 

The OPLS-AA force-field does not yield a dielectric constant close to the experimental value, 

likely because the overall dipole moment of the OPLS-AA molecule does not include 

polarization effects of other acetonitrile molecules in its vicinity. Therefore, a new set of fully-

atomistic model parameters for atom locations and partial charges were obtained in collaboration 
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with Dr. Lewis Johnson from a DFT calculation using Gaussian 09D
[28]

 at the CCSD/aug-cc-

pVTZ level of theory with the PCM solvation model in acetonitrile as a solvent utilizing 

CHELPG charges at atom centers. Lennard-Jones parameters for atom radii and LJ energies were 

kept identical to the OPLS-AA force field.
[27]

 

Simulations were run in the isothermal-isobaric (NPT) ensemble with 512 molecules under 

1 𝑎𝑡𝑚 external pressure with a temperature range between 300 − 400 𝐾. Molecular geometries 

as well as partial charges remained fixed throughout simulations and no intra-molecular energies 

were calculated. Inter-molecular electrostatic interactions between partial charges were calculated 

within a cutoff radius of 19 Å using the enhanced reaction field approach described by the 

interaction potential in equation (4-24).  Lennard-Jones interactions were calculated up to a 

center-center distance of 16.4 Å, based on the single precision distance limit with the given 

model parameters.  

The resulting temperature dependence of density, heat capacity, dielectric constant, and enthalpy 

are displayed in figure 4.6 for the fully-atomistic simulation. A phase transition can be observed 

at 365 𝐾 which is 10 𝐾 higher than the experimental value of 355 𝐾. 

Figure 4.6a) shows both the temperature dependence of system density (red dots and solid line) 

and heat capacity (green dots with blue dashed line) of the new fully-atomistic model. Compared 

to the experimental density of acetonitrile, 0.786 
𝑔

𝑐𝑐
 at 293 𝐾, this new fully-atomistic model has 

a lower density of 0.66 ± 0.02 
𝑔

𝑐𝑐
. The simulated heat capacities of (92 ± 36)

𝐽

𝑚𝑜𝑙 𝐾
 (liquid) and 

(38 ± 13)
𝐽

𝑚𝑜𝑙 𝐾
 (gas) extrapolated to 298 𝐾 using a linear fit to the data before and after the 

phase transition compare well to the experimental heat capacities
[20]

 for the liquid and gas phase 

at 298 𝐾 of 91.5
𝐽

𝑚𝑜𝑙 𝐾
 and 52.2

𝐽

𝑚𝑜𝑙 𝐾
, respectively. 
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Figure 4.6: Fully-atomistic acetonitrile simulation results using ab-initio DFT atomic geometries 

and charges and OPLSAA Lennard-Jones parameters. (See Appendix B for model parameters) 

The data shown is the simulated temperature dependence of a) density (red dots and solid line) 

and heat capacity (green dots with blue dashed line), as well as b) dielectric constant (green dots 

with dashed fit lines and system enthalpy (red dots and solid line) Note that 
6

2
𝑘𝐵 was added to 

heat capacities in order to account for internal degrees of freedom. 

 

Figure 4.6b) displays the temperature dependence of the simulated dielectric constant (green dots 

with blue dashed line) and enthalpy (red dots and solid line) of the new fully-atomistic model. 

The dielectric constant extrapolated to 293 𝐾 (dashed black fit line) is 30 ± 4. While this value is 

lower than the experimental dielectric constant of 36.64 it is much improved compared to the 

OPLS-AA value of 19 ± 3 and is close to the value of the dielectric constant obtained using the 

model of Pounds and Madden.
[22]

 The simulated enthalpy of vaporization at the boiling point is 

17.8 ± 0.5
𝑘𝐽

𝑚𝑜𝑙
 which is about 40% below the experimental value of 29.75

𝑘𝐽

𝑚𝑜𝑙
. Note that the 

enthalpy has a slightly positive value in the gas phase. Enthalpy is defined as the sum of the 

internal energy with the product of pressure and volume of a system, 𝐻 = 𝑈 + 𝑃𝑉. The observed 
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behavior is thus due to the 𝑃𝑉 term, as the internal energy in the gas phase with no intramolecular 

energy contributions approaches zero.
6
 

While there are a variety of empirical approaches to calculate the boiling point of a molecular 

system
[30–33]

 little insight into the molecular behavior is gained this way. Molecular simulations, 

on the other hand, provide insight but so far for acetonitrile-like systems were only undertaken 

with rather complex force fields involving multi-body interactions and also did not directly 

observe the phase transition.
[34–36]

 The ab-initio, in silico determination of the boiling point of a 

liquid under constant pressure conditions is a challenging simulation target not only because of 

the sensitivity to intermolecular potential energies but also due to the boiling point’s strong 

dependence on molecular shape and size. Therefore, the reduction of a fully-atomistic model to a 

coarse-grained representation with simplified interaction potentials and model shapes will 

necessarily introduce a shift in the observed boiling point compared to the underlying fully-

atomistic model. Nonetheless, that makes it a very sensitive benchmark for how well a particular 

coarse-grained representation reproduces the molecular interactions of its underlying AA system. 

Figure 4.7 shows simulation results of the single ellipsoid LoD model using the “simple touch” 

LJ LoD potential from equation (2-2) run with the constant, best-fit LJ 휀 obtained from equation 

(2-33). Simulations were performed under identical conditions compared to the fully-atomistic 

results exhibited in figure 4.6 with 512 acetonitrile LoD representations placed in the isothermal-

isobaric (NPT) ensemble with 1 𝑎𝑡𝑚 external pressure. Atomic partial charges of the underlying 

AA model were reduced to a corresponding point dipole of 4.74 𝐷 at the ellipsoid center. 

                                                 
6
 In fact, the simulated enthalpy value for the new fully-atomistic system at 400 𝐾 is 3.121 ± 0.003

𝑘𝐽

𝑚𝑜𝑙
 with an 

intermolecular energy contribution of −0.153 ± 0.001
𝑘𝐽

𝑚𝑜𝑙
 and a simulated value of 𝑃𝑉 = 3.274 ± 0.003

𝑘𝐽

𝑚𝑜𝑙
, which 

is within 2% of the value obtained from the ideal gas law, 3.326
𝑘𝐽

𝑚𝑜𝑙
. Another way of interpreting those numbers is to 

calculate the fraction the system in the gas phase behaves like an ideal gas, the resulting number at 400 𝐾 for these 

numbers is 94%, very close to the experimental value of the fugacity for acetonitrile at 100 °𝐶.
[29]
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Displayed in figure 4.7a) is the temperature dependence of equilibrium simulation densities and 

heat capacities while figure 4.7b) shows dielectric constants and enthalpies. No phase transition is 

observed. 

 

Figure 4.7: Single ellipsoid acetonitrile LoD simulation results with LoD parameters obtained 

systematically from the aforementioned fully-atomistic model run with the “simple touch” LJ 

LoD potential from equation (2-2) with best-fit LJ 휀 obtained using equation (2-33). (See 

Appendix B for model parameters) 

The data shown is the simulated temperature dependence of a) density (red dots and solid line) 

and heat capacity (green dots with blue dashed line), as well as b) dielectric constant (green dots 

with dashed fit lines and system enthalpy (red dots and solid line) Note that 
6

2
𝑘𝐵 was added to 

heat capacities in order to account for internal degrees of freedom. 

 

As observed previously for OPLS-AA acetonitrile, the single ellipsoid LoD model does not 

describe the underlying AA system particularly well. For a given temperature, with the exception 

of the heat capacity, all system properties are larger in magnitude compared to the fully-atomistic 

model; equilibrium densities and system enthalpies by about 20%, dielectric constants by 

approximately 45%. Based on equation (4-11) the increased dielectric constant is produced by 

stronger fluctuations of the total dipole moment. This can be caused by the increased shape 
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symmetry of the single ellipsoid LoD model lowering steric hindrances and allowing for more 

movement. The increase in densities and enthalpy magnitudes can be attributed to the shape of 

the ellipsoid as well as to the width of the Lennard-Jones potential’s attractive region. In order to 

best fit the entire underlying AA model, the single ellipsoid’s shape is elongated to match the 

stronger LJ potential contribution of the C-C-N backbone. This leaves some of the volume 

originally occupied by the underlying hydrogen atoms unaccounted for in the single ellipsoid 

which in turns leads to tighter than original molecule packing, increasing the overall density and 

interaction energies. As outlined in chapter 2, the “simple touch” LJ potential width from 

equation (2-2) depends on the contact distance between two ellipsoids and their particular relative 

orientations. Typically, for larger ellipsoids the average LJ interaction width is larger than 

observed in the AA system leading to increased condensation pressure, in other words larger 

densities and interaction energy magnitudes, in the simulation. 

The LoD Lennard-Jones potential can be improved upon as outlined in chapter 2. Figure 4.8 

shows simulation results using an identical ellipsoid shape with the same point dipolar as used for 

the results displayed in figure 4.7 but with the “adjusted-width” LJ LoD potential from equation 

(2-6) with the interaction area correction using equation (2-39) (see Appendix B for model 

parameters). Displayed in figure 4.8a) is the temperature dependence of equilibrium simulation 

densities and heat capacities while figure 4.8b) shows dielectric constants and enthalpies. 

The change of LJ LoD interaction potential to the Gay-Berne like “adjusted width” potential with 

interaction area correction leads to an observed phase transition in the simulated temperature 

region at a boiling temperature of 407 𝐾. This value is about 40 𝐾 (~11.5%) larger than the 

boiling temperature observed for the underlying fully-atomistic system in figure 4.6. 
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Figure 4.8: Single ellipsoid acetonitrile LoD simulation results with LoD parameters obtained 

systematically from the aforementioned fully-atomistic model run with the “adjusted-width” LJ 

LoD potential and interaction area correction using equations (2-6) and (2-39), respectively. (See 

Appendix B for model parameters) 

The data shown is the simulated temperature dependence of a) density (red dots and solid line) 

and heat capacity (green dots with blue dashed line), as well as b) dielectric constant (green dots 

with dashed fit lines and system enthalpy (red dots and solid line) Note that 
6

2
𝑘𝐵 was added to 

heat capacities in order to account for internal degrees of freedom. 

 

Similarly to the “simple touch” single ellipsoid LoD model in figure 4.7, equilibrium densities, 

enthalpies, and dielectric constants are still larger in magnitude compared to the fully-atomistic 

model, although with an overall smaller deviation from the fully-atomistic values. The 

aforementioned reasons for those increases, the more symmetrical shape, point dipole, and 

smaller ellipsoid volume compared to the all-atom model still apply. 

The observed, simulated enthalpy of vaporization at the boiling point is 20.5 ± 0.4
𝑘𝐽

𝑚𝑜𝑙
 which is 

2.7
𝑘𝐽

𝑚𝑜𝑙
 larger than the corresponding value of the underlying AA system. This increase is due to 

a corresponding rise in electrostatic interactions due to closer interaction distances indicating that 
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the ellipsoid shape in conjunction with underestimating the volume of the single ellipsoid LoD 

model may be responsible for the mismatch with the AA system. 

The acetonitrile center-center radial distribution functions, 𝑔(𝑟), of the single ellipsoid LoD 

model calculations at 300 𝐾 shown in figure 4.9 further supports this hypothesis. In comparison 

to the fully-atomistic distribution both single ellipsoid LoD models exhibit narrower peak widths 

and a more pronounced nearest-neighbor interaction peak. 

 

Figure 4.9: Acetonitrile center-center radial distribution function comparison between AA 

model and single ellipsoid LoD simulation results at 300 𝐾 run with the “simple touch” LJ LoD 

potential with constant, best-fit LJ 휀 (green, dotted line) and the “adjusted-width” LJ LoD 

potential with the interaction area correction (blue, dashed line). 

 

The peak widths could potentially be matched manually while maintaining peak heights by 

isotropically scaling the ellipsoid volume and adjusting the LJ potential energy. Note, however, 

that the presented results could also indicate the limitations of the ellipsoid shape at describing 



125 

 

the underlying shape. An ellipsoid trying to best encompass a linear, cylindrical molecule 

growing in length but with similar diameter will get stretched thinner and thinner at its ends thus 

resulting in a larger volume fraction of such a linear molecule not encompassed by the ellipsoid. 

A potential, future fix to this problem could be the use of hyperellipsoids as hinted at in chapter 

2. The current solution is to break up the linear molecule into more than one ellipsoid. 

Figure 4.10 displays simulation results for the two-ellipsoid LoD model based on the fully-

atomistic model using identical simulation conditions to the aforementioned simulations. AA 

model partial charges were reduced to a corresponding point charge and point dipole at each 

ellipsoid center. 

 

Figure 4.10: Two-ellipsoid acetonitrile LoD simulation results with LoD parameters obtained 

systematically from the underlying fully-atomistic model run with the “simple touch” LJ LoD 

potential from equation (2-2) with best-fit LJ 휀 obtained using equation (2-33). (See Appendix B 

for model parameters) 

The data shown is the simulated temperature dependence of a) density (red dots and solid line) 

and heat capacity (green dots with blue dashed line), as well as b) dielectric constant (green dots 

with dashed fit lines and system enthalpy (red dots and solid line) Note that 
6

2
𝑘𝐵 was added to 

heat capacities in order to account for internal degrees of freedom. 
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Figure 4.10a) shows the temperature dependence of equilibrium simulation densities and heat 

capacities while figure 4.10b) shows dielectric constants and enthalpies. A phase transition can be 

observed at 346 𝐾, about 20 𝐾 (~5.5%) below the value observed for the underlying AA system 

displayed in figure 4.6. Despite the relative simplicity of this model using the “simple touch” LJ 

LoD potential almost all properties displayed are within about 8% of the corresponding fully-

atomistic values. 

Figure 4.11 displays comparatively good results for the two-ellipsoid LoD model using the 

“adjusted width” LJ LoD potential with the interaction area correction using equations (2-6) and 

(2-39), respectively.  

 

Figure 4.11: Two-ellipsoid acetonitrile LoD simulation results with LoD parameters obtained 

systematically from the underlying fully-atomistic model run with the “adjusted-width” LJ LoD 

potential and interaction area correction using equations (2-6) and (2-39), respectively. (See 

Appendix B for model parameters) 

The data shown is the simulated temperature dependence of a) density (red dots and solid line) 

and heat capacity (green dots with blue dashed line), as well as b) dielectric constant (green dots 

with dashed fit lines and system enthalpy (red dots and solid line) Note that 
6

2
𝑘𝐵 was added to 

heat capacities in order to account for internal degrees of freedom. 

 



127 

 

The phase transition happens at a lower boiling point of 336 𝐾 and the density is lowered 

slightly, however, the dielectric constants and the system enthalpies are now overlapping with the 

fully-atomistic values. 

A look at the radial distribution functions at 300 𝐾, exhibited in figure 4.12, confirms both two-

ellipsoid LoD models to be a close match to the underlying fully-atomistic potential. The reason 

for the correspondence between both two-ellipsoid models is that the ellipsoid semi axes of either 

ellipsoid are close to the optimum width of the LJ LoD potential. Therefore, in this particular 

case the “simple touch” LJ LoD potential behaves identical to the “adjusted width” LJ LoD 

potential. 

 

Figure 4.12: Acetonitrile center-center radial distribution function comparison between AA 

model and two-ellipsoid LoD simulation results at 300 𝐾 run with the “simple touch” LJ LoD 

potential with constant, best-fit LJ 휀 (green, dotted line) and the “adjusted-width” LJ LoD 

potential with the interaction area correction (blue, dashed line). 
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In summary, simulations of the dielectric behavior of acetonitrile were used as a benchmark to 

investigate the LoD approach outlined in chapter 2. Two fully-atomistic force field descriptions, 

OPLS-AA and an OPLS-AA based model on using atomic geometries and charges of a coupled-

cluster DFT calculation, were utilized. Single and two-ellipsoid LoD representations of these AA 

models were calculated using the rule set presented in chapter 2 and run under similar simulations 

conditions compared to the AA simulations. Similarly to the findings in chapter 3, the single 

ellipsoid LoD model did not match the fully-atomistic results closely while the two-ellipsoid 

representation closely matched the all-atom description. Furthermore, for the DFT-based AA 

model simulations over a wide temperature range were performed and phase transitions within 

20 𝐾 (6%) of the experimental value were observed for the AA system as well as for the two-

ellipsoid LoD representation.  
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4.5.2 ETHYLENE CARBONATE 

 

Ethylene carbonate is an important, organic solvent which has the largest known dielectric 

constant and dipole density (see table 4.1) of any organic liquid. Its high relative permittivity and 

strongly polar nature make it suitable for the dissolution of ionic species in electrolyte solutions 

such as those used in lithium ion batteries. The large dipole density of ethylene carbonate also 

makes it a good reference system to test the LoD coarse-graining approach in the strong dipolar 

limit important to the ONLO community. 

The fully-atomistic model was obtained using the Gaussian 09D
[28]

 package with the B3LYP/6-

311+G(d,p) functional, PCM solvent model (dielectric constant of 90.5, n²=2.0164), and 

CHELPG charges at atom locations in conjunction with OPLS-AA parameters for Lennard-Jones 

radii and energies of individual atoms. Dielectric constant results of earlier LoD model 

simulations using the “simple touch” LJ LoD potential have previously been reported to be able 

to match the experimental dielectric constant
[37]

 of 90.5 at 40 °𝐶 within the error bar.
[38]

 

In this section, the current rule set of the LoD approach as presented in chapter 2 is used to obtain 

and perform LoD model simulation. The new results are then compared to the underlying fully-

atomistic simulation results under identical simulation conditions. Simulations were run with the 

“simple touch” LJ LoD potential from equation (2-2) with best-fit LJ 휀 obtained using equation 

(2-33) and additionally with the interaction area correction from equation (2-39). Furthermore, 

our currently best CG approach using the “adjusted width” LJ LoD potential from equation (2-6) 

with the interaction area correction from equation (2-39) was employed. Partial atomic charges at 

atomic locations were utilized throughout all simulations – including the LoD CG simulations – 

in order to focus on the LJ LoD potential descriptions. Two rigid LoD representations were used: 
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a single ellipsoid model encompassing the entire molecule and a two-ellipsoid model with an 

ellipsoid containing the OCOO carbonate subunit and one for the CH2-CH2 ethylene subunit. All 

ellipsoids were calculated following the description given in chapter 2.3.3 using a test sphere 

radius 𝑟𝑇 = 1.545 Å. Simulations were run with 432 molecules using the NPT ensemble under 

1 𝑎𝑡𝑚 at 40 °𝐶. 

The simulation results are summarized in table 4.3 with color-coded rows corresponding to the 

line colors presented in figures 4.13 and 4.14. The red row contains the fully-atomistic results, 

green rows represent results obtained using the “simple touch” LJ LoD potential with a constant 

LJ 휀, blue rows were run with the “simple touch” LJ LoD potential with the interaction area 

correction, and golden rows are using the “adjusted width” LJ LoD potential with interaction area 

correction. 

 

Table 4.3: Ethylene carbonate results average from 8 simulations with associated standard 

deviations using the NPT ensemble under 1 𝑎𝑡𝑚 at 40 °𝐶 with the models as described in the 

text (see Appendix B for model details). Note that 
12

2
𝑘𝐵 was added to heat capacities in order to 

account for internal degrees of freedom. Row colors correspond to the line colors used in figures 

4.13 and 4.14. 

Model Density [𝒈/𝒄𝒄] 𝒄𝑷 [𝑱/𝒎𝒐𝒍 − 𝑲] Dielectric 

AA model 1.265 ± 0.001 123 ± 7 91 ± 35 

Single ellipsoid LoD 1.265 ± 0.001 109 ± 4 83 ± 13 

Interaction Area (IA) 1.266 ± 0.001 109 ± 2 98 ± 11 

 “Adjusted width” and IA 1.274 ± 0.001 115 ± 3 103 ± 32 

Two-ellipsoid LoD 1.253 ± 0.001 112 ± 7 124 ± 38 

Interaction Area (IA) 1.254 ± 0.001 111 ± 3 119 ± 43 

 “Adjusted width” and IA 1.212 ± 0.001 119 ± 5 89 ± 33 
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The properties determined from the fully-atomistic simulation are very close to the experimental 

values of 1.321
𝑔

𝑐𝑐
 for the density,

[20]
 134

𝐽

𝑚𝑜𝑙 𝐾
 for the heat capacity,

[39]
 and 90 for the dielectric 

constant.
[20]

 The deviations of the AA model from these values are 4.2%, 8.2%, and 1.1%, for 

density, heat capacity, and dielectric constant, respectively. Given that the AA model was derived 

from an ab-initio DFT calculation using simple, atomic LJ parameters from the OPLS-AA force 

field, these are rather reasonable results. 

The observed, average LoD ellipsoid (single and two-ellipsoid) simulation densities are within 

less about 1% of the fully-atomistic average except for the two-ellipsoid LoD model using the 

“adjusted-width” LJ LoD potential with the interaction area correction which is off by about 4%. 

Furthermore, observed deviations of the LoD model from the AA model of average heat 

capacities are within 11% and dielectric constants are within their respective error bars of about 

30%. 

Based on the tabulated data both LoD models represent the underlying fully-atomistic model 

well. Sometimes the single ellipsoid model is closer on average (density, dielectric constant for 

“simple touch” LJ LoD potentials) to the fully-atomistic values; sometimes the two-ellipsoid 

model excels (heat capacity, dielectric constant for “adjusted width” LJ LoD potential). Overall, 

no clear best LoD representation emerges. 

Figure 4.13 displays radial distribution functions between the carbonate carbon centers for the 

single ellipsoid LoD representation using the different LoD LJ potentials mentioned above. The 

single ellipsoid LoD model using any of the three LJ LoD potential descriptions does not capture 

the intricate details found on the first peaks in the corresponding fully-atomistic data. 
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Figure 4.13: Carbonate carbon (highlighted by dashed black circle) center-center radial 

distribution function comparison between AA model (red dots) and single ellipsoid LoD 

simulation results with the “simple touch” LJ LoD potential with constant, best-fit LJ 휀 (green, 

dotted line), “simple touch” LJ LoD potential with interaction area correction (blue, dashed 

line), and the “adjusted-width” LJ LoD potential with the interaction area correction (gold, solid 

line). 

 

Peak heights of the radial distribution function between carbonate center-center locations are 

typically overshot by the single ellipsoid model and secondary peaks are slightly shifted 

compared to the AA model. The split first peak observed in the AA model’s radial distribution 

function, representing close-range molecular interactions, turns into a large, slightly narrower 

peak in the single ellipsoid LoD representation.  

In contrast to the single ellipsoid model, figure 4.14 displays the corresponding plots for the two-

ellipsoid model. The match between the two-ellipsoid LoD and the fully-atomistic radial 

distribution function between carbonate carbon center-center distances is outstanding, 



133 

 

particularly for the “adjusted width” LJ LoD potential with the interaction area correction using 

equations (2-6) and (2-39), respectively. 

 

Figure 4.14: Carbonate carbon (highlighted by dashed black circle) center-center radial 

distribution function comparison between AA model (red dots) and two-ellipsoid LoD 

simulation results with the “simple touch” LJ LoD potential with constant, best-fit LJ 휀 (green, 

dotted line), “simple touch” LJ LoD potential with interaction area correction (blue, dashed line), 

and the “adjusted-width” LJ LoD potential with the interaction area correction (gold, solid line). 

 

In summary, the ab-initio all-atom model for ethylene carbonate is able to provide a good match 

between simulation results and experimental values, particularly with respect to the dielectric 

constant emphasizing the benefits of using the enhanced reaction field approach. Furthermore, 

single and two-ellipsoid LoD representations are able to match the fully-atomistic simulation 

results well. However, only the two-ellipsoid LoD model was able the match the fully-atomistic 

molecular behavior, as evidenced by the radial distribution function between carbonate carbon 

centers. 
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4.5.3 ETHYL AMMONIUM NITRATE 

 

Ethyl ammonium nitrate was the first room temperature ionic liquid, which was synthesized in 

1914 by Paul Walden.
[40]

 It is included here to demonstrate the enhanced reaction field’s ability 

to be employed in systems with ionic contributions. 

The fully-atomistic model was obtained using the Gaussian 09D
[28]

 package with the B3LYP/6-

31G(d) functional in vacuum and CHELPG charges at atom locations in conjunction with OPLS-

AA parameters for Lennard-Jones radii and energies of individual atoms. Simulations were run 

with 108 ethyl ammonium and 108 nitrate moieties in an NPT ensemble under 1 𝑎𝑡𝑚 pressure at 

298 𝐾 using a two-ellipsoid LoD model for ethyl ammonium and a single ellipsoid for nitrate 

(see Appendix B for model parameters) with the enhanced reaction field model using the 

neutralized reaction sphere. The “adjusted width” LJ LoD potential from equation (2-6) was used 

in conjunction with the interaction area correction from equation (2-39). 

Simulation results using point charges and point dipoles at ellipsoid centers as well as fully-

atomistic partial charges at their original atomic locations inside the LoD ellipsoids are presented 

in table 4.4. 

Table 4.4: Ethyl ammonium nitrate results averages from 8 simulations using the NPT ensemble 

under 1 𝑎𝑡𝑚 at 298 𝐾 with reaction field long range model using two-ellipsoid LoD model with 

“adjusted-width” LJ LoD potential and interaction area correction using equations (2-6) and (2-

39), respectively. (See Appendix B for model parameters) Note that 
6

2
𝑘𝐵 was added to the heat 

capacities of the CG LoD results in order to account for internal degrees of freedom. 

Model 
Density 

[𝒈/𝒄𝒄] 
𝒄𝑷  

[𝑱/𝒎𝒐𝒍 − 𝑲] 
Dielectric 

from 𝒗𝒂𝒓(𝑴) 
Dielectric 

from 𝒈𝑲 

Point Charge and Point 

Dipole at Ellipsoid 

Center 

1.110 ± 0.002 75 ± 11 790 ± 138 23 ± 4 

AA partial charges 1.107 ± 0.003 147 ± 8 767 ± 134 24 ± 7 
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Two approaches to estimate the dielectric constant have been used. The first approach is the use 

of the simulated system’s total dipole moment fluctuation, the variance 𝑣𝑎𝑟(𝑀), as presented in 

equation (4-11). This approach leads to a dielectric constant that is very large, indicating charge 

transport – as one would expect from an ionic system – is taking place. In order to compensate 

for these contributions present in the total dipole moments of ionic systems, a second approach 

using the Kirkwood correlation factor is employed. The Kirkwood correlation factor can be 

calculated as:
[9,10,12,13,41]

 

𝑔𝐾 = 1 + 𝑧〈cos 𝛾〉 (4-34)  

Here, 𝛾 is the angle between a pair of dipoles and 𝑧 is the number of neighboring pairs. In this 

case the Kirkwood-Fröhlich equation
[9,10,12,13,41]

 can be used to calculate the dielectric constant: 

(휀 − 𝑛2)(2휀 + 𝑛2)

3휀
=
4𝜋𝜌𝑁𝜇

2

3𝑘𝑇
𝑔𝐾 (4-35)  

Here, 𝑛2 is the high-frequency dielectric used to attenuate electrostatics interactions, 𝜌𝑁 is the 

number density, and 𝜇 is the average molecular dipole moment. In the case of the ethyl 

ammonium nitrate ionic system, the only permanent dipole is that of the ethyl ammonium ion 

with a dipole of 𝜇 = 3.97 𝐷. For simulations using AA partial charges a correlation over all ethyl 

ammonium ions in the system gives 〈cos 𝛾〉 = −0.0022 ± 0.0022. Each ethyl ammonium ion 

has 𝑧 = 107 partners to interact with in the simulation box, giving a Kirkwood correlation factor 

of 0.765 ± 0.002 which in conjunction with the number density of the whole system, 123 ∙

1020𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒/𝑐𝑐, and the dipole moment of ethyl ammonium leads to the dielectric constant 

presented in table 4.2. The dielectric constants thus calculated with the Kirkwood correlation 

factor 𝑔𝐾 from equation (4-34) are very close to the experimental value
[42]

 of 26.3 ± 0.5. 
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The simulation densities are about 8% below the experimental value
[40]

 of 1.21
𝑔

𝑐𝑐
. This is likely 

due to using OPLS-AA derived LJ parameters as seen in previous sections. 

Interestingly, the choice of charge distribution for the LoD representation of ethyl ammonium 

nitrate led to marked differences in the molecule behavior in terms of resulting heat capacities 

which are different by a factor of about two. The heat capacity obtained using the AA partial 

charges is closest to the experimental value of 206
𝐽

𝑚𝑜𝑙 𝐾
.
[43]

 

Figure 4.15 shows the spatial distribution function using point charges and point dipoles at 

ellipsoid centers between the centers of ethyl ammonium and nitrate nitrogens when calculated 

from either side. The surface coloration shown represents positional probabilities of finding the 

opposing nitrogen ranging from fully transparent dark red, over blue to fully opaque bright green 

colors. 

 

Figure 4.15: Spatial distribution function using point charges and point dipoles at ellipsoid 

centers between a) ethyl ammonium nitrogen and nitrate nitrogen centers, and b) nitrate nitrogen 

and ethyl ammonium nitrogen centers; Surface colors represent positional probabilities of 

finding the opposing nitrogen ranging from dark red, fully transparent over blue to bright green, 

fully opaque colors. Note that for clarity only probabilities larger than 10% of the probability 

distribution peak maximum over all directions are plotted. 
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With partial charges reduced to a single point charge and point dipole at ellipsoid centers the 

most likely interaction between the ethyl ammonium ion and the nitrate counterion is in a 

direction perpendicular to the planes spanned by the hydrogens on the ammonium group and the 

oxygens on the nitrate.  

This behavior is not representative of experimental data. Experimental interaction sites are 

located around individual ammonium hydrogens and nitrate oxygens.
[44]

 However, when fully-

atomistic partial charges are used the experimental interaction behavior can be observed as 

displayed in figure 4.16. Therefore, in ionic systems with strongly localized ionic charges a 

simple multipole expansion needs to be avoided. 

 

 

Figure 4.16: Spatial distribution function using fully-atomistic partial charges at original atom 

centers between a) ethyl ammonium nitrogen and nitrate nitrogen centers, and b) nitrate nitrogen 

and ethyl ammonium nitrogen centers; Surface colors represent positional probabilities of 

finding the opposing nitrogen ranging from dark red, fully transparent over blue to bright green, 

fully opaque colors. Note that for clarity only probabilities larger than 10% of the probability 

distribution peak maximum over all directions are plotted. 

 

  



138 

 

4.6 DIELECTRIC BEHAVIOR OF POLED AND UNPOLED SYSTEMS OF YLD124 

 

The YLD124 chromophore is one of the workhorse organic non-linear optical chromophores with 

extensively published results wherein YLD124 is typically embedded in a host system.
[45–53]

 Only 

very recently has it been used as a neat material.
[54]

 

In this section, results of neat YLD124 systems simulated with and without an external poling 

field are presented. Fully-atomistic models of both enantiomers of YLD124
7
 were obtained using 

the Gaussian 09D
[28]

 package with the B3LYP/6-31G(d) functional in vacuum and CHELPG 

charges at atom locations in conjunction with OPLS-AA parameters for Lennard-Jones radii and 

energies of individual atoms. Simulations consist of a total of 108 chromophores, 54 of each 

enantiomer, represented by 19 ellipsoids per chromophore. Intra-molecular interaction energies 

were calculated from second-nearest neighbors and up, in accordance to settings used for the 

hydrocarbon chain simulations displayed in figure 2.16. Ellipsoids are connected at the bond 

locations determined by the AA model and only bond rotations are allowed, similarly to the 

hydrocarbon chain simulations. Partial charges of the underlying AA atom subset inside each 

ellipsoid were reduced to a point charge and a point dipole at the ellipsoid center. Simulations 

were run in the NPT ensemble under 1 𝑎𝑡𝑚 pressure with electrostatics interactions attenuated by 

𝑛2 = 1.72 based on the experimental refractive index. The AVA method
[38]

 (see chapter 3) was 

utilized throughout. 

Note that ellipsoid parameters and LJ energies were obtained using an earlier set of LoD rules 

(i.e. prior to chapter 2) with volumes typically within 10% of the current rule set and constant LJ 

                                                 
7
 The CF3-phenyl moieties can be placed on either side of the TCF-acceptor. 
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energies typically within a factor of two (see Appendix B for model parameters). Equilibrium 

densities of the presented simulations are within 10% of a simulation with the current ruleset. 

When an independent chromophore is placed in an electric field with free rotations in three 

dimensions its first three average order moments with respect to the electric field are given by the 

following Langevin order parameters:
[10,55,56]

 

〈cos 𝜃〉3𝐷 = coth 𝑓 − 𝑓
−1 

〈cos2 𝜃〉3𝐷 = 1 + 2𝑓
−2 − 2𝑓−1 coth 𝑓 

〈cos3 𝜃〉3𝐷 = coth 𝑓 − 3𝑓
−1 + 6𝑓−2 coth 𝑓 − 6𝑓−3 

(4-36)  

Here, 𝜃 is the angle between the chromophore dipole 𝜇 and the electric field 𝐸0, 𝑓 =
𝜇𝐸0

𝑘𝑇
 is the 

characteristic parameter at a given temperature 𝑇. 

In an ensemble of interacting chromophores the relations of equation (4-36) typically 

overestimate the actually achieved order parameters. In analogy to Kirkwood’s introduction of 

the Kirkwood correlation factor 𝑔𝐾 to the calculation of the dielectric constant in equation (4-35) 

describing effective dipole alignment the Kirkwood correlation factor is introduced to give an 

effective Kirkwood-Langevin parameter:  

𝑓𝑒𝑓𝑓 =
𝜇𝐸0
𝑘𝑇

𝑔𝐾 =
3휀

2휀 + 1

𝜇𝐸

𝑘𝑇
𝑔𝐾 (4-37)  

Figure 4.17 displays simulation results depicting the temperature dependence of the average 

cosine of the angle between the overall, fixed chromophore core dipole (blue center ellipsoids) 

and the external electric poling field of magnitude 𝐸 = 100
𝑉

µ𝑚
. Langevin order for 〈cos 𝜃〉3𝐷 

using equation (4-36) is displayed. Additionally, a single parameter fit to the effective Kirkwood-

Langevin order 〈cos 𝜃〉 using the parameter 𝑓𝑒𝑓𝑓 from equation (4-37) yielding 𝑔𝐾 = 0.44 ± 0.01 
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is shown matching the simulated order well over the temperature range. Furthermore, the same 

value of 𝑔𝐾 obtained from the fit to 〈cos 𝜃〉 also matches the order parameters 〈cos2 𝜃〉 and 

〈cos3 𝜃〉 across the entire temperature range. 

 

Figure 4.17: Simulated temperature dependence of the average cosine of the angle between 

overall chromophore dipole moment and external poling field for poled YLD124 systems each 

containing 108 chromophores; Also shown are traces corresponding Langevin order and to the 

effective Langevin order scaled by the Kirkwood correlation factor 𝑔𝐾 fit to the average cosine 

order for average 〈cos 𝜃〉, 〈cos2 𝜃〉, and 〈cos3 𝜃〉 order parameters. 

 

With the Kirkwood correlation factor determined a calculation of the dielectric constant using the 

Kirkwood-Fröhlich equation (4-35) can be undertaken. Figure 4.18 shows the results of the thus 
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obtained dielectric constants over the entire temperature range (green filled curve) matching the 

simulation dielectric constants (red dots with solid line) calculated using the direct calculation 

approach from equation (4-3). Also displayed are dielectric constants calculated from the total 

dipole moment fluctuation using equations (4-10) for poled and (4-11) for unpoled systems. 

 

Figure 4.18: Simulated temperature dependence of the dielectric constant of unpoled and poled 

YLD124 systems each containing 108 chromophores; for the poled system dielectric constants a 

trace corresponding to the dielectric constant obtained using the Kirkwood-Fröhlich equation 

using the Kirkwood correlation factor 𝑔𝐾 fit in figure 4.17 

 

The dielectric constants obtained using the fluctuation approach (blue and green dots with solid 

lines) show identical values within their respective error bars slightly above 𝑛2 = 2.89 (dashed 

line). These relatively low dielectric constants correspond to a system that in the simulation 
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environment cannot move easily, a feature of many dense system simulations. In order for the 

dipole fluctuations to reach realistic levels, unpoled simulations would have to be run 

unpractically long (see TCP-Me system order equilibration in chapter 3). Fortunately, for poled 

systems simulated using AVA, equilibrium order can be achieved more rapidly and the dielectric 

constants thus obtained can be used. 

This notion can be further investigated when, instead of varying temperature, the electric field 

strength is varied. Figure 4.19 shows simulation results of the dielectric constant at a constant 

temperature of 400 𝐾 but with varying electric field strengths.  

 

 

Figure 4.19: Simulated electric field dependence of the dielectric constant of a poled YLD124 

system containing 108 chromophores; Also shown is a filled curve corresponding the dielectric 

constant calculated from 𝑔𝐾 obtained from a fit to the average cosine order to the effective 

Langevin order 
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Simulations were conducted using traditional NPT ensembles from the first cycle as well as using 

AVA for the first 40 kcycles dropping the system off at a density of about 0.4
𝑔

𝑐𝑐
. The displayed 

averages are Boltzmann-weighted averages using the overall system energy difference between 

simulations referenced to the first simulation, 𝑒−
∆𝑈0𝑖

𝑘𝑇⁄ , with ∆𝑈0𝑖 = 𝑈𝑖 − 𝑈0, in order to avoid 

numerical problems with large exponents. As previously observed for simulations using AVA, 

overall system energies were lower compared to traditional NPT simulations. 

The dielectric constants calculated directly from the overall dipole moment (red dots with error 

bars) match the dielectric constant calculated using the Kirkwood-Fröhlich equation (4-35) within 

the respective error bars up to a field strength of 220
𝑉

𝜇𝑚
 after which the directly calculated 

dielectric constants drop off somewhat. 

The average dielectric constant in conjunction with an estimate of the first-order 

hyperpolarizability, 𝛽𝑧𝑧𝑧(−𝜔, 0, 𝜔), and some additional, experimentally available parameters is 

all that is needed to calculate the electro-optic activity of a chromophore system:
[10,49]

 

𝑟33 =
2𝑔(𝜔, 휀)

𝑛𝜔
4

𝛽𝑧𝑧𝑧(−𝜔, 0, 𝜔)𝜌𝑁〈cos
3 𝜃〉 with 𝑔(𝜔, 휀) =

휀(𝑛0
2 + 2)

2휀 + 𝑛0
2 (

𝑛𝜔
2 + 2

3
)

2

 (4-38)  

Here, 𝜔 is the frequency of light passed through a device, 𝑛𝜔 is the refractive index at that 

operating frequency, 휀 is the static dielectric constant, and 𝑛0 is the extrapolated zero-frequency 

refractive index. 

For the given CLD-type chromophore systems measured at 1310 𝑛𝑚 one can combine the 

measured parameters and perform unit conversions in order to arrive at the more easily used 

approximate formula for 𝑟33: 
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𝑟33 [
𝑝𝑚

𝑉
] = 42

𝛽𝑧𝑧𝑧(−𝜔, 0, 𝜔)

1000 ∙ 10−30 𝑒𝑠𝑢

𝜌𝑁〈cos
3 𝜃〉

1020
𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠

𝑐𝑐

 (4-39)  

The simulations provide values for the chromophore loading, 𝜌𝑁〈cos
3 𝜃〉, in conjunction with an 

estimate of 𝛽𝑧𝑧𝑧 = 8100 ∙ 10
−30 𝑒𝑠𝑢 the resulting electro-optic activity 𝑟33 is displayed in figure 

4.20. Additionally, traces of the electro-optic activity using Langevin order 〈cos3 𝜃〉3𝐷 from 

equation (4-36) and with the effective Langevin order using the Kirkwood-Langevin parameter 

from equation (4-37) with 𝑔𝐾 obtained from a fit to the average cosine order. 

 

 

Figure 4.20: Simulated electric field dependence of the electro-optic activity, 𝑟33, of a poled 

YLD124 system containing 108 chromophores; also shown are traces corresponding to 𝑟33 under 

Langevin order and under Langevin order scaled by the Kirkwood correlation factor 𝑔𝐾 

 



145 

 

The simulated poling efficiency of 3.5 ± 0.2
𝑛𝑚2

𝑉2
 is much larger than the experimentally obtained 

poling efficiency of 1.9 ± 0.2
𝑛𝑚2

𝑉2
.
[54]

 The difference could be explained either by too large of an 

estimate for 𝛽𝑧𝑧𝑧 or by simulation order that is much higher than the experimentally observed 

order. An estimate for the first-order hyperpolarizability matching the experimental value while 

maintaining the simulated chromophore loading would be 𝛽𝑧𝑧𝑧 = 4400 ∙ 10
−30 𝑒𝑠𝑢. Without any 

other information this number does not sound unreasonable. 

However, experimental data exists of a similar chromophore, JRD1, which has been modified 

slightly from YLD124 by substituting diphenyl moieties for the dimethyl moieties on the 

YLD124’s donor attachment.
[54]

 This substitution, from a tert-Butyldimethylsilyl (TBDMS) ether 

to a tert-Butyldiphenylsilyl (TBDPS) ether, is not coupled into the electro-optically active region 

of the chromophore and therefore is not expected to change the molecular first-order 

hyperpolarizability. 

The experimentally observed poling efficiency of JRD1
[54]

 is 3.4 ± 0.2, in conjunction with the 

simulated chromophore loading fit using the effective Kirkwood-Langevin 𝑔𝐾, it can be used  to 

arrive at an estimate of 𝛽𝑧𝑧𝑧 = (8500 ± 700) ∙ 10
−30 𝑒𝑠𝑢 as depicted in figure 4.21. 

This estimated value of the first-order hyperpolarizability, combining theoretical results with 

experimental observation, indicates that the observed performance of YLD124 is caused by lower 

chromophore loading. Together with the theoretical observation that equilibrium acentric order 

and chromophore loading of both YLD124 and JRD1 are identical within their respective error 

bars, this leads to the conclusion that YLD124 is kinetically trapped in comparison to JRD1. 
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Figure 4.21: Simulated electric field dependence of the electro-optic activity, 𝑟33, of a poled 

JRD1 system containing 108 chromophores; also shown are traces corresponding to 𝑟33 under 

Langevin order and under Langevin order scaled by the Kirkwood correlation factor 𝑔𝐾 
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4.7 CONCLUSIONS 

 

In conclusion, equations for the determination of dielectric constants from simulation results were 

derived and were applied to a wide variety of molecules. Additionally, an enhanced reaction field 

description consistent with the Onsager reaction field was introduced that allows the usage of 

both point charges and point dipoles, and their interaction, as well as being stable for use in net-

neutral systems with ionic molecules. 

As a first test case, simulations of the dielectric behavior of acetonitrile were used as a 

benchmark to investigate the LoD approach outlined in chapter 2. Two fully-atomistic force field 

descriptions, OPLS-AA and an OPLS-AA based model using atomic geometries and charges of a 

coupled-cluster calculation, were utilized. In both cases, the fully-atomistic behavior was 

matched by the two-ellipsoid LoD model, a result similar to the observations made in chapter 3 

for a CLD-type system. Furthermore, for the CCSD-based AA model simulations over a wide 

temperature range were performed and phase transitions within 20 𝐾 (6%) of the experimental 

value were observed for the AA system as well as for the two-ellipsoid LoD representation. 

Simulation results of ethylene carbonate revealed an even more impressive correspondence of the 

two-ellipsoid LoD model with fully-atomistic behavior. The experimental dielectric constant of 

ethylene carbonate was successfully matched by theory with the current LoD rule set by both 

single and two-ellipsoid LoD models. 

Ethyl ammonium nitrate, believed to be the first reported room-temperature ionic liquid, was 

used to demonstrate the ability to simulate ionic systems. Fully-atomistic charges were needed 

for the system to behave similar to experimental observations. The experimental dielectric 

constant of ethyl ammonium nitrate could be matched within the error bar by using the 
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Kirkwood-Fröhlich equation in conjunction with a determination of the Kirkwood correlation 

factor 𝑔𝐾 from correlations in the simulated trajectories. 

Finally, the dielectric behavior of two related, complex ONLO chromophore systems, YLD124 

and JRD1, was studied. In conjunction with an effective Langevin order parameter the Kirkwood 

correlation factor 𝑔𝐾 was obtained and used in the description of overall electro-optic activity of 

those chromophores. By combining theoretical results and experimental observations it could be 

concluded that YLD124 is kinetically trapped in comparison to JRD1. 
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5 SIMULATION RESULTS OF TCF-BASED ELECTRO-OPTIC 

CHROMOPHORE SYSTEMS 

5.1 INTRODUCTION 

 

This chapter represents the bulk of the simulation work performed on electro-optic chromophore 

systems using the tricyanofuran (TCF) acceptor. The TCF acceptor
[1,2]

 and its related, stronger 

analogues, TCF-CF3
[3]

 and TCF-CF3-Phenyl,
[4,5]

 have been used in a variety of organic non-linear 

optical chromophores with large electro-optic activities able to achieve device drive voltages 

below 𝑉𝜋 < 1 𝑉.
[6–12]

 

 

5.2 METHODOLOGY 

 

Fully-atomistic model geometries were obtained using the Gaussian 09D
[13]

 package with the 

B3LYP/6-31G(d) functional in vacuum based on the methodology developed by Dr. Lewis 

Johnson.
[14]

 Additionally, CHELPG charges at atom locations calculated using Gaussian 09D
[13]

 

in conjunction with OPLS-AA parameters for Lennard-Jones radii and energies of individual 

atoms were utilized. 

Intra-molecular interaction energies were calculated from second-nearest neighbors and up, in 

accordance to settings used for the hydrocarbon chain simulations displayed in figure 2.16. LoD 

ellipsoids were connected at the bond locations determined by the AA model and only bond 
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rotations are allowed, similarly to the aforementioned hydrocarbon chain simulations. Partial 

charges of the underlying AA atom subset inside each ellipsoid were reduced to a point charge 

and a point dipole at the ellipsoid center. Simulations were run in the NPT ensemble with 

electrostatics interactions attenuated by 𝑛2 = 1.72, representing the typical experimental 

refractive index of these chromophore systems, the reaction field approach presented in chapter 4 

was used throughout. Furthermore, all simulation results presented in this chapter were simulated 

with an external poling field of 100
𝑉

𝜇𝑚
. 

The present results represent hundreds of individual simulation runs performed over a time period 

during which the final rule set of the LoD approach was still emerging. Particularly, the best fit 

Lennard-Jones potential energy values and their associated combination rules were not yet fully 

developed. For this reason, all simulations were performed with a constant value of the Lennard-

Jones energy, 𝜀𝐿𝑜𝐷, calculated for each LoD ellipsoid from the underlying subset of atoms in a 

simplified way based on the far-range limit of the LJ energy. 

When the interaction distance 𝑟𝑇 is much larger than the average ellipsoid size 〈𝜎𝐿𝑜𝐷〉, the LJ 

energy asymptotes towards the following upper limit: 

𝜀𝑓𝑎𝑟 ≝ lim
𝑟𝑇≫〈𝜎𝐿𝑜𝐷〉

𝜀𝐿𝑜𝐷(𝑟𝑇) = (∑ √𝜀𝑖

𝑁

𝑖=1

)

2

≥ ∑ 𝜀𝑖

𝑁

𝑖=1

 (5-1)  

Here, 𝜀𝑖 are the LJ potential energies of the underlying subset of 𝑁 atoms. In chapter 2 it was 

shown that 𝜀𝑓𝑎𝑟 is an upper limit to 𝜀𝐿𝑜𝐷(𝑟𝑇) (figure 2.9). The right-hand term of the inequality in 

equation (5-1) fulfills this requirement and could therefore be used to estimate 𝜀𝐿𝑜𝐷: 
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√𝜀𝑓𝑎𝑟 ≥ √𝑁√
1

𝑁
∑(√𝜀𝑖)

2
𝑁

𝑖=1

= √𝜀𝐿𝑜𝐷 (5-2)  

This result can be interpreted as the root sum of squares (RSS) of the individual atomic LJ energy 

contributions, √𝜀𝑖, using the standard LJ energy combination rule 𝜀𝑖𝑇 = √𝜀𝑖𝜀𝑇. 

A downside to the RSS approach in equation (5-2) is that it gives equal weight to each atom. At 

closer range, physical LJ interactions are predominantly with atoms close to the surface and inner 

atoms do not contribute significantly to the overall interaction energy.
1
 This can be reflected by 

adding weights to the RSS approach which are larger the closer an underlying atom’s surface is 

to the ellipsoid surface: 

√𝜀𝐿𝑜𝐷 = √𝑁√
1

𝑁

∑ 𝑤𝑖𝜀𝑖
𝑁
𝑖=1

∑ 𝑤𝑖
𝑁
𝑖=1

    with    𝑤𝑖 =
‖𝑟𝑖 − 𝑟𝐿𝑜𝐷‖ +

𝜎𝑖

2

𝑟𝐿𝑜𝐷
𝑆𝑢𝑟𝑓𝑎𝑐𝑒

(𝑟𝑖 − 𝑟𝐿𝑜𝐷)
 (5-3)  

Here, (𝑟𝑖 − 𝑟𝐿𝑜𝐷) is the vector from the LoD ellipsoid center to the 𝑖-th underlying atom center, 
𝜎𝑖

2
 

is the radius of the 𝑖-th underlying atom, and the function 𝑟𝐿𝑜𝐷
𝑆𝑢𝑟𝑓𝑎𝑐𝑒

(𝑟) is the distance from the 

LoD ellipsoid center to its surface in the direction of 𝑟. The choice of weights satisfies the 

condition described above but better, more accurate weights may exist.
2
 

Amazingly, however, the approach in equation (5-3) is able to yield values of the ellipsoidal 

Lennard-Jones energy parameter 𝜀𝐿𝑜𝐷 which are of similar magnitude (typically within a factor of 

two) than the more sophisticated approach of finding the best-fit value presented in chapter 2. 

More importantly, this approach was able to yield LJ energy which can now be classified as good 

enough compared to the final rule set – during the time period some of the simulations presented 

                                                 
1
 This notion is the basis of the GB-like “adjusted width” LJ LoD potential. 

2
 For example, the best-fit LJ energy values could be used to determine them.  
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in this chapter were conducted it was the only available, reliable method for the estimation of LJ 

energy parameters for ellipsoids representing large collections of atoms. 

 

5.3 C1 AND CLD-C1 

 

The attachment of pendant groups containing benzoyl coumarins to electro-optic chromophores 

of the FTC and CLD-type has led to about a two- to threefold improvement in the macroscopic 

electro-optic activity.
[15,16]

 Coumarin-containing polymers observe liquid crystalline stacking 

behavior with a stacking direction typically perpendicular to the direction of the light field.
[17–21]

 

Experimental data suggests that poled films of C1 (FTC-based) and CLD-C1 (CLD-based) 

exhibit centrosymmetric chromophore order in the direction of an applied poling field with 

coumarin alignment perpendicular to the chromophore order.
[15,16,22]

 Reported experimental 

poling efficiencies for C1 systems are 1.24
𝑛𝑚2

𝑉2  on ITO and 1.92
𝑛𝑚2

𝑉2  on TiO2-coated ITO while 

CLD-C1 has a reported poling efficiency of 2.52
𝑛𝑚2

𝑉2  on TiO2-coated ITO, while no errors were 

reported for C1 systems, substantial errors of at least 25% were reported for values of CLD-

C1.
[15,16]

 

Simulations of both C1 and CLD-C1 systems were conducted with 108 chromophores per 

simulation in an NPT ensemble at 400 𝐾 under a pressure of 1 𝑎𝑡𝑚 for simulations using AVA 

and 0.1 𝑎𝑡𝑚 for older simulations using traditional NPT
3
. The reaction field approach presented 

in chapter 4 was used and electrostatics interaction were attenuated by 𝑛2 = 1.72. Fully-atomistic 

details were obtained using a DFT calculation as outlined in the methodology section. 

                                                 
3
 The slightly lower pressure slowed the condensation behavior and can be seen as a pre-cursor to AVA. 
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Figure 5.1 displays the LoD representations used for both molecules. Underlying atomic partial 

charges were reduced to a single charge and a point dipole at each ellipsoid center. 

 

Figure 5.1: LoD representation used for a) C1 using 26 ellipsoids, and b) CLD-C1 using 24 

ellipsoids 

 

Note that the model used for C1 uses two more ellipsoids than the CLD-C1 LoD representation. 

It was later verified with small-scale CLD-C1 simulations (not included here) that the LoD 

representation with 24 ellipsoids produced identical results to the slightly more intricate 

representation using 26 ellipsoids. Since then, of course, the results presented in chapter 3 have 

shown that for the unprotected CLD-type chromophore core, with no pendant groups attached, 

the two-ellipsoid LoD representation is more accurate. 

Table 5.1 gives an overview of basic simulation results for C1 and CLD-C1. Multiple simulation 

results of CLD-C1 are presented using the same LoD model but with slightly different 

prescriptions during the initial stages of the simulations. Most notable, a precursor to the AVA 

method (chapter 3) using a LJ potential for molecule-internal energy calculations similarly to 

equation (3-1) slowly ramping up the attractive part until about 80% of the final density was 

reached. An overall results row (light green) for CLD-C1 was calculated based on a Boltzmann-
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weighted average using the overall system energies. Note that no correction based on the internal 

degrees of freedom was performed for heat capacities. 

Table 5.1: C1 and CLD-C1 basic simulation results collection (density, heat capacity, and 

dielectric constant) sampled over last 40 kcycles of 240 kcycles of simulations. (See Appendix B 

for model parameters) Note that no correction for internal degrees of freedom for heat capacity 

results was performed. 

Model # sims Density [𝒈/𝒄𝒄] 𝑯𝒕𝒐𝒕𝒂𝒍 [𝒌𝑱/𝒎𝒐𝒍] 𝒄𝑷 [𝑱/𝒎𝒐𝒍 − 𝑲] Dielectric 

C1
a,b

 17 0.98 ± 0.01 -160 ± 2 147 ± 27 16 ± 2 

CLD-C1
a
 9 0.95 ± 0.01 -122 ± 7 223 ± 53 11 ± 5 

CLD-C1
a,b

 13 0.95 ± 0.01 -118 ± 3 172 ± 58 11 ± 2 

CLD-C1
c
 12 0.95 ± 0.01 -121 ± 3 176 ± 56 12 ± 1 

CLD-C1
overall

 34 0.95 ± 0.01 -121 ± 4 187 ± 55 12 ± 2 
 

a
NPT at 0.1 𝑎𝑡𝑚, 

b
repulsive internal LJ interactions during first 10 kcycles, 

c
AVA for first 40 

kcycles, NPT at 1 𝑎𝑡𝑚 

 

 

Simulated densities are a little bit larger than expected from more recent simulations, particularly 

those of YLD124 and JRD1 systems presented in the next section which consistently yield 

densities of around 0.8 
𝑔

𝑐𝑐
. This behavior, while certainly not unphysical, may be caused by a 

slight overestimation of the ellipsoid Lennard-Jones energies that have been calculated using 

equation (5-3). Interestingly, both the simulated system enthalpy magnitude and the value of the 

dielectric constant are increased by about 33% in C1 compared to CLD-C1 while the heat 

capacity of C1 is predicted to be lower by about 21%. Based on small-scale CLD-C1 simulations 

using a similarly partitioned model, the additional two ellipsoids used in the C1 model are 

responsible for the shift in energy. The differences in heat capacity and dielectric constant cannot 

be attributed to this effect, however, because the heat capacity decreases (stronger energy 
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fluctuations would increase it) and the dielectric constant increases instead of staying constant as 

C1’s slightly lower dipole moment of about 22 𝐷 compared to about 24 𝐷 for CLD-C1 is 

compensated by the difference in number density. The increase in dielectric constant thus could 

be indicative of higher acentric order. 

Table 5.2 lists average order parameters for C1 and CLD-C1 based on the angle, 𝜃, of the fixed 

chromophore core dipole moment with the external electric field. Furthermore, estimates of C1 

and CLD-C1 poling efficiencies using equation (4-39) with estimated first-order 

hyperpolarizabilities of 𝛽𝑧𝑧𝑧
1310 𝑛𝑚(𝐶1) = 4050 ∙ 10−30𝑒𝑠𝑢 and 𝛽𝑧𝑧𝑧

1310 𝑛𝑚(𝐶𝐿𝐷 − 𝐶1) = 8100 ∙

10−30𝑒𝑠𝑢 are included for comparison with experimental results. Note that errors on estimated 

poling efficiencies do not include error contributions from first-order hyperpolarizabilities. 

 

Table 5.2: C1 and CLD-C1 average order related simulation results (〈𝑃2(𝜃)〉, 〈cos3 𝜃〉, 
𝜌𝑁〈cos3 𝜃〉 of 17 C1 and 34 CLD-C1 simulations, and estimated poling efficiency) sampled over 

last 40 kcycles of 240 kcycles of simulations. 

Model 
Chromophore 

〈𝑷𝟐〉 
Coumarin 

〈𝑷𝟐〉 
〈𝐜𝐨𝐬𝟑 𝜽〉 𝝆𝑵〈𝐜𝐨𝐬𝟑 𝜽〉d

 
est. poling 

efficieny
e
 

C1
a,b

 0.03 ± 0.05 0.01 ± 0.05 0.17 ± 0.04 0.75 ± 0.17 1.3 ± 0.3 

CLD-C1
overall

 0.04 ± 0.05 -0.01 ± 0.05 0.15 ± 0.04 0.60 ± 0.17 2.0 ± 0.6 
 

a
NPT at 0.1 𝑎𝑡𝑚, 

b
repulsive internal LJ interactions during first 10 kcycles, 

c
AVA for first 40 

kcycles, NPT at 1 𝑎𝑡𝑚, 
d
in units of 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐, 

e
in units of 𝑛𝑚2/𝑉2 

 

 

Within error bars C1 and CLD-C1 exhibit identical theoretically predicted order parameters and 

chromophore loading. This is consistent with expectations since from a CG simulation 

perspective CLD-C1 and C1 are very similar with respect to their molecular shape and dipole 

distribution. What distinguishes both chromophores are their inherent first-order 
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hyperpolarizabilities. The estimated poling efficiency for CLD-C1 of (2.0 ± 0.7)
𝑛𝑚2

𝑉2  is close to 

the experimental value
[16]

 of 2.52
𝑛𝑚2

𝑉2 , especially when the experimentally observed error in the 

data of about 25% (±0.6
𝑛𝑚2

𝑉2 ) is considered. The estimated theoretical poling efficiency for C1 of 

(1.3 ± 0.3)
𝑛𝑚2

𝑉2
 corresponds very well to reported data of C1 on ITO of 1.24

𝑛𝑚2

𝑉2
 but seems too 

low compared to the value on TiO2-coated ITO of 1.92
𝑛𝑚2

𝑉2
.
[15,16]

 However, if one were to assume 

an experimental error similar to that reported for CLD-C1 of 25% for the C1 results than the 

experimental results on ITO and TiO2-coated ITO would exhibit overlapping error bars with each 

other and with the theoretical value. This seems consistent with results from a study using 

chromophores very similar to those used here, YLD124 and JRD1 on TiO2-coated ITO, that did 

not observe improved poling results due to TiO2 but exhibited similar errors.
[23]

 

An important feature of the experimental reports on C1 and CLD-C1 is the centrosymmetric 

order parameter 〈𝑃2(𝜃)〉 =
1

2
(3〈cos2 𝜃〉 − 1). The reported experimental values for C1 

centrosymmetric order are 〈𝑃2〉 = 0.24 for the chromophore core and 〈𝑃2〉 = −0.19 for the 

coumarins.
[16]

 Comparative data on CLD-C1 seems to be slightly inconclusive with reported 

values for the chromophore of 〈𝑃2〉 = 0.12, 0.29 and opposite behavior for the coumarins of 

〈𝑃2〉 = +0.08.
[16]

 

Theoretical data does not indicate a significant centrosymmetric order in the poling direction for 

chromophore cores or perpendicular to it for the coumarins when averaged over the entire data 

set (see table 5.2). For some hand-selected trajectories, however, when investigated using a Q-

tensor analysis
[24–27]

 to determine the direction of maximum centrosymmetric order, data sets can 
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be identified which exhibit increased centrosymmetric order for both the chromophore core and 

the coumarins. 

Figure 5.2 shows the result of the Q-tensor data analysis of select trajectories for both C1 and 

CLD-C1. Shown is a unit sphere on which the order directors of the chromophore core (red dots) 

and of the coumarins (green dots) are placed. The centrosymmetric order parameter in each of 

these order directors is displayed as well. The 〈𝑃2〉 values of 0.21 ± 0.02 and 0.12 ± 0.02 of the 

chromophore core centrosymmetric order of C1 and CLD-C1, respectively, compare well with 

the individual results observed in the experiment.  

 

Figure 5.2: Major centrosymmetric order directions determined using a Q-tensor analysis of a 

select trajectory for a) C1, and b) CLD-C1 ; Red dots represent order directions for the 

chromophore core, green dots for coumarins. 〈𝑃2〉 values for each director are provided for the 

particular analyses shown. 

 

The directors of coumarin centrosymmetric order are rotated about 35° − 70° away from the 

chromophore order director with 〈𝑃2〉 values between 0.05 ± 0.02 and 0.1 ± 0.02 corresponding 

to a predominantly perpendicular alignment with respect to the chromophore. This is consistent 

with the experimental observation.  
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Table 5.3 summarizes values obtained from the Q-tensor analysis averaged over the entire data 

set. Averages of 〈𝑃2〉 = 0.06 ± 0.12 for the C1 chromophore core, 〈𝑃2〉 = 0.07 ± 0.10 for the 

CLD-C1 chromophore, and 〈𝑃2〉 = −0.01 ± 0.10 for both the C1 and the CLD-C1 set of 

coumarins were obtained. Within respective error bars, this data overlaps with the data presented 

in table 5.2 and also partially with experimental data, particularly with data reported for CLD-C1. 

Table 5.3: Average Q-tensor centrosymmetric order results for chromophore core, overall 

coumarin order, and individual coumarins of 17 C1 and 34 CLD-C1 simulations over last 40 

kcycles of 240 kcycles of simulations. 

Model 
Chromophore 

〈𝑷𝟐〉 
Donor 

Coumarin 〈𝑷𝟐〉 
Bridge 

Coumarin 〈𝑷𝟐〉 
Overall 

Coumarin 〈𝑷𝟐〉 

C1
a,b

 0.06 ± 0.12 0.04 ± 0.13 0.03 ± 0.13 -0.01 ± 0.10 

CLD-

C1
overall

 
0.07 ± 0.10 -0.05 ± 0.13 0.05 ± 0.12 -0.01 ± 0.10 

 

a
NPT at 0.1 𝑎𝑡𝑚, 

b
repulsive internal LJ interactions during first 10 kcycles, 

c
AVA for first 40 

kcycles, NPT at 1 𝑎𝑡𝑚 

 

In summary, C1 and CLD-C1 simulations were performed and average system properties 

determined. Estimations of overall poling efficiency, based on simulated acentric order and 

number density for C1 and CLD-C1, were consistent with experimental results of C1 on ITO and 

CLD-C1 on TiO2-coated ITO. Furthermore, a Q-tensor analysis spanning the entire data set was 

undertaken. For the entire data set, resulting 〈𝑃2〉 values only partially matched experimental 

values. However, for selected trajectories out of the entire data set, chromophore and coumarin 

centrosymmetric order parameters fully consistent with experimental values could be found. This 

observed strong variance in the centrosymmetric behavior, particularly for the coumarin moieties, 

may explain a similar fluctuation seen in experimental data points. 

Overall, theoretical results match experimental acentric order well but seem to underestimate 

centrosymmetric order, especially for the coumarin moieties. The present work on C1 and CLD-
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C1 used an earlier iteration of the now complete LoD rule set. In addition to using the current 

LoD approach, future work on C1 and CLD-C1 will focus on improving interactions between 

coumarins as the driving force for enhanced centrosymmetric order based on the approach used 

in chapter 2.5.1 successfully modeling the π-stacking interactions of benzene and 

hexafluorobenzene. 

5.4 YLD124 AND JRD1 

 

It is a wide-spread approach to embed electro-optic chromophores in a polymer host such as 

poly(methyl methacrylate) (PMMA) or amorphous polycarbonate (APC).
[28–30]

 There are multiple 

benefits to such a strategy including material processability, EO chromophore protection from 

mechanical, chemical, as well as optical stresses, and possible adjustability of the composite 

material’s glass transition temperature. Furthermore, for non-film forming chromophores this 

guest-host type architecture may be the only available route to a functioning EO material. 

The downside of the guest-host approach, however, is a lowered EO chromophore number 

density compared to a neat material only consisting of EO chromophores. A diminished 

chromophore number density directly leads to a diminished electro-optic activity. A possible 

solution to this problem is to replace the electro-optically inactive polymer host with an electro-

optic material. One such resulting binary chromophore system, based on the chromophores 

PSLD41 with YLD124, is presented in the next section. Another strategy is to avoid the host 

polymer altogether. The addition of interacting side-chains to the EO chromophore such as the 

coumarin-containing pendant groups of C1 and CLD-C1 discussed in the previous section is one 

such strategy.
[15,16]
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In this section, the EO chromophores YLD124 and JRD1
[23]

 are investigated as neat materials 

using the simulation approach outlined in the methodology section and in chapter 4.6. 

Figure 5.3 displays the LoD representations used for both molecules. Underlying atomic partial 

charges were reduced to a single charge and a point dipole at each ellipsoid center. Furthermore, 

an additional quadrupolar expansion at each ellipsoid center was investigated as well. 

Simulations consisted of a total of 108 chromophores, 54 of each enantiomer. 

 

Figure 5.3: LoD representation used for a) YLD124 using 19 ellipsoids, and b) JRD1 using 20 

ellipsoids 

 

Table 5.4 gives an overview of the obtained simulation results. No significant centrosymmetric 

order was observed and it was thus omitted from this table. The results in table 5.4 are divided by 

row color into two simulation approaches: traditional NPT (light orange) and AVA simulations 

(light green). Overall values Boltzmann-averaged over NPT and AVA simulations (light blue 

rows) for dipolar systems using Boltzmann-weighted averages based on the overall simulation 

energies are included as well.
4
 

                                                 
4
 Quadrupolar averages mirror dipolar averages but are excluded here due to the JRD1 simulations’ slow system 

convergence. 
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Table 5.4: YLD124 and JRD1 simulation results collection (density, heat capacity, dielectric 

constant, acentric order, and chromophore loading) sampled over last 40 kcycles of 240 kcycles 

of simulations. (See Appendix B for model parameters) Light orange colored rows represent 

traditional NPT simulations, light green colored rows used AVA for first 40 kcycles, and light 

blue colored rows show overall average quantities based on Boltzmann-weighted averaging. 

Note that no correction for internal degrees of freedom for heat capacity results was performed. 

Model # Density
c
 𝒄𝑷

d
 Dielectric 〈𝐜𝐨𝐬𝟑 𝜽〉 𝝆𝑵〈𝐜𝐨𝐬𝟑 𝜽〉e

 

YLD124
a
 6 0.82 ± 0.01 105 ± 23 6 ± 1 0.04 ± 0.02 0.23 ± 0.13 

YLD124
a,b

 5 0.80 ± 0.01 156 ± 41 9 ± 2 0.06 ± 0.02 0.31 ± 0.10 

JRD1
a
 10 0.83 ± 0.01 127 ± 29 14 ± 4 0.14 ± 0.05 0.63 ± 0.24 

JRD1
a,b

 8 0.79 ± 0.01 >5000
f
 12 ± 3 0.13 ± 0.05 0.53 ± 0.19 

YLD124
c
 8 0.79 ± 0.06 141 ± 77 19 ± 2 0.17 ± 0.01 0.93 ± 0.08 

YLD124
b,c

 5 0.71 ± 0.03 126 ± 33 20 ± 2 0.21 ± 0.03 1.04 ± 0.14 

JRD1
c
 8 0.81 ± 0.02 115 ± 26 18 ± 2 0.22 ± 0.03 0.95 ± 0.11 

JRD1
b,c

 4 0.78 ± 0.02 >5000
f
 20 ± 4 0.25 ± 0.04 1.04 ± 0.19 

YLD124
overall

 14 0.79 ± 0.03 135 ± 66 17 ± 6 0.15 ± 0.06 0.83 ± 0.33 

JRD1
overall

 18 0.82 ± 0.02 121 ± 27 16 ± 4 0.18 ± 0.06 0.79 ± 0.25 
 

a
NPT at 0.1 𝑎𝑡𝑚, 

b
uses quadrupole expansion at ellipsoid centers, 

c
AVA for first 40 kcycles, 

NPT at 0.1 𝑎𝑡𝑚, 
c
in units of 

𝑔

𝑐𝑐
, 

d
in units of 

𝐽

𝑚𝑜𝑙 𝐾

 
,
 e
in units of 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐, 

f
slowly 

condensing system still in transition 

 

In traditional NPT simulations rapid condensation was observed for YLD124 systems partially 

explaining lower observed order compared to more slowly condensing JRD1 NPT simulation 

systems. Interestingly, resulting order related properties (dielectric constant, acentric order, and 

chromophore loading) are within error bars for YLD124 and JRD1 simulations when AVA was 

employed for the first 40 kcycles of the simulations. 

Furthermore, AVA simulations were more energetically favorable for YLD124 simulations than 

for their JRD1 counterparts leading the overall averages to be identical for both chromophores. 

Based on these simulation results one would expect both chromophores to perform about 
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identical, a similar conclusion to the results presented in chapter 4.6. More importantly, one 

would expect electro-optic performance to increase by at least 33% compared to the CLD-C1 

results obtained earlier. 

An extensive experimental study of neat YLD124 and JRD1 has been performed which yielded 

experimental poling efficiencies of (1.9 ± 0.2) 𝑛𝑚2/𝑉2 for YLD124 and (3.4 ± 0.2) 𝑛𝑚2/𝑉2 

for JRD1.
[23]

 This corresponds to experimental chromophore loading values
5
 of 0.56 ± 0.06 for 

YLD124 and 1.00 ± 0.06 for JRD1, using equation (4-39) with an estimated first-order 

hyperpolarizability 𝛽𝑧𝑧𝑧
1310 𝑛𝑚 = 8100 at a poling field of 100

𝑉

𝜇𝑚
. The experimental value for 

JRD1 matches the chromophore loading simulated for JRD1 within the error for both AVA and 

Boltzmann-averaged quantities. However, the experimentally observed chromophore loading of 

YLD124 is only within the lower error bar of its simulated, Boltzmann-averaged value and not at 

all close to the AVA simulated quantity.  

In other words, YLD124 in the experiment seems to exhibit similar behavior to the simulated 

behavior in traditional NPT simulations, trapped in its ability to respond to the external poling 

field. Because system energies are more favorable for the more ordered states calculated in the 

AVA simulations this indicates YLD124 may be kinetically limited in the experiment possibly 

due to the initial arrangement upon film formation. 

The conclusion from comparing theory and experiment suggests several experimental test: the 

use of a slightly different solvent for YLD124 or to mix YLD124 with small amounts of a 

solubilizing agent to increase chromophore mobility. 

                                                 
5
 In units of 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐. 
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In summary, simulations conducted on YLD124 and JRD1 system match well with the slightly 

newer theoretical results present in chapter 4.6 investigating acentric order as a function of 

temperature and poling field strength. JRD1 simulation results using AVA and Boltzmann-

averaged results over all simulations performed align well with experimental observations. By 

combining theoretical results with experimental observation for YLD124 it can be concluded that 

YLD124 is likely kinetically trapped. 
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5.5 THE BINARY CHROMOPHORE SYSTEM PSLD41/YLD124 

 

The binary mixture of YLD124 with the multichromophore dendrimer PSLD41, consisting of 

three connected FTC-type chromophores, features experimental electro-optic activities larger 

than the sum of its constituents by themselves.
[11,12,31–34]

 

Simulation results using the PSLD41 chromophore have been undertaken previously.
[12,34]

 The 

present theoretical investigation of the PSLD41/YLD124 binary system represents the largest-

scale LoD simulations undertaken thus far with system sizes of up to 4384 ellipsoids. The 

PSLD41 molecule consists of 431 atoms, a system too large to be optimized in a single DFT 

calculation with current memory and time-constraints. Therefore, the molecule was broken up 

into three identical building blocks which were optimized separately using the method outlined 

earlier and then assembled in the simulation setup. 

For this purpose, an algorithm was developed allowing the assembly of LoD fragments into a 

larger so called “super group”. This process involves stitching subunits together across original 

bonds. For example, if one wanted to stitch together two methanes, CH4, across the C-H bonds on 

both molecules, first both bonds are aligned with bonds facing each other (H3CH 
…

 HCH3), then 

both hydrogens are removed and their partial charges are added to the carbons taking their place 

(H3C 
…

 CH3), and finally the two carbons are linked with the distance determined by the 

following relation: 

𝑙𝐶1−𝐶2
=

𝑉(𝐶1)

𝑉(𝐶1) + 𝑉(𝐻1)
𝑙𝐶1−𝐻1

+
𝑉(𝐶2)

𝑉(𝐶2) + 𝑉(𝐻2)
𝑙𝐶2−𝐻2

 (5-4)  



169 

 

Here, 𝑙𝐴−𝐵 is the interatomic distance between A and B and 𝑉(𝐶) is the volume of element 𝐶. 

The interaction energy of the linked entity (H3C-CH3) is then minimized by rotating around the 

newly created bond. 

The individual PSLD41 subunits used to assemble PSLD41 are shown in figure 5.4 along with 

their respective linkage sites. Each of the units shown was obtained using a DFT calculation as 

outlined in the methodology section. 

 

Figure 5.4: Subunits used to assemble PSLD41 in their LoD representation with linkage sites 

highlighted by dotted red circles 

 

Figure 5.5 displays the resulting LoD representations of PSLD41with the core chromophore part 

highlighted in blue. Additionally to the PSLD41 model the LoD representation of YLD124 is 

shown similar to figure 5.3a). See Appendix B for model parameters.  
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Figure 5.5: LoD representation of PSLD41 using 80 ellipsoids with LoD model of YLD124 

using 19 ellipsoids (also shown in figure 5.3a)) 

 

Simulations with an external poling field of 100
𝑉

𝜇𝑚
 were performed in the NPT ensemble under 

1 𝑎𝑡𝑚 at 400 𝐾 using AVA for the first 40 kcycles of 240 kcycles. The reaction field approach 

presented in chapter 4 was used and electrostatic interactions were attenuated by 𝑛2 = 1.72.  

Each simulation contained 32 PSLD41 chromophores and a given number of YLD124 

chromophores (16, 32, 36, 40, 44, 48, 52, 56, 76, and 96, leading to number densities between 0.5 

and 2.5 ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐). For each YLD124 number density eight simulations were run and 

results were Boltzmann-averaged using the individual simulation energies. 
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Figure 5.6 displays estimated electro-optic activity values from the set of simulation results of the 

PSLD41/YLD124 binary chromophore system as a function of the resulting YLD124 number 

density based on the overall simulation densities. Poling efficiency estimates used equation (4-

39) with estimated first-order hyperpolarizabilities of 𝛽𝑧𝑧𝑧
1310 𝑛𝑚(𝐹𝑇𝐶) = 4050 and 

𝛽𝑧𝑧𝑧
1310 𝑛𝑚(𝑌𝐿𝐷124) = 8100. Note that simulation densities were on average 0.8 

𝑔

𝑐𝑐
, or about 

20% lower than the value of 1
𝑔

𝑐𝑐
 typically assumed in experimental publications. 

 

Figure 5.6: Estimated electro-optic activity 𝑟33 from simulation results of binary chromophore 

system PSLD41/YLD124; Also shown are fit curves representing a fit to PSLD41 and YLD124 

contributions (blue curve) and holding the PSLD41 contribution fixed at the experimental value 

while fitting the YLD124 contribution (red curve). 
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The blue fit curve displayed in figure 5.6 was obtained by individually fitting the electro-optic 

contributions of PSLD41 and YLD124. The red curve fixes the PSLD41 contribution to the 

experimental value and fits only the resulting YLD124 contribution.  Estimated PSLD41 electro-

optic contributions as well as YLD124 contributions were fit as a function of their respective 

number densities. Figure 5.7 displays this fitting process. Note that instead of 𝑟33 the 

corresponding poling efficiencies 
𝑟33

𝐸
 are displayed using 𝐸 = 100

𝑉

𝜇𝑚
. 

 

Figure 5.7: Estimated poling efficiencies and fits to individual contributions of PSLD41 and 

YLD124; Note that an additional data point for neat PSLD41 is added obtained from the 

averages of 8 similar simulations. 
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The poling efficiency per number density of PSLD41 in the simulated binary system
6
 of (0.36 ±

0.05) ∙ 𝜌𝑁 is about 80% larger than the reported experimental value
[31,32]

 of (0.199 ± 0.030) ∙ 𝜌𝑁 

of free PSLD41 which was used in the experimental determination of the YLD124 contribution 

with a reported value
7
 of (1.378 ± 0.207) ∙ 𝜌𝑁.

[31]
 The estimated, simulated contribution due to 

YLD124 of (0.62 ± 0.10) ∙ 𝜌𝑁 is not close to the of the experimental YLD124 contribution. 

However, when one assumes the experimentally determined value for the PSLD41 contribution 

of (0.199 ± 0.030) ∙ 𝜌𝑁, the resulting fit value (0.91 ± 0.21) ∙ 𝜌𝑁 of the YLD124 contribution is 

within experimental error bars of 15%. Furthermore, the estimated simulated poling efficiency at 

an YLD124 number density of 1.71 ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐, corresponding to an experimental 

weight percentage of 25%, is (2.1 ± 0.4) 𝑛𝑚2/𝑉2, independent of which fit is used. Within error 

bars, this value matches the experimental value of (2.85 ± 0.43) 𝑛𝑚2/𝑉2.
[31,32]

 

The electro-optic contribution of PSLD41 in the binary chromophore system may have been 

underestimated so far. The added data point shown in figure 5.7 for neat PSLD41, simulated 

without YLD124, demonstrates an about 40% larger poling efficiency of (1.5 ± 0.2) 𝑛𝑚2/𝑉2 

compared to the experimental value of (1.04 ± 0.16) 𝑛𝑚2/𝑉2. This observation potentially 

indicates the first-order hyperpolarizability of PSLD41 is lowered in neat material compared to 

the binary material. The estimated YLD124 contribution to the poling efficiency of (0.62 ±

0.10) ∙ 𝜌𝑁 at a number density of 1.71 ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐 leads to a poling efficiency of 

(1.06 ± 0.17) 𝑛𝑚2/𝑉2 , consistent with the experimentally observed poling efficiency of 

YLD124 in APC of
[35]

 (1.27 ± 0.08) 𝑛𝑚2/𝑉2 further indicating that the role PSLD41 has been 

underestimated thus far. 

                                                 

6
 All reported poling efficiency per number density value are in units of 

 𝑛𝑚2/𝑉2

1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐
. 

7
 As a service to the reader: The values can be found in table 4.5.2 of Phil Sullivan’s thesis.

[31]
 At 25% YLD124 

loading by weight, corresponding to a number density of 1.71 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐 assuming a density of 1 𝑔/𝑐𝑐, 

these values give a poling efficiency of 2.93 𝑛𝑚2/𝑉2, close to the experimental value of 2.85 𝑛𝑚2/𝑉2.
[32]
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In summary, simulations of the binary chromophore system of PSLD41 and YLD124 were 

conducted. The estimated poling efficiency corresponding to 25% YLD124 by weight of 

(2.1 ± 0.4) 𝑛𝑚2/𝑉2 is consistent with the experimentally observed value of (2.85 ±

0.43) 𝑛𝑚2/𝑉2.
[31,32]

 However, unlike postulated in the experimental analysis YLD124 was not 

observed to exceed Langevin-order. Instead, based on theoretical results it seems that the role of 

PSLD41 so far has been underestimated, likely due to suppressed first-order hyperpolarizability 

of PSLD41 in neat material compared to the binary chromophore system. 

 

5.6 CONCLUSIONS 

 

In this chapter, simulation results performed with electro-optic chromophores containing the 

TCF-acceptor were presented. Theoretical results in general matched or overlapped within the 

error bar with experimental results. 

C1 displayed slightly improved chromophore loading compared to CLD-C1, however, overall 

results were similar within their respective error bars. While the simulated poling efficiency of 

CLD-C1 was matching experimental results within both theoretical and experimental error, the 

estimated poling efficiency of C1 was slightly lower compared to experimental results with error 

bars only slightly overlapping. No significant centrosymmetric order could be found in the poling 

direction. However, Q-tensor derived centrosymmetric order parameters slightly off from the 

poling direction for individual simulations were close to experimentally observed values for both 

chromophore cores as well as pendant-group coumarins. However, average centrosymmetric 

order over all performed simulations was only found for the chromophore cores of C1 and CLD-

C1 but not for the coumarins. Future work thus will focus on improving coumarin interactions 
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using the current LoD rule set in conjunction with the approach used in chapter 2.5.1 successfully 

modeling the π-stacking interactions of benzene and hexafluorobenzene. 

Neat YLD124 and JRD1 chromophore systems have been investigated. JRD1 simulation results 

using AVA and Boltzmann-averaged results over all simulations performed align well with 

experimental observations. Furthermore, simulation results predict YLD124 to yield similar 

chromophore loading to JRD1, an observation not shared by experimental reality.
[23]

 By 

combining theoretical results with experimental observation for YLD124 it can be concluded that 

YLD124 is likely kinetically trapped. 

Simulations of the binary chromophore system of the multichromophore dendrimer PSLD41 and 

the YLD124 chromophore were conducted. Within error bars simulations predicted comparable 

poling efficiencies compared to experimental values. Unlike experimental results, however, 

which concluded a more than two-fold increase in YLD124 acentric order by subtracting free 

PSLD41 poling results, theoretical results indicate that the role of PSLD41 in the binary 

chromophore system was likely underestimated. This suggests suppressed first-order 

hyperpolarizability of PSLD41 in neat material compared to the binary chromophore system. 

Overall, all simulated TCF-acceptor containing chromophores exhibited chromophore loading 

values of around 𝜌𝑁〈cos3 𝜃〉 = (0.8 ± 0.3) ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐 upon poling in an external field 

of 100
𝑉

𝜇𝑚
, leading to estimated poling efficiencies of (1.4 ± 0.5) 𝑛𝑚2/𝑉2 for YLD156-type 

chromophores and (2.7 ± 1.0) 𝑛𝑚2/𝑉2 for YLD124-type chromophores. These values were 

obtained over a wide range of different chromophores and are relatively independent of 

chromophore attachments leading to an additional design criterion: The chromophore core 

determines observed chromophore loading.  
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6 SIMULATION RESULTS OF TCP-BASED ELECTRO-OPTIC 

CHROMOPHORE SYSTEMS 

6.1 INTRODUCTION 

 

This chapter presents simulations performed on electro-optic chromophore systems using the 

tricyanopyrroline (TCP) acceptor. The TCP acceptor
[1–4]

 has first been developed by Carboni
[1]

 at 

DuPont and found extensive use in dyes for synthetic fabric coloration
[5,6]

 and in thermal transfer 

printing
[7,8]

 before being suggested for use in electro-optic chromophores with an expected about 

two-fold increase in acceptor strength compared to the TCF-acceptor.
[3,4,9–11]

 The simulated 

chromophores presented here were synthesized and discussed previously
[10–12]

 and one of its 

representatives, TCP-Me was already introduced in chapter 3. 

6.2 METHODOLOGY 

 

The methodology used in this chapter is identical to chapter 5 and just reprinted here for 

convenience. Fully-atomistic model geometries were obtained using the Gaussian 09D
[13]

 

package with the B3LYP/6-31G(d) functional in vacuum based on the methodology developed 

by Dr. Lewis Johnson.
[14]

 Additionally, CHELPG charges at atom locations calculated using 

Gaussian 09D
[13]

 in conjunction with OPLS-AA parameters for Lennard-Jones radii and energies 

of individual atoms were utilized. 

Intra-molecular interaction energies were calculated from second-nearest neighbors and up, in 

accordance to settings used for the hydrocarbon chain simulations displayed in figure 2.16. LoD 
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ellipsoids were connected at the bond locations determined by the AA model and only bond 

rotations are allowed, similarly to the aforementioned hydrocarbon chain simulations. Partial 

charges of the underlying AA atom subset inside each ellipsoid were reduced to a point charge 

and a point dipole at the ellipsoid center. Unless otherwise noted, simulations were run using 

AVA as presented in chapter 3 in the NPT ensemble with electrostatics interactions attenuated by 

𝑛2 = 1.72, representing the typical experimentally observed refractive index. The reaction field 

approach presented in chapter 4 was used throughout. Furthermore, all simulation results 

presented in this chapter were simulated with an external poling field of 100
𝑉

𝜇𝑚
. 

 

6.3 TCP-1 AND TCP-ME 

 

The synthesis of TCP-1 was first reported by Jang et al. in 2006
[3]

. It was later revisited by Dr. 

Meghana Rawal as the basis for the synthesis and experimental analysis of other, short TCP-1 

based chromophores with attached cross-conjugated moieties to limit the formation of strong 

dipole-dipole aggregates.
[10,11]

  

Figure 6.1 displays the LoD models used in this study for both TCP-1 and TCP-Me, with both 

rotational isomers for the TCP-Me model A and a slightly more detailed LoD representation of 

TCP-Me in model B. All-atom models were obtained using the method described in the 

methodology section. All simulations except when otherwise noted were run using AVA with a 

total of 108 chromophores in the NPT ensemble under 0.1 𝑎𝑡𝑚 at 400 𝐾 and utilized the “simple 

touch” LJ LoD potential from equation (2-2) with a constant LJ energy calculated using the 

approximation presented in equation (5-3). 
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Figure 6.1: LoD representations of TCP-1 and TCP-Me chromophores with both rotational 

isomers of TCP-Me for model A, and slightly more detailed representation for TCP-Me model B 

 

Table 6.1 summarizes the simulation results. Rows are colored by the simulation type with light 

orange colored rows representing traditional NPT simulations, light green colored rows the use of 

AVA for the first 40 kcycles, and light blue colored rows AVA simulations with a quadrupolar 

expansion at ellipsoid centers. As reported previously on many occasions throughout chapters 3-5 

simulations using AVA during the initial stages of the simulation result in overall more favorable 

system energies. The current simulations on TCP-1 and TCP-Me systems are no exception. When 

AVA was used, system energies were more favorable by 0.3 𝑘𝐽/𝑚𝑜𝑙 and 1.5 𝑘𝐽/𝑚𝑜𝑙 for TCP-1 

and TCP-Me, respectively. While these energetic changes may seem small, they lead to dramatic 

order differences. An in-depth study of AVA on TCP-Me systems can be found in chapter 3.
[12]
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Table 6.1: TCP-1 and TCP-Me simulation results collection (density, system enthalpy, heat 

capacity, dielectric constant, centrosymmetric order, acentric order, and chromophore loading) 

sampled over last 40 kcycles of 240 kcycles of simulations with error in the last digit in 

parentheses. (See Appendix B for model parameters) Light orange colored rows represent 

traditional NPT simulations, light green colored rows the use of AVA for the first 40 kcycles, and 

light blue colored rows AVA simulations with a quadrupolar expansion at ellipsoid centers. Note 

that no correction for internal degrees of freedom for heat capacity results was performed. 

Model # Density
c
 𝑯𝒕𝒐𝒕𝒂𝒍

d
 𝒄𝑷

e
 Dielectric 〈𝐜𝐨𝐬𝟐 𝜽〉 〈𝐜𝐨𝐬𝟑 𝜽〉 𝝆𝑵〈𝐜𝐨𝐬𝟑 𝜽〉f

 

TCP-1
a
 24 0.837(3) -80.9(5) 55(8) 16(4) 0.35(3) 0.09(3) 1.3 ± 0.4 

TCP-1
b
 32 0.834(4) -81.2(5) 57(12) 22(4) 0.35(2) 0.13(3) 1.9 ± 0.4 

TCP-1
b,c

 32 0.859(5) -99.0(7) 43(7) 18(4) 0.35(3) 0.10(3) 1.5 ± 0.4 

TCP-Me 

(A.1)
a
 

24 0.892(4) -62.8(6) 49(5) 12(5) 0.34(3) 0.06(3) 0.8 ± 0.3 

TCP-Me 

(A.1)
b
 

24 0.891(4) -64.3(6) 50(9) 19(3) 0.34(3) 0.10(2) 1.5 ± 0.3 

TCP-Me 

(A.2)
b
 

24 0.885(3) -75.5(7) 50(6) 23(5) 0.35(3) 0.13(4) 1.8 ± 0.5 

TCP-Me 

(B.1)
b
 

24 0.961(4) -56.0(7) 61(7) 23(4) 0.35(2) 0.12(3) 1.8 ± 0.4 

TCP-Me 

(A.1)
b,c

 
20 0.905(5) -71.5(7) 47(9) 21(3) 0.34(3) 0.11(3) 1.6 ± 0.3 

TCP-Me 

(A.2)
b,c

 
20 0.896(5) -83.1(9) 44(7) 22(5) 0.36(3) 0.12(4) 1.7 ± 0.5 

 

a
NPT at 0.1 𝑎𝑡𝑚, 

b
AVA for first 40 kcycles, NPT at 0.1 𝑎𝑡𝑚, 

c
quadrupole expansion at ellipsoid 

centers, 
c
in units of 

𝑔

𝑐𝑐
, 

d
in units of 

𝑘𝐽

𝑚𝑜𝑙
, 

e
in units of 

𝐽

𝑚𝑜𝑙 𝐾

 
,
 f
in units of 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐 

 

No significant centrosymmetric order was observed for either system. However, the overall 

average acentric order was found to be 〈cos3 𝜃〉 = (0.12 ± 0.03) for both TCP-1 and TCP-Me 

systems. Despite this relatively moderate acentric order, comparable to CLD-C1 systems, the 

overall average chromophore loading is 𝜌𝑁〈cos3 𝜃〉 = (1.6 ± 0.4) ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐 for both 

TCP-1 and TCP-Me due to very large number densities of these smaller chromophores. This 

underscores their possible utility. Despite their smaller size, similar small TCP-acceptor based 

chromophores with an improved donor are predicted to exhibit first-order hyperpolarizabilities 

comparable to larger TCF-based chromophore analogues such as YLD156 or even YLD124. 
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Interestingly, using a quadrupolar charge distribution in TCP-1 simulations lowered chromophore 

loading significantly while no such effect was observed for the TCP-Me chromophore. This is 

likely due to the added protection the cross-conjugated moiety in TCP-Me provides in 

comparison the planar geometry of TCP-1. 

A significant energetic difference can be observed in the simulated system enthalpies between the 

two rotational isomers of TCP-Me, with the TCP-Me (A.2) isomer featuring about 11 𝑘𝐽/𝑚𝑜𝑙 

lower system energies compared to the TCP-Me (A.1) isomer. Furthermore, only one rotational 

isomer corresponding to the TCP-Me (A.2) isomer was observed in the experimental crystal 

structure.
[10]

  

The resulting energy landscape of a potential energy scan of the of the cross-conjugated methyl-

ketone moiety around the donor-side vinyl-ketone dihedral angle is displayed in figure 6.2.  

 

Figure 6.2: TCP-Me energy landscape upon clockwise rotation of the cross-conjugated methyl-

ketone moiety around the donor-side vinyl-ketone dihedral angle 
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Calculations were performed with Gaussian 09C
[13]

 using the B3LYP/6-31G(d) potential in 

vacuum, similar to how simulation geometries were obtained.. Two peaks representing 

interactions of the methyl subunit with the TCP-acceptor and the donor-side phenyl ring with 

energetic barriers of 28 𝑘𝐽/𝑚𝑜𝑙 and 54 𝑘𝐽/𝑚𝑜𝑙, respectively, can be observed. The observed 

energy barrier for the Methyl-TCP interaction of 28 𝑘𝐽/𝑚𝑜𝑙 is comparable to the energetic 

difference between the eclipsed and the anti conformations in butane.
[15]

 In conjunction with the 

strongly favorable energy of the condensed TCP-Me (A.2) system, it can thus be concluded that 

in a condensed system of TCP-Me rotation of the methyl-ketone is likely to occur and that the 

TCP-Me (A.2) rotational isomer is more likely to be found. This is the experimental observation. 

Furthermore, TCP-Me simulation results using a slightly more detailed LoD description of the 

donor region with the TCP-Me (B.1) model yielded comparable order parameters to the TCP-Me 

(A.1) model. TCP-Me (B.1) simulations featured a slightly increased density and heat capacity 

due to the additional degrees of freedom as well as slightly lowered system energies due to 

different LJ energy parameters.  
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6.4 TCP-PH, TCP-PHF, AND TCP-PHF5 

 

Addition of phenyl moieties instead of a methyl moiety to the cross-conjugated vinyl-ketone 

leads the chromophore TCP-Ph. Substitution of phenyl hydrogen atoms with fluorine lead to 

TCP-PhF and TCP-PhF5. Both TCP-Ph and TCP-PhF have been synthesized and tested 

experimentally.
[10,11]

 

Figure 6.3 displays the LoD representations used in the simulation of these chromophores, with 

TCP-Ph, TCP-PhF, and TCP-PhF5 chromophore representation for both rotational isomers. 

 

 

Figure 6.3: LoD representations of TCP-Ph, TCP-PhF, and TCP-PhF5 chromophores with both 

rotational isomers 
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Table 6.2: TCP-Ph, TCP-PhF, TCP-PhF5, and a 1:1 (m/m) mixture of TCP-PhF:TCP-PhF5 

simulation results averages of 24 simulations (density, system enthalpy, heat capacity, dielectric 

constant, centrosymmetric order, acentric order, and chromophore loading) sampled over last 40 

kcycles of 240 kcycles of simulations with error in the last digit in parentheses. (See Appendix B 

for model parameters) Light orange colored rows represent traditional NPT simulations, light 

green colored rows the use of AVA for the first 40 kcycles, and light blue colored rows AVA 

simulations with a quadrupolar expansion at ellipsoid centers. Note that no correction for 

internal degrees of freedom for heat capacity results was performed. 

Model Density
c
 𝑯𝒕𝒐𝒕𝒂𝒍

d
 𝒄𝑷

e
 Dielectric 〈𝐜𝐨𝐬𝟐 𝜽〉 〈𝐜𝐨𝐬𝟑 𝜽〉 𝝆𝑵〈𝐜𝐨𝐬𝟑 𝜽〉f

 

TCP-Ph 

(A.1)
a
 

0.861(4) -81.0(7) 63(9) 9(4) 0.34(3) 0.05(3) 0.5 ± 0.3 

TCP-Ph 

(A.1)
b
 

0.861(3) -83.3(7) 57(7) 20(3) 0.36(2) 0.15(3) 1.6 ± 0.3 

TCP-Ph 

(A.2)
b
 

0.862(3) -102(1) 62(10) 22(4) 0.35(2) 0.14(3) 1.5 ± 0.4 

TCP-Ph 

(A.1)
b,c

 
0.868(4) -87.2(9) 54(7) 20(4) 0.36(4) 0.13(4) 1.5 ± 0.4 

TCP-Ph 

(A.2)
b,c

 
0.871(4) -109(1) 55(7) 21(5) 0.35(3) 0.13(4) 1.5 ± 0.4 

TCP-PhF 

(A.1)
b
 

0.881(3) -85.9(7) 58(7) 18(4) 0.35(2) 0.13(4) 1.4 ± 0.4 

TCP-PhF 

(A.2)
b
 

0.882(4) -104(1) 60(11) 20(4) 0.36(3) 0.14(3) 1.5 ± 0.3 

TCP-PhF 

(A.1)
b,c

 
0.889(5) -90.1(8) 59(16) 20(5) 0.34(2) 0.13(4) 1.5 ± 0.4 

TCP-PhF 

(A.2)
b,c

 
0.892(4) -112(1) 55(10) 18(4) 0.35(2) 0.11(3) 1.2 ± 0.4 

TCP-PhF5 

(A.1)
b
 

0.982(4) -91.2(6) 52(6) 19(4) 0.36(3) 0.14(4) 1.5 ± 0.4 

TCP-PhF5 

(A.2)
b
 

0.982(5) -112(1) 64(15) 21(3) 0.35(3) 0.15(3) 1.5 ± 0.3 

TCP-PhF5 

(A.1)
b,c

 
0.986(4) -94.1(9) 51(5) 17(3) 0.36(3) 0.13(4) 1.3 ± 0.4 

TCP-PhF5 

(A.2)
b,c

 
0.988(5) -118(1) 55(9) 19(3) 0.35(3) 0.13(2) 1.4 ± 0.2 

TCP-Ph+ 

TCP-PhF5 

(A.1+A.2)
b
 

0.921(4) -96.7(6) 56(7) 19(5) 0.34(5) 0.12(6) 1.3 ± 0.6 

TCP-Ph+ 

TCP-PhF5 

(A.1+A.2)
b,c

 

0.932(5) -101(1) 53(7) 19(4) 0.36(4) 0.13(5) 1.4 ± 0.5 

 

a
NPT at 0.1 𝑎𝑡𝑚, 

b
AVA for first 40 kcycles, NPT at 0.1 𝑎𝑡𝑚, 

c
quadrupole expansion at ellipsoid 

centers, 
c
in units of 

𝑔

𝑐𝑐
, 

d
in units of 

𝑘𝐽

𝑚𝑜𝑙
, 

e
in units of 

𝐽

𝑚𝑜𝑙 𝐾

 
,
 f
in units of 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐 
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Table 6.2 summarizes simulation results. Rows are colored by the simulation type with light 

orange colored rows representing traditional NPT simulations, light green colored rows the use of 

AVA for the first 40 kcycles, and light blue colored rows AVA simulations with a quadrupolar 

expansion at ellipsoid centers. Simulations using AVA for the first 40 kcycles resulted in systems 

with an average energy lowered by 2.3 𝑘𝐽/𝑚𝑜𝑙. These results show that, yet again, the AVA 

method leads to the energetically favored state. A three-fold improvement of acentric order could 

be observed between AVA and traditional NPT simulation results. 

No significant centrosymmetric order was observed, however, slightly increased acentric order 

compared to the TCP-1 and TCP-Me systems could be observed for the present chromophores. 

The average overall acentric order for TCP-Ph, TCP-PhF, TCP-PhF5 was found to be 〈cos3 𝜃〉 =

(0.13 ± 0.04) with an average overall chromophore loading of 𝜌𝑁〈cos3 𝜃〉 = (1.4 ± 0.4) ∙

1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐. 

As observed for TCP-Me simulations there is a difference in system energies when the A.2 

rotational isomer is used instead of the A.1 rotational isomer. Energy differences of 19 𝑘𝐽/𝑚𝑜𝑙, 

18 𝑘𝐽/𝑚𝑜𝑙, and 21 𝑘𝐽/𝑚𝑜𝑙 were found for TCP-Ph, TCP-PhF, and TCP-PhF5 systems, 

respectively.  

Figure 6.4 shows a potential energy scan obtained with Gaussian 09C
[13]

 using the B3LYP/6-

31G(d) potential in vacuum of the of the cross-conjugated phenylethene-ketone moiety in TCP-

Ph around the donor-side vinyl-ketone dihedral angle, similar to the investigation of the rotational 

energy landscape for TCP-Me displayed in figure 6.2. 
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Figure 6.4: TCP-Ph energy landscape upon clockwise rotation of the cross-conjugated 

phenylethene-ketone moiety around the donor-side vinyl-ketone dihedral angle 

 

The rotation around the donor-side vinyl-ketone dihedral is hindered by the hydrogen atom at the 

end of the phenylethene subunit (red dotted circle in figure 6.4). This scenario is similar to the 

rotational hindrance observed for TCP-Me in figure 6.2. Therefore, one would expect similar 

rotational energy barriers between TCP-Ph and TCP-Me which is the observed behavior. 

With even larger energy differences between rotamers, one would expect to observe 

predominantly the TCP-Ph (A.2) species in a condensed film. Interestingly, this was not observed 

in the experimental crystal structure of TCP-Ph which featured both rotation isomers.
[10]

 A 

potential explanation of this observation could be that in the CG LoD simulations the twist angle 

between diethylamino donor and the TCP acceptor was held fixed at the theoretically predicted 

values of 27.3° and 27.6° for TCP-Me (A.1) and (A.2), respectively, as well as 31.0° and 4.4° 

for the TCP-Ph (A.1) and (A.2) rotational isomers. 
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For TCP-Me the experimentally observed twist angle in the crystal structure
[10]

 was about 23° 

with only the (A.2) rotamer present, close to the theoretically predicted value used in the 

simulations. For TCP-Ph, on the other hand, the experimentally observed twist angle in the 

crystal structure
[10]

 was about 16° for both rotational isomers, very different from the value used 

in the presented simulations. The change of twist angle between donor and TCP-acceptor units 

can potentially equalize the energetic differences found between TCP-Ph (A.1) and (A.2) 

rotational isomers thus leading to the experimentally observed presence of both rotational 

isomers. 

In order to represent this behavior in future simulation work, a torsion potential between donor 

and TCP-acceptor ellipsoids could be included, calculated using quantum-mechanical potential 

energy scans similar to the ones used for figures 6.2 and 6.4. In order to improve simulation 

behavior for TCP-Ph/TCP-PhF5 mixtures, additional work should focus on applying the π-

stacking interactions observed between benzene and hexafluorobenzene in chapter 2.5.1, as 

currently no stacking interactions between phenyl and pentafluorophenyl moieties could be 

observed.  
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6.5 CONCLUSIONS 

 

Simulations on existing
[10,11]

 small chromophores containing the TCP-acceptor were conducted. 

The observed chromophore loading was about 50% larger than for the much larger TCF-based 

chromophores presented in chapter 5. Overall average chromophore loading for this new class of 

chromophores is expected to be 𝜌𝑁〈cos3 𝜃〉 = (1.5 ± 0.4) ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐 obtained from 

averaging over all present simulation results. This is an exciting result because currently 

developed small TCP-acceptor chromophore systems are predicted to have similar first-order 

hyperpolarizabilities comparable to larger TCF-based chromophores (studied in chapter 5) such 

as YLD124. 

This work in conjunction with the benzene/hexafluorobenzene work from chapter 2.5.1 and the 

current LoD rule set lays the foundation for future work on these systems. The use of quantum-

mechanical potential energy scans such as the ones presented in figures 6.2 and 6.4 may lead to 

improved accuracy in the prediction of these chromophore systems. Their relatively small size 

compared to traditional chromophores presents another advantage to the simulation of these 

systems as far fewer units can be used to properly describe them. This can directly lead to large-

scale simulations providing even better theoretical predictions. 
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7 ELECTRO-OPTIC CHROMOPHORE DESIGN CRITERIA 

7.1 INTRODUCTION 

 

This chapter serves as a collection of the electro-optic chromophore design criteria discovered 

thus far. Furthermore, the theoretical framework presented in this work is used to develop an 

additional design criterion from simulations using simplified chromophore LoD representations 

incorporating up to five ellipsoids. 

 

7.2 CHROMOPHORE PROTECTION 

 

A recurring motif in the electro-optic chromophore community is the protection of chromophore 

cores in order to avoid centrosymmetric packing due to strong dipole-dipole interactions.
[1–11]

 For 

this purpose, a common idea is to add bulky substituent groups along the conjugated backbone of 

the electro-optic chromophore. The beneficial effect of such added bulk can be verified with a 

simple statistical mechanics simulation. 

The chromophore core is modeled as an ellipsoid (semi axes: 1.8 Å 𝑥 3.8 Å 𝑥 12.8 Å with a 

dipole moment along the ellipsoid major axis of 24 𝐷, representative of the CLD-1 type 

chromophore core. The protection group added is an oblate spheroid with no electrostatic content 

centered at the chromophore ellipsoid with a fixed semi axis of 4.8 Å in the direction of the 

ellipsoid major axis and an adjustable radius perpendicular to it. Lennard-Jones interactions were 

modeled using the “adjusted-width” LJ LoD potential in equation (2-6) with interaction area 



195 

 

correction from equation (2-39). The chromophore core ellipsoid LJ energy used in equation (2-

39) was 0.285 𝑝𝑒𝑟𝑔 while the protecting group LJ energy was 0.1 𝑝𝑒𝑟𝑔. Both ellipsoids used a 

width parameter for the “adjusted width” LJ potential of  𝜎0 = 2 Å. The values chosen are similar 

to LoD method parameters for the CLD-1 chromophore and tert-butyl protecting group when 

expressed as single ellipsoids. All simulations, after the initial 80 kcycles using AVA, were 

conducted in the isothermal, isobaric (NPT) ensemble under 1 𝑎𝑡𝑚 at 420 𝐾 with an external 

poling field of 100
𝑉

𝜇𝑚
.  

Figure 7.1 displays the simulation results of this endeavor. Simulated chromophore loading as 

well as acentric order is predicted to rise with increasing protecting group radius after the 

protecting group radius is large enough (>2 Å) to encompass the center chromophore spheroid. A 

maximum chromophore loading of about 𝜌𝑁〈cos3 𝜃〉 = (1.04 ± 0.07) ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐 with 

a corresponding acentric order of 〈cos3 𝜃〉 = (0.31 ± 0.02) is reached. 

Note that observed order and chromophore loading are seemingly much lower compared to the 

results presented in chapter 3 using a similar ellipsoidal chromophore representation. These 

differences are due to the use of the isothermal, isobaric (NPT) ensemble here, as opposed to the 

canonical (NVT) ensemble with a purely repulsive LJ potential, acting as an intrinsic protection 

to avoid close dipole-dipole interactions, for the calculations presented in chapter 3.  

Resulting number densities in this chapter are more comparable to experimentally expected 

values of around 5.0 ∙ 1020 𝑐ℎ𝑟𝑜𝑚𝑜𝑝ℎ𝑜𝑟𝑒𝑠/𝑐𝑐.
[12]

 This value is about 2.5 times smaller than the 

largest number density investigated in the study in chapter 3 which also featured strongly 

enhanced acentric order. In order to obtain comparable number densities (and order) in the NPT 

ensemble unrealistically large external pressures would have to be employed. 
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Figure 7.1: Chromophore loading averages as a function of protecting group radius (green center 

spheroid) for protected single ellipsoid. Dot coloration corresponds to the average acentric order 

〈cos3 𝜃〉. 
 

Furthermore, the observed acentric order for the NVT calculations of chapter 3 at a comparable 

number density of 4.5 ∙ 1020 𝑐ℎ𝑟𝑜𝑚𝑜𝑝ℎ𝑜𝑟𝑒𝑠/𝑐𝑐, 〈cos3 𝜃〉𝑁𝑉𝑇 = (0.30 ± 0.04), is similar to the 

observed maximum acentric order in figure 7.1. This indicates that the notion of dipole protection 

works both implicitly, with a repulsive LJ potential as demonstrated in chapter 3 as well as 

explicitly with a protective group as shown here. 
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Figure 7.2 shows the simulated average centrosymmetric order parameter 〈𝑃2〉 as a function of 

the average acentric order 〈cos3 𝜃〉 to further investigate the ordering behavior of this system. 

 

Figure 7.2: Average centrosymmetric order parameter 〈𝑃2〉 as a function of average acentric 

order 〈cos3 𝜃〉 for protected single ellipsoid. Theoretically predicted 〈𝑃2(cos3 𝜃)〉 traces are 

shown for the two-dimensional (blue line) and three-dimensional (green line) cases of dipole 

orientational space 

 

In addition to the presented simulation results, theoretically predicted 〈𝑃2(cos3 𝜃)〉 traces 

obtained using Langevin theory for two-dimensional (blue line) and three-dimensional (green 

line) dipole order orientational spaces are included.
[13]

 The simulated data corresponds well with 

the 3D case indicating that dipole rotations were allowed in all three dimension in the simulated 

systems. 
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Overall, the presented simulation data supports the hypothesis of using a bulky protecting group 

to maximize chromophore loading in an electro-optic material. Furthermore, because the 

Lennard-Jones interaction potential used in the simulations shown is as realistic as possible using 

the single ellipsoidal CG LoD approach, better correspondence with experimental results of a 

similar chromophore may be observed. On the other hand, electrostatic interactions due to strong 

overall dipole moments predominantly drive the interactions of these chromophores. As was 

observed in the results in chapter 3, the single point dipole at the center of the chromophore may 

be an overly simplistic representation. Figure 7.3 displays results using a two-ellipsoid model 

with a center protecting group. See Appendix B for model parameters. 

 

Figure 7.3: Chromophore loading averages as a function of protecting group radius (green 

center spheroid) for center-protected two-ellipsoid model and average centrosymmetric order 

parameter 〈𝑃2〉 as a function of average acentric order 〈cos3 𝜃〉. Theoretically predicted 

〈𝑃2(cos3 𝜃)〉 traces are shown for the two-dimensional (blue line) and three-dimensional (green 

line) cases of dipole orientational space 

 

Similarly to the results in chapter 3, in which resulting chromophore loading was greatly reduced 

when a two-ellipsoidal representation was employed, maximum chromophore loading drops by 

about 36% to a value of 𝜌𝑁〈cos3 𝜃〉 = (0.66 ± 0.04) ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐 compared to the 
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single ellipsoidal representation. Maximum average acentric order drops more than two-fold 

compared to the single ellipsoid representation to a value of 〈cos3 𝜃〉 = (0.14 ± 0.01). Like the 

single ellipsoid model, the ordering behavior falls on the three-dimensional curve. 

Interestingly, the simulated poling behavior shows an optimal size of around 5 − 6 Å for the 

protecting group radius with respect to chromophore loading. Furthermore, in the two-ellipsoid 

model the protecting group does no longer protect the dipole moments now located at individual 

ellipsoid centers rather than in the center of the chromophore.
1
 A better approach would be to 

place two protecting groups around the two dipole locations. Figure 7.4 explores this hypothesis. 

 

Figure 7.4: Chromophore loading averages as a function of protecting group radius (green 

center spheroid) for dipole-protected two-ellipsoid model and average centrosymmetric order 

parameter 〈𝑃2〉 as a function of average acentric order 〈cos3 𝜃〉. Theoretically predicted 

〈𝑃2(cos3 𝜃)〉 traces are shown for the two-dimensional (blue line) and three-dimensional (green 

line) cases of dipole orientational space 

 

The resulting improvement in chromophore loading is tremendous. Compared to the single-

ellipsoid model of similar dimensions and identical overall dipole moment the two-ellipsoid LoD 

                                                 
1
 The small gap of 2 Å between the chromophore ellipsoids, inaccessible to other chromophores in the simulation due 

to size, was put in place to visually represent this fact. 
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representation (see Appendix B for model parameters) improves the optimal chromophore 

loading by 54% compared to the single ellipsoid results in figure 7.1 and by about 142% 

compared to the center protected two-ellipsoid results in figure 7.3 to a value of (1.6 ± 0.1) ∙

1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐. Furthermore, while maximum simulated acentric order is 0.33 ± 0.05, the 

acentric order observed at peak chromophore loading is 0.24 ± 0.01. The drop in chromophore 

loading after its peak is due to a rapid drop in number densities, outpacing the increase seen in 

acentric order. 

The increase in acentric order after peak chromophore loading has been reached is accompanied 

by an increase in centrosymmetric order so strongly that the chromophore organization switches 

from three-dimensional to two-dimensional behavior. A much less pronounced decrease in order 

dimensionality can be observed before peak chromophore loading is reached. For the present 

linear chromophore system lower dimensionality can be accompanied by both relatively low and 

relatively large acentric order – the overall optimal value with respect to chromophore loading, 

however, is observed in the three-dimensional case. 

Figure 7.5 displays simulated chromophore loading as a function of protecting group radii and 

order behavior for an identically shaped system compared to figure 7.4 with a center point dipole 

instead of the two dipoles at the chromophore ellipsoid centers. This arrangement was chosen to 

investigate possible shape effects on chromophore behavior as well as its effect on dipole 

protection. Results show overall peak chromophore loading is reduced to a value of (1.0 ± 0.1) ∙

1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐 a decrease of about 38% compared to the two dipole system from figure 7.4. 

Acentric order maintains a similar range of values and similar peak values within error bars 

compared to the two dipole arrangement. 
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Figure 7.5: Chromophore loading averages as a function of protecting group radius (green 

center spheroid) for shape-protected two-ellipsoid model and average centrosymmetric order 

parameter 〈𝑃2〉 as a function of average acentric order 〈cos3 𝜃〉. Theoretically predicted 

〈𝑃2(cos3 𝜃)〉 traces are shown for the two-dimensional (blue line) and three-dimensional (green 

line) cases of dipole orientational space 

 

Interestingly, the chromophore loading curve shape resembles that of figure 7.3 with increased 

chromophore loading due to the increased acentric order in the optimum range. This indicates 

that the overall chromophore shape including the protecting groups can increase acentric order as 

evidenced by the increase in order when two protecting groups are used. However, optimal 

chromophore loading can only be achieved when dipoles are protected. 

The resulting design criterion is that individual dipole moments need to be protected. For 

realistic electro-optic chromophore systems with distributed partial charges not necessarily 

representing point dipoles the optimum location for the placement of protecting groups can 

potentially be obtained using theory. To that end, figures 7.6 and 7.7 give an outlook on applying 

the presented concept of dipole protection to a realistic chromophore system based on a slightly 

modified YLD124 chromophore
[10–12,14–20]

 using a dimethyl-amine donor instead of the usual 

TBDMS attachments. 
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Figure 7.6: Chromophore loading averages as a function of protecting group radius (green 

center spheroid) for CLD-1 type model and average centrosymmetric order parameter 〈𝑃2〉 as a 

function of average acentric order 〈cos3 𝜃〉. Theoretically predicted 〈𝑃2(cos3 𝜃)〉 traces are 

shown for the two-dimensional (blue line) and three-dimensional (green line) cases of dipole 

orientational space. The inset shows underlying LoD model of the CLD-1 type chromophore. 

 

 

 

Figure 7.7: Chromophore loading averages as a function of protecting group radius (green 

center spheroid) for dipole-protected CLD-1 type model and average centrosymmetric order 

parameter 〈𝑃2〉 as a function of average acentric order 〈cos3 𝜃〉. Theoretically predicted 

〈𝑃2(cos3 𝜃)〉 traces are shown for the two-dimensional (blue line) and three-dimensional (green 

line) cases of dipole orientational space 
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The models in figure 7.6 and 7.7 are based on best-fit values using the current LoD rule set with 

atomic charges reduced to a point charge and point dipole at the ellipsoid centers (see Appendix 

B for model parameters). Figure 7.6 displays simulation results for different radii of both 

ellipsoids representing the donor attachment and the CF3-phenyl acceptor attachment. In figure 

7.7, the donor attachment is replaced with a protection group with varying radius, similar to the 

ones found in the linear chromophore models in figures 7.1-7.5, is placed at the center of the 

donor ellipsoid while the acceptor attachment remains unchanged from the original model (inset 

in figure 7.6). A notable difference to the linear chromophore models in figures 7.1-7.5 is that the 

individual point dipoles of the donor and acceptor ellipsoids are not facing in the same direction 

anymore but are almost opposing each other with point charges in both ellipsoids contributing to 

the overall dipole moment. Furthermore, instead of a linear ellipsoid arrangement there is a 

notable kink present.  

The resulting chromophore loading in Figure 7.6 starts out at relatively large values and then 

drops to a wide plateau between 3 − 5 Å with an average chromophore loading value of (1.1 ±

0.2) ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐 after which chromophore loading drops off rapidly. Interestingly, this 

plateau region is in a protecting group size regime similar to the original chromophore. Based on 

these results increased chromophore loading could be expected experimentally when both the 

donor and acceptor attachments are shrunk in size. However, the CF3-phenyl acceptor attachment 

cannot simply be replaced without sacrificing electro-optic activity as an almost two-fold 

improvement of the first-order hyperpolarizability is observed experimentally versus a dimethyl 

acceptor attachment.
[21,22]

 Therefore, the CF3-phenyl acceptor attachment is held fixed in the 

model used for figure 7.7. 
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The chromophore loading results displayed in figure 7.7 with a fixed CF3-phenyl acceptor 

attachment start out chromophore loading of about (0.8 ± 0.2) ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐 similar to 

the observed theoretical range observed for all chromophores using the CF3-phenyl-TCF 

acceptor. Chromophore loading then peaks at a protecting group radius of 3.3 Å at (1.3 ± 0.1) ∙

1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐 and drops off afterwards. For both models, order behavior is consistent with 

the three-dimensional case. 

In summary, chromophore protection is important, especially in terms of preventing strong 

dipole-dipole interactions. Results on a protected two-ellipsoid straight-chromophore system for 

the first time showed increased chromophore loading compared to single ellipsoid system with a 

clear dependence on the protecting group size. 

Preliminary results using a realistic chromophore system based on the YLD124 chromophore 

show that while small improvements in chromophore loading are possible, the original 

chromophore system already possesses a shape and protecting groups that nearly maximize 

chromophore loading. Future calculations of this kind, in addition to different protecting group 

locations will also incorporate different ellipsoid alignment angles in order to get a more 

complete understanding of electro-optic chromophore behavior. 
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7.3 DESIGN CRITERIA SUMMARY 

 

This section serves as a compilation of the electro-optic chromophore design criteria developed 

from simulation results in this work. Most of these criteria have been theorized before and they of 

course cannot represent a complete set of rules as the design of an optimal electro-optic 

chromophore is one of many compromises and trade-offs with respect to the particular set of 

desired optical, mechanical, and chemical properties. 

7.3.1 OPTIMUM CHROMOPHORE DIPOLE MOMENT 

 

The overall dipole moment of an electro-optic chromophore depends on the relative strengths and 

separation distance between electron-donating and electron-accepting groups. A larger 

chromophore dipole moment for an otherwise electronically similar chromophore is indicative of 

increased first-order hyperpolarizability but it also potentially leads to increased dipole pairing 

which diminishes the bulk electro-optic response. 

In the set of calculations presented in chapter 3 involving a CLD-1
[23]

 based chromophore system 

with varying dipole strengths it was discovered that at a given density an optimum dipole 

moment maximizing chromophore loading exists. It was found that for a chromophore 

represented by a single point dipole the optimum range for a chromophore the size of CLD-1 is 

on the order of 10 − 15 𝐷𝑒𝑏𝑦𝑒, while for a more realistic representation using two ellipsoids to 

represent the chromophore core with a more complex electrostatic representation (see figures 3.7 

and 7.6) the optimum range is about the experimental dipole moment of CLD-1 of 24 𝐷𝑒𝑏𝑦𝑒. 

In general, while additional measures such as the addition of spacing groups can be employed to 

handle large chromophore dipole moments and prevent dipole pairing it seems the best strategy is 
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to keep chromophore dipole moments as small as possible without compromising the molecular 

first-order hyperpolarizability for a given chromophore size. The next design criterion can be 

employed to find the optimum dipole by focusing solely on the chromophore core. 

 

7.3.2 CHROMOPHORE LOADING IS DETERMINED BY THE CHROMOPHORE CORE 

 

A surprising conclusion to the entire simulation work done on TCF-based chromophore systems 

in chapter 5 and TCP-based chromophore systems in chapter 6 is overall observed chromophore 

loading stayed within a relatively narrow distribution that depended on the chromophore core 

being used but not on additional moieties added to the chromophore. For chromophores using the 

YLD124-type chromophore core the overall average chromophore loading upon poling in an 

external field of 100
𝑉

𝜇𝑚
 was 𝜌𝑁〈cos3 𝜃〉 = (0.8 ± 0.3) ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐 while for the short 

TCP-based chromophore systems under identical conditions the overall average chromophore 

loading was 𝜌𝑁〈cos3 𝜃〉 = (1.5 ± 0.4) ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐. 

The goal in optimal EO chromophore design could be to stay on the high side of these error bars, 

however, practical requirements such as chromophore solubility and glass transition temperature 

may not always permit this as in all of these cases the high end was given by chromophores with 

little to no attachments. A corollary to this design criterion could be that within reason additional 

moieties do not strongly influence chromophore and one is thus at liberty to use them as needed. 

A practical consequence of this observation is that chromophore screening, experimentally as 

well as theoretically, could focus on the chromophore core, for example embedded in a proper 

host material. Indeed, the results shown in chapter 3 for the CLD-1 chromophore core when read 
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at the respective experimental number densities are in good agreement with the more intricate 

simulation results presented in chapter 5 of a similar chromophore core with different additional 

attachments. 

 

7.3.3 MAXIMIZATION OF NUMBER DENSITY 

 

It is certainly feasible to find attachments to electro-optic chromophores that increase acentric 

order
2
. However, as pointed out above this approach typically does not yield increased 

chromophore loading as each additional moiety, while maybe increasing acentric order, also adds 

volume thus lowering chromophore number density. 

The results in chapters 3 and 6 as well as in this chapter indicate that number density typically 

scales much more rapidly than acentric order. In the results in chapters 3 and 6 chromophore 

number densities increased more than acentric order could decrease. In this chapter, increasing 

the volume of additional moieties proved to lower number density more rapidly than acentric 

order could increase. The reason for this behavior is that acentric order is a bounded property and 

that number density can typically cover a much wider range of values. For example, under an 

external poling field of 100
𝑉

𝜇𝑚
 the lowest observed, simulated acentric order was 〈cos3 𝜃〉 =

0.04 (for YLD124 stuck in a traditional NPT simulation). Mathematically, the upper limit of 

acentric order is 〈cos3 𝜃〉 ≤ 1. In real systems at realistic temperatures, however, the Langevin 

limit in equation (4-36) provides a good “sound barrier” for acentric order.  

It is therefore prudent to maximize number density in a given electro-optic chromophore system. 

                                                 
2
 Of course, the converse is true as well. 
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7.3.4 DIPOLE PROTECTION 

 

The results presented in this chapter provide good insight into the optimal design of protecting 

groups to prevent unfavorable dipole pairing. It was found that the optimal locations for 

protecting groups are around strongly dipolar regions of a chromophore. The addition of properly 

placed protecting groups led to observable increases in acentric order. Furthermore, it could be 

demonstrated that there is an optimal size, optimizing both number density and acentric order. 

The results in chapter 6 provide another strategy for the suppression of unfavorable dipole 

pairings. Good acentric order and large number densities were observed with minimal and even 

no additional protecting groups for TCP-based chromophores with slightly tilted planes of donor 

and acceptor units. However, this may be a risky strategy as strong overall planarity of the 

conjugated chromophore region typically is a requirement for large first-order hyperpolarizability 

as observed in TCF-based chromophores.
[24]
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8 CONCLUSIONS AND OUTLOOK 

 

In conclusion, in this present work an approach for the systematic coarse-graining of all-atom 

force fields called the Level-of-Detail (LoD) method using ellipsoidal rather than spherical 

building blocks has been presented. The LoD method’s ability to correctly represent underlying 

force field behavior has been demonstrated on a diverse range of condensed molecular systems 

relevant to different aspects of the simulation of electro-optic materials such as the accurate 

simulation of π-π interactions, the incorporation of flexible molecular linkers, and the prediction 

of dielectric behavior. The major contribution of the LoD method is that it uses a systematic set 

of rules to determine coarse-graining shapes and interaction potential parameters. This allows for 

a practically unlimited variety of shapes and sizes of ellipsoids to represent molecular fragments 

in molecules. All parameters are best-fit to the underlying all-atom force field. 

This thesis presents a method, called the adiabatic volume adjustment (AVA) method, to find 

rapid convergence to equilibrium conditions for the molecular system.  The AVA method is 

employed during the initial stages of a simulation, adjusting the simulation volume in a 

controllable manner while concurrently adjusting the attractive contribution of the Lennard-Jones 

potential.  This method improves system convergence by enhancing simulation configuration 

space sampling and overcoming local energetic barriers. In comparison to temperature 

adjustment approaches such as thermal annealing or replica exchange sampling, a volume 

adjustment approach like the AVA method does not override small potential contributions such 

as external poling field interactions with large thermal activity and thus seems more suitable to 

the requirements for simulating electro-optic materials. In the simulation results presented 
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throughout all chapters, the AVA method consistently found system configurations with lower 

overall system energy than obtained by other methods. 

Equations for computing the dielectric constant for a system from simulation results have been 

derived and have been applied to a wide variety of molecules. An enhanced reaction field 

description consistent with the Onsager reaction field has been introduced that allows the usage 

of point charges, point dipoles, and is stable for use in systems with ions. In conjunction with the 

LoD method, fully-atomistic results could be matched as well as experimental dielectric 

constants. 

The simulation of condensed, large electro-optic chromophore systems has been undertaken and 

the results have been presented in chapters 4-6. The combination of theoretical results and 

experimental observations force the conclusion that experimentally the YLD124 system is 

kinetically trapped. Experimental electro-optic chromophore order parameters are well 

reproduced, within error bars, by the averages of hundreds of simulations over a wide range of 

electro-optic chromophores. A surprising observation – chromophore loading is fundamentally 

determined by the chromophore core – has been obtained by averaging over the entire set of 

simulation results. For the simulated TCF-based electro-optic chromophores the overall 

chromophore loading parameter, 𝜌𝑁〈cos3 𝜃〉, was found to be 𝜌𝑁〈cos3 𝜃〉 = (0.8 ± 0.3) ∙

1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐 while the simulated short TCP-based chromophores yielded 𝜌𝑁〈cos3 𝜃〉 =

(1.5 ± 0.4) ∙ 1020 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠/𝑐𝑐. 

Finally, the observations and conclusions derived from the presented theoretical work have 

culminated in a set of electro-optic material design criteria which, despite not necessarily being a 

complete rule set, will guide future theoretical as well as experimental studies and may 
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potentially lead to an enhanced understanding of the design of optimal electro-optical 

chromophore systems. 

The present work is but the foundation upon which to stand for future accomplishments. Many 

possible improvements have been conceptualized since the LoD method’s inception. A major 

future feature will be the ability to use different levels of detail dependent on interaction distance 

for a given simulation. This feature, inherent in the LoD method’s name, could reduce 

computational scaling to 𝑁𝑙𝑜𝑔𝑁-scaling, allowing for large scale system simulations in a fraction 

of the time that is now possible. Additionally, the LoD method is not limited to ellipsoid shapes 

but could be extended to other smooth, closed shapes such as hyperellipsoids or toroids. 

Future studies on condensed electro-optic materials using the current full LoD rule set which so 

far has not been applied to large-scale, complex electro-optic chromophore systems may lead to 

even more insight and understanding of these systems. For example, while theoretical results on 

C1 and CLD-C1 systems match experimental acentric order well centrosymmetric order is 

generally underestimated, especially for the coumarin moieties contained in these chromophores. 

Therefore, future work on C1 and CLD-C1 will focus on improving the interactions between 

coumarins as the driving force for enhanced centrosymmetric order based on the approach used 

in section 2.5.1 successfully modeling the π-stacking interactions of benzene and 

hexafluorobenzene. This same approach in addition to quantum-mechanically calculated torsion 

potentials, similar to calculations performed already (see figure 6.2 and 6.4), may be beneficial 

for future simulations of short TCP-based chromophores. 
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Appendix A CONTACT FUNCTION CODE 

/*! 

 * Touch, an algorithm designed for determining the closest contact distance between two ellipsoids at arbitrary angles, 

 * reducing the three-dimensional problem to a one-dimensional problem in terms of a scalar variable lambda, then iteratively 

 * solving a system of linear equations to optimize lambda. Initially written in Matlab by BHR, ported to C++ by RSB in 02/09, then 

 * harmonized with current codebase by LEJ in 04/09, and optimized by LEJ in 01/10, finally fixed by AT in 02/11, optimized by AT in 2014 

 * Inputs: 

 *  kk - the index of the currently active molecule 

 *  i - the index of the molecule it is interacting with 

 * Return value in distance is the effective LJ sigma for the molecules at their current positions 

 */ 

inline double MC_Elements::touch(const unsigned int kk, const unsigned int i) 

{ 

    double matrices[15]; 

    // Minimization vectors 

    Vec3 V, t; 

     

    // Create lab frame version of A and B matrices (both are symmetric matrices R * L_A/B * R^T) 

    // A/B_ij=sum_k L_A/B_k*R_ik*R_jk 

    // move into A ellipsoid frame of reference 

    // doing so: 

    // - replaces 36 multiplication and 12 additions with 36 multiplications and 24 additions once 

    // - saves 4 multiplications and 6 additions in loop 

    Vec3 z; // multply with kk's transposed (inverse) rotation matrix 

    z.vec[0] = 

Rmus[i].vec[0]*Elements[kk].rot.mat[0][0]+Rmus[i].vec[1]*Elements[kk].rot.mat[1][0]+Rmus[i].vec[2]*Elements[kk].rot.mat[2][0]; 

    z.vec[1] = 

Rmus[i].vec[0]*Elements[kk].rot.mat[0][1]+Rmus[i].vec[1]*Elements[kk].rot.mat[1][1]+Rmus[i].vec[2]*Elements[kk].rot.mat[2][1]; 

    z.vec[2] = 

Rmus[i].vec[0]*Elements[kk].rot.mat[0][2]+Rmus[i].vec[1]*Elements[kk].rot.mat[1][2]+Rmus[i].vec[2]*Elements[kk].rot.mat[2][2]; 

    Mat33 irot=Elements[kk].rot.TransMulM3(Elements[i].rot); // new rotation matrix of i in kk's frame 

     

    matrices[0]=Elements[kk].MyType->saxes2.vec[0]; 

    matrices[1]=Elements[kk].MyType->saxes2.vec[1]; 

    matrices[2]=Elements[kk].MyType->saxes2.vec[2]; 

    matrices[3]=(Elements[i].MyType->saxes2.vec[0]*irot.mat[0][0]*irot.mat[0][0]+Elements[i].MyType-

>saxes2.vec[1]*irot.mat[0][1]*irot.mat[0][1]+Elements[i].MyType->saxes2.vec[2]*irot.mat[0][2]*irot.mat[0][2]); 

    matrices[4]=(Elements[i].MyType->saxes2.vec[0]*irot.mat[0][0]*irot.mat[1][0]+Elements[i].MyType-

>saxes2.vec[1]*irot.mat[0][1]*irot.mat[1][1]+Elements[i].MyType->saxes2.vec[2]*irot.mat[0][2]*irot.mat[1][2]); 

    matrices[5]=(Elements[i].MyType->saxes2.vec[0]*irot.mat[0][0]*irot.mat[2][0]+Elements[i].MyType-

>saxes2.vec[1]*irot.mat[0][1]*irot.mat[2][1]+Elements[i].MyType->saxes2.vec[2]*irot.mat[0][2]*irot.mat[2][2]); 

    matrices[6]=(Elements[i].MyType->saxes2.vec[0]*irot.mat[1][0]*irot.mat[1][0]+Elements[i].MyType-

>saxes2.vec[1]*irot.mat[1][1]*irot.mat[1][1]+Elements[i].MyType->saxes2.vec[2]*irot.mat[1][2]*irot.mat[1][2]); 

    matrices[7]=(Elements[i].MyType->saxes2.vec[0]*irot.mat[1][0]*irot.mat[2][0]+Elements[i].MyType-

>saxes2.vec[1]*irot.mat[1][1]*irot.mat[2][1]+Elements[i].MyType->saxes2.vec[2]*irot.mat[1][2]*irot.mat[2][2]); 
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    matrices[8]=(Elements[i].MyType->saxes2.vec[0]*irot.mat[2][0]*irot.mat[2][0]+Elements[i].MyType-

>saxes2.vec[1]*irot.mat[2][1]*irot.mat[2][1]+Elements[i].MyType->saxes2.vec[2]*irot.mat[2][2]*irot.mat[2][2]); 

    if(configuration->vdwtype==6){ // modulate touch 

        matrices[0]*=Elements[kk].delta; 

        matrices[1]*=Elements[kk].delta; 

        matrices[2]*=Elements[kk].delta; 

        matrices[3]*=Elements[i].delta; 

        matrices[4]*=Elements[i].delta; 

        matrices[5]*=Elements[i].delta; 

        matrices[6]*=Elements[i].delta; 

        matrices[7]*=Elements[i].delta; 

        matrices[8]*=Elements[i].delta; 

    } 

    // d = 1/det(B_LF) (uses the fact that rotations do not change the volume of another matrix) 

    double d=Rdist2LJ[i]*Elements[i].MyType->invsaxesvolume; 

    double e=d*d; 

    if(e>1E10){ 

        d=1E5; 

        e=1E10; 

    } 

    if(e>Rdist2LJ[i]){ 

        matrices[0]*=e; 

        matrices[1]*=e; 

        matrices[2]*=e; 

         

        matrices[3]*=e; 

        matrices[4]*=e; 

        matrices[5]*=e; 

        matrices[6]*=e; 

        matrices[7]*=e; 

        matrices[8]*=e; 

        z*=d; 

    } 

     

    double lambda=0.5; 

    double xlx=1.0; // x=lambda/(1-lambda) -> do manual calculation with value above 

    double Var = 1.0; // trying different forms found 6 loops gives 7 figs for Fx 

    double VAV, VBV, det, Vz, V22; 

    while(Var > 1E-6){ // loop until variance in distance is sufficiently small 

        Var = lambda; // keep lambda around but do CI matrix in terms of x (scale CI by 1/(1-lambda)) 

        //Populate CI matrix 

        matrices[9] = xlx*matrices[3]+matrices[0]; 

        matrices[10] = xlx*matrices[4]; 

        matrices[11] = xlx*matrices[5]; 

         

        matrices[12] = xlx*matrices[6]+matrices[1]; 

        matrices[13] = xlx*matrices[7]; 

         

        matrices[14] = xlx*matrices[8]+matrices[2]; 

         

        // Solve z = CI*V for V using inverse => V=CI^-1*z 
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        t.vec[0]=matrices[12]*matrices[14]-matrices[13]*matrices[13]; 

        t.vec[1]=matrices[13]*matrices[11]-matrices[10]*matrices[14]; 

        t.vec[2]=matrices[10]*matrices[13]-matrices[11]*matrices[12]; 

         

        // do not need to calculate determinant because VAV/VBV will cancel it out anyway 

//      det = matrices[9]*t.vec[0] + matrices[10]*t.vec[1] + matrices[11]*t.vec[2]; 

         

        V.vec[0] = t.vec[0]*z.vec[0]+t.vec[1]*z.vec[1]+t.vec[2]*z.vec[2]; 

        t.vec[0] = (matrices[10]*matrices[11]-matrices[9]*matrices[13]); // a_12 

        V.vec[1] = t.vec[1]*z.vec[0]+(matrices[9]*matrices[14]-matrices[11]*matrices[11])*z.vec[1]+t.vec[0]*z.vec[2]; 

        V.vec[2] = t.vec[2]*z.vec[0]+t.vec[0]*z.vec[1]+(matrices[9]*matrices[12]-matrices[10]*matrices[10])*z.vec[2]; 

         

        // VAV=V*A_LF*V (uses fact that A_LF is symmetric) 

        V22=V.vec[2]*V.vec[2]; 

        VAV = V.vec[0]*V.vec[0]*matrices[0]+V.vec[1]*V.vec[1]*matrices[1]+V22*matrices[2]; 

        // denominator=V*B_LF*V (uses fact that B_LF is symmetric) 

        VBV = V.vec[0]*(V.vec[0]*matrices[3]+2.0*(V.vec[1]*matrices[4]+V.vec[2]*matrices[5])) 

             +V.vec[1]*(V.vec[1]*matrices[6]+2.0*V.vec[2]*matrices[7])+V22*matrices[8]; 

        //Calculate minimization parameter lambda 

        if(VBV < EPS){ 

            cout << "ERROR: Denominator between oids " << kk << " and " << i << " in touch is too close to zero (" << VBV << ").\n"; 

            exit(3); 

        } 

        xlx = sqrt(VAV/VBV); // independent of z-scaling (and determinant) -> also, interesting note: the sqrt is better than anything 

else in terms of speed and convergence 

        lambda = xlx/(1.0+xlx); 

        Var -= lambda; 

        Var *= Var; 

    } 

     

    //Reconstruct CI and run a final iteration once converged 

    matrices[9] = xlx*matrices[3]+matrices[0]; 

    matrices[10] = xlx*matrices[4]; 

    matrices[11] = xlx*matrices[5]; 

     

    matrices[12] = xlx*matrices[6]+matrices[1]; 

    matrices[13] = xlx*matrices[7]; 

     

    matrices[14] = xlx*matrices[8]+matrices[2]; 

     

    t.vec[0]=matrices[12]*matrices[14]-matrices[13]*matrices[13]; 

    t.vec[1]=matrices[13]*matrices[11]-matrices[10]*matrices[14]; 

    t.vec[2]=matrices[10]*matrices[13]-matrices[11]*matrices[12]; 

     

    det = matrices[9]*t.vec[0] + matrices[10]*t.vec[1] + matrices[11]*t.vec[2]; 

    if(fabs(det) < EPS){ 

        cout << "WARNING: Matrix is close to singular. det = " << det << "\n"; 

        cout << "Distance calculation failed. i = " << i << ", kk = " << kk << ", x = " << xlx << "\n"; 

        exit(2); 

    } 

    V22=2.0*z.vec[2]; 
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    Vz=(z.vec[0]*t.vec[0]+2.0*z.vec[1]*t.vec[1]+V22*t.vec[2])*z.vec[0]+ 

       ((matrices[9]*matrices[14]-matrices[11]*matrices[11])*z.vec[1]+(matrices[10]*matrices[11]-matrices[9]*matrices[13])*V22)*z.vec[1]+ 

       (matrices[9]*matrices[12]-matrices[10]*matrices[10])*z.vec[2]*z.vec[2]; 

    // return (sigma/r)^2 

    return det/(lambda*Vz); 

} 
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Appendix B MODEL PARAMETERS 

B.1 CHAPTER 2 MODELS 

 

Table B.1: Model parameters for Figures 2.2, 2.3, 2.4, and 2.11 

Model 
Semi-axes [Å]  

(LJ width [Å]) 

LJ energy 

[perg] 
Charges Dipole [𝑫] 

Sphere 2.33x2.33x2.33 (-) 0.03 - - 

CLD-1 type 2.1x4.3x15.8 (-) 0.24 - - 

CH3 1.88x1.88x1.56 (-) 0.014 - - 

Benzene 3.3x3.3x1.65 (-) 0.08 - - 

Prolate 12.15x3.14x3.14 (3.0) 0.244 - (15.0,0,0) 
 

 

 

 

Table B.2: All-atom model parameters for Benzene in Figures 2.13 and 2.14 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 -1.102, 0.858, -0.000 -0.088 2, 9, 10 1.775 Å, 4.86x10
-3

 perg 

C2 -1.294, -0.525, -0.000 -0.091 3, 4 same as C1 

C3 -0.192, -1.383, 0.000 -0.074 5, 6 same as C1 

H4 -2.302, -0.934, -0.000 0.087  1.21 Å, 2.08x10
-3

 perg 

C5 1.102, -0.858, -0.000 -0.088 7, 8 same as C1 

H6 -0.342, -2.460, 0.000 0.081  same as H4 

C7 1.294, 0.525, 0.000 -0.091 9, 12 same as C1 

H8 1.960, -1.526, -0.000 0.086  same as H4 

C9 0.192, 1.383, -0.000 -0.074 11 same as C1 

H10 -1.960, 1.526, -0.000 0.086  same as H4 

H11 0.342, 2.460, -0.000 0.081  same as H4 

H12 2.302, 0.934, 0.000 0.087  same as H4 
 

 

 

 

Table B.3: All-atom model parameters for Hexafluorobenzene in Figures 2.13 and 2.14 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 -0.490, -1.305, 0.000 0.088 2, 9, 10 1.775 Å, 4.86x10
-3

 perg 

C2 -1.375, -0.228, -0.000 0.108 3, 4 same as C1 

C3 -0.885, 1.076, 0.000 0.084 5, 6 same as C1 
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F4 -2.693, -0.446, -0.000 -0.097  1.425 Å, 4.24x10
-3

 perg 

C5 0.490, 1.305, -0.000 0.088 7, 8 same as C1 

F6 -1.734, 2.108, 0.000 -0.091  same as F4 

C7 1.375, 0.228, 0.000 0.108 9, 12 same as C1 

F8 0.960, 2.555, -0.000 -0.092  same as F4 

C9 0.885, -1.076, -0.000 0.084 11 same as C1 

F10 -0.960, -2.555, -0.000 -0.092  same as F4 

F11 1.734, -2.108, -0.000 -0.091  same as F4 

F12 2.693, 0.446, 0.000 -0.097  same as F4 
 

 

 

 

Table B.4: LoD model parameters for Benzene and Hexafluorobenzene in Figures 2.13 and 

2.14; Note that “all-atom” denotes that charges from the all-atom force-field at original locations 

are used. 

Model 
Position [Å] 

Rotation (Axis,θ) 

Semi-axes [Å] 

(LJ width [Å]) 

LJ energy 

[perg] 
Charges 

Benzene 
0, 0, 0 

(1, 0, 0, 0) 

3.33x3.27x1.66 

(2.02)
b
 

0.06622
a
, 

0.08324
b
 

All-atom 

Hexafluoro- 

benzene 

0, 0, 0 

(1, 0, 0, 0) 

2.01x.1.71x1.54 

(1.58)
b
 

0.07099
a
, 

0.09120
b
 

All-atom 

a
 “simple touch” LJ potential, equation (2-2), 

b
 “adjusted-width” LJ potential, equation (2-6) 

 

 

 

Table B.5: Quadrupole expansion parameters for Benzene and Hexafluorobenzene in Figures 

2.13 and 2.14. Overall quadrupole moments in the z-direction are −1.067 𝑒Å2 for Benzene and 

1.541 𝑒Å2 for Hexafluorobenzene. 

Quadrupole expansion 

charge [𝒆] 
Benzene charges 

[𝒆] at [Å] 

Hexafluorobenzene charges 

[𝒆] at [Å] 

0.8 

-0.8 @ ±0.816 in z-direction 

0.402 @ ±0.072 in x-direction 

0.795 @ center 
 

0.8 @ ±0.982 in z-direction 

0.399 @ ±0.067 in y-direction 

-2.397 @ center 
 

1 

-1 @ ±0.730 in z-direction 

0.503 @ ±0.064 in x-direction 

0.994 @ center 
 

1 @ ±0.878 in z-direction 

0.498 @ ±0.060 in y-direction 

-2.997 @ center 
 

4 

-4 @ ±0.365 in z-direction 

2.012 @ ±0.032 in x-direction 

3.977 @ center 
 

4 @ ±0.439 in z-direction 

1.993 @ ±0.030 in y-direction 

-11.986 @ center 
 

8 

-8 @ ±0.258 in z-direction 

4.023 @ ±0.023 in x-direction 

7.953 @ center 
 

8 @ ±0.311 in z-direction 

3.986 @ ±0.021 in y-direction 

-23.973 @ center 
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16 

-16 @ ±0.182 in z-direction 

8.047 @ ±0.016 in x-direction 

15.907 @ center 
 

16 @ ±0.220 in z-direction 

7.972 @ ±0.015 in y-direction 

-47.945 @ center 
 

64 
-64 @ ±0.091 in z-direction 

128 @ center 
 

64 @ ±0.110 in z-direction 

-128 @ center 
 

256 
-256 @ ±0.046 in z-direction 

512 @ center 
 

256 @ ±0.055 in z-direction 

-512 @ center 
 

1024 

-1024 @ ±0.023 in z-

direction 

2048.000 @ center 
 

1024 @ ±0.027 in z-

direction 

-2048.000 @ center 
 

4096 

-4096 @ ±0.011 in z-

direction 

8192 @ center 
 

4096 @ ±0.014 in z-

direction 

-8192 @ center 
 

a
 “simple touch” LJ potential, equation (2-2), 

b
 “adjusted-width” LJ potential, equation (2-6) 

 

 

 

Table B.6: All-atom model parameters for Hydrocarbon Chain in Figures 2.15, 2.16, and 2.17, 

line breaks represent LoD ellipsoid partitioning 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 19.890, 0.385, -0.000 -0.218 2, 3, 4, 5 1.65 Å, 4.59x10
-3

 perg 

H2 19.937, 1.032, 0.885 0.045  1.25 Å, 1.04x10
-3

 perg 

H3 19.937, 1.032, -0.885 0.045  same as H2 

H4 20.788, -0.244, -0.000 0.049  same as H2 

C5 18.613, -0.461, -0.000 0.160 6, 7, 8 same as C1 

H6 18.612, -1.123, 0.878 -0.032  same as H2 

H7 18.612, -1.123, -0.878 -0.032  same as H2 

C8 17.330, 0.380, -0.000 0.028 9, 10, 11 same as C1 

H9 17.332, 1.042, -0.878 -0.010  same as H2 

H10 17.332, 1.042, 0.878 -0.010  same as H2 

C11 16.045, -0.459, -0.000 -0.056 12, 13, 14 same as C1 

H12 16.044, -1.121, 0.878 0.001  same as H2 

H13 16.044, -1.121, -0.878 0.000  same as H2 

C14 14.763, 0.383, -0.000 0.080 15, 16, 17 same as C1 

H15 14.764, 1.046, -0.878 -0.023  same as H2 

H16 14.764, 1.046, 0.878 -0.023  same as H2 

C17 13.478, -0.455, -0.000 0.037 18, 19, 20 same as C1 

H18 13.477, -1.118, 0.878 -0.014  same as H2 

H19 13.477, -1.117, -0.878 -0.014  same as H2 

C20 12.196, 0.388, 0.000 -0.009 21, 22, 23 same as C1 

H21 12.197, 1.050, -0.878 -0.006  same as H2 

H22 12.197, 1.050, 0.878 -0.006  same as H2 

C23 10.910, -0.450, 0.000 0.031 24, 25, 26 same as C1 

H24 10.909, -1.112, 0.878 -0.014  same as H2 
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H25 10.909, -1.112, -0.878 -0.015  same as H2 

C26 9.628, 0.393, 0.000 0.049 27, 28, 29 same as C1 

H27 9.630, 1.056, -0.878 -0.019  same as H2 

H28 9.630, 1.056, 0.878 -0.019  same as H2 

C29 8.343, -0.444, 0.000 0.028 30, 31, 32 same as C1 

H30 8.341, -1.106, 0.878 -0.015  same as H2 

H31 8.341, -1.106, -0.878 -0.015  same as H2 

C32 7.061, 0.400, 0.000 0.014 33, 34, 35 same as C1 

H33 7.063, 1.062, -0.878 -0.011  same as H2 

H34 7.063, 1.062, 0.878 -0.011  same as H2 

C35 5.775, -0.437, 0.000 0.027 36, 37, 38 same as C1 

H36 5.774, -1.100, 0.878 -0.013  same as H2 

H37 5.774, -1.100, -0.878 -0.013  same as H2 

C38 4.494, 0.407, 0.000 0.036 39, 40, 41 same as C1 

H39 4.496, 1.069, -0.878 -0.015  same as H2 

H40 4.496, 1.069, 0.878 -0.015  same as H2 

C41 3.208, -0.430, 0.000 0.025 42, 43, 44 same as C1 

H42 3.206, -1.092, 0.878 -0.013  same as H2 

H43 3.206, -1.092, -0.878 -0.013  same as H2 

C44 1.927, 0.414, 0.000 0.013 45, 46, 47 same as C1 

H45 1.929, 1.077, -0.878 -0.011  same as H2 

H46 1.929, 1.077, 0.878 -0.011  same as H2 

C47 0.641, -0.422, 0.000 0.044 48, 49, 50 same as C1 

H48 0.639, -1.085, 0.878 -0.019  same as H2 

H49 0.639, -1.085, -0.878 -0.019  same as H2 

C50 -0.641, 0.422, 0.000 0.044 51, 52, 53 same as C1 

H51 -0.639, 1.085, -0.878 -0.019  same as H2 

H52 -0.639, 1.085, 0.878 -0.019  same as H2 

C53 -1.927, -0.414, 0.000 0.013 54, 55, 56 same as C1 

H54 -1.929, -1.077, 0.878 -0.011  same as H2 

H55 -1.929, -1.077, -0.878 -0.011  same as H2 

C56 -3.208, 0.430, 0.000 0.025 57, 58, 59 same as C1 

H57 -3.206, 1.092, -0.878 -0.013  same as H2 

H58 -3.206, 1.092, 0.878 -0.013  same as H2 

C59 -4.494, -0.407, 0.000 0.036 60, 61, 62 same as C1 

H60 -4.496, -1.069, 0.878 -0.015  same as H2 

H61 -4.496, -1.069, -0.878 -0.015  same as H2 

C62 -5.775, 0.437, 0.000 0.027 63, 64, 65 same as C1 

H63 -5.774, 1.100, -0.878 -0.013  same as H2 

H64 -5.774, 1.100, 0.878 -0.013  same as H2 

C65 -7.061, -0.400, 0.000 0.014 66, 67, 68 same as C1 

H66 -7.063, -1.062, 0.878 -0.011  same as H2 

H67 -7.063, -1.062, -0.878 -0.011  same as H2 

C68 -8.343, 0.444, -0.000 0.028 69, 70, 71 same as C1 

H69 -8.341, 1.106, -0.878 -0.015  same as H2 

H70 -8.341, 1.106, 0.878 -0.015  same as H2 
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C71 -9.628, -0.393, 0.000 0.049 72, 73, 74 same as C1 

H72 -9.630, -1.056, 0.878 -0.019  same as H2 

H73 -9.630, -1.056, -0.878 -0.019  same as H2 

C74 -10.910, 0.450, -0.000 0.031 75, 76, 77 same as C1 

H75 -10.909, 1.112, -0.878 -0.015  same as H2 

H76 -10.909, 1.112, 0.878 -0.014  same as H2 

C77 -12.196, -0.388, -0.000 -0.009 78, 79, 80 same as C1 

H78 -12.197, -1.050, 0.878 -0.006  same as H2 

H79 -12.197, -1.050, -0.878 -0.006  same as H2 

C80 -13.478, 0.455, -0.000 0.037 81, 82, 83 same as C1 

H81 -13.477, 1.117, -0.878 -0.014  same as H2 

H82 -13.477, 1.118, 0.878 -0.014  same as H2 

C83 -14.763, -0.383, -0.000 0.080 84, 85, 86 same as C1 

H84 -14.764, -1.046, 0.878 -0.023  same as H2 

H85 -14.764, -1.046, -0.878 -0.023  same as H2 

C86 -16.045, 0.459, -0.000 -0.056 87, 88, 89 same as C1 

H87 -16.044, 1.121, -0.878 0.000  same as H2 

H88 -16.044, 1.121, 0.878 0.001  same as H2 

C89 -17.330, -0.380, -0.000 0.028 90, 91, 92 same as C1 

H90 -17.332, -1.042, 0.878 -0.010  same as H2 

H91 -17.332, -1.042, -0.878 -0.010  same as H2 

C92 -18.613, 0.461, -0.000 0.160 93, 94, 95 same as C1 

H93 -18.612, 1.123, -0.878 -0.032  same as H2 

H94 -18.612, 1.123, 0.878 -0.032  same as H2 

C95 -19.890, -0.385, -0.000 -0.218 96, 97, 98 same as C1 

H96 -20.788, 0.244, -0.000 0.049  same as H2 

H97 -19.937, -1.032, 0.885 0.045  same as H2 

H98 -19.937, -1.032, -0.885 0.045  same as H2 
 

 

Table B.7: Hydrocarbon Chain LoD model 1 parameters for Figures 2.15, 2.16, and 2.17; Note 

that “all-atom” denotes that charges from the all-atom force-field at original locations are used. 

Ellipsoid # 
Position [Å] 

Rotation (Axis,θ) 

Semi-axes [Å] 

(LJ width [Å]) 

LJ energy 

[perg] 
Charges 

1 
20.085, 0.515, 0.000 

(0.354, 0.661, 0.661, 2.461) 

1.90x1.90x1.59 

(1.55)
b
 

0.01066
a
, 

0.01317
b
 

All-atom 

2 
18.612, -0.784, 0.000 

(-0.001, -1.000, -0.001, 1.571) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

3 
17.331, 0.703, 0.000 

(-0.001, -1.000, -0.001, 1.571) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

4 
16.045, -0.782, 0.000 

(-0.001, -1.000, -0.001, 1.571) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

5 
14.763, 0.707, 0.000 

(-0.001, -1.000, -0.001, 1.571) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 
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6 
13.477, -0.778, 0.000 

(-0.001, -1.000, -0.001, 1.571) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

7 
12.196, 0.711, 0.000 

(-0.001, -1.000, -0.001, 1.571) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

8 
10.910, -0.773, 0.000 

(-0.001, -1.000, -0.001, 1.571) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

9 
9.629, 0.717, 0.000 

(-0.001, -1.000, -0.001, 1.571) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

10 
8.342, -0.767, 0.000 

(-0.001, -1.000, -0.001, 1.571) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

11 
7.062, 0.723, 0.000 

(-0.001, -1.000, -0.001, 1.571) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

12 
5.774, -0.760, 0.000 

(-0.001, -1.000, -0.001, 1.571) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

13 
4.495, 0.730, 0.000 

(-0.001, -1.000, -0.001, 1.571) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

14 
3.207, -0.753, 0.000 

(-0.001, -1.000, -0.001, 1.571) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

15 
1.928, 0.738, 0.000 

(-0.001, -1.000, -0.001, 1.571) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

16 
0.640, -0.745, 0.000 

(-0.001, -1.000, -0.001, 1.571) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

17 
-0.640, 0.745, 0.000 

(-0.001, -1.000, -0.001, 1.571) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

18 
-1.928, -0.738, 0.000 

(0.707, -0.001, 0.707, 3.139) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

19 
-3.207, 0.753, 0.000 

(0.707, -0.001, 0.707, 3.140) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

20 
-4.495, -0.730, 0.000 

(0.707, -0.001, 0.707, 3.140) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

21 
-5.774, 0.760, 0.000 

(0.707, -0.001, 0.707, 3.140) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

22 
-7.062, -0.723, 0.000 

(0.707, -0.001, 0.707, 3.140) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

23 
-8.342, 0.767, 0.000 

(0.707, -0.001, 0.707, 3.140) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

24 
-9.629, -0.717, 0.000 

(0.707, -0.001, 0.707, 3.140) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

25 
-10.910, 0.773, 0.000 

(0.707, -0.001, 0.707, 3.140) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

26 
-12.196, -0.711, 0.000 

(0.707, -0.001, 0.707, 3.140) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

27 
-13.477, 0.778, 0.000 

(0.707, -0.001, 0.707, 3.140) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 
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28 
-14.763, -0.707, 0.000 

(0.707, -0.001, 0.707, 3.141) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

29 
-16.045, 0.782, 0.000 

(0.707, 0.000, 0.707, 3.141) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

30 
-17.331, -0.703, 0.000 

(0.707, -0.001, 0.707, 3.140) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

31 
-18.612, 0.784, 0.000 

(0.707, -0.001, 0.707, 3.140) 

2.01x1.71x1.54 

(1.58)
b
 

0.00857
a
, 

0.01007
b
 

All-atom 

32 
-20.085, -0.515, 0.000 

(0.797, -0.427, -0.427, 1.795) 

1.90x1.90x1.59 

(1.55)
b
 

0.01066
a
, 

0.01317
b
 

All-atom 

a
 “simple touch” LJ potential, equation (2-2), 

b
 “adjusted-width” LJ potential, equation (2-6) 

 

Table B.8: Hydrocarbon Chain LoD model 2 parameters for Figures 2.15, 2.16, and 2.17; Note 

that “all-atom” denotes that charges from the all-atom force-field at original locations are used. 

Ellipsoid # 
Position [Å] 

Rotation (Axis,θ) 

Semi-axes [Å] 

(LJ width [Å]) 

LJ energy 

[perg] 
Charges 

1 
19.429, -0.064, 0.000 

(0.851, 0.371, 0.371, 1.731) 

2.57x1.85x1.78 

(1.74) 
0.02476 All-atom 

2 
16.688, -0.040, 0.000 

(0.802, 0.422, 0.422, 1.789) 

2.59x1.88x1.66 

(1.74) 
0.02209 All-atom 

3 
14.120, -0.036, 0.000 

(0.802, 0.422, 0.422, 1.789) 

2.59x1.88x1.66 

(1.74) 
0.02209 All-atom 

4 
11.553, -0.031, 0.000 

(0.348, -0.663, -0.663, 2.471) 

2.59x1.88x1.66 

(1.74) 
0.02209 All-atom 

5 
8.986, -0.025, 0.000 

(0.803, 0.422, 0.422, 1.789) 

2.59x1.88x1.66 

(1.74) 
0.02209 All-atom 

6 
6.418, -0.019, 0.000 

(0.803, 0.422, 0.422, 1.789) 

2.59x1.88x1.66 

(1.74) 
0.02209 All-atom 

7 
3.851, -0.011, 0.000 

(0.803, 0.422, 0.422, 1.789) 

2.59x1.88x1.66 

(1.74) 
0.02209 All-atom 

8 
1.284, -0.004, 0.000 

(0.803, 0.422, 0.422, 1.789) 

2.59x1.88x1.66 

(1.74) 
0.02209 All-atom 

9 
-1.284, 0.004, 0.000 

(0.803, 0.422, 0.422, 1.789) 

2.59x1.88x1.66 

(1.74) 
0.02209 All-atom 

10 
-3.851, 0.011, 0.000 

(0.348, -0.663, -0.663, 2.472) 

2.59x1.88x1.66 

(1.74) 
0.02209 All-atom 

11 
-6.418, 0.019, 0.000 

(0.348, -0.663, -0.663, 2.471) 

2.59x1.88x1.66 

(1.74) 
0.02209 All-atom 

12 
-8.986, 0.025, 0.000 

(0.348, -0.663, -0.663, 2.471) 

2.59x1.88x1.66 

(1.74) 
0.02209 All-atom 

13 
-11.553, 0.031, 0.000 

(0.348, -0.663, -0.663, 2.471) 

2.59x1.88x1.66 

(1.74) 
0.02209 All-atom 
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14 
-14.120, 0.036, 0.000 

(0.349, -0.663, -0.663, 2.471) 

2.59x1.88x1.66 

(1.74) 
0.02209 All-atom 

15 
-16.688, 0.040, 0.000 

(0.349, -0.663, -0.663, 2.471) 

2.59x1.88x1.66 

(1.74) 
0.02209 All-atom 

16 
-19.429, 0.064, 0.000 

(0.294, -0.676, -0.676, 2.569) 

2.57x1.85x1.78 

(1.74) 
0.02476 All-atom 

 

 

Table B.9: Hydrocarbon Chain LoD model 3 parameters for Figures 2.15, 2.16, and 2.17; Note 

that “all-atom” denotes that charges from the all-atom force-field at original locations are used. 

Ellipsoid # 
Position [Å] 

Rotation (Axis,θ) 

Semi-axes [Å] 

(LJ width [Å]) 

LJ energy 

[perg] 
Charges 

1 
20.085, 0.515, 0.000 

(0.354, 0.661, 0.661, 2.461) 

1.90x1.90x1.59 

(1.55) 
0.01317 All-atom 

2 
17.329, -0.288, 0.000 

(0.014, 0.002, 1.000, 0.001) 

2.97x2.04x1.81 

(1.95) 
0.03157 All-atom 

3 
13.479, 0.213, 0.000 

(0.004, 0.002, -1.000, 0.002) 

2.97x2.04x1.81 

(1.95) 
0.03157 All-atom 

4 
9.627, -0.275, 0.000 

(0.004, 0.001, -1.000, 0.002) 

2.97x2.04x1.81 

(1.95) 
0.03157 All-atom 

5 
5.777, 0.231, 0.000 

(0.000, 0.000, 1.000, 3.139) 

2.97x2.04x1.81 

(1.95) 
0.03157 All-atom 

6 
1.925, -0.254, 0.000 

(0.001, 0.000, -1.000, 0.003) 

2.97x2.04x1.81 

(1.95) 
0.03157 All-atom 

7 
-1.925, 0.254, 0.000 

(0.000, 0.000, 1.000, 3.139) 

2.97x2.04x1.81 

(1.95) 
0.03157 All-atom 

8 
-5.777, -0.231, 0.000 

(0.000, 0.000, 1.000, 3.139) 

2.97x2.04x1.81 

(1.95) 
0.03157 All-atom 

9 
-9.627, 0.275, 0.000 

(0.000, 0.000, 1.000, 3.139) 

2.97x2.04x1.81 

(1.95) 
0.03157 All-atom 

10 
-13.479, -0.213, 0.000 

(0.000, 0.000, 1.000, 3.140) 

2.97x2.04x1.81 

(1.95) 
0.03157 All-atom 

11 
-17.329, 0.288, 0.000 

(0.000, 0.000, -1.000, 3.141) 

2.97x2.04x1.81 

(1.95) 
0.03157 All-atom 

12 
-20.085, -0.515, 0.000 

(0.797, -0.427, -0.427, 1.795) 

1.90x1.90x1.59 

(1.55) 
0.01317 All-atom 
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Table B.10: Hydrocarbon Chain LoD model 4 parameters for Figures 2.15, 2.16, and 2.17; 

Note that “all-atom” denotes that charges from the all-atom force-field at original locations are 

used. 

Ellipsoid # 
Position [Å] 

Rotation (Axis,θ) 

Semi-axes [Å] 

(LJ width [Å]) 

LJ energy 

[perg] 
Charges 

1 
18.137, -0.052, 0.000 

(0.000, 0.000, 1.000, 0.253) 

3.91x2.09x1.81 

(2.06) 
0.04265 All-atom 

2 
12.837, -0.033, 0.000 

(0.000, 0.000, 1.000, 0.367) 

3.80x2.12x1.81 

(2.05) 
0.04052 All-atom 

3 
7.702, -0.022, 0.000 

(0.000, 0.000, -1.000, 2.776) 

3.80x2.12x1.81 

(2.05) 
0.04051 All-atom 

4 
2.567, -0.008, 0.000 

(0.000, 0.000, -1.000, 2.776) 

3.80x2.12x1.81 

(2.05) 
0.04051 All-atom 

5 
-2.567, 0.008, 0.000 

(0.000, 0.000, -1.000, 2.776) 

3.80x2.12x1.81 

(2.05) 
0.04051 All-atom 

6 
-7.702, 0.022, 0.000 

(0.000, 0.000, 1.000, 0.366) 

3.80x2.12x1.81 

(2.05) 
0.04051 All-atom 

7 
-12.837, 0.033, 0.000 

(0.000, 0.000, 1.000, 0.367) 

3.80x2.12x1.81 

(2.05) 
0.04052 All-atom 

8 
-18.137, 0.052, 0.000 

(0.000, 0.000, 1.000, 0.253) 

3.91x2.09x1.81 

(2.06) 
0.04262 All-atom 

 

 

B.2 CHAPTER 3 MODELS 

 

Table B.11: LoD model parameters for Chapter 3 

Model 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

Single 

ellipsoid 

CLD-1 

0, 0, 0 

(1, 0, 0, 0) 
15.79x4.30x2.22  0.2430 

no charge 

(-23.648,-7.283,-0.428) 

2-ellipsoid 

CLD-1 

(Donor) 

-8.002, 0.775,-0.080 

(0.806,-0.156, 0.572, 

0.400) 

6.78x3.63x2.03  0.0772 
0.208 

(0.344,1.445,0.046) 

2-ellipsoid 

CLD-1 

(Acceptor) 

4.182,-0.591, 0.063 

(0.087, 0.156, 0.984, 

0.435) 

10.09x3.70x2.36  0.1632 

-0.208 

(-11.792,-10.096,-

0.332) 

3-ellipsoid 

CLD-1 

(Donor) 

-8.097, 0.763,-0.078 

(0.721,-0.151,-0.678, 

0.474) 

6.21x3.69x1.99  0.0766 
0.083 

(-3.953,1.408,-0.033) 

3-ellipsoid 

CLD-1 

(Acceptor) 

6.590, 0.580,-0.077 

(0.239, 0.027, 0.971, 

0.381) 

5.79x4.12x2.16  0.1151 
-0.319 

(-5.794,-6.150,-0.335) 
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3-ellipsoid 

CLD-1 

(Bridge) 

-0.438,-2.441, 0.335 

(0.552,-0.578,-0.601, 

1.860) 

3.61x2.64x2.68  0.0454 
0.236 

(-0.067,0.808,-0.527) 

TCP-Me 

(Donor) 

-8.097, 0.763,-0.078 

(0.721,-0.151,-0.678, 

0.474) 

5.06x3.79x2.20  0.0716 
0.295 

(1.193,-0.488,-0.028) 

TCP-Me 

(Acceptor) 

-8.097, 0.763,-0.078 

(0.721,-0.151,-0.678, 

0.474) 

4.52x4.06x1.93  0.1085 
-0.450 

(-0.578,-3.176,0.371) 

TCP-Me 

(C=O) 

-8.097, 0.763,-0.078 

(0.721,-0.151,-0.678, 

0.474) 

2.08x1.70x1.70  0.0185 
0.253 

(0.489,-1.639,-3.607) 

TCP-Me 

(Methyl) 

-8.097, 0.763,-0.078 

(0.721,-0.151,-0.678, 

0.474) 

2.01x1.99x1.60  0.0070 
-0.097 

(-0.019,0.449,-0.314) 
 

a
Dipole vectors are given in the lab frame 
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B.3 CHAPTERS 4 & 5 MODELS 

 

Table B.12: All-atom model parameters for Acetonitrile (OPLS-AA), line breaks represent LoD 

ellipsoid partitioning 

Atom Position [Å] Partial 

charge [𝒆] 
Minimum 

connectivity 

LJ radius and energy 

C1 0.000, 0.000, -1.190 -0.08 2, 3, 4, 5 1.65 Å, 4.59x10
-3

 perg 
H2 1.026, 0.000, -1.555 0.06  1.25 Å, 1.04x10

-3
 perg 

H3 -0.513, 0.889, -1.555 0.06  same as H2 
H4 -0.513, -0.889, -1.555 0.06  same as H2 

C5 0.000, 0.000, 0.278 0.46 1, 6 same as C1 
N6 0.000, 0.000, 1.434 -0.56  1.6 Å, 11.81x10

-3
 perg 

 

 

Table B.13: LoD model parameters for Acetonitrile (OPLS-AA). Note that “all-atom” denotes 

that charges from the all-atom force-field at original locations are used. 

Model 
Position [Å] 

Rotation (Axis,θ) 

Semi-axes [Å] 

(LJ width [Å]) 

LJ energy 

[perg] 
Charges 

Single 

ellipsoid 

0.000, 0.000,-0.166 

(-0.577,-0.577,-0.577, 2.094) 

2.97x1.75x1.75 

(1.69)
b
 

0.03917
b
 All-atom 

2-ellipsoid 

(Methyl) 

0.000, 0.000,-1.405 

(0.000,-1.000,0.000, 1.571) 

1.54x1.87x1.87 

(1.47)
b
 

0.01447
b
 All-atom 

2-ellipsoid 

(Cyano) 

0.000, 0.000, 0.990 

(-0.357,-0.863,-0.357, 1.718) 

2.17x1.61x1.61 

(1.65)
b
 

0.02242
b
 All-atom 

a
 “simple touch” LJ potential, equation (2-2), 

b
 “adjusted-width” LJ potential, equation (2-6) 

 

Table B.14: All-atom model parameters for Acetonitrile (CCSD DFT, calculated by Dr. Lewis 

E. Johnson, reproduced with permission), line breaks represent LoD ellipsoid partitioning 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

H1 -1.546, -0.001, 1.025 0.127  1.25 Å, 1.04x10
-3

 perg 
C2 -1.182, 0.000, 0.000 -0.259 1, 3, 4, 5 1.65 Å, 4.59x10

-3
 perg 

H3 -1.546, -0.887, -0.513 0.127  same as H1 
H4 -1.546, 0.887, -0.512 0.127  same as H1 

C5 0.281, 0.000, 0.000 0.460 2, 6 same as C2 
N6 1.435, 0.000, 0.000 -0.581  1.6 Å, 11.81x10

-3
 perg 
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Table B.15: LoD model parameters for Acetonitrile (CCSD DFT, calculated by Dr. Lewis E. 

Johnson, reproduced with permission). 

Model 
Position [Å] 

Rotation (Axis,θ) 

Semi-axes [Å] 

(LJ width [Å]) 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

Single 

ellipsoid 

0.000, 0.000,-0.166 

(-0.577,-0.577,-0.577, 

2.094) 

2.97x1.75x1.75 

(1.69)
b
 

0.03103
b
 

no charge 

(-4.742,0.000,0.003) 

2-ellipsoid 

(Methyl) 

0.000, 0.000,-1.405 

(0.000,-1.000,0.000, 

1.571) 

1.54x1.87x1.87 

(1.47)
b
 

0.01447
b
 

0.122 

(-0.539,0.000,0.002) 

2-ellipsoid 

(Cyano) 

0.000, 0.000, 0.990 

(-0.357,-0.863,-0.357, 

1.718) 

2.17x1.61x1.61 

(1.65)
b
 

0.02242
b
 

-0.122 

(-2.808,0.000,0.000) 

a
Dipole vectors are given in the lab frame, 

b
 “adjusted-width” LJ potential, equation (2-6) 

 

Table B.16: All-atom model parameters for Ethylene Carbonate, coloring represents LoD 

ellipsoid partitioning. 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 -1.310, -0.756, 0.112 0.18 2, 6, 7, 8 1.75 Å, 4.59x10
-3

 perg 

C2 -1.310, 0.756, -0.112 0.18 3, 4, 5 same as C1 

O3 0.082, 1.107, 0.101 -0.481 9 1.5 Å, 11.81x10
-3

 perg 

H4 -1.916, 1.305, 0.603 0.067  1.21 Å, 1.04x10
-3

 perg 

H5 -1.577, 1.036, -1.132 0.063  same as H4 

O6 0.082, -1.107, -0.101 -0.481 9 same as O3 

H7 -1.916, -1.305, -0.603 0.067  same as H4 

H8 -1.577, -1.036, 1.132 0.063  same as H4 

C9 0.842, 0.000, 0.000 1.033 10 1.875 Å, 7.30x10
-3

 perg 

O10 2.043, -0.000, -0.000 -0.691  1.48 Å, 14.59x10
-3

 perg 
 

 

Table B.17: LoD model parameters for Ethylene Carbonate. Note that “all-atom” denotes that 

charges from the all-atom force-field at original locations are used. 

Model 
Position [Å] 

Rotation (Axis,θ) 

Semi-axes [Å] 

(LJ width [Å]) 

LJ energy 

[perg] 
Charges 

Single 

ellipsoid 

-0.097, 0.000, 0.000 

(0.000, 0.060, 1.000, 3.142) 

3.26x2.41x1.81 

(1.72)
b
 

0.08020
a
, 

0.09819
b
 

All-atom 

2-ellipsoid 

(CH2-CH2) 

-1.523, 0.000, 0.000 

(0.522, 0.674, 0.522, 1.955) 

2.53x1.97x1.70 

(1.62)
b
 

0.01926
a
, 

0.02625
b
 

All-atom 

2-ellipsoid 

(CO3) 

0.794, 0.000, 0.000 

(1.000, 0.000, 0.000, 0.091) 

2.39x2.35x1.61 

(1.68)
b
 

0.06212
a
, 

0.07071
b
 

All-atom 

a
 “simple touch” LJ potential, equation (2-2), 

b
 “adjusted-width” LJ potential, equation (2-6) 
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Table B.18: All-atom model parameters for Ethyl ammonium Cation, coloring represents LoD 

ellipsoid partitioning 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 -1.298, -0.271, -0.000 -0.329 2, 3, 4, 5 1.65 Å, 4.59x10
-3

 perg 

C2 -0.061, 0.610, 0.000 0.221 6, 7, 8 same as C1 

H3 -2.181, 0.375, -0.000 0.144  1.25 Å, 1.04x10
-3

 perg 

H4 -1.353, -0.902, 0.893 0.119  same as H3 

H5 -1.353, -0.902, -0.893 0.119  same as H3 

N6 1.211, -0.245, 0.000 -0.447 9, 10, 11 1.6 Å, 11.81x10
-3

 perg 

H7 0.007, 1.242, 0.889 0.066  same as H3 

H8 0.007, 1.242, -0.889 0.066  same as H3 

H9 1.247, -0.854, 0.827 0.347  same as H3 

H10 2.063, 0.330, -0.000 0.346  same as H3 

H11 1.247, -0.855, -0.827 0.347  same as H3 
 

 

Table B.19: All-atom model parameters for Nitrate Anion, coloring represent LoD ellipsoid 

partitioning 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

N1 -0.000, -0.000, 0.000 0.914 2, 3, 4 1.60 Å, 11.81x10
-3

 perg 

O2 -0.621, 1.101, -0.000 -0.638  1.48 Å, 14.59x10
-3

 perg 

O3 -0.644, -1.088, -0.000 -0.638  same as O2 

O4 1.264, -0.013, -0.000 -0.638  same as O2 
 

 

Table B.20: LoD model parameters for Ethyl ammonium nitrate. Note that “all-atom” denotes 

that charges from the all-atom force-field at original locations are used. 

Model 
Position [Å] 

Rotation (Axis,θ) 

Semi-axes [Å] 

(LJ width [Å]) 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

EtNH3
+
 

(Ethyl) 

-0.840, 0.192, 0.000 

(0.294,-0.676,-0.676, 

2.570) 

2.49x1.96x1.78 

(1.53)
b
 

0.02760
b
 

0.407 

(0.573,0.719,0.000) 

EtNH3
+
 

(NH3
+
) 

1.356,-0.346, 0.000 

(0.348,-0.663,-0.663, 

2.470) 

1.79x1.79x1.54 

(1.46)
b
 

0.02540
b
 

0.593 

(1.123,-0.789,0.000) 

Nitrate 

0.000, 0.000, 0.000 

(0.000, 0.000, 1.000, 

0.001) 

2.34x2.33x1.48 

(1.62)
b
 

0.08171
b
 

-1.000 

(0.000,0.000,0.000) 

a
Dipole vectors are given in the lab frame, 

b
 “adjusted-width” LJ potential, equation (2-6) 

 



246 

 

Table B.21: All-atom model parameters for YLD124, coloring represents LoD ellipsoid 

partitioning 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 -1.283, -1.535, -0.825 -0.158 2, 4, 9 1.65 Å, 4.59x10
-3

 perg 

C2 -0.135, -0.799, -0.812 -0.174 3, 16 same as C1 

H3 -0.201, 0.278, -0.963 0.11  1.25 Å, 1.04x10
-3

 perg 

H4 -1.205, -2.612, -0.687 0.117  same as H3 

N5 -6.670, 0.204, -1.546 -0.478 6, 60, 61 1.6 Å, 11.81x10
-3

 perg 

C6 -5.361, -0.206, -1.356 0.384 7, 11 same as C1 

C7 -4.283, 0.720, -1.363 -0.278 8, 12 same as C1 

C8 -2.974, 0.305, -1.201 -0.102 9, 13 same as C1 

C9 -2.635, -1.052, -1.011 0.127 10 same as C1 

C10 -3.709, -1.965, -0.994 -0.148 11, 14 same as C1 

C11 -5.026, -1.569, -1.155 -0.249 15 same as C1 

H12 -4.470, 1.778, -1.496 0.176  same as H3 

H13 -2.194, 1.061, -1.220 0.099  same as H3 

H14 -3.499, -3.022, -0.845 0.105  same as H3 

H15 -5.799, -2.326, -1.119 0.158  same as H3 

C16 1.198, -1.306, -0.629 0.131 17, 18 same as C1 

C17 2.262, -0.435, -0.679 -0.299 19, 24 same as C1 

C18 1.450, -2.782, -0.403 0.001 20, 21, 59 same as C1 

H19 2.058, 0.624, -0.831 0.129  same as H3 

C20 2.794, -3.089, 0.298 0.312 22, 118, 122 same as C1 

H21 0.634, -3.219, 0.184 0.01  same as H3 

C22 3.918, -2.304, -0.417 0.132 23, 24, 58 same as C1 

H23 4.041, -2.713, -1.432 -0.012  same as H3 

C24 3.628, -0.823, -0.540 0.094 25 same as C1 

C25 4.616, 0.147, -0.561 -0.194 26, 27 same as C1 

H26 4.294, 1.181, -0.681 0.119  same as H3 

C27 6.007, -0.074, -0.441 0.029 28, 29 same as C1 

C28 6.933, 0.948, -0.443 -0.299 30, 57 same as C1 

H29 6.356, -1.094, -0.333 0.063  same as H3 

C30 8.331, 0.823, -0.288 0.248 31, 32 same as C1 

C31 9.234, 1.877, -0.202 -0.281 33, 34 same as C1 

C32 9.146, -0.467, -0.162 -0.098 35, 36, 37 same as C1 

C33 10.556, 1.354, 0.012 0.527 35, 38 same as C1 

C34 8.856, 3.241, -0.290 0.39 39 same as C1 

O35 10.499, 0.002, 0.089 -0.351  1.48 Å, 14.59x10
-3

 perg 

C36 9.260, -1.176, -1.539 0.618 40, 41, 42 same as C1 

C37 8.728, -1.371, 0.997 0.253 43, 44 same as C1 

C38 11.778, 1.970, 0.165 -0.451 45, 46 same as C1 

N39 8.449, 4.330, -0.369 -0.429  same as N5 

F40 9.623, -0.300, -2.488 -0.2  1.42 Å, 4.24x10
-3

 perg 
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F41 10.177, -2.156, -1.511 -0.158  same as F40 

F42 8.083, -1.724, -1.913 -0.193  same as F40 

C43 8.551, -0.766, 2.250 -0.159 47, 48 same as C1 

C44 8.553, -2.756, 0.883 -0.163 49, 50 same as C1 

C45 11.931, 3.386, 0.114 0.447 51 same as C1 

C46 12.950, 1.186, 0.384 0.491 52 same as C1 

H47 8.691, 0.306, 2.356 0.085  same as H3 

C48 8.200, -1.523, 3.364 -0.074 53, 54 same as C1 

C49 8.191, -3.512, 2.000 -0.056 54, 55 same as C1 

H50 8.699, -3.261, -0.063 0.099  same as H3 

N51 12.101, 4.537, 0.080 -0.455  same as N5 

N52 13.914, 0.558, 0.566 -0.481  same as N5 

H53 8.071, -1.036, 4.326 0.111  same as H3 

C54 8.014, -2.902, 3.241 -0.107 56 same as C1 

H55 8.061, -4.585, 1.895 0.096  same as H3 

H56 7.738, -3.496, 4.108 0.104  same as H3 

H57 6.568, 1.969, -0.543 0.159  same as H3 

H58 4.866, -2.479, 0.101 -0.052  same as H3 

H59 1.427, -3.294, -1.378 -0.003  same as H3 

C60 -6.997, 1.615, -1.736 0.199 63, 115, 116 same as C1 

C61 -7.765, -0.760, -1.562 0.115 62, 111, 114 same as C1 

C62 -8.277, -1.158, -0.170 0.306 65, 112, 113 same as C1 

C63 -7.070, 2.423, -0.431 0.286 64, 110, 117 same as C1 

O64 -7.266, 3.779, -0.780 -0.607 108 same as O35 

O65 -9.285, -2.134, -0.350 -0.6 109 same as O35 

C66 -11.322, -4.084, -0.031 0.267 72, 84, 88, 109 same as C1 

C67 -6.148, 5.808, 1.064 0.369 68, 76, 80, 108 same as C1 

C68 -6.549, 7.044, 1.899 -0.324 69, 70, 71 same as C1 

H69 -7.251, 6.791, 2.704 0.054  same as H3 

H70 -5.661, 7.488, 2.372 0.07  same as H3 

H71 -7.012, 7.826, 1.285 0.052  same as H3 

C72 -12.157, -4.894, 0.986 -0.317 73, 74, 75 same as C1 

H73 -12.852, -5.563, 0.458 0.072  same as H3 

H74 -11.529, -5.522, 1.630 0.06  same as H3 

H75 -12.761, -4.247, 1.634 0.058  same as H3 

C76 -5.136, 6.238, -0.020 -0.261 77, 78, 79 same as C1 

H77 -4.828, 5.393, -0.647 0.042  same as H3 

H78 -5.549, 7.009, -0.682 0.042  same as H3 

H79 -4.231, 6.656, 0.443 0.048  same as H3 

C80 -5.473, 4.778, 1.995 -0.257 81, 82, 83 same as C1 

H81 -4.596, 5.224, 2.487 0.047  same as H3 

H82 -6.147, 4.430, 2.788 0.031  same as H3 

H83 -5.119, 3.898, 1.445 0.052  same as H3 

C84 -12.274, -3.250, -0.917 -0.204 85, 86, 87 same as C1 
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H85 -12.888, -2.562, -0.324 0.027  same as H3 

H86 -11.723, -2.657, -1.655 0.032  same as H3 

H87 -12.962, -3.911, -1.464 0.047  same as H3 

C88 -10.530, -5.060, -0.927 -0.249 89, 90, 91 same as C1 

H89 -9.862, -5.703, -0.340 0.038  same as H3 

H90 -11.218, -5.720, -1.474 0.056  same as H3 

H91 -9.920, -4.527, -1.665 0.048  same as H3 

C92 -8.891, -3.883, 1.964 -0.41 93, 94, 95, 109 same as C1 

H93 -8.335, -4.627, 1.382 0.091  same as H3 

H94 -8.159, -3.214, 2.432 0.091  same as H3 

H95 -9.407, -4.412, 2.774 0.07  same as H3 

C96 -11.022, -1.658, 1.959 -0.459 97, 98, 99, 109 same as C1 

H97 -10.320, -0.970, 2.445 0.098  same as H3 

H98 -11.723, -1.056, 1.369 0.103  same as H3 

H99 -11.593, -2.151, 2.755 0.086  same as H3 

C100 -8.519, 6.297, -0.933 -0.494 101, 102, 103, 108 same as C1 

H101 -7.851, 6.574, -1.756 0.112  same as H3 

H102 -9.423, 5.862, -1.375 0.114  same as H3 

H103 -8.812, 7.216, -0.413 0.095  same as H3 

C104 -8.954, 4.456, 1.514 -0.484 105, 106, 107, 108 same as C1 

H105 -9.829, 4.013, 1.023 0.117  same as H3 

H106 -8.540, 3.705, 2.197 0.1  same as H3 

H107 -9.314, 5.291, 2.127 0.088  same as H3 

Si108 -7.704, 5.059, 0.228 0.763  2.0 Å, 6.95x10
-3

 perg 

Si109 -10.115, -2.925, 0.887 0.748  same as Si108 

H110 -7.895, 2.047, 0.192 -0.01  same as H3 

H111 -8.597, -0.329, -2.127 0.058  same as H3 

H112 -7.447, -1.548, 0.437 -0.046  same as H3 

H113 -8.674, -0.270, 0.345 -0.012  same as H3 

H114 -7.465, -1.666, -2.099 0.024  same as H3 

H115 -6.268, 2.090, -2.401 -0.002  same as H3 

H116 -7.963, 1.680, -2.244 0.031  same as H3 

H117 -6.141, 2.288, 0.140 -0.066  same as H3 

C118 2.728, -2.691, 1.787 -0.185 119, 120, 121 same as C1 

H119 1.952, -3.267, 2.306 0.047  same as H3 

H120 3.683, -2.895, 2.285 0.028  same as H3 

H121 2.502, -1.629, 1.918 0.007  same as H3 

C122 3.087, -4.595, 0.196 -0.348 123, 124, 125 same as C1 

H123 2.296, -5.183, 0.678 0.075  same as H3 

H124 3.159, -4.921, -0.849 0.072  same as H3 

H125 4.033, -4.845, 0.692 0.078  same as H3 
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Table B.22: LoD model parameters for YLD124, coloring represents LoD ellipsoid partitioning: 

(67,..,71,76,..,83|108|100,..,103|104,..,107|64|63,110,117|60,115,116|61,111,114|62,112,113|65|1

09|92,..,95|96,..,99|66,72,..,75,84,..,91|1,..,24,58,59|118,..,125|25,..,35,38,39,45,46,51,52,57|36,4

0,..,42|37,43,44,47,..,50,53,..,56) 

# 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
-5.713, 6.024, 1.324 

(0.476, 0.246, 0.844, 3.115) 
2.88x2.91x1.91  0.02582

b
 

-0.035 

(-0.305,-0.291,-0.291) 

2 
-7.704, 5.059, 0.228 

(1.000, 0.000, 0.000, 0.000) 
2.00x2.00x2.00  0.00695

b
 

0.763 

(0.000,0.000,0.000) 

3 
-8.597, 6.408, -1.043 

(0.444, -0.205, 0.873, 2.183) 
1.84x1.84x1.52  0.00687

b
 

-0.174 

(-0.332,0.424,-0.537) 

4 

-9.074, 4.403, 1.635 

(0.443, -0.892, -0.091, 

0.843) 

1.84x1.84x1.52  0.00688
b
 

-0.178 

(-0.548,-0.302,0.416) 

5 
-7.266, 3.779, -0.780 

(1.000, 0.000, 0.000, 0.000) 
1.48x1.48x1.48  0.01459

b
 

-0.607 

(0.000,0.000,0.000) 

6 

-7.054, 2.343, -0.237 

(0.025, -0.547, -0.837, 

3.011) 

1.96x1.66x1.50  0.00600
b
 

0.210 

(-0.272,0.141,-0.406) 

7 

-7.033, 1.699, -1.925 

(0.024, -0.531, -0.847, 

2.893) 

1.95x1.66x1.50  0.00600
b
 

0.228 

(-0.111,-0.086,0.138) 

8 

-7.848, -0.834, -1.740 

(0.714, -0.343, -0.610, 

1.289) 

1.95x1.66x1.50  0.00600
b
 

0.196 

(-0.117,0.085,-0.049) 

9 

-8.209, -1.080, 0.013 

(0.751, -0.361, -0.553, 

1.274) 

1.96x1.66x1.50  0.00600
b
 

0.249 

(-0.241,-0.057,-0.380) 

10 
-9.285, -2.134, -0.350 

(1.000, 0.000, 0.000, 0.000) 
1.48x1.48x1.48  0.01459

b
 

-0.600 

(0.000,0.000,0.000) 

11 
-10.115, -2.925, 0.887 

(1.000, 0.000, 0.000, 0.000) 
2.00x2.00x2.00  0.00695

b
 

0.748 

(0.000,0.000,0.000) 

12 
-8.778, -3.971, 2.068 

(0.487, -0.111, 0.866, 2.360) 
2.88x2.91x1.91  0.02582

b
 

-0.158 

(0.474,-0.277,0.302) 

13 
-11.105, -1.541, 2.063 

(-0.412, 0.265, 0.872, 2.479) 
1.84x1.84x1.52  0.00688

b
 

-0.171 

(-0.322,0.515,0.350) 

14 
-11.659, -4.407, -0.317 

(-0.312, 0.782, 0.539, 1.290) 
2.91x2.87x1.91  0.02582

b
 

-0.065 

(0.140,0.137,-0.017) 

15 
-1.052, -1.163, -0.860 

(-0.043, 0.056, 0.998, 2.937) 
9.01x3.13x1.66  0.08401

b
 

0.129 

(15.303,-4.983,2.852) 

16 
2.919, -3.698, 1.077 

(0.328, -0.264, 0.907, 1.856) 
3.48x1.89x1.78  0.01435

b
 

-0.227 

(0.029,-0.506,0.356) 

17 

9.507, 1.734, -0.109 

(0.059, -0.033, -0.998, 

2.890) 

7.33x3.83x1.71  0.10602
b
 

-0.566 

(-4.766,-1.104,-0.688) 
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18 

9.285, -1.344, -1.875 

(0.013, -0.234, -0.972, 

2.904) 

2.22x2.22x1.40  0.01724
b
 

0.066 

(0.038,0.464,1.346) 

19 
8.348, -2.195, 2.212 

(0.633, 0.270, 0.726, 2.301) 
3.44x3.04x1.66  0.03077

b
 

0.190 

(0.137,0.211,-0.446) 
a
Dipole vectors are given in the lab frame, 

b
 “simple touch” LJ potential, equation (2-2) 

 

Table B.23: All-atom model parameters for YLD124 (2
nd

 enantiomer), coloring represents LoD 

ellipsoid partitioning 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 1.182, -1.496, 0.293 -0.15 2, 4, 9 1.65 Å, 4.59x10
-3

 perg 

C2 0.045, -0.742, 0.275 -0.191 3, 16 same as C1 

H3 0.117, 0.323, 0.491 0.123  1.25 Å, 1.04x10
-3

 perg 

H4 1.094, -2.563, 0.095 0.112  same as H3 

N5 6.538, 0.079, 1.472 -0.506 6, 47, 48 1.6 Å, 11.81x10
-3

 perg 

C6 5.241, -0.287, 1.153 0.404 7, 11 same as C1 

C7 4.188, 0.667, 1.106 -0.281 8, 12 same as C1 

C8 2.886, 0.292, 0.832 -0.113 9, 13 same as C1 

C9 2.531, -1.049, 0.572 0.132 10 same as C1 

C10 3.583, -1.987, 0.593 -0.14 11, 14 same as C1 

C11 4.892, -1.632, 0.868 -0.265 15 same as C1 

H12 4.391, 1.715, 1.284 0.178  same as H3 

H13 2.125, 1.067, 0.815 0.099  same as H3 

H14 3.360, -3.032, 0.388 0.104  same as H3 

H15 5.648, -2.407, 0.860 0.161  same as H3 

C16 -1.286, -1.226, 0.030 0.101 17, 18 same as C1 

C17 -2.347, -0.353, 0.113 -0.304 19, 24 same as C1 

C18 -1.542, -2.686, -0.281 0.096 20, 21, 46 same as C1 

H19 -2.140, 0.695, 0.326 0.125  same as H3 

C20 -2.882, -2.949, -1.007 0.409 22, 105, 109 same as C1 

H21 -0.723, -3.090, -0.889 -0.021  same as H3 

C22 -4.008, -2.200, -0.255 -0.014 23, 24, 45 same as C1 

H23 -4.141, -2.666, 0.734 -0.022  same as H3 

C24 -3.714, -0.730, -0.047 0.179 25 same as C1 

C25 -4.700, 0.237, 0.042 -0.277 26, 27 same as C1 

H26 -4.376, 1.263, 0.214 0.132  same as H3 

C27 -6.094, 0.021, -0.054 0.141 28, 29 same as C1 

C28 -7.020, 1.037, 0.065 -0.328 30, 44 same as C1 

H29 -6.447, -0.991, -0.211 -0.027  same as H3 

C30 -8.425, 0.916, -0.001 0.261 31, 32 same as C1 

C31 -9.336, 1.948, 0.194 -0.288 33, 34 same as C1 
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C32 -9.243, -0.347, -0.288 -0.057 35, 36, 37 same as C1 

C33 -10.673, 1.428, 0.088 0.509 35, 38 same as C1 

C34 -8.956, 3.285, 0.474 0.397 39 same as C1 

O35 -10.622, 0.095, -0.147 -0.366  1.48 Å, 14.59x10
-3

 perg 

C36 -9.007, -1.495, 0.692 0.254 113, 114 same as C1 

C37 -9.141, -0.733, -1.789 0.598 123, 124, 125 same as C1 

C38 -11.907, 2.029, 0.202 -0.432 40, 41 same as C1 

N39 -8.547, 4.351, 0.704 -0.43  same as N5 

C40 -12.057, 3.422, 0.463 0.437 42 same as C1 

C41 -13.095, 1.251, 0.059 0.492 43 same as C1 

N42 -12.226, 4.554, 0.676 -0.452  same as N5 

N43 -14.072, 0.628, -0.053 -0.483  same as N5 

H44 -6.652, 2.045, 0.248 0.157  same as H3 

H45 -4.953, -2.340, -0.790 0.04  same as H3 

H46 -1.524, -3.253, 0.663 -0.024  same as H3 

C47 6.879, 1.466, 1.775 0.24 50, 102, 103 same as C1 

C48 7.605, -0.915, 1.535 0.114 49, 98, 101 same as C1 

C49 8.224, -1.266, 0.174 0.3 52, 99, 100 same as C1 

C50 7.135, 2.334, 0.533 0.286 51, 97, 104 same as C1 

O51 7.354, 3.659, 0.974 -0.612 95 same as O35 

O52 9.179, -2.287, 0.393 -0.6 96 same as O35 

C53 11.225, -4.245, 0.167 0.275 59, 71, 75, 96 same as C1 

C54 6.820, 5.855, -0.938 0.359 55, 63, 67, 95 same as C1 

C55 7.515, 7.018, -1.681 -0.338 56, 57, 58 same as C1 

H56 8.297, 6.663, -2.364 0.059  same as H3 

H57 6.784, 7.574, -2.286 0.076  same as H3 

H58 7.973, 7.735, -0.990 0.056  same as H3 

C59 12.216, -4.937, -0.794 -0.312 60, 61, 62 same as C1 

H60 12.808, -5.689, -0.253 0.071  same as H3 

H61 11.705, -5.458, -1.613 0.059  same as H3 

H62 12.925, -4.228, -1.239 0.056  same as H3 

C63 5.702, 6.425, -0.039 -0.28 64, 65, 66 same as C1 

H64 5.192, 5.634, 0.525 0.048  same as H3 

H65 6.087, 7.154, 0.684 0.047  same as H3 

H66 4.944, 6.938, -0.649 0.055  same as H3 

C67 6.186, 4.906, -1.979 -0.273 68, 69, 70 same as C1 

H68 5.470, 5.454, -2.608 0.053  same as H3 

H69 6.934, 4.465, -2.650 0.035  same as H3 

H70 5.635, 4.086, -1.503 0.062  same as H3 

C71 12.015, -3.559, 1.302 -0.203 72, 73, 74 same as C1 

H72 12.720, -2.811, 0.919 0.028  same as H3 

H73 11.348, -3.059, 2.013 0.031  same as H3 

H74 12.602, -4.302, 1.862 0.045  same as H3 

C75 10.290, -5.309, 0.782 -0.267 76, 77, 78 same as C1 
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H76 9.729, -5.855, 0.013 0.041  same as C1 

H77 10.874, -6.051, 1.346 0.059  same as H3 

H78 9.566, -4.861, 1.472 0.055  same as H3 

C79 9.154, -3.728, -2.154 -0.411 80, 81, 82, 96 same as C1 

H80 8.479, -4.499, -1.765 0.094  same as H3 

H81 8.539, -2.977, -2.665 0.091  same as H3 

H82 9.789, -4.195, -2.917 0.07  same as H3 

C83 11.275, -1.586, -1.525 -0.46 84, 85, 86, 96 same as C1 

H84 10.671, -0.833, -2.045 0.1  same as H3 

H85 11.860, -1.068, -0.757 0.102  same as H3 

H86 11.978, -1.996, -2.260 0.087  same as H3 

C87 8.792, 6.030, 1.497 -0.477 88, 89, 90, 95 same as C1 

H88 8.010, 6.337, 2.200 0.107  same as H3 

H89 9.560, 5.498, 2.070 0.107  same as H3 

H90 9.251, 6.937, 1.088 0.09  same as H3 

C91 9.514, 4.237, -0.916 -0.47 92, 93, 94, 95 same as C1 

H92 10.204, 3.643, -0.305 0.112  same as H3 

H93 9.169, 3.602, -1.741 0.098  same as H3 

H94 10.095, 5.055, -1.357 0.083  same as H3 

Si95 8.101, 4.921, 0.141 0.77  2.0 Å, 6.95x10
-3

 perg 

Si96 10.194, -2.948, -0.781 0.74  same as Si95 

H97 8.005, 1.944, -0.015 -0.017  same as H3 

H98 8.395, -0.532, 2.187 0.058  same as H3 

H99 7.441, -1.599, -0.521 -0.04  same as H3 

H100 8.693, -0.370, -0.259 -0.008  same as H3 

H101 7.240, -1.835, 2.004 0.028  same as H3 

H102 6.089, 1.931, 2.373 -0.012  same as H3 

H103 7.778, 1.472, 2.397 0.021  same as H3 

H104 6.271, 2.282, -0.144 -0.065  same as H3 

C105 -2.805, -2.470, -2.470 -0.299 106, 107, 108 same as C1 

H106 -2.026, -3.018, -3.015 0.067  same as H3 

H107 -3.756, -2.645, -2.986 0.072  same as H3 

H108 -2.576, -1.402, -2.544 0.028  same as H3 

C109 -3.180, -4.457, -0.990 -0.428 110, 111, 112 same as C1 

H110 -2.388, -5.020, -1.499 0.09  same as H3 

H111 -3.258, -4.840, 0.035 0.091  same as H3 

H112 -4.124, -4.677, -1.503 0.09  same as H3 

C113 -8.942, -1.177, 2.057 -0.159 115, 116 same as C1 

C114 -8.911, -2.838, 0.306 -0.147 117, 118 same as C1 

C115 -8.778, -2.174, 3.014 -0.066 119, 120 same as C1 

H116 -9.022, -0.141, 2.373 0.08  same as H3 

C117 -8.738, -3.836, 1.268 -0.091 119, 122 same as C1 

H118 -8.975, -3.125, -0.736 0.099  same as H3 

C119 -8.672, -3.510, 2.622 -0.099 121 same as C1 
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H120 -8.733, -1.906, 4.066 0.105  same as H3 

H121 -8.542, -4.290, 3.367 0.102  same as H3 

H122 -8.665, -4.872, 0.952 0.105  same as H3 

F123 -9.314, 0.348, -2.564 -0.199  1.42 Å, 4.24x10
-3

 perg 

F124 -10.076, -1.635, -2.129 -0.154  same as F123 

F125 -7.933, -1.263, -2.084 -0.186  same as F123 
 

 

Table B.24: LoD model parameters for YLD124 (2
nd

 enantiomer), coloring represents LoD 

ellipsoid partitioning: 

(54,..,58,63,..,70|95|87,..,90|91,..,94|51|50,97,104|47,102,103|48,98,101|49,99,100|52|96|79,..,82|

83,..,86|53,71,..,78,59,..,62|1,..,24,45,46|105,..,112|25,..,35,38,39,40,..,44|37,123,..,125|36,113,..,

122) 

# 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
6.462, 6.121, -1.261 

(0.660, 0.732, 0.170, 0.998) 
2.90x2.90x1.91 

0.02582
b
 

-0.041 

(0.141,-0.323,0.303) 

2 
8.101, 4.921, 0.141 

(0.000, 0.000, 0.000, 0.000) 
2.00x2.00x2.00 

0.00695
b
 

0.770 

(0.000,0.000,0.000) 

3 

8.857, 6.129, 1.627 

(-0.358, -0.200, -0.912, 

2.243) 
1.84x1.84x1.52 0.00688

b
 

-0.172 

(0.263,0.391,0.620) 

4 
9.649, 4.177, -1.014 

(-0.448, 0.169, 0.878, 3.030) 
1.84x1.84x1.53 

0.00688
b
 

-0.176 

(0.597,-0.361,-0.343) 

5 
7.354, 3.659, 0.974 

(0.000, 0.000, 0.000, 0.000) 
1.48x1.48x1.48 

0.01459
b
 

-0.612 

(0.000,0.000,0.000) 

6 

7.136, 2.265, 0.335 

(0.984, -0.146, -0.100, 

1.236) 
1.97x1.66x1.50 0.00600

b
 

0.203 

(0.195,0.154,0.549) 

7 

6.896, 1.539, 1.971 

(0.973, -0.139, -0.186, 

1.215) 
1.96x1.67x1.50 0.00600

b
 

0.249 

(0.101,-0.163,-0.328) 

8 

7.671, -0.999, 1.716 

(0.257, -0.455, -0.853, 

2.461) 
1.96x1.67x1.50 0.00600

b
 

0.200 

(0.072,0.109,-0.017) 

9 

8.175, -1.178, -0.008 

(0.262, -0.465, -0.845, 

2.552) 
1.97x1.66x1.50 0.00599

b
 

0.251 

(0.227,-0.136,0.484) 

10 
9.179, -2.287, 0.393 

(0.000, 0.000, 0.000, 0.000) 
1.48x1.48x1.48 

0.01459
b
 

-0.600 

(0.000,0.000,0.000) 

11 
10.194, -2.948, -0.781 

(0.000, 0.000, 0.000, 0.000) 
2.00x2.00x2.00 

0.00695
b
 

0.740 

(0.000,0.000,0.000) 

12 
9.058, -3.799, -2.286 

(-0.171, 0.690, 0.703, 1.087) 
1.84x1.84x1.53 

0.00688
b
 

-0.156 

(-0.453,-0.250,-0.434) 
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13 
11.375, -1.460, -1.602 

(0.398, -0.755, 0.521, 1.395) 
1.84x1.84x1.53 

0.00688
b
 

-0.171 

(0.402,0.583,-0.257) 

14 
11.513, -4.609, 0.456 

(0.435, 0.731, -0.525, 1.255) 
2.92x2.88x1.91 

0.02582
b
 

-0.060 

(-0.150,0.153,-0.010) 

15 
0.949, -1.140, 0.391 

(0.539, -0.481, 0.691, 0.275) 
8.98x3.13x1.66 0.08405

b
 

0.234 

(-18.572,-5.279,-

4.963) 

16 
-3.004, -3.515, -1.818 

(-0.284, 0.358, 0.889, 1.496) 
3.49x1.89x1.78 

0.01435
b
 

-0.289 

(-0.151,-0.591,-0.597) 

17 
-9.618, 1.801, 0.200 

(0.593, 0.020, -0.805, 0.312) 
7.32x3.83x1.70 

0.10602
b
 

-0.613 

(3.276,-0.797,-0.263) 

18 
-9.114, -0.824, -2.159 

(-0.054, 0.113, 0.992, 2.762) 
2.22x2.22x1.65 

0.01724
b
 

0.059 

(-0.230,0.136,1.354) 

19 

-8.830, -2.580, 1.740 

(0.676, -0.232, -0.700, 

2.523) 
3.44x3.05x1.66 0.03077

b
 

0.184 

(-0.078,0.339,-0.493) 

a
Dipole vectors are given in the lab frame, 

b
 “simple touch” LJ potential, equation (2-2) 

 

Table B.25: All-atom model parameters for JRD1, coloring represents LoD ellipsoid partitioning 

Atom Position [Å] Partial 

charge [𝒆] 
Minimum 

connectivity 

LJ radius and energy 

C1 1.079, -1.772, -1.130 -0.178 2, 4, 9 1.65 Å, 4.59x10
-3

 perg 

C2 2.186, -0.986, -1.006 -0.144 3, 16 same as C1 

H3 2.071, 0.096, -1.058 0.101  1.25 Å, 1.04x10
-3

 perg 

H4 1.207, -2.852, -1.088 0.122  same as H3 

N5 -4.359, -0.240, -1.926 -0.385 6, 60, 61 1.6 Å, 11.81x10
-3

 perg 

C6 -3.040, -0.602, -1.711 0.301 7, 11 same as C1 

C7 -2.012, 0.373, -1.598 -0.205 8, 12 same as C1 

C8 -0.690, 0.010, -1.417 -0.156 9, 13 same as C1 

C9 -0.289, -1.340, -1.324 0.164 10 same as C1 

C10 -1.315, -2.303, -1.423 -0.18 11, 14 same as C1 

C11 -2.644, -1.958, -1.604 -0.206 15 same as C1 

H12 -2.249, 1.427, -1.659 0.141  same as H3 

H13 0.051, 0.801, -1.346 0.115  same as H3 

H14 -1.056, -3.357, -1.348 0.11  same as H3 

H15 -3.379, -2.752, -1.651 0.152  same as H3 

C16 3.537, -1.444, -0.828 0.084 17, 18 same as C1 

C17 4.558, -0.523, -0.760 -0.27 19, 24 same as C1 

C18 3.859, -2.922, -0.741 0.036 20, 21, 59 same as C1 

H19 4.306, 0.535, -0.814 0.125  same as H3 

C20 5.196, -3.232, -0.029 0.347 22, 106, 110 same as C1 

H21 3.050, -3.455, -0.227 -0.002  same as H3 
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C22 6.298, -2.329, -0.631 0.183 23, 24, 58 same as C1 

H23 6.471, -2.633, -1.675 -0.026  same as H3 

C24 5.938, -0.859, -0.623 0.063 25 same as C1 

C25 6.878, 0.154, -0.532 -0.207 26, 27 same as C1 

H26 6.508, 1.179, -0.561 0.125  same as H3 

C27 8.276, -0.011, -0.410 0.06 28, 29 same as C1 

C28 9.151, 1.050, -0.307 -0.326 30, 57 same as C1 

H29 8.673, -1.019, -0.391 0.048  same as H3 

C30 10.553, 0.981, -0.154 0.25 31, 32 same as C1 

C31 11.401, 2.067, 0.029 -0.286 33, 34 same as C1 

C32 11.433, -0.272, -0.141 0 35, 36, 37 same as C1 

C33 12.749, 1.595, 0.199 0.51 35, 38 same as C1 

C34 10.954, 3.413, 0.062 0.393 39 same as C1 

O35 12.760, 0.240, 0.156 -0.365  1.48 Å, 14.59x10
-3

 perg 

C36 11.584, -0.852, -1.574 0.604 40, 41, 42 same as C1 

C37 11.064, -1.295, 0.933 0.171 43, 44 same as C1 

C38 13.939, 2.256, 0.408 -0.439 45, 46 same as C1 

N39 10.493, 4.482, 0.079 -0.429  same as N5 

F40 11.909, 0.121, -2.439 -0.206  1.42 Å, 4.24x10
-3

 perg 

F41 12.547, -1.786, -1.623 -0.161  same as F40 

F42 10.436, -1.421, -2.005 -0.19  same as F40 

C43 10.896, -0.818, 2.242 -0.119 47, 48 same as C1 

C44 10.920, -2.667, 0.689 -0.125 49, 50 same as C1 

C45 14.020, 3.676, 0.484 0.446 51 same as C1 

C46 15.149, 1.515, 0.559 0.49 52 same as C1 

H47 11.011, 0.242, 2.448 0.073  same as H3 

C48 10.586, -1.689, 3.282 -0.076 53, 54 same as C1 

C49 10.602, -3.537, 1.734 -0.061 54, 55 same as C1 

H50 11.057, -3.073, -0.305 0.089  same as H3 

N51 14.132, 4.834, 0.553 -0.456  same as N5 

N52 16.143, 0.923, 0.687 -0.482  same as N5 

H53 10.464, -1.300, 4.289 0.108  same as H3 

C54 10.435, -3.054, 3.031 -0.109 56 same as C1 

H55 10.496, -4.599, 1.528 0.094  same as H3 

H56 10.193, -3.736, 3.841 0.106  same as H3 

H57 8.737, 2.057, -0.317 0.163  same as H3 

H58 7.239, -2.507, -0.100 -0.068  same as H3 

H59 3.890, -3.333, -1.762 -0.014  same as H3 

C60 -4.761, 1.164, -1.958 0.05 63, 103, 104 same as C1 

C61 -5.386, -1.246, -2.178 0.141 62, 99, 102 same as C1 

C62 -6.057, -1.800, -0.914 0.439 65, 100, 101 same as C1 

C63 -4.890, 1.814, -0.572 0.42 64, 98, 105 same as C1 

O64 -5.279, 3.159, -0.781 -0.5 96 same as O35 

O65 -6.968, -2.807, -1.331 -0.502 97 same as O35 
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C66 -8.638, -5.106, -1.378 0.163 72, 84, 88, 97 same as C1 

C67 -4.120, 5.071, 1.149 0.476 68, 76, 80, 96 same as C1 

C68 -4.450, 6.349, 1.954 -0.174 69, 70, 71 same as C1 

H69 -5.100, 6.153, 2.815 0.027  same as H3 

H70 -3.524, 6.794, 2.344 0.023  same as H3 

H71 -4.942, 7.105, 1.332 0.005  same as H3 

C72 -9.693, -5.925, -0.604 -0.019 73, 74, 75 same as C1 

H73 -9.996, -6.802, -1.192 0.017  same as H3 

H74 -9.306, -6.292, 0.355 -0.03  same as H3 

H75 -10.600, -5.342, -0.403 -0.033  same as H3 

C76 -3.161, 5.461, 0.000 -0.216 77, 78, 79 same as C1 

H77 -2.872, 4.592, -0.603 0.047  same as H3 

H78 -3.611, 6.199, -0.674 0.019  same as H3 

H79 -2.242, 5.903, 0.410 0.025  same as H3 

C80 -3.403, 4.056, 2.066 -0.292 81, 82, 83 same as C1 

H81 -2.497, 4.507, 2.494 0.051  same as H3 

H82 -4.030, 3.724, 2.900 0.022  same as H3 

H83 -3.088, 3.161, 1.516 0.06  same as H3 

C84 -9.249, -4.616, -2.710 -0.016 85, 86, 87 same as C1 

H85 -10.125, -3.978, -2.547 -0.037  same as H3 

H86 -8.522, -4.047, -3.301 -0.007  same as H3 

H87 -9.572, -5.475, -3.315 0.002  same as H3 

C88 -7.427, -6.011, -1.689 -0.16 89, 90, 91 same as C1 

H89 -6.995, -6.443, -0.779 0  same as H3 

H90 -7.739, -6.847, -2.330 0.034  same as H3 

H91 -6.638, -5.464, -2.217 0.042  same as H3 

C92 -7.267, -4.008, 1.290 -0.061 97, 114, 115 same as C1 

C93 -9.564, -2.403, -0.102 -0.052 97, 124, 125 same as C1 

C94 -6.607, 5.616, -0.677 -0.054 96, 144, 145 same as C1 

C95 -6.915, 3.536, 1.582 -0.014 96, 134, 135 same as C1 

Si96 -5.707, 4.324, 0.358 0.246  2.0 Å, 6.95x10
-3

 perg 

Si97 -8.101, -3.577, -0.354 0.327  same as Si96 

H98 -5.637, 1.277, 0.028 -0.066  same as H3 

H99 -6.157, -0.800, -2.816 0.03  same as H3 

H100 -5.304, -2.217, -0.231 -0.119  same as H3 

H101 -6.574, -0.991, -0.379 -0.064  same as H3 

H102 -4.964, -2.079, -2.749 -0.006  same as H3 

H103 -4.062, 1.752, -2.563 0.026  same as H3 

H104 -5.731, 1.230, -2.458 0.057  same as H3 

H105 -3.933, 1.753, -0.037 -0.078  same as H3 

C106 5.069, -2.983, 1.487 -0.201 107, 108, 109 same as C1 

H107 4.306, -3.639, 1.924 0.049  same as H3 

H108 6.018, -3.193, 1.994 0.029  same as H3 

H109 4.791, -1.949, 1.711 0.009  same as H3 
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C110 5.566, -4.706, -0.265 -0.404 111, 112, 113 same as C1 

H111 4.792, -5.373, 0.133 0.087  same as H3 

H112 5.681, -4.925, -1.334 0.082  same as H3 

H113 6.510, -4.958, 0.233 0.09  same as H3 

C114 -6.032, -4.689, 1.287 0.004 116, 117 same as C1 

C115 -7.797, -3.642, 2.541 -0.034 118, 119 same as C1 

C116 -5.369, -5.005, 2.473 -0.158 120, 121 same as C1 

H117 -5.573, -4.972, 0.343 0.086  same as H3 

C118 -7.141, -3.959, 3.732 -0.136 120, 122 same as C1 

H119 -8.730, -3.088, 2.592 0.02  same as H3 

C120 -5.926, -4.644, 3.702 -0.038 123 same as C1 

H121 -4.418, -5.530, 2.440 0.098  same as H3 

H122 -7.576, -3.665, 4.684 0.108  same as H3 

H123 -5.413, -4.890, 4.628 0.085  same as H3 

C124 -9.639, -1.218, -0.858 -0.022 126, 127 same as C1 

C125 -10.635, -2.682, 0.769 -0.035 128, 129 same as C1 

C126 -10.725, -0.346, -0.744 -0.114 130, 131 same as C1 

H127 -8.842, -0.980, -1.558 0.07  same as H3 

C128 -11.722, -1.814, 0.890 -0.148 130, 132 same as C1 

H129 -10.631, -3.592, 1.364 0.096  same as H3 

C130 -11.769, -0.642, 0.134 -0.021 133 same as C1 

H131 -10.759, 0.558, -1.347 0.087  same as H3 

H132 -12.535, -2.056, 1.571 0.099  same as H3 

H133 -12.617, 0.033, 0.223 0.077  same as H3 

C134 -6.914, 3.749, 2.972 -0.082 136, 137 same as C1 

C135 -7.913, 2.687, 1.060 -0.068 138, 139 same as C1 

C136 -7.861, 3.145, 3.803 -0.114 140, 141 same as C1 

H137 -6.168, 4.395, 3.425 0.081  same as H3 

C138 -8.857, 2.074, 1.883 -0.073 140, 142 same as C1 

H139 -7.954, 2.504, -0.012 0.073  same as H3 

C140 -8.832, 2.304, 3.261 -0.073 143 same as C1 

H141 -7.836, 3.330, 4.874 0.095  same as H3 

H142 -9.608, 1.418, 1.452 0.049  same as H3 

H143 -9.567, 1.830, 3.906 0.093  same as H3 

C144 -7.548, 6.485, -0.096 -0.038 146, 147 same as C1 

C145 -6.345, 5.759, -2.053 -0.018 148, 149 same as C1 

C146 -8.195, 7.464, -0.851 -0.128 150, 151 same as C1 

H147 -7.793, 6.390, 0.960 0.034  same as H3 

C148 -6.992, 6.735, -2.814 -0.14 150, 153 same as C1 

H149 -5.637, 5.090, -2.534 0.061  same as H3 

C150 -7.916, 7.592, -2.213 -0.053 152 same as C1 

H151 -8.920, 8.123, -0.379 0.102  same as H3 

H152 -8.419, 8.353, -2.804 0.083  same as H3 

H153 -6.776, 6.825, -3.875 0.099  same as H3 
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Table B.26: LoD model parameters for JRD1, coloring represents LoD ellipsoid partitioning: 

(66,72,..,75,84,..,87,88,..,91|97|92,114,..,123|93,124,..,133|65|62,100,101|61,99,102|67,..,71,76,..,

83|96|95,134,..,143|94,144,..,153|64|63,98,105|60,103,104|1,..,24,58,59|110,..,113|106,..,109|25,..

,35,38,39,45,46,51,52,57|36,40,..,42|37,43,44,47,..,50,53,..,56) 

# 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
-8.791, -5.520, -1.677 

(-0.406, -0.337, -0.850, 2.236) 
3.06x3.05x2.03  0.02587

b
 

-0.043 

(0.281,0.112,-0.248) 

2 
-8.101, -3.577, -0.354 

(1.000, 0.000, 0.000, 0.000) 
2.00x2.00x2.00  0.00695

b
 

0.327 

(0.000,0.000,0.000) 

3 
-6.538, -4.345, 2.595 

(0.885, 0.016, -0.465, 1.801) 
3.51x3.14x1.75  0.03081

b
 

-0.026 

(0.930,-0.482,0.417) 

4 
-10.758, -1.455, 0.022 

(-0.222, 0.624, 0.750, 1.176) 
3.51x3.14x1.75  0.03080

b
 

0.038 

(-0.505,0.267,0.119) 

5 
-6.968, -2.807, -1.331 

(1.000, 0.000, 0.000, 0.000) 
1.48x1.48x1.48  0.01459

b
 

-0.502 

(0.000,0.000,0.000) 

6 
-6.019, -1.738, -0.714 

(0.809, -0.384, -0.446, 1.388) 
2.11x1.74x1.57  0.00604

b
 

0.255 

(-0.315,-0.090,-0.800) 

7 
-5.442, -1.307, -2.376 

(0.780, -0.366, -0.508, 1.382) 
2.10x1.74x1.57  0.00604

b
 

0.165 

(-0.080,0.138,0.081) 

8 
-3.670, 5.288, 1.371 

(0.293, 0.581, 0.759, 2.081) 
3.06x3.05x2.03  0.02588

b
 

0.073 

(-0.703,-0.469,-0.535) 

9 
-5.707, 4.324, 0.358 

(1.000, 0.000, 0.000, 0.000) 
2.00x2.00x2.00  0.00695

b
 

0.246 

(0.000,0.000,0.000) 

10 
-7.952, 2.871, 2.495 

(0.772, -0.104, 0.627, 2.039) 
3.51x3.14x1.75  0.03081

b
 

-0.032 

(-0.279,-0.136,0.514) 

11 
-7.317, 6.679, -1.512 

(-0.498, -0.384, -0.777, 3.041) 
3.51x3.14x1.75  0.03080

b
 

-0.053 

(-0.309,0.571,-0.755) 

12 
-5.279, 3.159, -0.781 

(1.000, 0.000, 0.000, 0.000) 
1.48x1.48x1.48  0.01459

b
 

-0.500 

(0.000,0.000,0.000) 

13 
-4.857, 1.719, -0.385 

(0.053, -0.506, -0.861, 2.888) 
2.11x1.74x1.57  0.00604

b
 

0.276 

(-0.166,0.320,-0.638) 

14 
-4.804, 1.268, -2.139 

(0.047, -0.483, -0.875, 2.846) 
2.10x1.74x1.57  0.00604

b
 

0.132 

(-0.152,0.025,-0.097) 

15 
1.271, -1.382, -1.140 

(-0.056, 0.009, 0.998, 2.981) 
7.32x3.29x1.92  0.08520

b
 

0.212 

(15.471,-4.724,2.979) 

16 
5.608, -4.874, -0.278 

(-0.475, -0.649, -0.594, 1.901) 
2.00x1.99x1.61  0.00692

b
 

-0.145 

(0.162,-0.591,-0.049) 

17 
5.056, -2.958, 1.666 

(-0.002, -0.096, -0.995, 2.119) 
2.00x1.99x1.61  0.00693

b
 

-0.114 

(-0.069,-0.125,0.281) 

18 
11.678, 1.924, 0.105 

(0.084, -0.412, 0.907, 0.326) 
6.20x3.48x1.85  0.10587

b
 

-0.507 

(-4.787,-2.048,-0.892) 

19 
11.619, -0.988, -1.924 

(0.029, -0.191, -0.981, 2.870) 
2.32x2.31x1.79  0.01724

b
 

0.047 

(-0.023,0.311,1.366) 
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20 
10.729, -2.241, 2.069 

(0.645, 0.243, 0.724, 2.387) 
3.51x3.13x1.75  0.03080

b
 

0.150 

(0.032,0.000,-0.121) 
a
Dipole vectors are given in the lab frame, 

b
 “simple touch” LJ potential, equation (2-2) 

 

Table B.27: All-atom model parameters for JRD1 (2
nd

 enantiomer), coloring represents LoD 

ellipsoid partitioning 

Atom Position [Å] Partial 

charge [𝒆] 
Minimum 

connectivity 

LJ radius and energy 

C1 1.121, -1.803, -1.021 -0.189 2, 4, 9 1.65 Å, 4.59x10
-3

 perg 

C2 2.217, -1.004, -0.876 -0.15 3, 16 same as C1 

H3 2.090, 0.076, -0.924 0.108  1.25 Å, 1.04x10
-3

 perg 

H4 1.261, -2.881, -0.969 0.122  same as H3 

N5 -4.324, -0.357, -1.921 -0.401 6, 47, 48 1.6 Å, 11.81x10
-3

 perg 

C6 -3.003, -0.695, -1.681 0.331 7, 11 same as C1 

C7 -1.984, 0.292, -1.607 -0.238 8, 12 same as C1 

C8 -0.661, -0.049, -1.400 -0.132 9, 13 same as C1 

C9 -0.248, -1.391, -1.245 0.174 10 same as C1 

C10 -1.265, -2.366, -1.309 -0.193 11, 14 same as C1 

C11 -2.596, -2.043, -1.512 -0.204 15 same as C1 

H12 -2.230, 1.341, -1.718 0.15  same as H3 

H13 0.073, 0.750, -1.363 0.104  same as H3 

H14 -0.997, -3.413, -1.187 0.114  same as H3 

H15 -3.323, -2.845, -1.527 0.152  same as H3 

C16 3.568, -1.450, -0.671 0.088 17, 18 same as C1 

C17 4.577, -0.520, -0.560 -0.297 19, 24 same as C1 

C18 3.903, -2.926, -0.604 0.085 20, 21, 46 same as C1 

H19 4.314, 0.536, -0.600 0.122  same as H3 

C20 5.228, -3.237, 0.131 0.417 22, 93, 97 same as C1 

H21 3.089, -3.476, -0.116 -0.019  same as H3 

C22 6.333, -2.310, -0.427 -0.015 23, 24, 45 same as C1 

H23 6.532, -2.590, -1.473 -0.022  same as H3 

C24 5.956, -0.844, -0.394 0.181 25 same as C1 

C25 6.883, 0.174, -0.245 -0.276 26, 27 same as C1 

H26 6.503, 1.196, -0.247 0.132  same as H3 

C27 8.278, 0.016, -0.086 0.151 28, 29 same as C1 

C28 9.144, 1.078, 0.078 -0.374 30, 44 same as C1 

H29 8.685, -0.988, -0.102 -0.03  same as H3 

C30 10.543, 1.006, 0.250 0.281 31, 32 same as C1 

C31 11.402, 2.094, 0.360 -0.305 33, 34 same as C1 

C32 11.409, -0.253, 0.350 0.043 35, 36, 37 same as C1 

C33 12.754, 1.621, 0.491 0.502 35, 38 same as C1 

C34 10.966, 3.442, 0.324 0.403 39 same as C1 

O35 12.765, 0.267, 0.444 -0.393  1.48 Å, 14.59x10
-3

 perg 
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C36 11.334, -1.174, -0.867 0.204 141, 142 same as C1 

C37 11.198, -0.956, 1.719 0.572 151, 152, 153 same as C1 

C38 13.954, 2.284, 0.625 -0.418 40, 41 same as C1 

N39 10.513, 4.515, 0.278 -0.432  same as N5 

C40 14.040, 3.705, 0.670 0.428 42 same as C1 

C41 15.170, 1.544, 0.725 0.489 43 same as C1 

N42 14.156, 4.863, 0.711 -0.449  same as N5 

N43 16.170, 0.953, 0.805 -0.482  same as N5 

H44 8.729, 2.084, 0.068 0.171  same as H3 

H45 7.263, -2.490, 0.122 0.036  same as H3 

H46 3.958, -3.318, -1.631 -0.024  same as H3 

C47 -4.742, 1.039, -2.017 0.093 50, 90, 91 same as C1 

C48 -5.344, -1.384, -2.106 0.088 49, 86, 89 same as C1 

C49 -5.995, -1.867, -0.803 0.466 52, 87, 88 same as C1 

C50 -4.890, 1.747, -0.662 0.433 51, 85, 92 same as C1 

O51 -5.306, 3.074, -0.927 -0.525 83 same as O35 

O52 -6.862, -2.943, -1.133 -0.509 84 same as O35 

C53 -8.469, -5.278, -0.920 0.13 59, 71, 75, 84 same as C1 

C54 -4.272, 5.039, 1.019 0.468 55, 63, 67, 83 same as C1 

C55 -4.658, 6.326, 1.782 -0.19 56, 57, 58 same as C1 

H56 -5.338, 6.134, 2.620 0.028  same as H3 

H57 -3.756, 6.796, 2.201 0.028  same as H3 

H58 -5.138, 7.060, 1.126 0.007  same as H3 

C59 -9.585, -5.984, -0.121 -0.006 60, 61, 62 same as C1 

H60 -9.815, -6.958, -0.576 0.016  same as H3 

H61 -9.290, -6.170, 0.919 -0.031  same as H3 

H62 -10.514, -5.403, -0.113 -0.034  same as H3 

C63 -3.267, 5.421, -0.093 -0.181 64, 65, 66 same as C1 

H64 -2.938, 4.545, -0.665 0.039  same as H3 

H65 -3.697, 6.138, -0.802 0.007  same as H3 

H66 -2.375, 5.886, 0.348 0.017  same as H3 

C67 -3.582, 4.055, 1.989 -0.311 68, 69, 70 same as C1 

H68 -2.708, 4.534, 2.454 0.055  same as H3 

H69 -4.243, 3.724, 2.797 0.025  same as H3 

H70 -3.219, 3.158, 1.473 0.065  same as H3 

C71 -8.956, -5.029, -2.366 -0.058 72, 73, 74 same as C1 

H72 -9.846, -4.389, -2.394 -0.028  same as H3 

H73 -8.180, -4.554, -2.976 0.006  same as H3 

H74 -9.219, -5.984, -2.843 0.017  same as H3 

C75 -7.227, -6.194, -0.965 -0.134 76, 77, 78 same as C1 

H76 -6.886, -6.467, 0.040 -0.006  same as H3 

H77 -7.470, -7.128, -1.492 0.03  same as H3 

H78 -6.392, -5.722, -1.496 0.036  same as H3 

C79 -7.320, -3.717, 1.623 -0.081 84, 101, 102 same as C1 



261 

 

C80 -9.542, -2.435, -0.158 -0.067 84, 111, 112 same as C1 

C81 -6.675, 5.509, -0.937 -0.069 83, 131, 132 same as C1 

C82 -7.062, 3.464, 1.344 -0.046 83, 121, 122 same as C1 

Si83 -5.808, 4.252, 0.167 0.318  2.0 Å, 6.95x10
-3

 perg 

Si84 -8.042, -3.589, -0.122 0.384  same as Si83 

H85 -5.626, 1.219, -0.041 -0.066  same as H3 

H86 -6.121, -0.983, -2.764 0.048  same as H3 

H87 -5.226, -2.196, -0.091 -0.12  same as H3 

H88 -6.546, -1.041, -0.331 -0.077  same as H3 

H89 -4.918, -2.246, -2.629 0.004  same as H3 

H90 -4.045, 1.608, -2.643 0.012  same as H3 

H91 -5.709, 1.071, -2.528 0.048  same as H3 

H92 -3.933, 1.730, -0.124 -0.089  same as H3 

C93 5.064, -3.022, 1.649 -0.287 94, 95, 96 same as C1 

H94 4.298, -3.695, 2.054 0.064  same as H3 

H95 6.003, -3.232, 2.174 0.069  same as H3 

H96 4.769, -1.995, 1.889 0.023  same as H3 

C97 5.619, -4.702, -0.127 -0.413 98, 99, 100 same as C1 

H98 4.843, -5.385, 0.239 0.085  same as H3 

H99 5.760, -4.897, -1.197 0.088  same as H3 

H100 6.553, -4.955, 0.387 0.085  same as H3 

C101 -6.083, -4.366, 1.822 0.01 103, 104 same as C1 

C102 -7.938, -3.150, 2.753 -0.039 105, 106 same as C1 

C103 -5.503, -4.460, 3.088 -0.156 107, 108 same as C1 

H104 -5.557, -4.800, 0.976 0.084  same as H3 

C105 -7.364, -3.244, 4.023 -0.126 107, 109 same as C1 

H106 -8.875, -2.613, 2.644 0.024  same as H3 

C107 -6.147, -3.903, 4.194 -0.053 110 same as C1 

H108 -4.549, -4.967, 3.210 0.099  same as H3 

H109 -7.866, -2.796, 4.877 0.105  same as H3 

H110 -5.698, -3.975, 5.181 0.091  same as H3 

C111 -9.585, -1.380, -1.090 -0.016 113, 114 same as C1 

C112 -10.666, -2.608, 0.673 -0.032 115, 116 same as C1 

C113 -10.689, -0.530, -1.182 -0.101 117, 118 same as C1 

H114 -8.746, -1.231, -1.764 0.058  same as H3 

C115 -11.773, -1.761, 0.588 -0.137 117, 119 same as C1 

H116 -10.688, -3.417, 1.400 0.09  same as H3 

C117 -11.787, -0.718, -0.339 -0.034 120 same as C1 

H118 -10.696, 0.273, -1.915 0.084  same as H3 

H119 -12.627, -1.919, 1.243 0.097  same as H3 

H120 -12.649, -0.060, -0.410 0.078  same as H3 

C121 -7.137, 3.703, 2.728 -0.092 123, 124 same as C1 

C122 -8.017, 2.588, 0.788 -0.057 125, 126 same as C1 

C123 -8.116, 3.099, 3.520 -0.098 127, 128 same as C1 
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H124 -6.427, 4.372, 3.206 0.088  same as H3 

C125 -8.993, 1.974, 1.573 -0.058 127, 129 same as C1 

H126 -8.000, 2.382, -0.281 0.064  same as H3 

C127 -9.044, 2.231, 2.945 -0.095 130 same as C1 

H128 -8.150, 3.305, 4.587 0.091  same as H3 

H129 -9.711, 1.298, 1.116 0.047  same as H3 

H130 -9.804, 1.757, 3.562 0.101  same as H3 

C131 -7.650, 6.381, -0.418 -0.052 133, 134 same as C1 

C132 -6.356, 5.622, -2.302 -0.031 135, 136 same as C1 

C133 -8.273, 7.335, -1.224 -0.101 137, 138 same as C1 

H134 -7.939, 6.309, 0.629 0.038  same as H3 

C135 -6.978, 6.572, -3.114 -0.12 137, 140 same as C1 

H136 -5.621, 4.949, -2.736 0.065  same as H3 

C137 -7.936, 7.433, -2.575 -0.073 139 same as C1 

H138 -9.024, 7.996, -0.800 0.095  same as H3 

H139 -8.421, 8.173, -3.206 0.086  same as H3 

H140 -6.717, 6.639, -4.167 0.094  same as H3 

C141 11.372, -0.575, -2.135 -0.136 143, 144 same as C1 

C142 11.286, -2.572, -0.781 -0.135 145, 146 same as C1 

C143 11.357, -1.351, -3.290 -0.087 147, 148 same as C1 

H144 11.416, 0.507, -2.219 0.075  same as H3 

C145 11.261, -3.347, -1.942 -0.088 147, 149 same as C1 

H146 11.275, -3.071, 0.179 0.093  same as H3 

C147 11.297, -2.743, -3.198 -0.089 150 same as C1 

H148 11.391, -0.867, -4.262 0.111  same as H3 

H149 11.224, -4.429, -1.858 0.103  same as H3 

H150 11.283, -3.350, -4.098 0.1  same as H3 

F151 11.238, -0.059, 2.717 -0.199  1.42 Å, 4.24x10
-3

 perg 

F152 12.151, -1.872, 1.953 -0.151  same as F151 

F153 10.002, -1.585, 1.778 -0.184  same as F151 
 

 

Table B.28: LoD model parameters for JRD1 (2
nd

 enantiomer), coloring represents LoD 

ellipsoid partitioning: 

(54,..,58,63,..,70|83|82,121,..,130|81,131,..,140|51|50,85,92|47,90,91|53,59,..,62,71,..,78|84|80,11

1,..,120|79,101,..,110|52|49,87,88|48,86,89|1,..,24,45,46|97,..,100|93,..,96|25,..,34,35,38,..,44|37,

151,..,153|36,141,..,150) 

# 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
-8.791, -5.520, -1.677 

(-0.406, -0.337, -0.850, 2.236) 
3.06x3.05x2.03 0.02588

b
 

0.059 

(-0.612,-0.500,-0.560) 

2 
-8.101, -3.577, -0.354 

(0.000, 0.000, 0.000, 0.000) 
2.00x2.00x2.00 0.00695

b
 

0.318 

(0.000,0.000,0.000) 
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3 
-6.538, -4.345, 2.595 

(0.885, 0.016, -0.465, 1.801) 
3.51x3.14x1.75 0.03081

b
 

-0.056 

(-0.470,-0.224,0.683) 

4 
-10.758, -1.455, 0.022 

(-0.222, 0.624, 0.750, 1.176) 
3.51x3.14x1.75 0.03080

b
 

-0.068 

(-0.347,0.643,-0.852) 

5 
-6.968, -2.807, -1.331 

(0.000, 0.000, 0.000, 0.000) 
1.48x1.48x1.48 0.01459

b
 

-0.525 

(0.000,0.000,0.000) 

6 
-6.019, -1.738, -0.714 

(0.809, -0.384, -0.446, 1.388) 
2.11x1.74x1.57 0.00604

b
 

0.278 

(-0.223,0.291,-0.682) 

7 
-5.442, -1.307, -2.376 

(0.780, -0.366, -0.508, 1.382) 
2.10x1.74x1.57 0.00604

b
 

0.153 

(-0.152,-0.030,-0.016) 

8 
-3.670, 5.288, 1.371 

(0.293, 0.581, 0.759, 2.081) 
3.06x3.05x2.03 0.02587

b
 

-0.063 

(0.277,-0.041,-0.271) 

9 
-5.707, 4.324, 0.358 

(0.000, 0.000, 0.000, 0.000) 
2.00x2.00x2.00 0.00695

b
 

0.384 

(0.000,0.000,0.000) 

10 
-7.952, 2.871, 2.495 

(0.772, -0.104, 0.627, 2.039) 
3.51x3.14x1.75 0.03080

b
 

0.020 

(-0.653,0.340,0.065) 

11 
-7.317, 6.679, -1.512 

(-0.498, -0.384, -0.777, 3.041) 
3.51x3.14x1.75 0.03080

b
 

-0.041 

(0.953,-0.389,0.688) 

12 
-5.279, 3.159, -0.781 

(0.000, 0.000, 0.000, 0.000) 
1.48x1.48x1.48 0.01459

b
 

-0.509 

(0.000,0.000,0.000) 

13 
-4.857, 1.719, -0.385 

(0.053, -0.506, -0.861, 2.888) 
2.11x1.74x1.57 0.00604

b
 

0.269 

(-0.283,-0.219,-0.834) 

14 
-4.804, 1.268, -2.139 

(0.047, -0.483, -0.875, 2.846) 
2.10x1.74x1.57 0.00604

b
 

0.140 

(-0.133,0.125,-0.032) 

15 
1.271, -1.382, -1.140 

(-0.056, 0.009, 0.998, 2.981) 
7.32x3.29x1.92 0.08518

b
 

0.300 

(16.653,-4.781,3.965) 

16 
5.608, -4.874, -0.278 

(-0.475, -0.649, -0.594, 1.901) 
2.00x1.99x1.61 0.00692

b
 

-0.155 

(0.161,-0.589,-0.105) 

17 
5.056, -2.958, 1.666 

(-0.002, -0.096, -0.995, 2.119) 
2.00x1.99x1.61 0.00693

b
 

-0.132 

(0.033,-0.150,0.437) 

18 
11.678, 1.924, 0.105 

(0.084, -0.412, 0.907, 0.326) 
6.21x3.49x1.85 0.10587

b
 

-0.558 

(-3.645,-1.394,-0.291) 

19 
11.619, -0.988, -1.924 

(0.029, -0.191, -0.981, 2.870) 
2.32x2.31x1.79 0.01724

b
 

0.037 

(0.333,0.395,-1.235) 

20 
10.729, -2.241, 2.069 

(0.645, 0.243, 0.724, 2.387) 
3.51x3.13x1.75 0.03080

b
 

0.150 

(0.008,0.057,0.269) 
a
Dipole vectors are given in the lab frame, 

b
 “simple touch” LJ potential, equation (2-2) 

 

Table B.29: All-atom model parameters for C1, coloring represents LoD ellipsoid partitioning 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 -5.026, -9.181, 0.022 0.163 2, 5, 14 1.65 Å, 4.59x10
-3

 perg 

C2 -6.132, -9.871, 0.495 -0.222 3, 6 same as C1 
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C3 -5.986, -11.271, 0.189 0.465 4, 8 same as C1 

O4 -4.803, -11.472, -0.436 -0.354 5 1.48 Å, 14.59x10
-3

 perg 

C5 -4.122, -10.207, -0.665 0.063 15, 16 same as C1 

C6 -7.198, -9.247, 1.192 0.379 7 same as C1 

N7 -8.011, -8.635, 1.758 -0.423  1.6 Å, 11.81x10
-3

 perg 

C8 -6.796, -12.355, 0.441 -0.416 9, 11 same as C1 

C9 -8.049, -12.229, 1.108 0.435 10 same as C1 

N10 -9.078, -12.167, 1.650 -0.447  same as N7 

C11 -6.390, -13.660, 0.031 0.491 12 same as C1 

N12 -6.070, -14.731, -0.296 -0.478  same as N7 

C13 -3.687, -7.093, -0.200 -0.048 14, 20, 103 same as C1 

C14 -4.814, -7.788, 0.177 -0.269 104 same as C1 

C15 -2.714, -10.308, -0.079 0.153 98, 102 same as C1 

C16 -4.181, -10.041, -2.209 0.584 17, 18, 19 same as C1 

F17 -3.545, -8.918, -2.611 -0.182  1.42 Å, 4.24x10
-3

 perg 

F18 -5.456, -9.959, -2.619 -0.199  same as F17 

F19 -3.612, -11.082, -2.834 -0.162  same as F17 

C20 -3.435, -5.703, -0.048 0.025 21, 24 same as C1 

C21 -4.212, -4.639, 0.449 -0.073 22, 38 same as C1 

C22 -3.540, -3.410, 0.419 -0.196 23, 105 same as C1 

C23 -2.246, -3.465, -0.102 0.168 24, 25 same as C1 

S24 -1.858, -5.099, -0.555 -0.107  2.47 Å, 4.24x10
-3

 perg 

C25 -1.279, -2.417, -0.291 -0.196 26, 106 same as C1 

C26 -1.509, -1.100, -0.040 -0.178 27, 107 same as C1 

C27 -0.587, 0.005, -0.207 0.164 28, 32 same as C1 

C28 0.764, -0.140, -0.592 -0.13 29, 108 same as C1 

C29 1.602, 0.949, -0.747 -0.234 30, 109 same as C1 

C30 1.137, 2.274, -0.535 0.281 31, 33 same as C1 

C31 -0.213, 2.424, -0.134 -0.182 32, 110 same as C1 

C32 -1.036, 1.320, 0.022 -0.183 111 same as C1 

N33 1.952, 3.375, -0.709 -0.33 34, 35 same as N7 

C34 3.322, 3.256, -1.188 0.092 36, 112, 113 same as C1 

C35 1.459, 4.706, -0.379 0.018 114, 115, 116 same as C1 

C36 4.324, 3.040, -0.052 0.337 37, 117, 118 same as C1 

O37 5.623, 2.940, -0.665 -0.536 43 same as O4 

C38 -5.621, -4.790, 0.967 0.543 39, 119, 120 same as C1 

O39 -6.167, -3.528, 1.381 -0.532 40 same as O4 

C40 -7.115, -2.967, 0.574 0.739 41, 42 same as C1 

O41 -7.489, -3.454, -0.467 -0.519  same as O4 

C42 -7.611, -1.669, 1.177 -0.269 58, 121, 122 same as C1 

C43 6.673, 2.842, 0.190 0.846 44, 51 same as C1 

C44 7.980, 2.731, -0.570 -0.388 45, 123, 124 same as C1 

C45 9.204, 2.743, 0.348 0.117 46, 125, 126 same as C1 

C46 10.517, 2.602, -0.430 0.116 47, 127, 128 same as C1 
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C47 11.741, 2.633, 0.488 -0.304 48, 129, 130 same as C1 

C48 13.044, 2.475, -0.265 0.78 49, 52 same as C1 

O49 14.097, 2.620, 0.607 -0.474 50 same as O4 

C50 15.418, 2.501, 0.191 0.411 53, 57 same as C1 

O51 6.549, 2.841, 1.394 -0.548  same as O4 

O52 13.163, 2.258, -1.445 -0.527  same as O4 

C53 16.313, 3.401, 0.774 -0.211 54, 131 same as C1 

C54 17.668, 3.314, 0.478 -0.039 55, 132 same as C1 

C55 18.132, 2.326, -0.403 -0.132 56, 65 same as C1 

C56 17.219, 1.428, -0.975 -0.018 57, 133 same as C1 

C57 15.861, 1.505, -0.683 -0.259 134 same as C1 

C58 -8.776, -1.054, 0.398 0.083 59, 135, 136 same as C1 

C59 -9.243, 0.270, 1.013 0.057 60, 137, 138 same as C1 

C60 -10.419, 0.884, 0.251 -0.246 61, 139, 140 same as C1 

C61 -10.878, 2.198, 0.844 0.766 62, 63 same as C1 

O62 -10.394, 2.758, 1.796 -0.525  same as O4 

O63 -11.944, 2.682, 0.121 -0.472 64 same as O4 

C64 -12.577, 3.872, 0.458 0.421 79, 83 same as C1 

C65 19.562, 2.176, -0.768 0.669 66, 67 same as C1 

O66 20.004, 1.344, -1.526 -0.493  same as O4 

O67 20.340, 3.111, -0.122 -0.408 68 same as O4 

C68 21.712, 3.177, -0.323 0.41 69, 73 same as C1 

C69 22.301, 3.100, -1.594 -0.276 70, 141 same as C1 

C70 23.674, 3.260, -1.701 -0.096 71, 142 same as C1 

C71 24.475, 3.502, -0.570 -0.075 72, 74 same as C1 

C72 23.846, 3.580, 0.688 0.364 73, 77 same as C1 

C73 22.468, 3.417, 0.819 -0.349 143 same as C1 

C74 25.904, 3.679, -0.608 0.022 75, 144 same as C1 

C75 26.602, 3.911, 0.527 -0.368 76, 145 same as C1 

C76 25.947, 3.993, 1.828 0.765 77, 78 same as C1 

O77 24.557, 3.815, 1.827 -0.391  same as O4 

O78 26.485, 4.197, 2.889 -0.521  same as O4 

C79 -12.897, 4.224, 1.772 -0.263 80, 146 same as C1 

C80 -13.600, 5.402, 1.996 -0.01 81, 147 same as C1 

C81 -13.986, 6.226, 0.929 -0.133 82, 84 same as C1 

C82 -13.663, 5.851, -0.384 -0.028 83, 148 same as C1 

C83 -12.958, 4.676, -0.618 -0.239 149 same as C1 

C84 -14.729, 7.468, 1.254 0.663 85, 86 same as C1 

O85 -15.029, 7.828, 2.370 -0.49  same as O4 

O86 -15.047, 8.171, 0.114 -0.406 87 same as O4 

C87 -15.726, 9.380, 0.167 0.41 88, 92 same as C1 

C88 -15.426, 10.386, 1.099 -0.27 89, 150 same as C1 

C89 -16.108, 11.590, 1.019 -0.095 90, 151 same as C1 

C90 -17.078, 11.821, 0.027 -0.074 91, 93 same as C1 
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C91 -17.345, 10.790, -0.896 0.37 92, 96 same as C1 

C92 -16.676, 9.569, -0.830 -0.359 152 same as C1 

C93 -17.822, 13.046, -0.115 0.014 94, 153 same as C1 

C94 -18.736, 13.189, -1.101 -0.36 95, 154 same as C1 

C95 -19.008, 12.120, -2.057 0.759 96, 97 same as C1 

O96 -18.267, 10.944, -1.887 -0.39  same as O4 

O97 -19.800, 12.159, -2.967 -0.519  same as O4 

C98 -1.548, -10.323, -0.854 -0.134 99, 155 same as C1 

C99 -0.300, -10.449, -0.240 -0.074 100, 156 same as C1 

C100 -0.201, -10.571, 1.144 -0.097 101, 157 same as C1 

C101 -1.362, -10.567, 1.921 -0.078 102, 158 same as C1 

C102 -2.607, -10.434, 1.314 -0.126 159 same as C1 

H103 -2.880, -7.657, -0.657 0.116  1.25 Å, 1.04x10
-3

 perg 

H104 -5.631, -7.270, 0.664 0.144  same as H103 

H105 -3.990, -2.495, 0.783 0.13  same as H103 

H106 -0.309, -2.727, -0.674 0.177  same as H103 

H107 -2.497, -0.816, 0.318 0.132  same as H103 

H108 1.176, -1.130, -0.761 0.088  same as H103 

H109 2.633, 0.766, -1.022 0.16  same as H103 

H110 -0.624, 3.409, 0.049 0.125  same as H103 

H111 -2.069, 1.480, 0.326 0.117  same as H103 

H112 3.398, 2.442, -1.914 0.02  same as H103 

H113 3.584, 4.171, -1.729 0.054  same as H103 

H114 2.266, 5.427, -0.511 0.066  same as H103 

H115 1.118, 4.767, 0.662 0.029  same as H103 

H116 0.626, 5.004, -1.031 0.037  same as H103 

H117 4.107, 2.125, 0.509 -0.028  same as H103 

H118 4.312, 3.874, 0.656 0  same as H103 

H119 -6.275, -5.226, 0.206 -0.025  same as H103 

H120 -5.643, -5.426, 1.859 -0.033  same as H103 

H121 -6.761, -0.975, 1.226 0.084  same as H103 

H122 -7.887, -1.866, 2.221 0.088  same as H103 

H123 7.943, 1.808, -1.164 0.108  same as H103 

H124 8.021, 3.548, -1.302 0.102  same as H103 

H125 9.208, 3.674, 0.929 -0.01  same as H103 

H126 9.110, 1.934, 1.083 -0.006  same as H103 

H127 10.519, 1.665, -1.001 -0.005  same as H103 

H128 10.604, 3.405, -1.173 -0.006  same as H103 

H129 11.789, 3.569, 1.060 0.091  same as H103 

H130 11.693, 1.834, 1.241 0.09  same as H103 

H131 15.933, 4.155, 1.455 0.135  same as H103 

H132 18.367, 4.009, 0.927 0.099  same as H103 

H133 17.591, 0.666, -1.651 0.1  same as H103 

H134 15.160, 0.814, -1.132 0.169  same as H103 
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H135 -9.606, -1.771, 0.369 0.011  same as H103 

H136 -8.472, -0.903, -0.645 -0.003  same as H103 

H137 -9.534, 0.118, 2.060 0.006  same as H103 

H138 -8.415, 0.990, 1.034 0.004  same as H103 

H139 -10.164, 1.061, -0.803 0.08  same as H103 

H140 -11.281, 0.204, 0.231 0.08  same as H103 

H141 21.694, 2.909, -2.468 0.175  same as H103 

H142 24.148, 3.201, -2.677 0.119  same as H103 

H143 21.999, 3.481, 1.794 0.184  same as H103 

H144 26.412, 3.622, -1.568 0.105  same as H103 

H145 27.677, 4.049, 0.536 0.152  same as H103 

H146 -12.597, 3.595, 2.599 0.17  same as H103 

H147 -13.861, 5.701, 3.006 0.097  same as H103 

H148 -13.962, 6.479, -1.215 0.098  same as H103 

H149 -12.701, 4.365, -1.625 0.144  same as H103 

H150 -14.687, 10.215, 1.870 0.171  same as H103 

H151 -15.890, 12.379, 1.734 0.118  same as H103 

H152 -16.894, 8.787, -1.548 0.187  same as H103 

H153 -17.633, 13.855, 0.587 0.107  same as H103 

H154 -19.314, 14.096, -1.238 0.15  same as H103 

H155 -1.593, -10.243, -1.932 0.096  same as H103 

H156 0.596, -10.458, -0.855 0.102  same as H103 

H157 0.772, -10.673, 1.616 0.101  same as H103 

H158 -1.299, -10.666, 3.001 0.107  same as H103 

H159 -3.503, -10.433, 1.928 0.076  same as H103 
 

 

Table B.30: LoD model parameters for C1, coloring represents LoD ellipsoid partitioning: 

(68,..,78,141,..,145|67,65,66|50,53,..,57,131,..,134|49,48,52|47,129,130|46,127,128|45,125,126|4

4,123,124|43,51,37|36,117,118|34,112,113|35,114,..,116|33,20,..,32,105,..,111|1,..,14,103,..,104|

16,..,19|15,98,..,102,155,..,159|38,119,120|39,40,41|42,121,122|58,135,136|59,137,138|60,139,1

40|61,62,63|64,79,..,83,146,..,149|84,85,86|87,..,97,150,..,154) 

# 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
24.487, 3.621, 0.361 

(0.909, -0.206, 0.362, 1.580) 
5.09x3.45x1.69  0.07284

b
 

0.221 

(-4.717,-1.302,-5.442) 

2 
20.039, 2.216, -0.812 

(0.415, -0.244, 0.876, 1.581) 
2.58x1.72x1.59  0.03459

b
 

-0.232 

(-2.040,0.186,0.483) 

3 
16.767, 2.412, -0.102 

(0.420, -0.236, 0.876, 1.561) 
3.63x2.84x1.67  0.03006

b
 

0.255 

(-2.836,0.022,0.488) 

4 
13.502, 2.447, -0.385 

(0.708, -0.458, 0.538, 1.725) 
2.59x1.72x1.59  0.03460

b
 

-0.221 

(-2.215,0.188,0.872) 

5 
11.741, 2.667, 0.811 

(0.577, 0.607, 0.546, 2.002) 
2.01x1.69x1.52  0.00618

b
 

-0.123 

(0.000,0.085,0.766) 
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6 
10.539, 2.569, -0.751 

(0.561, 0.594, 0.576, 1.970) 
2.02x1.69x1.52  0.00618

b
 

0.106 

(-0.014,0.016,0.197) 

7 
9.182, 2.773, 0.669 

(0.566, 0.588, 0.577, 1.971) 
2.02x1.69x1.52  0.00618

b
 

0.101 

(0.013,-0.035,-0.203) 

8 
7.981, 2.705, -0.893 

(0.578, 0.598, 0.555, 2.021) 
2.01x1.69x1.52  0.00618

b
 

-0.178 

(0.001,-0.103,-0.945) 

9 
6.215, 2.880, 0.327 

(-0.384, 0.667, 0.638, 2.306) 
2.57x1.72x1.59  0.03458

b
 

-0.238 

(2.506,-0.207,-0.812) 

10 
4.268, 3.020, 0.258 

(0.603, 0.485, 0.633, 1.970) 
2.02x1.68x1.52  0.00617

b
 

0.309 

(0.112,0.150,-0.534) 

11 
3.404, 3.281, -1.497 

(0.586, 0.458, 0.668, 1.941) 
2.01x1.69x1.52  0.00618

b
 

0.166 

(0.009,0.137,0.038) 

12 
1.387, 4.918, -0.329 

(-0.466, 0.475, 0.747, 2.440) 
1.90x1.90x1.55  0.00698

b
 

0.151 

(0.111,0.137,-0.049) 

13 
-0.889, -0.788, -0.220 

(0.233, 0.214, 0.949, 1.039) 
8.21x3.28x1.78  0.07667

b
 

-0.242 

(-1.571,-1.685,0.466) 

14 
-6.153, -10.683, 0.400 

(0.338, 0.298, 0.893, 1.154) 
6.16x3.94x1.77  0.09999

b
 

-0.401 

(4.167,4.006,-1.623) 

15 
-4.199, -10.000, -2.565 

(0.116, -0.006, 0.993, 1.050) 
2.27x2.27x1.66  0.01724

b
 

0.041 

(0.222,-0.257,1.301) 

16 
-1.327, -10.457, 0.596 

(-0.407, -0.606, -0.684, 2.381) 
3.51x3.09x1.66  0.03081

b
 

0.127 

(0.075,-0.006,-0.097) 

17 
-5.786, -5.052, 0.999 

(-0.542, 0.201, 0.816, 2.735) 
2.03x1.67x1.52  0.00617

b
 

0.485 

(0.467,0.761,-0.124) 

18 
-6.891, -3.376, 0.483 

(0.469, -0.863, 0.189, 1.080) 
2.58x1.72x1.59  0.03459

b
 

-0.312 

(-1.152,2.035,0.397) 

19 
-7.471, -1.548, 1.444 

(0.799, 0.601, 0.040, 1.551) 
2.01x1.69x1.52  0.00618

b
 

-0.097 

(-0.290,0.253,0.586) 

20 
-8.904, -1.192, 0.136 

(0.786, 0.616, 0.049, 1.493) 
2.02x1.69x1.52  0.00618

b
 

0.091 

(0.010,0.022,0.127) 

21 
-9.112, 0.409, 1.273 

(0.782, 0.621, 0.046, 1.501) 
2.02x1.69x1.52  0.00618

b
 

0.067 

(-0.033,-0.034,-0.054) 

22 
-10.567, 0.761, -0.011 

(0.796, 0.605, 0.017, 1.553) 
2.01x1.69x1.52  0.00618

b
 

-0.086 

(-0.295,-0.245,-0.520) 

23 
-11.105, 2.606, 0.934 

(0.495, -0.836, 0.235, 0.949) 
2.59x1.72x1.59  0.03460

b
 

-0.231 

(0.943,-2.055,-0.662) 

24 
-13.280, 5.040, 0.692 

(-0.165, 0.924, 0.346, 1.625) 
3.63x2.84x1.67  0.03006

b
 

0.257 

(1.452,-2.454,-0.274) 

25 
-14.970, 7.883, 1.244 

(-0.176, 0.925, 0.336, 1.620) 
2.58x1.72x1.59  0.03459

b
 

-0.233 

(1.054,-1.752,-0.415) 

26 
-17.529, 11.463, -0.714 

(0.571, -0.741, -0.354, 0.988) 
5.09x3.45x1.69  0.07284

b
 

0.218 

(5.091,-1.857,4.890) 
a
Dipole vectors are given in the lab frame, 

b
 “simple touch” LJ potential, equation (2-2) 
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Table B.31: All-atom model parameters for CLD-C1, coloring represents LoD ellipsoid 

partitioning. 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 -2.972, -3.369, -2.706 -0.203 2, 6, 99, 100 1.65 Å, 4.59x10
-3

 perg 

C2 -2.449, -3.193, -1.317 0.262 3, 19 same as C1 

C3 -3.144, -3.717, -0.278 -0.285 4, 9 same as C1 

C4 -4.351, -4.499, -0.557 0.233 5, 23 same as C1 

C5 -5.181, -4.119, -1.740 -0.357 6, 101, 102 same as C1 

C6 -4.497, -3.196, -2.761 0.455 7, 8 same as C1 

C7 -4.989, -3.554, -4.164 -0.492 103, 104, 105 same as C1 

C8 -4.859, -1.739, -2.469 -0.329 106, 107, 108 same as C1 

C9 -2.714, -3.568, 1.145 -0.090 10, 109, 110 same as C1 

C10 -3.459, -2.400, 1.790 0.261 39, 111, 112 same as C1 

C11 3.062, 0.362, -1.402 0.308 12, 16, 17 same as C1 

C12 2.504, -0.430, -0.385 -0.326 13, 113 same as C1 

C13 1.314, -1.105, -0.596 -0.082 14, 114 same as C1 

C14 0.644, -1.011, -1.821 0.116 15, 18 same as C1 

C15 1.196, -0.221, -2.834 -0.174 16, 115 same as C1 

C16 2.387, 0.458, -2.629 -0.238 116 same as C1 

N17 4.243, 1.152, -1.139 -0.265 20, 22 1.6 Å, 11.81x10
-3

 perg 

C18 -0.608, -1.716, -2.051 -0.159 19, 117 same as C1 

C19 -1.196, -2.481, -1.119 -0.299 118 same as C1 

C20 5.151, 0.658, -0.070 -0.140 21, 119, 120 same as C1 

C21 6.041, -0.516, -0.509 0.225 69, 121, 122 same as C1 

C22 4.997, 1.670, -2.305 -0.213 123, 124, 125 same as C1 

C23 -4.682, -5.552, 0.224 -0.308 24, 126 same as C1 

C24 -5.793, -6.425, -0.078 0.055 25, 127 same as C1 

C25 -6.341, -7.239, 0.841 -0.257 26, 128 same as C1 

C26 -7.445, -8.134, 0.622 0.076 27, 30 same as C1 

C27 -8.129, -8.492, -0.697 0.150 28, 32, 33 same as C1 

O28 -9.166, -9.453, -0.340 -0.310 29 1.48 Å, 14.59x10
-3

 perg 

C29 -9.150, -9.647, 1.035 0.443 30, 31 same as C1 

C30 -8.082, -8.825, 1.615 -0.239 168 same as C1 

C31 -10.054, -10.497, 1.587 -0.460 169, 170 same as C1 

C32 -7.173, -9.349, -1.657 0.408 171, 172, 173 same as C1 

C33 -8.779, -7.308, -1.381 0.146 34, 38 same as C1 

C34 -8.109, -6.573, -2.361 -0.200 35, 129 same as C1 

C35 -8.721, -5.489, -2.979 -0.074 36, 130 same as C1 

C36 -10.017, -5.126, -2.629 -0.123 37, 131 same as C1 

C37 -10.689, -5.844, -1.646 -0.090 38, 132 same as C1 

C38 -10.074, -6.924, -1.021 -0.167 133 same as C1 

O39 -2.960, -2.257, 3.115 -0.449 40 same as O28 

C40 -2.975, -1.023, 3.699 0.781 41, 42 same as C1 
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O41 -2.512, -1.119, 4.815 -0.510  same as O28 

C42 -3.491, 0.227, 3.024 -0.578 43, 134, 135 same as C1 

C43 -4.972, 0.417, 3.314 0.095 44, 136, 137 same as C1 

C44 -5.509, 1.641, 2.590 0.066 45, 138, 139 same as C1 

C45 -6.983, 1.851, 2.905 -0.417 46, 140, 141 same as C1 

C46 -7.536, 2.994, 2.083 0.726 47, 48 same as C1 

O47 -7.851, 2.986, 0.913 -0.501  same as O28 

O48 -7.670, 4.149, 2.815 -0.437 49 same as O28 

C49 -8.147, 5.296, 2.178 0.385 50, 54 same as C1 

C50 -7.229, 6.214, 1.661 -0.198 51, 142 same as C1 

C51 -7.697, 7.416, 1.144 -0.097 52, 143 same as C1 

C52 -9.067, 7.694, 1.148 -0.166 53, 55 same as C1 

C53 -9.975, 6.767, 1.663 -0.052 54, 144 same as C1 

C54 -9.520, 5.560, 2.181 -0.233 145 same as C1 

C55 -9.530, 8.983, 0.570 0.737 56, 57 same as C1 

O56 -9.079, 9.571, -0.389 -0.503  same as O28 

O57 -10.590, 9.529, 1.260 -0.457 58 same as O28 

C58 -11.142, 10.723, 0.794 0.512 59, 63 same as C1 

C59 -10.625, 11.943, 1.261 -0.335 60, 146 same as C1 

C60 -11.252, 13.124, 0.906 -0.079 61, 147 same as C1 

C61 -12.392, 13.105, 0.091 -0.190 62, 64 same as C1 

C62 -12.892, 11.871, -0.363 0.489 63, 67 same as C1 

C63 -12.271, 10.660, -0.018 -0.500 148 same as C1 

C64 -13.072, 14.322, -0.303 0.072 65, 149 same as C1 

C65 -14.162, 14.249, -1.085 -0.444 66, 150 same as C1 

C66 -14.649, 12.937, -1.529 0.740 67, 68 same as C1 

O67 -14.007, 11.771, -1.161 -0.359  same as O28 

O68 -15.601, 12.650, -2.222 -0.513  same as O28 

O69 7.019, -0.817, 0.467 -0.417 70 same as O28 

C70 8.223, -0.161, 0.439 0.731 71, 72 same as C1 

O71 8.884, -0.541, 1.381 -0.499  same as O28 

C72 8.593, 0.843, -0.626 -0.464 73, 151, 152 same as C1 

C73 10.093, 0.924, -0.844 0.076 74, 153, 154 same as C1 

C74 10.425, 1.941, -1.925 0.198 75, 155, 156 same as C1 

C75 11.928, 2.047, -2.119 -0.276 76, 157, 158 same as C1 

C76 12.303, 3.013, -3.212 0.680 77, 78 same as C1 

O77 11.591, 3.672, -3.936 -0.487  same as O28 

O78 13.609, 3.291, -3.545 -0.382 79 same as O28 

C79 14.625, 2.638, -2.855 0.350 80, 84 same as C1 

C80 15.362, 3.368, -1.916 -0.212 81, 159 same as C1 

C81 16.455, 2.770, -1.301 -0.091 82, 160 same as C1 

C82 16.807, 1.457, -1.621 -0.124 83, 85 same as C1 

C83 16.074, 0.741, -2.571 -0.119 84, 161 same as C1 

C84 14.977, 1.326, -3.191 -0.199 162 same as C1 
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C85 17.980, 0.801, -0.985 0.720 86, 87 same as C1 

O86 18.775, 0.043, -1.498 -0.496  same as O28 

O87 18.111, 1.119, 0.348 -0.459 88 same as O28 

C88 19.198, 0.599, 1.053 0.502 89, 93 same as C1 

C89 19.036, -0.612, 1.747 -0.335 90, 163 same as C1 

C90 20.061, -1.069, 2.556 -0.067 91, 164 same as C1 

C91 21.248, -0.334, 2.683 -0.204 92, 94 same as C1 

C92 21.385, 0.876, 1.979 0.461 93, 97 same as C1 

C93 20.360, 1.359, 1.150 -0.475 165 same as C1 

C94 22.341, -0.785, 3.518 0.093 95, 166 same as C1 

C95 23.458, -0.041, 3.607 -0.464 96, 167 same as C1 

C96 23.552, 1.217, 2.857 0.759 97, 98 same as C1 

O97 22.515, 1.654, 2.055 -0.356  same as O28 

O98 24.451, 2.028, 2.800 -0.517  same as O28 

H99 -2.484, -2.645, -3.398 0.055  1.25 Å, 1.04x10
-3

 perg 

H100 -2.686, -4.376, -3.071 0.067  same as H99 

H101 -5.532, -5.058, -2.232 0.138  same as H99 

H102 -6.107, -3.634, -1.362 0.104  same as H99 

H103 -6.086, -3.505, -4.224 0.117  same as H99 

H104 -4.585, -2.863, -4.916 0.118  same as H99 

H105 -4.688, -4.570, -4.455 0.111  same as H99 

H106 -5.941, -1.569, -2.552 0.084  same as H99 

H107 -4.552, -1.449, -1.455 0.058  same as H99 

H108 -4.365, -1.056, -3.173 0.081  same as H99 

H109 -2.911, -4.516, 1.697 0.075  same as H99 

H110 -1.614, -3.402, 1.198 0.063  same as H99 

H111 -3.327, -1.467, 1.198 0.011  same as H99 

H112 -4.545, -2.599, 1.860 0.035  same as H99 

H113 3.010, -0.515, 0.590 0.186  same as H99 

H114 0.874, -1.728, 0.199 0.111  same as H99 

H115 0.683, -0.133, -3.799 0.132  same as H99 

H116 2.796, 1.080, -3.440 0.155  same as H99 

H117 -1.077, -1.600, -3.044 0.140  same as H99 

H118 -0.722, -2.594, -0.121 0.173  same as H99 

H119 5.771, 1.522, 0.248 0.099  same as H99 

H120 4.538, 0.371, 0.813 0.100  same as H99 

H121 5.475, -1.462, -0.575 0.057  same as H99 

H122 6.502, -0.309, -1.507 0.007  same as H99 

H123 5.781, 0.966, -2.641 0.076  same as H99 

H124 4.330, 1.882, -3.155 0.115  same as H99 

H125 5.484, 2.608, -2.009 0.103  same as H99 

H126 -4.078, -5.766, 1.123 0.167  same as H99 

H127 -6.162, -6.383, -1.124 0.076  same as H99 

H128 -5.946, -7.239, 1.869 0.175  same as H99 



272 

 

H129 -7.073, -6.819, -2.637 0.115  same as H99 

H130 -8.173, -4.920, -3.740 0.109  same as H99 

H131 -10.504, -4.278, -3.123 0.126  same as H99 

H132 -11.708, -5.561, -1.360 0.129  same as H99 

H133 -10.628, -7.469, -0.247 0.136  same as H99 

H134 -2.910, 1.101, 3.379 0.164  same as H99 

H135 -3.313, 0.162, 1.926 0.154  same as H99 

H136 -5.536, -0.486, 3.003 0.013  same as H99 

H137 -5.136, 0.515, 4.406 0.048  same as H99 

H138 -4.927, 2.539, 2.880 0.046  same as H99 

H139 -5.364, 1.528, 1.496 0.022  same as H99 

H140 -7.565, 0.936, 2.672 0.125  same as H99 

H141 -7.123, 2.032, 3.990 0.130  same as H99 

H142 -6.155, 5.993, 1.661 0.147  same as H99 

H143 -6.991, 8.143, 0.725 0.137  same as H99 

H144 -11.050, 6.983, 1.662 0.129  same as H99 

H145 -10.230, 4.829, 2.584 0.162  same as H99 

H146 -9.733, 11.958, 1.897 0.182  same as H99 

H147 -10.860, 14.084, 1.260 0.140  same as H99 

H148 -12.667, 9.704, -0.381 0.228  same as H99 

H149 -12.673, 15.279, 0.052 0.117  same as H99 

H150 -14.719, 15.131, -1.418 0.191  same as H99 

H151 8.072, 0.582, -1.577 0.143  same as H99 

H152 8.187, 1.831, -0.324 0.154  same as H99 

H153 10.600, 1.193, 0.105 0.014  same as H99 

H154 10.491, -0.072, -1.121 0.021  same as H99 

H155 9.936, 1.659, -2.879 -0.034  same as H99 

H156 10.007, 2.933, -1.660 -0.025  same as H99 

H157 12.419, 2.366, -1.176 0.072  same as H99 

H158 12.360, 1.053, -2.364 0.060  same as H99 

H159 15.089, 4.403, -1.678 0.152  same as H99 

H160 17.039, 3.337, -0.565 0.140  same as H99 

H161 16.370, -0.282, -2.835 0.141  same as H99 

H162 14.407, 0.770, -3.944 0.152  same as H99 

H163 18.109, -1.187, 1.647 0.183  same as H99 

H164 19.952, -2.013, 3.103 0.139  same as H99 

H165 20.479, 2.302, 0.602 0.226  same as H99 

H166 22.227, -1.730, 4.061 0.114  same as H99 

H167 24.319, -0.327, 4.219 0.196  same as H99 

C168 -7.767, -8.767, 2.990 0.402 176 same as C1 

C169 -10.118, -10.763, 2.982 0.450 174 same as C1 

C170 -11.015, -11.191, 0.798 0.488 175 same as C1 

F171 -6.882, -10.569, -1.158 -0.130  1.42 Å, 4.24x10
-3

 perg 

F172 -7.713, -9.584, -2.868 -0.137  same as F171 
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F173 -5.966, -8.801, -1.911 -0.151  same as F171 

N174 -10.207, -11.007, 4.112 -0.426  same as N17 

N175 -11.802, -11.758, 0.164 -0.451  same as N17 

N176 -7.485, -8.695, 4.113 -0.407  same as N17 
 

 

Table B.32: LoD model parameters for CLD-C1, coloring represents LoD ellipsoid partitioning: 

(88,..,98,163,..,167|79,..,87,159,..,162|76,..,78|75,157,158|74,155,156|73,153,154|72,151,152|69,.

.,71|21,121,122|20,119,120,22,123,124,125|1,..,6,11,..,19,23,..,31,99,..,102,113,..,118,126,..,128,

168,..,170,174,..,176|7,103,..,105,8,106,..,108|9,109,110|10,111,112|32,171,..,173|33,..,38,129,..,

133|39,..,41|42,134,135|43,136,137|44,138,139|45,140,141|46,..,48|49,..,57,142,..,145|58,..,68,14

6,..,150) 

# 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
21.705, 0.426, 2.428 

(0.190, -0.277, -0.942, 3.013) 
4.61x3.56x1.80 0.07294

b
 

0.256 

(-6.405,-3.400,-1.091) 

2 
16.679, 1.531, -1.667 

(0.611, -0.710, -0.349, 0.861) 
3.98x3.38x1.85 0.06555

b
 

-0.046 

(-6.554,3.591,-4.170) 

3 
12.535, 3.379, -3.625 

(-0.043, 0.408, 0.912, 2.924) 
2.41x1.88x1.73 0.03437

b
 

-0.188 

(-0.521,-1.720,1.929) 

4 
12.153, 1.882, -1.949 

(0.560, -0.031, -0.828, 2.099) 
2.13x1.72x1.59 0.00620

b
 

-0.144 

(0.451,-0.289,0.374) 

5 
10.203, 2.114, -2.093 

(0.566, -0.027, -0.824, 2.129) 
2.13x1.72x1.59 0.00620

b
 

0.139 

(0.278,-0.188,0.237) 

6 
10.314, 0.747, -0.680 

(0.559, -0.024, -0.829, 2.146) 
2.13x1.72x1.59 0.00620

b
 

0.110 

(-0.043,0.014,-0.050) 

7 
8.366, 1.020, -0.784 

(0.557, -0.009, -0.831, 2.148) 
2.13x1.72x1.59 0.00620

b
 

-0.167 

(-0.840,0.695,-0.557) 

8 
8.011, -0.566, 0.818 

(-0.226, 0.408, 0.884, 3.103) 
2.41x1.87x1.73 0.03438

b
 

-0.184 

(0.635,1.864,-1.978) 

9 
6.015, -0.696, -0.768 

(0.674, 0.684, 0.280, 1.359) 
2.15x1.71x1.58 0.00619

b
 

0.289 

(-0.104,-0.002,0.310) 

10 
5.132, 1.330, -1.275 

(-0.183, -0.859, -0.479, 1.597) 
3.38x1.94x1.80 0.01342

b
 

0.141 

(0.113,0.543,0.066) 

11 
-4.361, -5.295, -0.196 

(0.119, -0.608, -0.785, 2.434) 
11.96x3.54x1.97 0.19473

b
 

-0.130 

(3.457,7.886,-10.197) 

12 
-4.990, -2.561, -3.402 

(0.525, -0.107, 0.844, 1.883) 
3.40x1.98x1.86 0.01441

b
 

-0.251 

(-0.449,0.569,-0.584) 

13 
-2.493, -3.759, 1.293 

(-0.049, -0.293, -0.955, 2.393) 
2.14x1.72x1.59 0.00620

b
 

0.049 

(0.210,-0.248,0.181) 

14 
-3.692, -2.221, 1.663 

(-0.101, -0.290, -0.952, 2.342) 
2.14x1.71x1.58 0.00620

b
 

0.306 

(0.167,-0.250,0.169) 

15 
-6.936, -9.573, -1.896 

(-0.372, 0.257, 0.892, 2.853) 
2.31x2.30x1.81 0.01724

b
 

-0.010 

(-0.691,0.512,0.655) 
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16 
-9.461, -6.096, -2.065 

(-0.255, -0.296, -0.920, 2.813) 
3.52x3.13x1.75 0.03080

b
 

0.108 

(-0.518,0.127,0.190) 

17 
-2.788, -1.542, 3.907 

(0.583, -0.101, -0.806, 2.536) 
2.41x1.87x1.73 0.03439

b
 

-0.179 

(-1.006,2.452,-1.297) 

18 
-3.306, 0.424, 2.843 

(0.721, -0.018, 0.693, 2.228) 
2.13x1.72x1.58 0.00620

b
 

-0.260 

(0.819,0.887,-0.758) 

19 
-5.149, 0.220, 3.504 

(0.719, 0.009, 0.695, 2.216) 
2.13x1.72x1.59 0.00620

b
 

0.157 

(0.060,0.112,0.088) 

20 
-5.332, 1.833, 2.394 

(0.725, 0.012, 0.689, 2.199) 
2.13x1.72x1.58 0.00620

b
 

0.135 

(0.030,0.064,0.075) 

21 
-7.159, 1.672, 3.113 

(0.718, 0.035, 0.695, 2.155) 
2.13x1.72x1.58 0.00620

b
 

-0.162 

(-0.574,-0.576,0.699) 

22 
-7.712, 3.442, 1.912 

(0.638, -0.076, -0.766, 2.517) 
2.47x1.83x1.72 0.03463

b
 

-0.211 

(0.862,-1.949,1.107) 

23 
-9.031, 7.565, 1.223 

(-0.087, 0.264, 0.961, 1.937) 
3.98x3.38x1.84 0.06553

b
 

-0.010 

(3.075,-7.867,3.081) 

24 
-12.988, 12.577, -0.375 

(0.247, -0.842, -0.480, 0.712) 
4.60x3.55x1.79 0.07294

b
 

0.252 

(6.019,-0.577,4.212) 
a
Dipole vectors are given in the lab frame, 

b
 “simple touch” LJ potential, equation (2-2) 

Table B.33: All-atom model parameters for PSLD41, last column gives LoD ellipsoid number 

Atom Position [Å] 
Partial 

charge 

[𝒆] 

Minimum 

connectivity 
LJ radius and energy # 

C1 -12.326,-2.472,2.820 0.268 2, 76, 212, 348 1.65 Å, 4.59x10
-3

 perg 1 

C2 -13.857,-2.472,2.820 -0.03 3, 4, 5 same as C1 2 

H3 -14.256,-1.461,2.674 0.01  1.25 Å, 1.04x10
-3

 perg 2 

H4 -14.256,-2.850,3.769 0.01  same as H3 2 

H5 -14.256,-3.104,2.018 0.01  same as H3 2 

F6 -19.251,8.407,14.312 -0.199 9 1.42 Å, 4.24x10
-3

 perg 7 

F7 -20.300,10.256,13.875 -0.159 9 same as F6 7 

F8 -18.131,10.254,14.053 -0.18 9 same as F6 7 

C9 -19.194,9.547,13.606 0.582 21 same as C1 7 

H10 -3.899,13.357,14.682 0.028 15 same as H3 4 

C11 -5.405,16.021,13.581 0.026 13, 62, 63, 64 same as C1 3 

H12 -19.160,11.999,12.703 0.099 26 same as H3 8 

N13 -5.247,14.575,13.586 -0.218 15, 16 1.6 Å, 11.81x10
-3

 perg 5 

C14 -7.632,14.296,13.161 -0.215 16, 17, 18 same as C1 5 

C15 -3.929,13.995,13.788 0.084 117, 49 same as C1 4 

C16 -6.336,13.758,13.382 0.264 20 same as C1 5 

C17 -8.724,13.473,12.959 -0.122 22, 25 same as C1 5 

H18 -7.780,15.369,13.143 0.131  same as H3 5 

S19 -13.752,11.232,12.530 -0.096 29, 33 2.47 Å, 4.24x10
-3

 perg 5 

C20 -6.214,12.346,13.382 -0.228 24, 34 same as C1 5 

C21 -19.077,9.237,12.089 0.021 32, 35, 45 same as C1 6 
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C22 -8.611,12.066,12.964 0.125 24, 28 same as C1 5 

C23 -11.032,11.484,12.597 -0.164 27, 28, 29 same as C1 5 

C24 -7.320,11.539,13.179 -0.129 38 same as C1 5 

H25 -9.690,13.940,12.788 0.092  same as H3 5 

C26 -19.078,11.783,11.646 -0.137 45, 48 same as C1 8 

H27 -11.307,12.535,12.650 0.163  same as H3 5 

C28 -9.720,11.155,12.762 -0.175 43 same as C1 5 

C29 -12.133,10.585,12.382 0.08 39 same as C1 5 

H30 -16.482,10.456,12.307 0.117 31 same as H3 6 

C31 -15.908,9.553,12.127 -0.056 33, 37 same as C1 6 

O32 -20.306,8.516,11.799 -0.341 42 1.48 Å, 14.59x10
-3

 perg 6 

C33 -14.492,9.686,12.159 0.081 40 same as C1 5 

H34 -5.250,11.879,13.543 0.135  same as H3 5 

C35 -17.981,8.199,11.830 0.172 37, 46 same as C1 6 

N36 -23.536,7.240,11.386 -0.476 41 same as N13 6 

C37 -16.578,8.379,11.883 -0.254 50 same as C1 6 

H38 -7.186,10.460,13.186 0.108  same as H3 5 

C39 -12.187,9.219,12.048 -0.143 40, 92 same as C1 5 

C40 -13.499,8.735,11.934 -0.123 61 same as C1 5 

C41 -22.439,6.854,11.342 0.482 47 same as C1 6 

C42 -20.045,7.217,11.522 0.467 46, 47 same as C1 6 

H43 -9.438,10.106,12.773 0.121  same as H3 5 

H44 -19.091,13.865,11.120 0.105 48 same as H3 8 

C45 -19.015,10.464,11.181 0.168 55 same as C1 8 

C46 -18.620,7.008,11.517 -0.236 51 same as C1 6 

C47 -21.099,6.366,11.282 -0.408 52 same as C1 6 

C48 -19.040,12.848,10.743 -0.084 56 same as C1 8 

H49 -3.613,13.392,12.926 0.029  same as H3 4 

H50 -15.999,7.478,11.693 0.154  same as H3 6 

C51 -17.929,5.804,11.224 0.384 53 same as C1 6 

C52 -20.911,4.988,10.970 0.435 54 same as C1 6 

N53 -17.270,4.872,10.996 -0.424  same as N13 6 

N54 -20.800,3.858,10.712 -0.449  same as N13 6 

C55 -18.925,10.233,9.800 -0.125 57, 58 same as C1 8 

C56 -18.950,12.611,9.373 -0.092 57, 59 same as C1 8 

C57 -18.895,11.297,8.903 -0.083 60 same as C1 8 

H58 -18.883,9.215,9.423 0.077  same as H3 8 

H59 -18.925,13.442,8.674 0.1  same as H3 8 

H60 -18.829,11.098,7.837 0.111  same as H3 8 

H61 -13.713,7.708,11.667 0.14  same as H3 5 

H62 -4.437,16.487,13.772 0.062  same as H3 3 

H63 -6.101,16.355,14.361 0.022  same as H3 3 

H64 -5.773,16.389,12.613 0.021  same as H3 3 

H65 -9.237,-0.376,8.181 -0.016 69 same as H3 16 
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H66 -8.559,1.995,8.553 0.046 68 same as H3 15 

H67 -9.143,1.214,10.021 0.019 68 same as H3 15 

C68 -9.460,1.602,9.043 -0.142 69, 84 same as C1 15 

C69 -9.984,0.430,8.223 0.308 72, 77 same as C1 16 

H70 -10.822,-1.764,7.195 0.114 71 same as H3 18 

C71 -11.010,-1.326,6.222 -0.261 73, 75 same as C1 18 

O72 -10.259,0.904,6.906 -0.422 73 same as O32 17 

C73 -10.756,0.029,5.980 0.397 78 same as C1 18 

H74 -9.050,4.329,9.505 0.012 80 same as H3 13 

C75 -11.518,-2.124,5.192 -0.043 76, 82 same as C1 18 

C76 -11.773,-1.592,3.930 -0.154 81 same as C1 18 

H77 -10.900,0.019,8.673 -0.019  same as H3 16 

C78 -11.010,0.571,4.711 -0.264 81, 85 same as C1 18 

H79 -9.564,3.581,11.003 0.007 80 same as H3 13 

C80 -9.925,3.916,10.022 0.004 84, 90 same as C1 13 

C81 -11.515,-0.236,3.698 -0.034 86 same as C1 18 

H82 -11.714,-3.175,5.389 0.09  same as H3 18 

O83 -9.256,6.426,11.246 -0.545 89 same as O32 11 

C84 -10.485,2.727,9.232 0.165 87, 88 same as C1 14 

H85 -10.805,1.625,4.548 0.134  same as H3 18 

H86 -11.709,0.196,2.719 0.089  same as H3 18 

H87 -10.829,3.065,8.247 -0.016  same as H3 14 

H88 -11.371,2.326,9.747 -0.028  same as H3 14 

C89 -10.410,6.242,10.927 0.801 90, 93 same as C1 11 

C90 -10.962,5.024,10.217 -0.277 91, 94 same as C1 12 

H91 -11.362,5.360,9.250 0.084  same as H3 12 

C92 -10.974,8.365,11.804 0.601 93, 95, 96 same as C1 9 

O93 -11.395,7.150,11.162 -0.573  same as O32 10 

H94 -11.832,4.663,10.781 0.092  same as H3 12 

H95 -10.247,8.878,11.163 -0.059  same as H3 9 

H96 -10.455,8.110,12.736 -0.053  same as H3 9 

F97 2.499,22.192,21.958 -0.104 99 same as F6 19 

F98 1.516,20.182,20.432 -0.125 101 same as F6 19 

C99 1.531,22.439,21.070 0.07 101, 102 same as C1 19 

F100 1.513,24.720,21.682 -0.097 102 same as F6 19 

C101 1.012,21.415,20.281 0.22 103 same as C1 19 

C102 1.026,23.730,20.931 0.131 105 same as C1 19 

C103 0.010,21.645,19.338 -0.333 106, 107 same as C1 19 

H104 0.209,19.763,18.332 -0.03 106 same as H3 20 

C105 0.020,23.991,20.003 0.07 107, 108 same as C1 19 

C106 -0.559,20.524,18.512 0.512 109, 112 same as C1 20 

C107 -0.480,22.947,19.228 0.22 115 same as C1 19 

F108 -0.461,25.231,19.870 -0.104  same as F6 19 

H109 -0.908,20.907,17.547 -0.03  same as H3 20 
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H110 -1.209,18.717,16.804 0.097 113 same as H3 22 

O111 -1.512,17.138,14.933 -0.497 116 same as O32 26 

O112 -1.651,19.956,19.240 -0.381 114 same as O32 21 

C113 -2.017,18.357,17.428 -0.228 114, 118 same as C1 22 

C114 -2.322,18.910,18.668 0.327 120 same as C1 22 

F115 -1.447,23.224,18.342 -0.125  same as F6 19 

C116 -2.423,16.722,15.622 0.673 118, 119 same as C1 26 

C117 -2.915,15.113,13.976 0.054 119, 140, 141 same as C1 28 

C118 -2.789,17.281,16.958 -0.069 122 same as C1 22 

O119 -3.218,15.694,15.253 -0.321  same as O32 27 

C120 -3.383,18.404,19.438 -0.336 121, 123 same as C1 22 

H121 -3.578,18.870,20.396 0.135  same as H3 22 

C122 -3.843,16.767,17.706 -0.234 123, 125 same as C1 22 

C123 -4.137,17.337,18.955 0.35 127 same as C1 22 

H124 -4.693,17.214,21.591 -0.043 128 same as H3 24 

H125 -4.439,15.938,17.346 0.113  same as H3 22 

F126 -5.285,14.943,22.474 -0.126 130 same as F6 25 

O127 -5.187,16.769,19.622 -0.382 128 same as O32 23 

C128 -5.539,17.301,20.900 0.54 129, 131 same as C1 24 

H129 -5.811,18.359,20.808 -0.043  same as H3 24 

C130 -6.525,15.348,22.165 0.239 131, 133 same as C1 25 

C131 -6.709,16.513,21.419 -0.355 134 same as C1 25 

F132 -7.393,13.485,23.348 -0.1 133 same as F6 25 

C133 -7.599,14.591,22.626 0.041 136 same as C1 25 

C134 -8.022,16.885,21.125 0.238 135, 137 same as C1 25 

F135 -8.256,17.994,20.408 -0.125  same as F6 25 

C136 -8.898,14.992,22.321 0.175 137, 138 same as C1 25 

C137 -9.115,16.147,21.572 0.035 139 same as C1 25 

F138 -9.936,14.274,22.755 -0.106  same as F6 25 

F139 -10.362,16.533,21.285 -0.097  same as F6 25 

H140 -1.897,14.715,13.966 0.069  same as H3 28 

H141 -3.012,15.858,13.182 0.069  same as H3 28 

F142 -4.375,12.038,-2.139 -0.199 145 same as F6 33 

F143 -5.209,14.042,-2.122 -0.159 145 same as F6 33 

F144 -5.540,12.743,-3.835 -0.18 145 same as F6 33 

C145 -5.442,12.773,-2.487 0.582 157 same as C1 33 

H146 -9.344,6.540,-16.471 0.028 151 same as H3 30 

C147 -10.972,9.348,-16.262 0.026 
149, 198, 199, 

200 
same as C1 29 

H148 -7.164,14.506,-3.415 0.099 162 same as H3 34 

N149 -10.473,8.132,-15.638 -0.218 151, 152 same as N13 31 

C150 -10.212,9.307,-13.518 -0.215 152, 153, 154 same as C1 31 

C151 -10.377,6.910,-16.419 0.084 253, 185 same as C1 30 

C152 -10.110,8.133,-14.311 0.264 156 same as C1 31 
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C153 -9.844,9.306,-12.185 -0.122 158, 161 same as C1 31 

H154 
-10.588,10.226,-

13.951 
0.131  same as H3 31 

S155 -8.268,10.576,-7.048 -0.096 165, 169 same as S19 31 

C156 -9.620,6.965,-13.676 -0.228 160, 170 same as C1 31 

C157 -6.724,12.217,-1.809 0.021 168, 171, 181 same as C1 32 

C158 -9.350,8.147,-11.548 0.125 160, 164 same as C1 31 

C159 -8.917,9.118,-9.266 -0.164 163, 164, 165 same as C1 31 

C160 -9.256,6.984,-12.340 -0.129 174 same as C1 31 

H161 -9.950,10.230,-11.625 0.092  same as H3 31 

C162 -8.057,14.119,-2.942 -0.137 181, 184 same as C1 34 

H163 -9.192,10.109,-9.620 0.163  same as H3 31 

C164 -8.946,8.087,-10.157 -0.175 179 same as C1 31 

C165 -8.531,9.061,-7.882 0.08 175 same as C1 31 

H166 -7.564,11.609,-4.491 0.117 167 same as H3 32 

C167 -7.526,10.530,-4.388 -0.056 169, 173 same as C1 32 

O168 -6.442,12.364,-0.389 -0.341 178 same as O32 32 

C169 -7.867,9.772,-5.542 0.081 176 same as C1 31 

H170 -9.523,6.039,-14.230 0.135  same as H3 31 

C171 -6.826,10.701,-2.001 0.172 173, 182 same as C1 32 

N172 -5.613,13.286,2.881 -0.476 177 same as N13 32 

C173 -7.163,9.990,-3.177 -0.254 186 same as C1 32 

H174 -8.884,6.067,-11.888 0.108  same as H3 31 

C175 -8.320,7.982,-7.003 -0.143 176, 228 same as C1 31 

C176 -7.947,8.391,-5.715 -0.123 197 same as C1 31 

C177 -5.760,12.308,2.266 0.482 183 same as C1 32 

C178 -6.275,11.154,0.193 0.467 182, 183 same as C1 32 

H179 -8.616,7.104,-9.834 0.121  same as H3 31 

H180 -9.293,15.655,-3.795 0.105 184 same as H3 34 

C181 -8.008,12.983,-2.124 0.168 191 same as C1 34 

C182 -6.527,10.119,-0.777 -0.236 187 same as C1 32 

C183 -5.940,11.101,1.527 -0.408 188 same as C1 32 

C184 -9.271,14.775,-3.158 -0.084 192 same as C1 34 

H185 -11.005,6.110,-16.003 0.029  same as H3 30 

H186 -7.136,8.908,-3.075 0.154  same as H3 32 

C187 -6.506,8.717,-0.563 0.384 189 same as C1 32 

C188 -5.759,9.868,2.218 0.435 190 same as C1 32 

N189 -6.520,7.555,-0.490 -0.424  same as N13 32 

N190 -5.603,8.884,2.820 -0.449  same as N13 32 

C191 -9.189,12.528,-1.521 -0.125 193, 194 same as C1 34 

C192 -10.441,14.316,-2.556 -0.092 193, 195 same as C1 34 

C193 -10.395,13.189,-1.732 -0.083 196 same as C1 34 

H194 -9.165,11.654,-0.877 0.077  same as H3 34 

H195 -11.381,14.833,-2.724 0.1  same as H3 34 
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H196 -11.299,12.824,-1.253 0.111  same as H3 34 

H197 -7.762,7.684,-4.916 0.14  same as H3 31 

H198 -11.190,9.148,-17.311 0.062  same as H3 29 

H199 
-10.232,10.159,-

16.219 
0.022  same as H3 29 

H200 -11.896,9.703,-15.785 0.021  same as H3 29 

H201 -8.960,-1.876,-2.747 -0.016 205 same as H3 42 

H202 -9.648,-0.394,-4.631 0.046 204 same as H3 41 

H203 -7.905,-0.406,-4.374 0.019 204 same as H3 41 

C204 -8.857,-0.069,-3.942 -0.142 205, 220 same as C1 41 

C205 -9.048,-0.789,-2.613 0.308 208, 213 same as C1 42 

H206 -8.981,-2.141,-0.436 0.114 207 same as H3 44 

C207 -9.976,-1.842,-0.129 -0.261 209, 211 same as C1 44 

O208 -10.347,-0.465,-2.121 -0.422 209 same as O32 43 

C209 -10.750,-0.987,-0.924 0.397 214 same as C1 44 

H210 -9.534,1.867,-5.843 0.012 216 same as H3 39 

C211 -10.498,-2.316,1.080 -0.043 212, 218 same as C1 44 

C212 -11.773,-1.950,1.503 -0.155 217 same as C1 44 

H213 -8.284,-0.474,-1.887 -0.019  same as H3 42 

C214 -12.035,-0.616,-0.502 -0.264 217, 221 same as C1 44 

H215 -7.791,1.843,-5.667 0.007 216 same as H3 39 

C216 -8.717,2.165,-5.174 0.004 220, 226 same as C1 39 

C217 -12.539,-1.095,0.702 -0.034 222 same as C1 44 

H218 -9.890,-2.978,1.691 0.09  same as H3 44 

O219 -8.685,3.897,-7.464 -0.545 225 same as O32 37 

C220 -8.866,1.460,-3.820 0.165 223, 224 same as C1 40 

H221 -12.615,0.048,-1.135 0.134  same as H3 44 

H222 -13.535,-0.799,1.018 0.089  same as H3 44 

H223 -9.801,1.773,-3.340 -0.016  same as H3 40 

H224 -8.053,1.774,-3.149 -0.028  same as H3 40 

C225 -8.643,4.408,-6.367 0.801 226, 229 same as C1 37 

C226 -8.712,3.689,-5.037 -0.277 227, 230 same as C1 38 

H227 -9.616,4.039,-4.520 0.084  same as H3 38 

C228 -8.503,6.539,-7.385 0.601 229, 231, 232 same as C1 35 

O229 -8.540,5.752,-6.183 -0.573  same as O32 36 

H230 -7.873,4.032,-4.418 0.092  same as H3 38 

H231 -9.434,6.389,-7.944 -0.059  same as H3 35 

H232 -7.686,6.174,-8.020 -0.053  same as H3 35 

F233 -7.473,10.647,-28.783 -0.104 235 same as F6 45 

F234 -7.889,9.445,-26.392 -0.125 237 same as F6 45 

C235 -8.147,11.286,-27.821 0.07 237, 238 same as C1 45 

F236 -8.428,13.163,-29.227 -0.097 238 same as F6 45 

C237 -8.364,10.684,-26.585 0.22 239 same as C1 45 

C238 -8.632,12.573,-28.048 0.131 241 same as C1 45 
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C239 -9.073,11.322,-25.566 -0.333 242, 243 same as C1 45 

H240 -9.334,9.580,-24.345 -0.03 242 same as H3 46 

C241 -9.337,13.240,-27.048 0.07 243, 244 same as C1 45 

C242 -9.277,10.668,-24.227 0.512 245, 248 same as C1 46 

C243 -9.539,12.612,-25.822 0.22 251 same as C1 45 

F244 -9.804,14.473,-27.269 -0.104  same as F6 45 

H245 
-10.209,11.022,-

23.774 
-0.03  same as H3 46 

H246 -10.007,9.391,-22.120 0.097 249 same as H3 48 

O247 -11.047,8.050,-20.329 -0.497 252 same as O32 52 

O248 -8.165,11.015,-23.398 -0.381 250 same as O32 47 

C249 -9.129,9.707,-21.572 -0.228 250, 254 same as C1 48 

C250 -8.145,10.522,-22.122 0.327 256 same as C1 48 

F251 
-10.222,13.275,-

24.877 
-0.125  same as F6 45 

C252 -10.066,8.397,-19.699 0.673 254, 255 same as C1 52 

C253 -10.848,7.185,-17.838 0.054 255, 276, 277 same as C1 54 

C254 -8.983,9.270,-20.244 -0.069 258 same as C1 48 

O255 -9.841,8.027,-18.420 -0.321  same as O32 53 

C256 -7.023,10.904,-21.365 -0.336 257, 259 same as C1 48 

H257 -6.287,11.539,-21.840 0.135  same as H3 48 

C258 -7.881,9.637,-19.480 -0.234 259, 261 same as C1 48 

C259 -6.897,10.460,-20.050 0.35 263 same as C1 48 

H260 -4.348,11.132,-20.620 -0.043 264 same as H3 50 

H261 -7.766,9.302,-18.457 0.113  same as H3 48 

F262 -2.583,9.878,-19.354 -0.126 266 same as F6 51 

O263 -5.849,10.771,-19.229 -0.382 264 same as O32 49 

C264 -4.812,11.605,-19.748 0.54 265, 267 same as C1 50 

H265 -5.222,12.576,-20.049 -0.043  same as H3 50 

C266 -2.729,10.901,-18.499 0.239 267, 269 same as C1 51 

C267 -3.789,11.795,-18.662 -0.355 270 same as C1 51 

F268 -0.781,10.180,-17.355 -0.1 269 same as F6 51 

C269 -1.793,11.046,-17.480 0.041 272 same as C1 51 

C270 -3.894,12.838,-17.740 0.238 271, 273 same as C1 51 

F271 -4.894,13.724,-17.847 -0.125  same as F6 51 

C272 -1.921,12.102,-16.580 0.175 273, 274 same as C1 51 

C273 -2.972,13.007,-16.711 0.035 275 same as C1 51 

F274 -1.031,12.252,-15.597 -0.106  same as F6 51 

F275 -3.091,14.023,-15.850 -0.097  same as F6 51 

H276 -10.941,6.253,-18.402 0.069  same as H3 54 

H277 -11.816,7.693,-17.831 0.069  same as H3 54 

F278 
-11.188,-

13.236,16.281 
-0.199 281 same as F6 59 

F279 -10.048,- -0.159 281 same as F6 59 
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12.918,18.100 

F280 -9.087,-13.792,16.355 -0.18 281 same as F6 59 

C281 -9.989,-12.871,16.761 0.582 293 same as C1 59 

H282 -0.089,-19.751,6.550 0.028 287 same as H3 56 

C283 1.731,-18.863,9.095 0.026 
285, 334, 335, 

336 
same as C1 55 

H284 -7.681,-12.620,17.959 0.099 298 same as H3 60 

N285 0.650,-18.586,8.163 -0.218 287, 288 same as N13 57 

C286 -0.546,-17.350,9.891 -0.215 288, 289, 290 same as C1 57 

C287 0.738,-19.070,6.794 0.084 389, 321 same as C1 56 

C288 -0.443,-17.854,8.567 0.264 292 same as C1 57 

C289 -1.647,-16.617,10.295 -0.122 294, 297 same as C1 57 

H290 0.247,-17.533,10.606 0.131  same as H3 57 

S291 -5.663,-14.058,13.089 -0.096 301, 305 same as S19 57 

C292 -1.512,-17.569,7.681 -0.228 296, 306 same as C1 57 

C293 -9.619,-11.448,16.261 0.021 304, 307, 317 same as C1 58 

C294 -2.718,-16.334,9.419 0.125 296, 300 same as C1 57 

C295 -4.196,-15.070,11.018 -0.164 299, 300, 301 same as C1 57 

C296 -2.606,-16.833,8.105 -0.129 310 same as C1 57 

H297 -1.670,-16.251,11.317 0.092  same as H3 57 

C298 -7.423,-11.628,17.611 -0.137 317, 320 same as C1 60 

H299 -3.507,-15.271,11.835 0.163  same as H3 57 

C300 -3.897,-15.576,9.788 -0.175 315 same as C1 57 

C301 -5.357,-14.305,11.384 0.08 311 same as C1 57 

H302 -7.495,-12.780,14.853 0.117 303 same as H3 58 

C303 -7.877,-12.595,13.855 -0.056 305, 309 same as C1 58 

O304 
-10.670,-

10.613,16.821 
-0.341 314 same as O32 58 

C305 -7.111,-13.119,12.777 0.081 312 same as C1 57 

H306 -1.487,-17.924,6.659 0.135  same as H3 57 

C307 -9.831,-11.331,14.749 0.172 309, 318 same as C1 58 

N308 -13.068,-8.881,18.686 -0.476 313 same as N13 58 

C309 -9.042,-11.881,13.711 -0.254 322 same as C1 58 

H310 -3.407,-16.635,7.396 0.108  same as H3 57 

C311 -6.349,-13.666,10.617 -0.143 312, 364 same as C1 57 

C312 -7.315,-13.020,11.402 -0.123 333 same as C1 57 

C313 -12.839,-9.112,17.568 0.482 319 same as C1 58 

C314 
-11.481,-

10.145,15.842 
0.467 318, 319 same as C1 58 

H315 -4.605,-15.436,8.976 0.121  same as H3 57 

H316 -5.571,-11.622,18.700 0.105 320 same as H3 60 

C317 -8.273,-10.919,16.755 0.168 327 same as C1 60 

C318 
-10.969,-

10.560,14.561 
-0.236 323 same as C1 58 
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C319 -12.571,-9.383,16.193 -0.408 324 same as C1 58 

C320 -6.220,-11.059,18.035 -0.084 328 same as C1 60 

H321 0.725,-18.245,6.069 0.029  same as H3 56 

H322 -9.416,-11.689,12.708 0.154  same as H3 58 

C323 
-11.494,-

10.241,13.282 
0.384 325 same as C1 58 

C324 -13.466,-8.842,15.225 0.435 326 same as C1 58 

N325 
-11.841,-

10.033,12.190 
-0.424  same as N13 58 

N326 -14.220,-8.381,14.467 -0.449  same as N13 58 

C327 -7.903,-9.630,16.343 -0.125 329, 330 same as C1 60 

C328 -5.858,-9.779,17.621 -0.092 329, 331 same as C1 60 

C329 -6.707,-9.063,16.773 -0.083 332 same as C1 60 

H330 -8.556,-9.064,15.685 0.077  same as H3 60 

H331 -4.924,-9.339,17.957 0.1  same as H3 60 

H332 -6.439,-8.063,16.447 0.111  same as H3 60 

H333 -8.138,-12.468,10.965 0.14  same as H3 57 

H334 2.492,-19.462,8.593 0.062  same as H3 55 

H335 1.379,-19.426,9.969 0.022  same as H3 55 

H336 2.209,-17.940,9.453 0.021  same as H3 55 

H337 -11.175,-8.879,2.280 -0.016 341 same as H3 68 

H338 -9.098,-9.989,3.102 0.046 340 same as H3 67 

H339 -10.543,-10.962,3.369 0.019 340 same as H3 67 

C340 -10.021,-10.051,3.694 -0.142 341, 356 same as C1 67 

C341 -10.902,-8.858,3.345 0.308 344, 349 same as C1 68 

H342 -12.670,-7.136,2.652 0.114 343 same as H3 70 

C343 -12.048,-6.284,2.902 -0.261 345, 347 same as C1 70 

O344 -10.166,-7.671,3.632 -0.422 345 same as O32 69 

C345 -10.756,-6.458,3.410 0.397 350 same as C1 70 

H346 -7.821,-11.238,4.947 0.012 352 same as H3 65 

C347 -12.545,-4.989,2.715 -0.043 348, 354 same as C1 70 

C348 -11.773,-3.873,3.027 -0.155 353 same as C1 70 

H349 -11.831,-8.875,3.933 -0.019  same as H3 68 

C350 -9.974,-5.337,3.726 -0.264 353, 357 same as C1 70 

H351 -9.217,-12.269,5.179 0.007 352 same as H3 65 

C352 -8.758,-11.329,5.510 0.004 356, 362 same as C1 65 

C353 -10.482,-4.057,3.535 -0.034 358 same as C1 70 

H354 -13.550,-4.863,2.321 0.09  same as H3 70 

O355 -6.891,-13.248,6.547 -0.545 361 same as O32 63 

C356 -9.680,-10.148,5.186 0.165 359, 360 same as C1 66 

H357 -8.975,-5.497,4.120 0.134  same as H3 70 

H358 -9.867,-3.197,3.785 0.089  same as H3 70 

H359 -9.208,-9.211,5.505 -0.016  same as H3 66 

H360 -10.611,-10.236,5.765 -0.028  same as H3 66 
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C361 -7.466,-12.535,7.338 0.801 362, 365 same as C1 63 

C362 -8.437,-11.423,7.003 -0.277 363, 366 same as C1 64 

H363 -8.000,-10.484,7.370 0.084  same as H3 64 

C364 -6.364,-13.643,9.114 0.601 365, 367, 368 same as C1 61 

O365 -7.296,-12.637,8.684 -0.573  same as O32 62 

H366 -9.347,-11.571,7.599 0.092  same as H3 64 

H367 -5.372,-13.413,8.708 -0.059  same as H3 61 

H368 -6.667,-14.609,8.690 -0.053  same as H3 61 

F369 7.305,-30.550,7.363 -0.104 371 same as F6 71 

F370 5.799,-28.368,6.812 -0.125 373 same as F6 71 

C371 7.373,-29.474,8.153 0.07 373, 374 same as C1 71 

F372 8.961,-30.552,9.531 -0.097 374 same as F6 71 

C373 6.602,-28.347,7.886 0.22 375 same as C1 71 

C374 8.217,-29.477,9.262 0.131 377 same as C1 71 

C375 6.660,-27.205,8.687 -0.333 378, 379 same as C1 71 

H376 5.623,-25.918,7.323 -0.03 378 same as H3 72 

C377 8.292,-28.356,10.086 0.07 379, 380 same as C1 71 

C378 5.801,-26.004,8.400 0.512 381, 384 same as C1 72 

C379 7.509,-27.242,9.794 0.22 387 same as C1 71 

F380 9.105,-28.359,11.147 -0.104  same as F6 71 

H381 6.299,-25.094,8.750 -0.03  same as H3 72 

H382 4.682,-23.811,7.664 0.097 385 same as H3 74 

O383 3.970,-21.635,6.744 -0.497 388 same as O32 78 

O384 4.560,-26.181,9.090 -0.381 386 same as O32 73 

C385 3.781,-24.034,8.219 -0.228 386, 390 same as C1 74 

C386 3.619,-25.196,8.967 0.327 392 same as C1 74 

F387 7.601,-26.175,10.601 -0.125  same as F6 71 

C388 2.951,-21.871,7.363 0.673 390, 391 same as C1 78 

C389 2.041,-19.832,6.616 0.054 391, 412, 413 same as C1 80 

C390 2.729,-23.102,8.180 -0.069 394 same as C1 74 

O391 1.889,-21.036,7.384 -0.321  same as O32 79 

C392 2.426,-25.436,9.672 -0.336 393, 395 same as C1 74 

H393 2.351,-26.356,10.238 0.135  same as H3 74 

C394 1.542,-23.322,8.870 -0.234 395, 397 same as C1 74 

C395 1.396,-24.500,9.619 0.35 399 same as C1 74 

H396 0.057,-26.704,10.413 -0.043 400 same as H3 76 

H397 0.730,-22.607,8.841 0.113  same as H3 74 

F398 -2.365,-26.796,9.770 -0.126 402 same as F6 77 

O399 0.197,-24.635,10.265 -0.382 400 same as O32 75 

C400 -0.018,-25.812,11.045 0.54 401, 403 same as C1 76 

H401 0.733,-25.880,11.841 -0.043  same as H3 76 

C402 -2.514,-26.198,10.961 0.239 403, 405 same as C1 77 

C403 -1.394,-25.721,11.643 -0.355 406 same as C1 77 

F404 -4.852,-26.568,10.817 -0.1 405 same as F6 77 
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C405 -3.799,-26.092,11.488 0.041 408 same as C1 77 

C406 -1.610,-25.105,12.877 0.238 407, 409 same as C1 77 

F407 -0.570,-24.625,13.574 -0.125  same as F6 77 

C408 -3.981,-25.478,12.725 0.175 409, 410 same as C1 77 

C409 -2.883,-24.985,13.428 0.035 411 same as C1 77 

F410 -5.206,-25.368,13.241 -0.106  same as F6 77 

F411 -3.059,-24.400,14.617 -0.097  same as F6 77 

H412 2.209,-20.068,5.562 0.069  same as H3 80 

H413 2.885,-19.244,6.987 0.069  same as H3 80 
 

 

Table B.34: LoD model parameters for PSLD41 

# 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
0.765, 0.000, 0.000 

(1.000, 0.000, 0.000, 0.000) 
1.65x1.65x1.65 0.00459

b
 

0.268 

(0.000,0.000,0.000) 

2 
-0.941, 0.000, -0.005 

(0.341, 0.876, 0.341, 1.701) 
1.99x1.99x1.61 0.00693

b
 

0.000 

(-0.057,-0.001,-0.002) 

3 
7.671, 18.686, 10.762 

(-0.641, 0.517, 0.568, 2.057) 
2.00x1.99x1.61 0.00696

b
 

0.131 

(0.188,0.089,0.038) 

4 
9.239, 16.192, 10.975 

(-0.644, -0.097, -0.759, 2.951) 
1.69x1.47x1.41 0.00604

b
 

0.141 

(-0.003,0.017,-0.008) 

5 
3.176, 14.195, 9.966 

(-0.260, 0.966, 0.013, 2.988) 
7.21x3.39x1.95 0.07730

b
 

-0.174 

(-2.223,-1.585,-0.400) 

6 
-6.350, 9.472, 8.645 

(-0.259, 0.960, 0.108, 3.057) 
5.47x3.59x1.87 0.09997

b
 

-0.413 

(4.039,4.193,1.196) 

7 
-6.126, 12.087, 11.131 

(-0.212, 0.972, -0.100, 3.102) 
2.32x2.31x1.79 0.01724

b
 

0.044 

(-0.013,-0.075,-1.339) 

8 
-5.891, 14.093, 7.386 

(-0.316, -0.895, 0.314, 1.752) 
3.51x3.13x1.75 0.03080

b
 

0.137 

(-0.016,0.004,0.110) 

9 
2.363, 10.888, 9.040 

(-0.586, 0.329, 0.741, 1.922) 
2.12x1.73x1.58 0.00611

b
 

0.489 

(-0.915,-0.201,-0.189) 

10 
1.697, 9.622, 8.342 

(-0.367, 0.903, 0.225, 3.013) 
1.48x1.48x1.48 0.01459

b
 

-0.573 

(0.000,0.000,0.000) 

11 
3.358, 8.821, 8.293 

(-0.065, 0.994, -0.089, 2.861) 
2.07x1.71x1.71 0.01879

b
 

0.256 

(-3.851,-0.614,-1.065) 

12 
1.880, 7.490, 7.318 

(-0.619, 0.377, 0.689, 1.760) 
2.11x1.73x1.58 0.00611

b
 

-0.100 

(-0.668,-0.026,-0.178) 

13 
3.410, 6.404, 7.292 

(-0.638, 0.333, 0.694, 1.765) 
2.11x1.73x1.58 0.00611

b
 

0.023 

(0.037,0.012,-0.008) 

14 
2.364, 5.185, 6.321 

(-0.644, 0.337, 0.687, 1.752) 
2.12x1.73x1.58 0.00611

b
 

0.121 

(0.286,0.035,0.062) 

15 
3.872, 4.075, 6.317 

(-0.639, 0.336, 0.692, 1.703) 
2.12x1.73x1.58 0.00611

b
 

-0.078 

(0.316,0.053,0.015) 
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16 
3.075, 2.661, 5.484 

(-0.092, -0.985, 0.149, 2.829) 
2.13x1.72x1.58 0.00610

b
 

0.273 

(0.072,0.415,-0.145) 

17 
2.833, 3.375, 4.086 

(-0.367, 0.903, 0.225, 3.013) 
1.48x1.48x1.48 0.01459

b
 

-0.422 

(0.000,0.000,0.000) 

18 
1.828, 1.692, 2.137 

(0.253, -0.778, -0.575, 1.641) 
2.40x1.97x1.45 0.02960

b
 

0.069 

(0.956,1.697,1.793) 

19 
13.692, 25.329, 17.445 

(0.304, 0.925, 0.228, 2.483) 
3.83x3.39x1.89 0.04849

b
 

-0.178 

(0.458,0.961,0.750) 

20 
12.611, 22.926, 15.480 

(0.126, 0.757, 0.641, 2.282) 
2.12x1.72x1.58 0.00608

b
 

0.452 

(-0.228,0.206,0.625) 

21 
11.440, 22.428, 16.420 

(-0.243, 0.491, -0.837, 2.612) 
1.48x1.48x1.48 0.01459

b
 

-0.381 

(0.000,0.000,0.000) 

22 
10.011, 20.314, 15.370 

(0.062, 0.689, -0.722, 1.740) 
3.18x3.17x1.79 0.02908

b
 

0.154 

(-0.690,0.795,2.142) 

23 
7.905, 19.241, 16.801 

(-0.243, 0.491, -0.837, 2.612) 
1.48x1.48x1.48 0.01459

b
 

-0.382 

(0.000,0.000,0.000) 

24 
7.659, 19.953, 18.191 

(0.346, -0.658, -0.669, 0.956) 
2.12x1.72x1.58 0.00608

b
 

0.454 

(-0.351,-0.591,-0.366) 

25 
5.110, 18.100, 19.123 

(-0.147, 0.274, 0.951, 2.296) 
3.83x3.39x1.89 0.04849

b
 

-0.181 

(-1.076,-0.759,0.426) 

26 
11.182, 19.428, 12.414 

(-0.935, -0.158, 0.318, 2.991) 
2.07x1.71x1.71 0.01889

b
 

0.176 

(-2.611,-1.192,1.975) 

27 
9.874, 18.166, 12.433 

(-0.243, 0.491, -0.837, 2.612) 
1.48x1.48x1.48 0.01459

b
 

-0.321 

(0.000,0.000,0.000) 

28 
10.380, 17.661, 10.978 

(-0.054, 0.468, 0.882, 2.254) 
1.69x1.47x1.41 0.00604

b
 

0.193 

(0.119,0.045,-0.104) 

29 
2.054, 11.980, -19.170 

(0.030, -0.868, -0.495, 2.770) 
2.00x1.99x1.61 0.00696

b
 

0.131 

(-0.041,-0.040,-0.204) 

30 
2.804, 9.123, -19.159 

(-0.113, -0.164, -0.980, 2.854) 
1.69x1.47x1.41 0.00604

b
 

0.141 

(-0.013,0.014,-0.003) 

31 
4.004, 11.123, -13.131 

(0.070, -0.983, 0.170, 1.335) 
7.21x3.39x1.95 0.07730

b
 

-0.174 

(0.726,0.068,2.661) 

32 
6.708, 13.079, -2.950 

(-0.068, -0.994, 0.081, 1.321) 
5.47x3.59x1.87 0.09997

b
 

-0.413 

(-1.376,0.969,-5.700) 

33 
7.941, 15.368, -5.462 

(0.151, -0.926, 0.347, 1.216) 
2.32x2.31x1.79 0.01724

b
 

0.044 

(-1.178,-0.265,0.584) 

34 
3.773, 16.175, -5.175 

(-0.397, 0.412, 0.820, 1.194) 
3.51x3.13x1.75 0.03080

b
 

0.137 

(0.102,0.031,-0.034) 

35 
4.566, 8.909, -10.440 

(0.064, 0.835, 0.547, 3.111) 
2.12x1.73x1.58 0.00611

b
 

0.489 

(0.112,0.374,0.873) 

36 
4.551, 8.224, -9.003 

(-0.093, -0.981, -0.171, 1.436) 
1.48x1.48x1.48 0.01459

b
 

-0.573 

(0.000,0.000,0.000) 

37 
4.424, 6.580, -9.830 

(0.050, -0.884, 0.466, 1.539) 
2.07x1.71x1.71 0.01879

b
 

0.256 

(0.139,1.709,3.661) 
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38 
4.368, 6.296, -7.634 

(-0.012, 0.872, 0.490, 3.089) 
2.11x1.73x1.58 0.00611

b
 

-0.100 

(0.001,0.359,0.591) 

39 
4.395, 4.515, -8.223 

(-0.020, 0.857, 0.516, 3.049) 
2.11x1.73x1.58 0.00611

b
 

0.023 

(-0.020,-0.015,-0.030) 

40 
4.203, 4.055, -6.414 

(-0.028, 0.859, 0.511, 3.048) 
2.12x1.73x1.58 0.00611

b
 

0.121 

(-0.022,-0.138,-0.260) 

41 
4.265, 2.272, -6.983 

(-0.033, 0.867, 0.497, 3.012) 
2.12x1.73x1.58 0.00611

b
 

-0.078 

(-0.078,-0.150,-0.273) 

42 
4.212, 1.530, -5.316 

(-0.168, -0.608, 0.776, 1.200) 
2.13x1.72x1.58 0.00610

b
 

0.273 

(-0.300,0.254,-0.210) 

43 
2.745, 2.007, -4.941 

(-0.093, -0.981, -0.171, 1.436) 
1.48x1.48x1.48 0.01459

b
 

-0.422 

(0.000,0.000,0.000) 

44 
1.831, 1.004, -2.533 

(0.072, 0.526, 0.847, 2.600) 
2.40x1.97x1.45 0.02960

b
 

0.068 

(0.780,1.020,-2.320) 

45 
4.276, 14.521, -29.829 

(-0.346, -0.820, 0.456, 2.341) 
3.83x3.39x1.89 0.04849

b
 

-0.178 

(0.219,0.585,-1.142) 

46 
3.631, 13.004, -26.985 

(-0.470, -0.882, 0.042, 2.723) 
2.12x1.72x1.58 0.00608

b
 

0.452 

(0.540,0.400,-0.183) 

47 
4.927, 13.486, -26.218 

(0.848, -0.248, 0.468, 2.333) 
1.48x1.48x1.48 0.01459

b
 

-0.381 

(0.000,0.000,0.000) 

48 
5.080, 12.554, -23.626 

(0.549, -0.606, 0.576, 2.920) 
3.18x3.17x1.79 0.02908

b
 

0.154 

(1.796,1.385,-0.743) 

49 
7.242, 13.243, -22.049 

(0.848, -0.248, 0.468, 2.333) 
1.48x1.48x1.48 0.01459

b
 

-0.382 

(0.000,0.000,0.000) 

50 
8.290, 14.169, -22.785 

(-0.680, 0.596, -0.427, 1.518) 
2.12x1.72x1.58 0.00608

b
 

0.454 

(-0.033,-0.303,0.717) 

51 
10.388, 14.445, -20.272 

(0.501, 0.743, 0.444, 2.975) 
3.83x3.39x1.89 0.04849

b
 

-0.181 

(0.907,0.139,1.036) 

52 
2.474, 10.673, -22.874 

(0.297, -0.181, -0.938, 2.950) 
2.07x1.71x1.71 0.01889

b
 

0.176 

(2.811,0.994,1.803) 

53 
3.251, 10.499, -21.240 

(0.848, -0.248, 0.468, 2.333) 
1.48x1.48x1.48 0.01459

b
 

-0.321 

(0.000,0.000,0.000) 

54 
2.009, 9.563, -20.781 

(0.488, 0.039, -0.872, 1.231) 
1.69x1.47x1.41 0.00604

b
 

0.193 

(-0.137,-0.054,-0.072) 

55 
14.970, -16.432, 6.396 

(0.495, 0.524, 0.694, 1.304) 
2.00x1.99x1.61 0.00696

b
 

0.131 

(0.147,-0.117,-0.098) 

56 
13.644, -16.567, 3.760 

(0.132, -0.501, -0.855, 2.076) 
1.69x1.47x1.41 0.00604

b
 

0.141 

(0.015,0.005,0.011) 

57 
9.547, -13.193, 7.448 

(0.356, 0.699, 0.620, 3.079) 
7.21x3.39x1.95 0.07730

b
 

-0.174 

(-2.172,1.461,0.873) 

58 
1.745, -7.769, 12.400 

(0.352, 0.632, 0.691, 3.029) 
5.47x3.59x1.87 0.09997

b
 

-0.413 

(4.820,-3.387,-0.784) 

59 
3.017, -10.724, 14.051 

(-0.333, -0.744, -0.579, 2.967) 
2.32x2.31x1.79 0.01724

b
 

0.044 

(0.431,1.248,-0.235) 
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60 
6.119, -7.831, 14.404 

(-0.042, -0.506, -0.861, 1.371) 
3.51x3.13x1.75 0.03080

b
 

0.137 

(-0.045,-0.097,0.032) 

61 
6.864, -11.316, 6.130 

(0.655, 0.245, 0.714, 1.007) 
2.12x1.73x1.58 0.00611

b
 

0.489 

(-0.525,0.520,0.607) 

62 
5.796, -10.166, 5.864 

(0.302, 0.591, 0.748, 2.732) 
1.48x1.48x1.48 0.01459

b
 

-0.573 

(0.000,0.000,0.000) 

63 
5.963, -10.481, 4.054 

(-0.504, -0.698, -0.509, 2.931) 
2.07x1.71x1.71 0.01879

b
 

0.256 

(-1.922,2.380,2.642) 

64 
4.560, -8.797, 4.372 

(0.722, 0.385, 0.574, 1.023) 
2.11x1.73x1.58 0.00611

b
 

-0.100 

(-0.272,0.388,0.504) 

65 
4.429, -9.024, 2.514 

(0.718, 0.378, 0.585, 0.950) 
2.11x1.73x1.58 0.00611

b
 

0.023 

(0.030,-0.007,-0.025) 

66 
3.320, -7.510, 2.542 

(0.721, 0.394, 0.571, 0.951) 
2.12x1.73x1.58 0.00611

b
 

0.121 

(0.141,-0.159,-0.205) 

67 
3.151, -7.746, 0.693 

(0.754, 0.390, 0.529, 0.950) 
2.12x1.73x1.58 0.00611

b
 

-0.078 

(0.187,-0.130,-0.227) 

68 
1.952, -6.395, 0.430 

(-0.428, -0.648, -0.629, 2.314) 
2.13x1.72x1.58 0.00610

b
 

0.273 

(0.419,0.014,0.150) 

69 
2.926, -5.199, 0.812 

(0.302, 0.591, 0.748, 2.732) 
1.48x1.48x1.48 0.01459

b
 

-0.422 

(0.000,0.000,0.000) 

70 
1.828, -2.696, 0.399 

(0.187, -0.034, -0.982, 2.751) 
2.40x1.97x1.45 0.02960

b
 

0.068 

(1.145,-2.350,0.437) 

71 
20.656, -26.055, 6.202 

(-0.830, -0.308, -0.465, 3.042) 
3.83x3.39x1.89 0.04849

b
 

-0.178 

(0.707,-1.058,0.276) 

72 
18.952, -23.348, 5.445 

(0.808, 0.073, 0.584, 2.483) 
2.12x1.72x1.58 0.00608

b
 

0.452 

(-0.175,-0.544,0.397) 

73 
17.652, -23.709, 6.270 

(-0.099, -0.959, 0.267, 2.792) 
1.48x1.48x1.48 0.01459

b
 

-0.381 

(0.000,0.000,0.000) 

74 
15.675, -21.792, 6.100 

(-0.576, -0.754, 0.315, 3.120) 
3.18x3.17x1.79 0.02908

b
 

0.154 

(-0.485,-1.917,1.337) 

75 
13.289, -22.163, 7.445 

(-0.099, -0.959, 0.267, 2.792) 
1.48x1.48x1.48 0.01459

b
 

-0.382 

(0.000,0.000,0.000) 

76 
13.227, -23.518, 8.255 

(0.472, 0.110, -0.875, 2.455) 
2.12x1.72x1.58 0.00608

b
 

0.454 

(-0.503,0.586,-0.099) 

77 
10.194, -23.108, 9.452 

(0.636, -0.347, 0.689, 1.613) 
3.83x3.39x1.89 0.04849

b
 

-0.181 

(-1.274,0.138,0.522) 

78 
16.616, -19.267, 4.195 

(-0.877, 0.284, 0.387, 1.269) 
2.07x1.71x1.71 0.01889

b
 

0.176 

(-2.921,-0.676,1.775) 

79 
14.981, -18.564, 4.564 

(-0.099, -0.959, 0.267, 2.792) 
1.48x1.48x1.48 0.01459

b
 

-0.321 

(0.000,0.000,0.000) 

80 
15.356, -17.283, 3.646 

(0.727, -0.174, 0.664, 1.894) 
1.69x1.47x1.41 0.00604

b
 

0.193 

(0.131,0.046,-0.088) 
a
Dipole vectors are given in the lab frame, 

b
 “simple touch” LJ potential, equation (2-2) 
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B.4 CHAPTER 6 MODELS 

 

Table B.35: All-atom model parameters for TCP-1, coloring represents LoD ellipsoid 

partitioning 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 0.180, -0.803, -0.077 -0.109 2, 3, 7 1.65 Å, 4.59x10
-3

 perg 

C2 -0.858, 0.093, 0.012 -0.185 29, 43 same as C1 

H3 -0.080, -1.853, -0.178 0.125  1.25 Å, 1.04x10
-3

 perg 

C4 4.412, -0.027, -0.007 0.379 5, 9, 14 same as C1 

C5 3.880, -1.340, -0.135 -0.245 6, 10 same as C1 

C6 2.517, -1.556, -0.155 -0.141 7, 11 same as C1 

C7 1.581, -0.500, -0.050 0.131 8 same as C1 

C8 2.114, 0.806, 0.076 -0.104 9, 12 same as C1 

C9 3.472, 1.041, 0.096 -0.257 13 same as C1 

H10 4.541, -2.195, -0.198 0.154  same as H3 

H11 2.149, -2.575, -0.248 0.12  same as H3 

H12 1.445, 1.658, 0.152 0.106  same as H3 

H13 3.816, 2.064, 0.172 0.159  same as H3 

N14 5.764, 0.204, 0.014 -0.412 15, 16 1.6 Å, 11.81x10
-3

 perg 

C15 6.737, -0.865, -0.223 0.214 17, 18, 19 same as C1 

C16 6.322, 1.536, 0.266 0.234 20, 21, 22 same as C1 

H17 6.341, -1.550, -0.980 -0.008  same as H3 

C18 7.137, -1.629, 1.044 -0.165 23, 24, 25 same as C1 

H19 7.622, -0.402, -0.671 0.027  same as H3 

H20 5.701, 2.055, 1.001 -0.012  same as H3 

C21 6.490, 2.385, -1.000 -0.173 26, 27, 28 same as C1 

H22 7.296, 1.391, 0.746 0.022  same as H3 

H23 6.274, -2.118, 1.506 0.037  same as H3 

H24 7.578, -0.955, 1.786 0.053  same as H3 

H25 7.879, -2.399, 0.803 0.047  same as H3 

H26 6.932, 3.356, -0.750 0.048  same as H3 

H27 5.528, 2.561, -1.492 0.039  same as H3 

H28 7.149, 1.889, -1.721 0.053  same as H3 

C29 -2.226, -0.266, -0.020 0.021 30, 31 same as C1 

C30 -2.770, -1.667, -0.151 0.668 32, 33 same as C1 

C31 -3.325, 0.584, 0.061 -0.227 34, 35 same as C1 

N32 -4.155, -1.519, -0.135 -0.644 34, 36 same as N14 

O33 -2.184, -2.727, -0.251 -0.482  1.48 Å, 14.59x10
-3

 perg 

C34 -4.543, -0.200, -0.011 0.4 37 same as C1 

C35 -3.227, 1.991, 0.193 0.39 38 same as C1 

H36 -4.794, -2.301, -0.206 0.401  same as H3 
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C37 -5.870, 0.182, 0.026 -0.369 39, 40 same as C1 

N38 -3.043, 3.136, 0.300 -0.435  same as N14 

C39 -6.872, -0.828, -0.068 0.454 41 same as C1 

C40 -6.296, 1.535, 0.153 0.442 42 same as C1 

N41 -7.640, -1.701, -0.149 -0.466  same as N14 

N42 -6.696, 2.623, 0.255 -0.44  same as N14 

H43 -0.656, 1.157, 0.115 0.149  same as H3 
 

 

Table B.36: LoD model parameters for TCP-1, coloring represents LoD ellipsoid partitioning: 

(1,3,..,28|2,29,..,43) 

# 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
4.673, -0.009, -0.009 

(0.018,-0.102,-0.995, 2.907) 
5.07x3.78x2.20 0.07158

b
 

0.321 

(0.360,-0.429,-0.050) 

2 
-4.243, 0.005, 0.008 

(0.835,-0.018, 0.550, 0.112) 
4.73x4.01x1.89 0.10890

b
 

-0.321 

(1.785,-2.486,-0.229) 
a
Dipole vectors are given in the lab frame, 

b
 “simple touch” LJ potential, equation (2-2) 

 

Table B.37: All-atom model parameters for TCP-Me, coloring represents LoD ellipsoid 

partitioning 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 0.240, -0.713, -0.144 -0.149 2, 3, 7 1.65 Å, 4.59x10
-3

 perg 

C2 -0.819, 0.164, -0.003 -0.173 16, 33 same as C1 

H3 -0.031, -1.746, -0.337 0.125  1.25 Å, 1.04x10
-3

 perg 

C4 4.523, -0.241, -0.008 0.368 5, 9, 14 same as C1 

C5 3.887, -1.405, -0.525 -0.252 6, 10 same as C1 

C6 2.512, -1.515, -0.540 -0.131 7, 11 same as C1 

C7 1.657, -0.485, -0.073 0.135 8 same as C1 

C8 2.296, 0.661, 0.466 -0.077 9, 12 same as C1 

C9 3.670, 0.782, 0.498 -0.277 13 same as C1 

H10 4.476, -2.237, -0.889 0.155  same as H3 

H11 2.066, -2.426, -0.931 0.12  same as H3 

H12 1.709, 1.458, 0.905 0.088  same as H3 

H13 4.092, 1.684, 0.921 0.166  same as H3 

N14 5.887, -0.116, 0.017 -0.379 17, 18 1.6 Å, 11.81x10
-3

 perg 

C15 -0.194, 2.461, -1.031 -0.313 16, 32, 47, 48 same as C1 

C16 -0.592, 1.661, 0.191 0.774 31 same as C1 

C17 6.769, -1.117, -0.591 0.213 19, 20, 21 same as C1 

C18 6.553, 1.020, 0.663 0.186 22, 23, 24 same as C1 
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H19 6.304, -1.499, -1.504 -0.009  same as H3 

C20 7.139, -2.267, 0.353 -0.171 25, 26, 27 same as C1 

H21 7.676, -0.594, -0.912 0.027  same as H3 

H22 6.001, 1.296, 1.567 0.002  same as H3 

C23 6.732, 2.233, -0.257 -0.18 28, 29, 30 same as C1 

H24 7.531, 0.666, 1.006 0.035  same as H3 

H25 6.251, -2.818, 0.677 0.041  same as H3 

H26 7.647, -1.892, 1.249 0.052  same as H3 

H27 7.815, -2.968, -0.150 0.05  same as H3 

H28 7.252, 3.038, 0.275 0.054  same as H3 

H29 5.767, 2.617, -0.602 0.045  same as H3 

H30 7.326, 1.972, -1.140 0.057  same as H3 

O31 -0.741, 2.160, 1.289 -0.522  1.48 Å, 14.59x10
-3

 perg 

H32 0.096, 3.471, -0.733 0.096  same as H3 

C33 -2.166, -0.317, 0.002 -0.042 34, 35 same as C1 

C34 -2.542, -1.785, 0.082 0.689 36, 37 same as C1 

C35 -3.367, 0.388, -0.037 -0.187 38, 39 same as C1 

N36 -3.931, -1.808, 0.088 -0.64 38, 40 same as N14 

O37 -1.840, -2.776, 0.136 -0.479  same as O31 

C38 -4.480, -0.547, 0.026 0.373 41 same as C1 

C39 -3.523, 1.787, -0.203 0.379 42 same as C1 

H40 -4.464, -2.666, 0.155 0.398  same as H3 

C41 -5.844, -0.337, 0.025 -0.34 43, 44 same as C1 

N42 -3.610, 2.935, -0.381 -0.417  same as N14 

C43 -6.701, -1.477, 0.082 0.453 45 same as C1 

C44 -6.460, 0.946, -0.021 0.425 46 same as C1 

N45 -7.343, -2.448, 0.129 -0.462  same as N14 

N46 -7.026, 1.963, -0.055 -0.427  same as N14 

H47 0.617, 1.972, -1.580 0.04  same as H3 

H48 -1.056, 2.529, -1.706 0.08  same as H3 
 

 

 

Table B.38: All-atom model parameters for TCP-Me (2
nd

 rotamer), coloring represents LoD 

ellipsoid partitioning 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 0.237, -0.729, 0.037 -0.159 2, 3, 7 1.65 Å, 4.59x10
-3

 perg 

C2 -0.819, 0.162, 0.012 -0.174 16, 33 same as C1 

H3 -0.037, -1.778, 0.096 0.128  1.25 Å, 1.04x10
-3

 perg 

C4 4.520, -0.248, -0.036 0.4 5, 9, 14 same as C1 

C5 3.883, -1.467, 0.326 -0.258 6, 10 same as C1 

C6 2.509, -1.579, 0.323 -0.145 7, 11 same as C1 

C7 1.654, -0.497, -0.008 0.147 8 same as C1 

C8 2.295, 0.709, -0.394 -0.078 9, 12 same as C1 
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C9 3.668, 0.831, -0.410 -0.289 13 same as C1 

H10 4.471, -2.327, 0.623 0.158  same as H3 

H11 2.061, -2.529, 0.605 0.124  same as H3 

H12 1.708, 1.551, -0.740 0.087  same as H3 

H13 4.093, 1.766, -0.753 0.17  same as H3 

N14 5.884, -0.120, -0.041 -0.407 17, 18 1.6 Å, 11.81x10
-3

 perg 

C15 -0.173, 2.307, 1.320 -0.319 16, 32, 47, 48 same as C1 

C16 -0.588, 1.670, 0.010 0.793 31 same as C1 

C17 6.772, -1.257, 0.220 0.196 19, 20, 21 same as C1 

C18 6.545, 1.164, -0.296 0.216 22, 23, 24 same as C1 

H19 6.341, -2.160, -0.224 0  same as H3 

C20 7.075, -1.473, 1.707 -0.181 25, 26, 27 same as C1 

H21 7.703, -1.071, -0.325 0.034  same as H3 

H22 5.949, 1.969, 0.142 -0.005  same as H3 

C23 6.817, 1.433, -1.781 -0.195 28, 29, 30 same as C1 

H24 7.491, 1.154, 0.257 0.029  same as H3 

H25 6.162, -1.680, 2.274 0.042  same as H3 

H26 7.548, -0.587, 2.144 0.058  same as H3 

H27 7.759, -2.320, 1.835 0.053  same as H3 

H28 7.336, 2.390, -1.903 0.056  same as H3 

H29 5.886, 1.472, -2.356 0.048  same as H3 

H30 7.446, 0.648, -2.214 0.06  same as H3 

O31 -0.750, 2.308, -1.012 -0.529  1.48 Å, 14.59x10
-3

 perg 

H32 0.137, 3.339, 1.147 0.094  same as H3 

C33 -2.167, -0.311, -0.050 -0.04 34, 35 same as C1 

C34 -2.548, -1.754, -0.322 0.687 36, 37 same as C1 

C35 -3.366, 0.385, 0.091 -0.197 38, 39 same as C1 

N36 -3.938, -1.774, -0.321 -0.646 38, 40 same as N14 

O37 -1.850, -2.731, -0.512 -0.479  same as O31 

C38 -4.482, -0.532, -0.088 0.397 41 same as C1 

C39 -3.517, 1.749, 0.443 0.378 42 same as C1 

H40 -4.474, -2.615, -0.498 0.399  same as H3 

C41 -5.846, -0.321, -0.048 -0.359 43, 44 same as C1 

N42 -3.600, 2.863, 0.774 -0.416  same as N14 

C43 -6.707, -1.442, -0.248 0.453 45 same as C1 

C44 -6.459, 0.945, 0.173 0.433 46 same as C1 

N45 -7.351, -2.398, -0.417 -0.461  same as N14 

N46 -7.021, 1.949, 0.346 -0.428  same as N14 

H47 -1.035, 2.310, 1.999 0.082  same as H3 

H48 0.627, 1.738, 1.805 0.039  same as H3 
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Table B.39: LoD model parameters for TCP-Me (A.1), coloring represents LoD ellipsoid 

partitioning: 

(1,3,..,14,17,..,30|2,33,..,46|16,31|15,32,47,48) 

# 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
4.781, -0.247, -0.003 

(0.599,-0.106, 0.793, 0.213) 
5.06x3.79x2.20 0.07159

b
 

0.295 

(1.193,-0.488,-0.028) 

2 
-4.326, -0.360, -0.005 

(0.002, 0.036, 0.999, 2.981) 
4.52x4.06x1.93 0.10850

b
 

-0.450 

(-0.578,-3.176,0.371) 

3 

-0.688, 1.981, 0.895 

(-0.591,-0.688,-0.421, 

2.381) 

2.08x1.70x1.70 0.01854
b
 

0.253 

(0.489,-1.639,-3.607) 

4 
-0.147, 2.577, -1.213 

(0.409, 0.141,-0.902, 1.611) 
2.01x1.99x1.60 0.00699

b
 

-0.097 

(-0.019,0.449,-0.314) 
a
Dipole vectors are given in the lab frame, 

b
 “simple touch” LJ potential, equation (2-2) 

 

Table B.40: LoD model parameters for TCP-Me (A.2), coloring represents LoD ellipsoid 

partitioning: 

(1,3,..,14,17,..,30|2,33,..,46|16,31|15,32,47,48) 

# 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
4.782, -0.252, -0.032 

(0.012,-0.301,-0.953, 2.980) 
5.07x3.78x2.20 0.07159

b
 

0.291 

(1.277,-0.493,-0.019) 

2 
-4.327, -0.351, -0.033 

(0.782, 0.053,-0.621, 0.262) 
4.52x4.06x1.93 0.10850

b
 

-0.452 

(-0.609,-3.106,-0.794) 

3 
-0.692, 2.079, -0.645 

(0.636,-0.749, 0.189, 2.043) 
2.08x1.70x1.70 0.01854

b
 

0.264 

(0.541,-2.137,3.429) 

4 
-0.124, 2.398, 1.515 

(-0.075, 0.336, 0.939, 1.712) 
2.01x1.99x1.60 0.00699

b
 

-0.104 

(-0.021,0.407,0.376) 
a
Dipole vectors are given in the lab frame, 

b
 “simple touch” LJ potential, equation (2-2) 

 

Table B.41: LoD model parameters for TCP-Me (B.1), coloring represents LoD ellipsoid 

partitioning: 

(1,3,..,14|17,19,..,21,25,..,27|18,22,..,24,28,..,30|2,33,..,46|16,31|15,32,47,48) 

# 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
3.103, -0.424, -0.042 

(0.772,-0.068, 0.632, 0.555) 
4.33x3.24x1.69 0.04765

b
 

-0.108 

(-3.748,-1.021,-0.153) 

2 

7.055, -1.834, -0.124 

(-0.119,-0.690,-0.714, 

1.480) 

2.63x1.97x1.78 0.01320
b
 

0.203 

(-0.077,0.756,-0.415) 
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3 
6.715, 1.785, 0.213 

(-0.174,0.618, 0.767, 1.595) 
2.63x1.97x1.78 0.01320

b
 

0.200 

(0.072,-0.714,0.430) 

4 
-4.326, -0.360, -0.005 

(0.002, 0.036, 0.999, 2.981) 
5.10x4.38x1.78 0.10827

b
 

-0.450 

(-0.578,-3.176,0.371) 

5 

-0.688, 1.981, 0.895 

(-0.591,-0.688,-0.421, 

2.381) 

2.11x1.59x1.59 0.01854
b
 

0.253 

(0.489,-1.639,-3.607) 

6 
-0.147, 2.577, -1.213 

(0.409, 0.141,-0.902, 1.611) 
1.90x1.90x1.54 0.00696

b
 

-0.097 

(-0.019,0.449,-0.314) 
a
Dipole vectors are given in the lab frame, 

b
 “simple touch” LJ potential, equation (2-2) 

 

Table B.42: All-atom model parameters for TCP-Ph, coloring represents LoD ellipsoid 

partitioning 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 0.024, -1.751, 0.285 -0.116 2, 3, 7 1.65 Å, 4.59x10
-3

 perg 

C2 1.020, -0.907, -0.165 -0.178 16, 32 same as C1 

H3 0.356, -2.617, 0.850 0.115  1.25 Å, 1.04x10
-3

 perg 

C4 -4.269, -1.676, -0.094 0.4 5, 9, 14 same as C1 

C5 -3.591, -2.489, 0.856 -0.277 6, 10 same as C1 

C6 -2.214, -2.489, 0.937 -0.115 7, 11 same as C1 

C7 -1.401, -1.674, 0.111 0.111 8 same as C1 

C8 -2.080, -0.889, -0.856 -0.06 9, 12 same as C1 

C9 -3.456, -0.888, -0.957 -0.293 13 same as C1 

H10 -4.147, -3.146, 1.514 0.159  same as H3 

H11 -1.733, -3.136, 1.666 0.116  same as H3 

H12 -1.517, -0.297, -1.567 0.066  same as H3 

H13 -3.911, -0.263, -1.715 0.171  same as H3 

N14 -5.638, -1.664, -0.186 -0.4 17, 18 1.6 Å, 11.81x10
-3

 perg 

C15 0.076, 1.462, -0.063 -0.348 16, 46, 47 same as C1 

C16 0.708, 0.402, -0.874 0.806 31 same as C1 

C17 -6.485, -2.385, 0.767 0.201 19, 20, 21 same as C1 

C18 -6.340, -0.932, -1.244 0.199 22, 23, 24 same as C1 

H19 -6.029, -2.339, 1.761 -0.005  same as H3 

C20 -6.769, -3.837, 0.366 -0.165 25, 26, 27 same as C1 

H21 -7.427, -1.831, 0.845 0.03  same as H3 

H22 -5.769, -1.007, -2.175 0  same as H3 

C23 -6.624, 0.534, -0.897 -0.143 28, 29, 30 same as C1 

H24 -7.282, -1.459, -1.429 0.027  same as H3 

H25 -5.845, -4.419, 0.296 0.039  same as H3 

H26 -7.269, -3.884, -0.608 0.054  same as H3 

H27 -7.422, -4.315, 1.105 0.047  same as H3 

H28 -7.169, 1.018, -1.715 0.043  same as H3 
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H29 -5.696, 1.089, -0.726 0.019  same as H3 

H30 -7.234, 0.611, 0.009 0.05  same as H3 

O31 1.011, 0.542, -2.053 -0.535  1.48 Å, 14.59x10
-3

 perg 

C32 2.399, -1.251, 0.006 -0.059 33, 34 same as C1 

C33 2.879, -2.624, 0.432 0.715 35, 36 same as C1 

C34 3.544, -0.482, -0.185 -0.184 37, 38 same as C1 

N35 4.266, -2.541, 0.452 -0.681 37, 39 same as N14 

O36 2.250, -3.627, 0.709 -0.488  same as O31 

C37 4.722, -1.294, 0.087 0.419 40 same as C1 

C38 3.606, 0.899, -0.503 0.365 41 same as C1 

H39 4.860, -3.327, 0.687 0.408  same as H3 

C40 6.068, -0.992, 0.031 -0.365 42, 43 same as C1 

N41 3.635, 2.041, -0.727 -0.419  same as N14 

C42 7.001, -2.015, 0.378 0.453 44 same as C1 

C43 6.598, 0.271, -0.358 0.437 45 same as C1 

N44 7.709, -2.892, 0.674 -0.464  same as N14 

N45 7.102, 1.274, -0.668 -0.432  same as N14 

C46 -0.012, 2.721, -0.542 -0.065 48, 49 same as C1 

H47 -0.251, 1.196, 0.938 0.078  same as H3 

C48 -0.560, 3.899, 0.123 0.192 50, 51 same as C1 

H49 0.392, 2.881, -1.541 0.117  same as H3 

C50 -1.201, 3.850, 1.378 -0.152 52, 53 same as C1 

C51 -0.449, 5.147, -0.519 -0.187 54, 55 same as C1 

C52 -1.704, 5.006, 1.964 -0.076 56, 57 same as C1 

H53 -1.307, 2.900, 1.893 0.114  same as H3 

C54 -0.951, 6.305, 0.069 -0.046 56, 58 same as C1 

H55 0.046, 5.199, -1.486 0.118  same as H3 

C56 -1.580, 6.238, 1.313 -0.096 59 same as C1 

H57 -2.194, 4.950, 2.932 0.092  same as H3 

H58 -0.850, 7.259, -0.442 0.09  same as H3 

H59 -1.973, 7.139, 1.775 0.097  same as H3 
 

 

 

 

Table B.43: All-atom model parameters for TCP-Ph (2
nd

 rotamer), coloring represents LoD 

ellipsoid partitioning 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 -0.954, -1.468, -0.036 -0.178 2, 3, 7 1.65 Å, 4.59x10
-3

 perg 

C2 0.263, -0.881, 0.281 -0.127 16, 32 same as C1 

H3 -0.856, -2.447, -0.494 0.132  1.25 Å, 1.04x10
-3

 perg 

C4 -5.137, -0.443, 0.020 0.413 5, 9, 14 same as C1 

C5 -4.621, -1.597, -0.631 -0.257 6, 10 same as C1 

C6 -3.273, -1.881, -0.601 -0.146 7, 11 same as C1 
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C7 -2.323, -1.048, 0.050 0.166 8 same as C1 

C8 -2.848, 0.092, 0.716 -0.115 9, 12 same as C1 

C9 -4.196, 0.382, 0.700 -0.276 13 same as C1 

H10 -5.278, -2.262, -1.177 0.152  same as H3 

H11 -2.918, -2.768, -1.120 0.125  same as H3 

H12 -2.187, 0.729, 1.287 0.123  same as H3 

H13 -4.535, 1.247, 1.256 0.167  same as H3 

N14 -6.475, -0.145, 0.006 -0.444 17, 18 1.6 Å, 11.81x10
-3

 perg 

C15 1.210, 1.452, -0.004 -0.316 16, 46, 47 same as C1 

C16 0.395, 0.531, 0.815 0.665 31 same as C1 

C17 -7.467, -1.056, -0.571 0.223 19, 20, 21 same as C1 

C18 -7.000, 1.104, 0.564 0.265 22, 23, 24 same as C1 

H19 -7.169, -2.089, -0.370 -0.005  same as H3 

C20 -7.702, -0.840, -2.071 -0.164 25, 26, 27 same as C1 

H21 -8.404, -0.902, -0.024 0.023  same as H3 

H22 -6.284, 1.910, 0.377 -0.024  same as H3 

C23 -7.344, 1.018, 2.056 -0.195 28, 29, 30 same as C1 

H24 -7.898, 1.361, -0.009 0.018  same as H3 

H25 -6.786, -1.006, -2.645 0.036  same as H3 

H26 -8.044, 0.181, -2.272 0.052  same as H3 

H27 -8.469, -1.532, -2.438 0.046  same as H3 

H28 -7.755, 1.972, 2.405 0.05  same as H3 

H29 -6.459, 0.785, 2.656 0.05  same as H3 

H30 -8.091, 0.239, 2.242 0.058  same as H3 

O31 -0.194, 0.892, 1.830 -0.502  1.48 Å, 14.59x10
-3

 perg 

C32 1.466, -1.627, 0.049 -0.008 33, 34 same as C1 

C33 1.571, -2.828, -0.875 0.638 35, 36 same as C1 

C34 2.744, -1.430, 0.570 -0.167 37, 38 same as C1 

N35 2.903, -3.220, -0.820 -0.584 37, 39 same as N14 

O36 0.728, -3.370, -1.565 -0.478  same as O31 

C37 3.652, -2.425, 0.018 0.312 40 same as C1 

C38 3.120, -0.504, 1.576 0.377 41 same as C1 

H39 3.268, -3.997, -1.357 0.387  same as H3 

C40 5.002, -2.636, 0.216 -0.305 42, 43 same as C1 

N41 3.408, 0.243, 2.422 -0.42  same as N14 

C42 5.620, -3.727, -0.466 0.439 44 same as C1 

C43 5.834, -1.826, 1.041 0.414 45 same as C1 

N44 6.061, -4.631, -1.054 -0.462  same as N14 

N45 6.573, -1.202, 1.688 -0.429  same as N14 

C46 1.389, 2.734, 0.382 -0.066 48, 49 same as C1 

H47 1.641, 1.061, -0.921 0.075  same as H3 

C48 2.127, 3.786, -0.309 0.207 50, 51 same as C1 

H49 0.930, 3.015, 1.329 0.111  same as H3 

C50 2.738, 3.604, -1.566 -0.166 52, 53 same as C1 
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C51 2.234, 5.047, 0.307 -0.198 54, 55 same as C1 

C52 3.430, 4.644, -2.176 -0.061 56, 57 same as C1 

H53 2.669, 2.644, -2.068 0.116  same as H3 

C54 2.929, 6.088, -0.303 -0.042 56, 58 same as C1 

H55 1.770, 5.200, 1.279 0.119  same as H3 

C56 3.529, 5.890, -1.547 -0.103 59 same as C1 

H57 3.896, 4.486, -3.145 0.091  same as H3 

H58 3.004, 7.052, 0.192 0.089  same as H3 

H59 4.073, 6.700, -2.027 0.099  same as H3 
 

 

Table B.44: LoD model parameters for TCP-Ph (A.1), coloring represents LoD ellipsoid 

partitioning: 

(1,3,..,14,17,..,30|2,32,..,45|16,31|15,46,..,59) 

# 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
-4.529, -1.698, -0.097 

(-0.043, 0.267, 0.963, 3.044) 
5.07x3.78x2.20 0.07159

b
 

0.272 

(-1.041,-0.692, 0.294) 

2 

4.560, -1.123, 0.050 

(-0.006,-0.138,-0.990, 

2.900) 

4.52x4.05x1.93 0.10849
b
 

-0.472 

(0.905,-3.122, 0.758) 

3 

0.902, 0.492, -1.629 

(-0.389,-0.709,-0.588, 

2.060) 

2.08x1.70x1.70 0.01854
b
 

0.271 

(-1.032,-0.475, 4.011) 

4 
-0.821, 4.380, 0.499 

(0.434, 0.397, 0.809, 2.223) 
4.37x3.36x1.76 0.04159

b
 

-0.071 

(-0.901, 3.539, 0.293) 
a
Dipole vectors are given in the lab frame, 

b
 “simple touch” LJ potential, equation (2-2) 

 

Table B.45: LoD model parameters for TCP-Ph (A.2), coloring represents LoD ellipsoid 

partitioning: 

(1,3,..,14,17,..,30|2,32,..,45|16,31|15,46,..,59) 

# 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
-5.401, -0.413, 0.003 

(0.949,-0.095,-0.301, 0.926) 
5.07x3.79x2.20 0.07161

b
 

0.294 

(-1.118,-0.172,-0.067) 

2 
3.537, -2.259, 0.145 

(0.956,-0.270,-0.115, 0.726) 
4.52x4.05x1.93 0.10850

b
 

-0.413 

(-0.949,-1.960,-2.020) 

3 

0.018, 0.763, 1.465 

(-0.405,-0.801,-0.440, 

2.450) 

2.09x1.70x1.70 0.01854
b
 

0.163 

(1.716,-1.053,-2.957) 

4 
2.484, 4.201, -0.686 

(0.573, 0.568, 0.591, 1.405) 
4.37x3.37x1.76 0.04159

b
 

-0.044 

(1.232,3.020,-0.448) 
a
Dipole vectors are given in the lab frame, 

b
 “simple touch” LJ potential, equation (2-2) 
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Table B.46: All-atom model parameters for TCP-PhF, coloring represents LoD ellipsoid 

partitioning 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 -0.185, -1.961, -0.326 -0.124 2, 3, 7 1.65 Å, 4.59x10
-3

 perg 

C2 -1.138, -1.087, 0.158 -0.178 16, 32 same as C1 

H3 -0.558, -2.781, -0.932 0.115  1.25 Å, 1.04x10
-3

 perg 

C4 4.103, -2.140, 0.081 0.38 5, 9, 14 same as C1 

C5 3.388, -2.875, -0.906 -0.264 6, 10 same as C1 

C6 2.014, -2.795, -0.994 -0.135 7, 11 same as C1 

C7 1.241, -1.969, -0.141 0.131 8 same as C1 

C8 1.954, -1.261, 0.859 -0.075 9, 12 same as C1 

C9 3.328, -1.341, 0.969 -0.271 13 same as C1 

H10 3.912, -3.535, -1.586 0.158  same as H3 

H11 1.504, -3.385, -1.752 0.121  same as H3 

H12 1.420, -0.665, 1.590 0.067  same as H3 

H13 3.810, -0.772, 1.753 0.166  same as H3 

N14 5.469, -2.209, 0.182 -0.391 17, 18 1.6 Å, 11.81x10
-3

 perg 

C15 -0.076, 1.234, 0.179 -0.359 16, 46, 47 same as C1 

C16 -0.765, 0.168, 0.932 0.804 31 same as C1 

C17 6.282, -2.940, -0.794 0.197 19, 20, 21 same as C1 

C18 6.201, -1.561, 1.274 0.197 22, 23, 24 same as C1 

H19 5.844, -2.820, -1.789 -0.004  same as H3 

C20 6.468, -4.424, -0.456 -0.159 25, 26, 27 same as C1 

H21 7.258, -2.445, -0.835 0.031  same as H3 

H22 5.620, -1.641, 2.197 -0.002  same as H3 

C23 6.569, -0.100, 0.987 -0.128 28, 29, 30 same as C1 

H24 7.112, -2.146, 1.442 0.026  same as H3 

H25 5.509, -4.950, -0.429 0.038  same as H3 

H26 6.946, -4.547, 0.522 0.053  same as H3 

H27 7.104, -4.907, -1.207 0.045  same as H3 

H28 7.134, 0.320, 1.827 0.041  same as H3 

H29 5.675, 0.512, 0.834 0.014  same as H3 

H30 7.190, -0.021, 0.088 0.046  same as H3 

O31 -1.069, 0.264, 2.116 -0.534  1.48 Å, 14.59x10
-3

 perg 

C32 -2.533, -1.348, -0.037 -0.045 33, 34 same as C1 

C33 -3.082, -2.671, -0.531 0.699 35, 36 same as C1 

C34 -3.636, -0.528, 0.186 -0.197 37, 38 same as C1 

N35 -4.463, -2.513, -0.554 -0.661 37, 39 same as N14 

O36 -2.505, -3.692, -0.854 -0.483  same as O31 

C37 -4.854, -1.263, -0.130 0.407 40 same as C1 

C38 -3.626, 0.837, 0.569 0.376 41 same as C1 

H39 -5.096, -3.254, -0.829 0.403  same as H3 

C40 -6.182, -0.892, -0.066 -0.351 42, 43 same as C1 
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N41 -3.593, 1.967, 0.846 -0.424  same as N14 

C42 -7.167, -1.844, -0.466 0.444 44 same as C1 

C43 -6.646, 0.378, 0.382 0.437 45 same as C1 

N44 -7.919, -2.667, -0.806 -0.461  same as N14 

N45 -7.096, 1.391, 0.738 -0.433  same as N14 

C46 0.066, 2.462, 0.721 -0.037 48, 49 same as C1 

H47 0.247, 1.001, -0.832 0.076  same as H3 

C48 0.675, 3.645, 0.122 0.133 50, 51 same as C1 

H49 -0.339, 2.591, 1.724 0.11  same as H3 

C50 1.323, 3.630, -1.130 -0.112 52, 53 same as C1 

C51 0.618, 4.863, 0.826 -0.149 54, 55 same as C1 

C52 1.889, 4.783, -1.659 -0.221 56, 57 same as C1 

H53 1.389, 2.705, -1.695 0.126  same as H3 

C54 1.178, 6.028, 0.309 -0.186 56, 58 same as C1 

H55 0.118, 4.894, 1.790 0.129  same as H3 

C56 1.806, 5.967, -0.929 0.328 59 same as C1 

H57 2.390, 4.783, -2.622 0.14  same as H3 

H58 1.133, 6.970, 0.844 0.135  same as H3 

F59 2.355, 7.085, -1.441 -0.189  1.42 Å, 4.24x10
-3

 perg 
 

 

 

 

Table B.47: All-atom model parameters for TCP-PhF (2
nd

 rotamer), coloring represents LoD 

ellipsoid partitioning 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 -1.233, -1.582, -0.091 -0.186 2, 3, 7 1.65 Å, 4.59x10
-3

 perg 

C2 0.025, -1.124, 0.276 -0.129 16, 32 same as C1 

H3 -1.212, -2.536, -0.607 0.13  1.25 Å, 1.04x10
-3

 perg 

C4 -5.309, -0.192, -0.020 0.378 5, 9, 14 same as C1 

C5 -4.885, -1.342, -0.743 -0.246 6, 10 same as C1 

C6 -3.569, -1.748, -0.714 -0.156 7, 11 same as C1 

C7 -2.561, -1.048, 0.005 0.189 8 same as C1 

C8 -2.996, 0.086, 0.741 -0.142 9, 12 same as C1 

C9 -4.312, 0.496, 0.728 -0.242 13 same as C1 

H10 -5.588, -1.907, -1.341 0.154  same as H3 

H11 -3.284, -2.627, -1.287 0.126  same as H3 

H12 -2.291, 0.619, 1.365 0.128  same as H3 

H13 -4.583, 1.347, 1.341 0.159  same as H3 

N14 -6.614, 0.226, -0.032 -0.417 17, 18 1.6 Å, 11.81x10
-3

 perg 

C15 1.181, 1.127, 0.141 -0.318 16, 46, 47 same as C1 

C16 0.271, 0.239, 0.893 0.651 31 same as C1 

C17 -7.672, -0.547, -0.689 0.214 19, 20, 21 same as C1 

C18 -7.037, 1.474, 0.612 0.25 22, 23, 24 same as C1 
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H19 -7.474, -1.615, -0.554 -0.005  same as H3 

C20 -7.849, -0.211, -2.174 -0.16 25, 26, 27 same as C1 

H21 -8.603, -0.344, -0.149 0.025  same as H3 

H22 -6.251, 2.225, 0.491 -0.023  same as H3 

C23 -7.410, 1.310, 2.090 -0.176 28, 29, 30 same as C1 

H24 -7.900, 1.849, 0.051 0.019  same as H3 

H25 -6.936, -0.419, -2.740 0.034  same as H3 

H26 -8.093, 0.849, -2.310 0.052  same as H3 

H27 -8.664, -0.804, -2.603 0.045  same as H3 

H28 -7.738, 2.270, 2.505 0.048  same as H3 

H29 -6.559, 0.954, 2.678 0.044  same as H3 

H30 -8.228, 0.591, 2.212 0.052  same as H3 

O31 -0.301, 0.595, 1.919 -0.496  1.48 Å, 14.59x10
-3

 perg 

C32 1.163, -1.958, 0.017 0.019 33, 34 same as C1 

C33 1.182, -3.106, -0.977 0.615 35, 36 same as C1 

C34 2.443, -1.904, 0.567 -0.185 37, 38 same as C1 

N35 2.473, -3.618, -0.925 -0.572 37, 39 same as N14 

O36 0.310, -3.529, -1.712 -0.471  same as O31 

C37 3.271, -2.942, -0.029 0.332 40 same as C1 

C38 2.877, -1.074, 1.632 0.378 41 same as C1 

H39 2.780, -4.392, -1.501 0.382  same as H3 

C40 4.594, -3.282, 0.176 -0.333 42, 43 same as C1 

N41 3.211, -0.404, 2.524 -0.42  same as N14 

C42 5.128, -4.382, -0.559 0.444 44 same as C1 

C43 5.475, -2.595, 1.059 0.425 45 same as C1 

N44 5.501, -5.286, -1.193 -0.46  same as N14 

N45 6.252, -2.074, 1.753 -0.429  same as N14 

C46 1.465, 2.363, 0.607 -0.037 48, 49 same as C1 

H47 1.594, 0.753, -0.791 0.07  same as H3 

C48 2.308, 3.384, -0.003 0.141 50, 51 same as C1 

H49 1.012, 2.626, 1.562 0.101  same as H3 

C50 2.929, 3.228, -1.259 -0.116 52, 53 same as C1 

C51 2.516, 4.590, 0.694 -0.151 54, 55 same as C1 

C52 3.724, 4.231, -1.797 -0.221 56, 57 same as C1 

H53 2.787, 2.312, -1.824 0.128  same as H3 

C54 3.311, 5.605, 0.170 -0.199 56, 58 same as C1 

H55 2.048, 4.727, 1.665 0.129  same as H3 

C56 3.904, 5.407, -1.071 0.339 59 same as C1 

H57 4.207, 4.120, -2.762 0.141  same as H3 

H58 3.478, 6.534, 0.704 0.139  same as H3 

F59 4.673, 6.381, -1.592 -0.19  1.42 Å, 4.24x10
-3

 perg 
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Table B.48: LoD model parameters for TCP-PhF (A.1), coloring represents LoD ellipsoid 

partitioning: 

(1,3,..,14,17,..,30|2,32,..,45|16,31|15,46,..,59) 

# 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
4.359, -2.177, 0.085 

(0.979,-0.191, 0.076, 0.589) 
5.06x3.79x2.20 0.07159

b
 

0.271 

(1.092,-0.753,-0.319) 

2 
-4.682, -1.102, -0.084 

(0.742, 0.009,-0.670, 0.439) 
4.52x4.05x1.93 0.10849

b
 

-0.466 

(-1.020,-3.056,-0.918) 

3 

-0.960, 0.229, 1.691 

(-0.457,-0.713,-0.532, 

2.185) 

2.08x1.70x1.70 0.01854
b
 

0.270 

(1.032,-0.326,-4.018) 

4 
1.023, 4.260, -0.281 

(0.556, 0.538, 0.634, 1.505) 
4.45x3.39x1.79 0.04512

b
 

-0.076 

(0.590, 2.551, 0.363) 
a
Dipole vectors are given in the lab frame, 

b
 “simple touch” LJ potential, equation (2-2) 

 

Table B.49: LoD model parameters for TCP-PhF (A.2), coloring represents LoD ellipsoid 

partitioning: 

(1,3,..,14,17,..,30|2,32,..,45|16,31|15,46,..,59) 

# 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
-5.567, -0.138, -0.038 

(0.927,-0.132,-0.351, 1.025) 
5.06x3.79x2.20 0.07161

b
 

0.293 

(-1.215,-0.040,-0.086) 

2 
3.169, -2.773, 0.105 

(0.930,-0.301,-0.210, 0.801) 
4.52x4.06x1.93 0.10850

b
 

-0.405 

(-1.144,-1.738,-2.156) 

3 

-0.095, 0.467, 1.550 

(-0.410,-0.797,-0.443, 

2.438) 

2.09x1.70x1.70 0.01854
b
 

0.155 

(1.636,-1.018,-2.935) 

4 
2.795, 3.901, -0.401 

(0.638, 0.524, 0.564, 1.375) 
4.45x3.39x1.78 0.04513

b
 

-0.044 

(0.783, 2.010, 0.251) 
a
Dipole vectors are given in the lab frame, 

b
 “simple touch” LJ potential, equation (2-2) 

 

Table B.50: All-atom model parameters for TCP-PhF5, coloring represents LoD ellipsoid 

partitioning 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 0.786, -2.415, 0.291 -0.142 2, 3, 7 1.65 Å, 4.59x10
-3

 perg 

C2 1.581, -1.390, -0.184 -0.139 16, 32 same as C1 

H3 1.285, -3.160, 0.903 0.12  1.25 Å, 1.04x10
-3

 perg 

C4 -3.409, -3.277, -0.179 0.372 5, 9, 14 same as C1 

C5 -2.611, -3.862, 0.845 -0.234 6, 10 same as C1 

C6 -1.269, -3.568, 0.954 -0.168 7, 11 same as C1 
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C7 -0.615, -2.658, 0.085 0.161 8 same as C1 

C8 -1.405, -2.106, -0.954 -0.076 9, 12 same as C1 

C9 -2.746, -2.401, -1.085 -0.275 13 same as C1 

H10 -3.044, -4.572, 1.539 0.152  same as H3 

H11 -0.691, -4.045, 1.741 0.13  same as H3 

H12 -0.948, -1.466, -1.700 0.059  same as H3 

H13 -3.291, -1.947, -1.903 0.17  same as H3 

N14 -4.745, -3.559, -0.300 -0.386 17, 18 1.6 Å, 11.81x10
-3

 perg 

C15 0.083, 0.680, -0.192 -0.393 16, 46, 47 same as C1 

C16 1.004, -0.208, -0.943 0.784 31 same as C1 

C17 -5.458, -4.375, 0.687 0.203 19, 20, 21 same as C1 

C18 -5.546, -3.064, -1.423 0.179 22, 23, 24 same as C1 

H19 -5.061, -4.162, 1.684 -0.005  same as H3 

C20 -5.411, -5.879, 0.393 -0.171 25, 26, 27 same as C1 

H21 -6.498, -4.031, 0.699 0.03  same as H3 

H22 -4.943, -3.087, -2.336 0.005  same as H3 

C23 -6.134, -1.667, -1.194 -0.139 28, 29, 30 same as C1 

H24 -6.356, -3.785, -1.583 0.033  same as H3 

H25 -4.382, -6.252, 0.389 0.04  same as H3 

H26 -5.852, -6.101, -0.585 0.055  same as H3 

H27 -5.975, -6.432, 1.153 0.05  same as H3 

H28 -6.738, -1.364, -2.057 0.044  same as H3 

H29 -5.345, -0.923, -1.049 0.02  same as H3 

H30 -6.777, -1.652, -0.308 0.052  same as H3 

O31 1.334, -0.002, -2.103 -0.524  1.48 Å, 14.59x10
-3

 perg 

C32 3.000, -1.414, 0.014 -0.087 33, 34 same as C1 

C33 3.766, -2.650, 0.438 0.706 35, 36 same as C1 

C34 3.943, -0.404, -0.144 -0.157 37, 38 same as C1 

N35 5.100, -2.258, 0.486 -0.639 37, 39 same as N14 

O36 3.369, -3.770, 0.691 -0.487  same as O31 

C37 5.270, -0.935, 0.143 0.386 40 same as C1 

C38 3.686, 0.960, -0.432 0.362 41 same as C1 

H39 5.851, -2.893, 0.725 0.396  same as H3 

C40 6.511, -0.334, 0.118 -0.36 42, 43 same as C1 

N41 3.435, 2.080, -0.626 -0.418  same as N14 

C42 7.648, -1.120, 0.473 0.458 44 same as C1 

C43 6.742, 1.023, -0.249 0.433 45 same as C1 

N44 8.533, -1.817, 0.774 -0.462  same as N14 

N45 7.001, 2.120, -0.540 -0.425  same as N14 

C46 -0.271, 1.864, -0.733 0.116 48, 49 same as C1 

H47 -0.228, 0.366, 0.796 0.102  same as H3 

C48 -1.104, 2.914, -0.160 -0.081 50, 51 same as C1 

H49 0.128, 2.080, -1.721 0.085  same as H3 

C50 -1.714, 2.870, 1.107 0.156 52, 53 same as C1 
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C51 -1.332, 4.083, -0.912 0.081 54, 55 same as C1 

C52 -2.491, 3.913, 1.596 0.066 56, 57 same as C1 

F53 -1.563, 1.799, 1.901 -0.105  1.42 Å, 4.24x10
-3

 perg 

C54 -2.107, 5.138, -0.444 0.128 56, 58 same as C1 

F55 -0.794, 4.204, -2.132 -0.084  same as F53 

C56 -2.689, 5.053, 0.818 0.127 59 same as C1 

F57 -3.052, 3.828, 2.806 -0.098  same as F53 

F58 -2.297, 6.226, -1.195 -0.109  same as F53 

F59 -3.436, 6.055, 1.281 -0.096  same as F53 
 

 

 

 

Table B.51: All-atom model parameters for TCP-PhF5 (2
nd

 rotamer), coloring represents LoD 

ellipsoid partitioning 

Atom Position [Å] 
Partial 

charge [𝒆] 
Minimum 

connectivity 
LJ radius and energy 

C1 -2.013, 1.677, -0.006 -0.183 2, 3, 7 1.65 Å, 4.59x10
-3

 perg 

C2 -0.685, 1.446, -0.346 -0.092 16, 32 same as C1 

H3 -2.173, 2.651, 0.444 0.13  1.25 Å, 1.04x10
-3

 perg 

C4 -5.775, -0.416, 0.083 0.405 5, 9, 14 same as C1 

C5 -5.571, 0.861, 0.678 -0.26 6, 10 same as C1 

C6 -4.347, 1.487, 0.601 -0.14 7, 11 same as C1 

C7 -3.222, 0.908, -0.049 0.163 8 same as C1 

C8 -3.439, -0.356, -0.661 -0.094 9, 12 same as C1 

C9 -4.660, -0.991, -0.594 -0.279 13 same as C1 

H10 -6.371, 1.351, 1.218 0.155  same as H3 

H11 -4.229, 2.455, 1.081 0.125  same as H3 

H12 -2.644, -0.818, -1.229 0.114  same as H3 

H13 -4.768, -1.937, -1.110 0.167  same as H3 

N14 -6.984, -1.055, 0.146 -0.427 17, 18 1.6 Å, 11.81x10
-3

 perg 

C15 0.971, -0.471, -0.168 -0.337 16, 46, 47 same as C1 

C16 -0.176, 0.133, -0.891 0.607 31 same as C1 

C17 -8.174, -0.412, 0.712 0.222 19, 20, 21 same as C1 

C18 -7.169, -2.423, -0.350 0.247 22, 23, 24 same as C1 

H19 -8.163, 0.651, 0.456 -0.006  same as H3 

C20 -8.319, -0.608, 2.226 -0.181 25, 26, 27 same as C1 

H21 -9.044, -0.836, 0.198 0.026  same as H3 

H22 -6.262, -3.001, -0.156 -0.019  same as H3 

C23 -7.554, -2.493, -1.833 -0.181 28, 29, 30 same as C1 

H24 -7.955, -2.882, 0.259 0.021  same as H3 

H25 -7.470, -0.176, 2.766 0.041  same as H3 

H26 -8.374, -1.672, 2.481 0.058  same as H3 

H27 -9.236, -0.126, 2.583 0.052  same as H3 

H28 -7.701, -3.536, -2.136 0.049  same as H3 
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H29 -6.776, -2.057, -2.467 0.046  same as H3 

H30 -8.486, -1.951, -2.024 0.055  same as H3 

O31 -0.721, -0.434, -1.833 -0.479  1.48 Å, 14.59x10
-3

 perg 

C32 0.265, 2.502, -0.130 -0.026 33, 34 same as C1 

C33 0.057, 3.661, 0.830 0.637 35, 36 same as C1 

C34 1.522, 2.693, -0.697 -0.16 37, 38 same as C1 

N35 1.218, 4.421, 0.747 -0.585 37, 39 same as N14 

O36 -0.879, 3.920, 1.562 -0.473  same as O31 

C37 2.130, 3.893, -0.138 0.324 40 same as C1 

C38 2.102, 1.940, -1.751 0.381 41 same as C1 

H39 1.368, 5.254, 1.302 0.387  same as H3 

C40 3.356, 4.483, -0.371 -0.312 42, 43 same as C1 

N41 2.548, 1.325, -2.633 -0.423  same as N14 

C42 3.666, 5.691, 0.324 0.433 44 same as C1 

C43 4.351, 3.956, -1.244 0.419 45 same as C1 

N44 3.855, 6.671, 0.925 -0.453  same as N14 

N45 5.209, 3.574, -1.932 -0.426  same as N14 

C46 1.479, -1.644, -0.599 0.112 48, 49 same as C1 

H47 1.359, 0.047, 0.699 0.097  same as H3 

C48 2.578, -2.419, -0.039 -0.08 50, 51 same as C1 

H49 1.020, -2.070, -1.487 0.08  same as H3 

C50 3.334, -2.065, 1.094 0.135 52, 53 same as C1 

C51 2.942, -3.627, -0.666 0.094 54, 55 same as C1 

C52 4.377, -2.850, 1.569 0.096 56, 57 same as C1 

F53 3.066, -0.935, 1.766 -0.104  1.42 Å, 4.24x10
-3

 perg 

C54 3.981, -4.429, -0.209 0.121 56, 58 same as C1 

F55 2.270, -4.042, -1.749 -0.092  same as F53 

C56 4.704, -4.037, 0.916 0.12 59 same as C1 

F57 5.066, -2.474, 2.650 -0.104  same as F53 

F58 4.287, -5.568, -0.836 -0.109  same as F53 

F59 5.702, -4.795, 1.368 -0.096  same as F53 
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Table B.52: LoD model parameters for TCP-PhF5 (A.1), coloring represents LoD ellipsoid 

partitioning: 

(1,3,..,14,17,..,30|2,32,..,45|16,31|15,46,..,59) 

# 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
-3.656, -3.353, -0.187 

(0.086,-0.295,-0.952, 3.040) 
5.06x3.79x2.20 0.07159

b
 

0.279 

(-1.113,-0.972, 0.380) 

2 
5.066, -0.801, 0.108 

(0.021,-0.134,-0.991, 2.685) 
4.52x4.06x1.93 0.10850

b
 

-0.432 

(1.256,-2.877, 0.677) 

3 

1.215, -0.076, -1.686 

(-0.349,-0.723,-0.596, 

2.033) 

2.08x1.70x1.70 0.01854
b
 

0.260 

(-1.095,-0.684, 3.849) 

4 
-1.627, 3.557, 0.232 

(0.350, 0.471, 0.810, 2.391) 
4.60x3.62x1.86 0.05894

b
 

-0.107 

(-0.944, 2.194,-0.360) 
a
Dipole vectors are given in the lab frame, 

b
 “simple touch” LJ potential, equation (2-2) 

 

Table B.53: LoD model parameters for TCP-PhF5 (A.2), coloring represents LoD ellipsoid 

partitioning: 

(1,3,..,14,17,..,30|2,32,..,45|16,31|15,46,..,59) 

# 
Position [Å] 

Rotation (Axis,θ) 
Semi-axes [Å] 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
-6.021, -0.513, 0.110 

(0.827, 0.229, 0.514, 1.004) 
5.06x3.79x2.20 0.07161

b
 

0.308 

(-1.233,-0.203, 0.124) 

2 
2.061, 3.701, -0.269 

(0.821, 0.387, 0.419, 0.846) 
4.52x4.06x1.93 0.10850

b
 

-0.371 

(-1.656, 1.356, 2.144) 

3 
-0.525, -0.230, -1.495 

(0.581,-0.439, 0.685, 1.410) 
2.08x1.70x1.70 0.01854

b
 

0.128 

(1.467, 1.528, 2.537) 

4 
3.278, -2.880, 0.334 

(0.704,-0.454,-0.546, 1.152) 
4.60x3.62x1.86 0.05894

b
 

-0.065 

(0.904,-1.464,-0.260) 
a
Dipole vectors are given in the lab frame, 

b
 “simple touch” LJ potential, equation (2-2) 
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B.5 CHAPTER 7 MODELS 

 

 

Table B.54: LoD model parameters for figures 7.1 and 7.2, r ranges from 0-8 Å 

# 
Position [Å] 

Rotation (Axis,θ) 

Semi-axes [Å]  

(LJ width [Å]) 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
0, 0, 0 

(1, 0, 0, 0) 

1.8x3.8x12.8 

(2.0)
b
 

0.285
b
 

no charge 

(0,0,24) 

2 
0, 0, 0 

(1, 0, 0, 0) 

r x r x4.8 

(2.0)
b
 

0.1
b
 

no charge 

 (0,0,0) 
a
Dipole vectors are given in the lab frame, 

b
 “adjusted-width” LJ potential, equation (2-6) 

 

 

Table B.55: LoD model parameters for figure 7.3, r ranges from 0-8 Å 

# 
Position [Å] 

Rotation (Axis,θ) 

Semi-axes [Å]  

(LJ width [Å]) 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
0, 0, -7.8 

(1, 0, 0, 0) 

1.5x3.4x6.8 

(2.0)
b
 

0.2
b
 

no charge 

(0,0,12) 

2 
0, 0, 7.8 

(1, 0, 0, 0) 

1.5x3.4x6.8 

(2.0)
b
 

0.2
b
 

no charge 

(0,0,12) 

3 
0, 0, 0 

(1, 0, 0, 0) 

r x r x4.8 

(2.0)
b
 

0.1
b
 

no charge 

 (0,0,0) 
a
Dipole vectors are given in the lab frame, 

b
 “adjusted-width” LJ potential, equation (2-6) 

 

Table B.56: LoD model parameters for figure 7.4, r ranges from 0-8 Å 

# 
Position [Å] 

Rotation (Axis,θ) 

Semi-axes [Å]  

(LJ width [Å]) 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
0, 0, -6.8 

(1, 0, 0, 0) 

1.5x3.4x7.8 

(2.0)
b
 

0.2
b
 

no charge 

(0,0,12) 

2 
0, 0, 6.8 

(1, 0, 0, 0) 

1.5x3.4x7.8 

(2.0)
b
 

0.2
b
 

no charge 

(0,0,12) 

3 
0, 0, -6.8 

(1, 0, 0, 0) 

r x r x2.8 

(2.0)
b
 

0.1
b
 

no charge 

 (0,0,0) 

4 
0, 0, 6.8 

(1, 0, 0, 0) 

r x r x2.8 

(2.0)
b
 

0.1
b
 

no charge 

 (0,0,0) 
a
Dipole vectors are given in the lab frame, 

b
 “adjusted-width” LJ potential, equation (2-6) 
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Table B.57: LoD model parameters for figure 7.5, r ranges from 0-8 Å 

# 
Position [Å] 

Rotation (Axis,θ) 

Semi-axes [Å]  

(LJ width [Å]) 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
0, 0, -6.8 

(1, 0, 0, 0) 

1.5x3.4x7.8 

(2.0)
b
 

0.2
b
 no charge 

point dipole 

 (0,0,24) at (0,0,0) 2 
0, 0, 6.8 

(1, 0, 0, 0) 

1.5x3.4x7.8 

(2.0)
b
 

0.2
b
 

3 
0, 0, -6.8 

(1, 0, 0, 0) 

r x r x2.8 

(2.0)
b
 

0.1
b
 

no charge 

 (0,0,0) 

4 
0, 0, 6.8 

(1, 0, 0, 0) 

r x r x2.8 

(2.0)
b
 

0.1
b
 

no charge 

 (0,0,0) 
a
Dipole vectors are given in the lab frame, 

b
 “adjusted-width” LJ potential, equation (2-6) 

 

 

Table B.58: LoD model parameters for figure 7.6, r ranges from 1.33-8 Å 

# 
Position [Å] 

Rotation (Axis,θ) 

Semi-axes [Å]  

(LJ width [Å]) 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
-5.687, 0.190, 0.160 

(0.501,-0.108, 0.859, 0.316) 

7.22x3.01x1.55 

(2.34)
b
 

0.14193
b
 

0.299 

(10.799, 5.097,-0.145) 

2 
-1.717, 3.406, -0.633 

(0.460, 0.360,-0.812, 1.881) 

3.17x1.88x1.74 

(1.62)
b
 

0.02699
b
 

-0.238 

(0.016, 0.580,-0.194) 

3 
5.215, -1.720, -0.206 

(0.823, 0.131,-0.553, 0.292) 

5.96x3.72x1.49 

(2.37)
b
 

0.13500
b
 

-0.478 

(-4.837, 2.217, 0.905) 

4 
4.103, 1.929, -0.270 

(0.371,-0.921,-0.117, 1.574) 

r x r x1.72 

(2.02)
b
 

0.07699
b
 

0.161 

 (0.132, 0.175,-1.743) 

5 
-11.958, -1.871, -0.162 

(0.458, 0.569, 0.683, 2.389) 

r x r x1.80 

(1.64)
b
 

0.02661
b
 

0.255 

 (-0.388,-0.194,-0.033) 
a
Dipole vectors are given in the lab frame, 

b
 “adjusted-width” LJ potential, equation (2-6) 

 

 

Table B.59: LoD model parameters for figure 7.7, r ranges from 0.33-8 Å 

# 
Position [Å] 

Rotation (Axis,θ) 

Semi-axes [Å]  

(LJ width [Å]) 

LJ energy 

[perg] 

Center Charge [𝒆] 
(Center Dipole

a
 [𝑫]) 

1 
-5.687, 0.190, 0.160 

(0.501,-0.108, 0.859, 0.316) 

7.22x3.01x1.55 

(2.34)
b
 

0.14193
b
 

0.299 

(10.799, 5.097,-0.145) 

2 
-1.717, 3.406, -0.633 

(0.460, 0.360,-0.812, 1.881) 

3.17x1.88x1.74 

(1.62)
b
 

0.02699
b
 

-0.238 

(0.016, 0.580,-0.194) 

3 
5.215, -1.720, -0.206 

(0.823, 0.131,-0.553, 0.292) 

5.96x3.72x1.49 

(2.37)
b
 

0.13500
b
 

-0.478 

(-4.837, 2.217, 0.905) 

4 
4.103, 1.929, -0.270 

(0.371,-0.921,-0.117, 1.574) 

4.78x3.72x1.49 

 (2.02)
b
 

0.07699
b
 

0.161 

 (0.132, 0.175,-1.743) 

5 
-11.958, -1.871, -0.162 

(0.458, 0.569, 0.683, 2.389) 

r x r x1.80 

(1.64)
b
 

0.02661
b
 

0.255 

 (-0.388,-0.194,-0.033) 
a
Dipole vectors are given in the lab frame, 

b
 “adjusted-width” LJ potential, equation (2-6) 
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