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Data center networks are a key component to the explosive growth of cloud computing—

enabling the utilization of tens to hundreds of thousands of co-located servers for large-

scale computing and services. As applications and data sets continue to grow rapidly, the

challenge for data center networks is to keep pace—by providing enough bandwidth while

also lowering costs, increasing flexibility, and maintaining reliability.

My thesis is that a key part of the answer is the network’s wiring topology: topology

has foundational cross-layer effects, and a small amount of intentional asymmetry in the

topology can help data center networks meet that challenge.

I present two complementary innovations that demonstrate this.

The first, F10, is a co-design of the network topology and failover protocols to pro-

vide efficient, near-instantaneous, fine-grained, and localized recovery and rebalancing for

common-case network failures. My results show that following network link and switch

failures, F10 has 1/7th the packet loss of current schemes.

The second innovation, Subways, proposes and evaluates a new method to add network

capacity by connecting multiple network links per server in an overlapping topology. Using a

simulation-based methodology, my work shows that Subways offers substantial performance

benefits for popular application workloads: up to a 3.1× speedup in MapReduce and a 2.5×





throughput improvement in memcache for a fixed average request latency, relative to an

equivalent-bandwidth network that differs only in its wiring.
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Chapter 1

INTRODUCTION

Data centers have existed in one form or another for decades, but they are evolving more

quickly than ever before. At a basic level, data centers are facilities devoted to the housing,

cooling and maintenance of large amounts of computing infrastructure. For the ENIAC in

the 1940’s, this meant tens of thousands of vacuum tubes, resistors and capacitors spread

across an area equal to half of a basketball court. In today’s data centers, this means tens

to hundreds of thousands of servers spread across a space two orders of magnitude larger.

Cloud computing, the practice of outsourcing computation and storage to remote servers,

owes its recent, rapid rise to the capabilities of data centers; their use has far-reaching and

fundamental effects. By aggregating resources, operators amortize capital and operational

expenses. By co-locating all of the computers, they enable them to connect to one another

at higher bandwidth, lower latency and significantly lower cost. The result is a cheaper,

easier to maintain and more efficient computing platform—one that allows applications to

scale out to an unprecedented degree that would not be possible otherwise.

The capacity of individual computation and storage elements have not scaled at the

same rate as application demand. As cloud applications continue to scale out, their com-

putation and storage must be spread over more and more racks of servers connected by an

an increasingly powerful network. Thus, a critical component in the growth of the cloud

has been the network that connects the tens to hundreds of thousands of servers within

each data center. By some accounts, the total amount of traffic that traverses data center

networks exceeds global Internet traffic by an order of magnitude [2, 1].

To handle these traffic demands, data center networks have coalesced around a common

structure: the Clos network. Clos networks [21] emulate a single, large switch with a multi-
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(a) 2-level Folded Clos Network (b) 3-level Folded Clos Network

Figure 1.1: Two folded Clos networks that use 4-port switches to provide the abstraction
of a much larger switch. Folded Clos networks are multi-rooted, multi-level trees where
the leaves of the tree serve as both ingresses and egresses to the network. The difference
between the two examples is in the number of levels in the tree; more levels results in a
bigger network (more ingress and egress ports) using the same port-limited switches. The
diagrams show fully-provisioned Clos networks, where each intermediate switch has an equal
number of ports going up toward the root and down towards the ingresses/egresses. This
is as opposed to oversubscribed and overprovisioned networks. Ingress and egress ports are
denoted by the blue arrows.

layer network of relatively small, relatively cheap switches. Figure 1.1 shows two folded Clos

networks, where ‘folded’ indicates that the ingresses to the network are also the egresses.

Both examples are composed of switches with four ports each (except the leaves of the

trees, which use half their capacity for ingress/egress and half for the Clos interconnect). In

Figure 1.1a, when connections enter one of the leaf switches, they are bounced through one

of the root switches and back out through the desired egress. In this way, it can connect

any ingress to any egress much like a single large switch would. Adding more layers, as in

Figure 1.1b, allows the network to scale out using the same four-port switches.

Modern data centers use this exact approach to connect the multitude of servers in

each data center, although in practice, switches have higher degree than shown here. Clos

networks have been successful at increasing network bandwidth by several orders of mag-

nitude over the past decade [58]. Unfortunately, as data center networks continue to grow,

problems remain in their construction:

� Reliability: Data center network hardware failures are both frequent and disruptive.
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Despite the fact that individual switches and links are relatively reliable with uptimes

of ∼ 99.9%, a large data center network will have thousands of switches and hundreds

of thousands of links. The chance that some switch or link has failed is therefore very

high. For example, in a full-deployment of one of Facebook’s recent network architec-

tures [14], 99.9% per-switch uptime leads to a 0.6% fully-up uptime. If we consider

ports/links in addition to switches (there are at least an order of magnitude more links

than switches in a data center), failures are even more likely. Recent measurements

have shown that network-layer failures are disruptive [26] and can reduce the volume

of traffic delivered by more than 40%, even when the underlying network is designed

for failure resilience.

� Cost: Like reliability, keeping hardware costs manageable is also an ongoing chal-

lenge for data center networks. Clos networks scale, but at superlinear cost. Faster

and more capable servers, increasing application network-to-compute ratios [31], and

kernel bypass techniques [15, 48]—all of these contribute to the challenge of scaling

to meet network demand in a cost-effective manner. As a result, the network is a

large and growing portion of the total cost of the data center [31]. Moreover, because

many data center applications are highly sensitive to tail latencies, networks must

be configured with extra capacity and low average link utilization, further increasing

costs.

� Performance: Inversely correlated to cost is performance. One of the main factors here

is how many of a switch’s ports to allocate for uplinks to its parents and downlinks to

its children. Networks that allocate more ports to downlinks can scale to more nodes

or make do with a shallower tree. Networks that allocate more ports to uplinks have

more aggregate bandwidth. Our goal is therefore dual in nature: to lower cost for a

fixed amount of performance or to raise performance for a fixed network cost.

� Manageability: Finally, upgrading a Clos network can be a challenge. Most data
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centers provision only a single link from each server into the network. Not only is

this link a bottleneck for both performance and fault tolerance, it is also immutable—

upgrades generally involve forklifting in an entirely new data center network and set

of servers. Preferable would be an incremental approach to adding capacity while the

network continues to carry traffic [14, 58]. Unfortunately, existing methods of adding

capacity to servers do not support this type of upgrade.

How, then, do we continue to grow data center networks while improving their reliability,

efficiency and manageability? Operators are understandably fearful of changing established

practices and abandoning battle-tested techniques. One of the goals of this work is therefore

to solve each of the above problems while retaining as many of the the benefits of current

industry standards as possible, and without significantly increasing the hardware cost of the

network compared to existing solutions. Where possible, we present several similar designs

each with a different complexity/benefit tradeoff.

This dissertation proposes that a key part of the answer is the wiring topology of the

network. Specifically, (i) the topology of the network has foundational cross-layer effects,

and (ii) intentional asymmetry can help data center networks meet the challenges of scale,

reliability, cost, performance and manageability. Injecting a small amount of controlled

asymmetry into the topology, coupled with innovations at other layers can result in large, far-

reaching benefits while retaining the benefits of Clos networks. With careful co-design, these

benefits go beyond bandwidth and efficiency and result in properties like near-instantaneous

failure recovery and incremental upgrades of server capacity.

1.1 Summary of results

This thesis describes the design, implementation and evaluation of a data center architecture

that includes two complementary innovations. To be useful, both ideas require a data center

architect to understand how they would fit into the operational constraints of a specific data

center design. For simplicity, we describe them in the context of a folded Clos data center
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network running standard protocols.

1.1.1 F10: A Fault-Tolerant Engineered Network

The first innovation, F10 is a co-design of the network topology and failover protocols that

is the first to provide near-instantaneous, localized recovery for data center network failures.

The core of F10 is a novel topology that uses controlled asymmetry to make it easier to

do localized repair and rebalancing after failures. We then redesign the routing protocols

to take advantage of the modified topology. To satisfy the need for extremely fast failover,

we use a local recovery mechanism that reacts almost instantaneously. This comes at the

cost of additional latency and increased congestion. In our system, local rerouting after a

persistent failure eventually triggers a slightly slower pushback mechanism that redirects

traffic flows before they reach the faulty components. If the failure continues to persist, a

centralized scheduler rearranges traffic on a much slower time scale in order to create as

close to a optimally rerouted configuration as possible. We also introduce a failure detector

that benefits from (and contributes to) the speed of our failover protocols while providing

fine-grained information not available to traditional failure detection methods.

Other work has shown that local repair is possible at the cost of significant added

hardware relative to a standard folded Clos network [23, 28, 29], so this work can be seen

as either improving the speed of repair in Clos networks or in reducing the hardware cost

of fast repair. A limitation of this work is that we assume that we can change both the

network topology and the protocols used between network switches. Complementary work

in Software-defined Networking (SDN) has started to open up data center network switches

to be re-programmable [18].

F10 can almost instantaneously reestablish connectivity, even in the presence of multiple

failures. Further, it can quickly reestablish optimal routes. Our results show that following

network link and switch failures, F10 has 1/7th the packet loss of prior approaches. A

trace-driven evaluation of MapReduce performance shows that this lower packet loss yields



6

a median 30% application-level speedup.

1.1.2 Subways: A Case for Redundant, Inexpensive Data Center Edge Links

The second innovation, Subways explores how best to add network capacity to servers.

Subways is a co-design of the network wiring, routing, and load balancing algorithms when

there are multiple links per server. Instead of always wiring servers to a single switch, we

cross-wire some server links to adjacent switches in an overlapping pattern.

A counterintuitive result is that, for typical workloads, it is possible to achieve better

than a proportional performance improvement when upgrading a data center network in this

way. In other words, a doubling of network capacity can result in much better than a 2×

performance improvement on the same hardware. We leverage the additional asymmetry

and the path diversity of the Subways wiring topology to reduce backbone utilization and

improve load balancing. Using a simulation-based methodology, we show that Subways

offers substantial performance benefits for popular application workloads: up to a 3.1×

speedup in MapReduce and a 2.5× throughput improvement in memcache for a fixed average

request latency, relative to an equivalent-bandwidth network with the same number of links

and switches, but that differs only in its wiring.

1.2 Organization

The remainder of this thesis proposal is organized as follows. Chapter 2 provides a brief

introduction to various best practices in modern data center network design. Chapters 3

and 4 present the two innovations introduced above: F10 and Subways. Finally, Chapter 5

describes my conclusions and future work.



7

Chapter 2

BACKGROUND

Today’s data centers are truly massive facilities that house up to hundreds of thousands

of networked servers and a great deal of other infrastructure. Connecting these servers is the

data center network, which spans thousands of network switches and hundreds of thousands

of links.

Beyond the presence of networked servers, data centers can vary greatly from one de-

ployment to another—sometimes even within the same company. Even so, there are several

features that are common among most state-of-the-art data centers. These best practices

are necessitated by scalability, cost, and practical limitations.

2.1 Rack-based Architectures

The first is that servers and the network switches that connect them are stacked in physical

racks. A typical rack is about half a meter wide and 2 meters tall, which amounts to space

for 42 Rack Units (RUs) of equipment. Servers are traditionally 1 RU, but other form factors

exist; some deployments have servers that occupy multiple RUs, some have servers that take

a fraction of an RU. A typical physical server rack will therefore have approximately 20-120

servers with one or more Top-of-Rack switches (ToRs) that serve as the rack’s gateways to

the rest of the data center network.

The canonical rack configuration has all of the servers in a rack connecting to a single ToR

switch, but other configurations are possible. For instance, some data centers pack multiple

logical racks within a single physical rack. Each logical rack may connect as before, to its

own ToR, with the difference being that multiple logical racks and ToRs inhabit the same

physical enclosure. In the remainder of this thesis, the term rack refers to a logical rack
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unless otherwise specified.

Still other data centers may wire links in parallel from each server to the ToR switch.

Link Aggregation Groups (LAGs) [3], for example, pair multiple parallel links between the

same two devices such that the link group behaves like a single link with the combined

bandwidth of its members. LAGs do so by distributing either flows or packets across

the available interfaces using consistent hashing [32] or a similar load balancing algorithm.

Likewise, operators use Multi-Chassis LAGs (MC-LAGs) [4] to pair switches together rather

than just links. With an MC-LAG, servers can connect to two or more switches that appear

as a single switch—one that is resilient to both a link failure and a switch failure.

Rack-based architectures simplify installation and management. They allow operators

to expand capacity by rolling in a pre-populated rack. They also allow the use of short,

inexpensive cables to connect each server to its ToR(s). Even for today’s data centers, where

server-to-ToR links of 10 Gbps to 50 Gbps are common, these links can be implemented using

cheap copper cables rather than more expensive optical cabling. Optical cabling is then used

to implement the Clos network that connects racks together as described next.

2.2 Oversubscribed Folded Clos Networks

Above the rack level, ToR switches are connected though a large multi-rooted tree of switches

that spans the entire data center. The ToRs serve as the leaves in these trees.

More specifically, data center networks are generally some variant of a folded Clos topol-

ogy [21]. Most notable of these are the FatTree [10] and its subsequent extensions, Mi-

crosoft’s VL2 proposal [27], and Facebook’s Altoona design [14]. Although inspired by the

concept of a fat-tree [40] in which links increase in capacity exponentially as you travel up

toward the root, these proposals use multi-rooted, multi-stage tree structures identical to

a folded Clos network [38]. The primary distinction between some of these designs and

a traditional Clos network is that they allow traffic to take a shortest path rather than

requiring that all traffic go through a root switch.

Whatever the routing methodology, the benefit of using cheaper, commodity switches is
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Core

Aggregation

ToRs

Cluster

Figure 2.1: A data center network implemented as a folded Clos network with three layers.
The ToRs connect a rack of servers together, the aggregation switches connect several ToRs
together into a cluster, and the core switches connect the entire data center together. For
simplicity, we omit from several of our figures the doubled subtrees generated by folding
the root uplinks into downlinks. In practice, individual switches will be much higher degree
than shown. The configuration of any particular data center network depends on port count,
switching capacity, and demand constraints.

twofold. First, it decreases the cost of the network substantially compared to legacy designs

that use specialized routers at the upper layers of the tree. Second, these designs include

much more path diversity within the network.

A canonical folded Clos data center network, illustrated in Figure 2.1, has three layers:

(1) ToR switches, which connect a single physical or logical rack of several dozen servers,

(2) aggregation switches, which connect the ToRs of tens of racks into a single cluster, and

(3) core switches, which connect the clusters of the entire data center together. Each layer

has many physical switches operating in parallel.

For switches with a given port count, the number of layers determines the maximum

number of servers the network can connect. Connecting more servers requires adding more

layers to the network—something that many data centers already do.

Although copper links connect racks to ToR switches, the rest of the data center network

uses more expensive fiber optics between switches: from ToR switches to the aggregation
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layer and then at higher layers. This is because electrical signaling is not feasible for cables

of more than a few meters. Since optical connections are expensive, the tree is often thinned

immediately above the ToR level. That is, the aggregate bandwidth from servers into a ToR

is often more than that of the ToR’s optical uplinks. Higher levels of the tree are often even

more oversubscribed, again for cost reasons [27, 58]. Note that for simplicity, Figure 2.1

depicts a non-oversubscribed network in which half of the ports are used as downlinks to

connect nodes within the same subtree, and half are used as uplinks to access other parts

of the tree.

2.3 Equal Cost Multipath (ECMP)

Clos network topologies allow data center operators to build large networks out of relatively

inexpensive switches of limited degree. Each individual switch has only a tiny fraction of

the network’s switching capacity, but the network as whole provides high bandwidth and

redundancy to servers by using many paths through many switches.

The most common technique for taking advantage of this path diversity is ECMP [6].

At a high level, ECMP allows switches to distribute flows over multiple possible next-hops

with equal probability. In the example in Figure 2.1, each ToR has two possible next hops

as does each aggregation switch. If all of those switches use ECMP, a given server’s flows

will be spread evenly across its two aggregation switches and four core switches. Here,

the symmetry of the network ensures that between any two hosts, traffic will use all four

available paths with equal probability. In practice, there are often hundreds of equal-cost

paths between any pair of servers.

An important point to note is that, with ECMP, switches typically pin entire flows to

single physical path to prevent performance-degrading TCP reordering effects (explained

below). They accomplish this by taking a consistent hash over a subset of each packet’s

header. For instance, a common technique is to calculate a CRC or XOR over each packet’s

5-tuple (i.e., source/destination IP addresses, source/destination ports, and protocol num-

ber). Given a table of possible next hops, the index of the entry to use is result of the



11

CRC/XOR modulo the number of entries in the table. Consistent hashing allows each

switch to make independent ECMP decisions while also guaranteeing that all packets from

a given connection flow along the same path.

ECMP handles failures by relying on the control plane protocol (e.g., OSPF [44] or

BGP [54]) to remove failed next-hops and update the routing tables to reflect unreachable

destinations. ECMP will continue to spread load randomly over available next hops—an

approach that can result in load imbalance as we describe in Chapter 3.

2.4 TCP-based Transport Layers

Although a variety of transport protocols are in use, most rely heavily on TCP [51]. TCP

is a reliable streaming protocol that retransmits packets lost due to congestion or hardware

failures. A fundamental part of TCP dating to its origins as a protocol for wide area

communication is to reduce its rate if packets arrive out of order; a skipped sequence number

is taken to indicate a drop. It is because of this property that ECMP hashing keeps packets

from a single flow together on the same path.

An alternative is to rethink the end host protocol to take advantage of path diversity

with a protocol like Multipath TCP [52]. Failures then result in more traffic on the remain-

ing paths. However, such protocols can sometimes exacerbate performance issues in data

centers [12]. In addition, many data centers do not have the ability to control the protocol

in the host operating system.

2.5 Tail-sensitive Applications

Of the pieces of a data center, applications are the most diverse. Not only is every data

center host to a wide array of applications, different data centers can have very different

workload characteristics. However, a common pattern among applications is a dependence

on tail latency.

For example, imagine assembling a complex social-network web page like facebook.com.

A single web request needs to pull data and computation from a variety of sources (e.g.,
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advertisements, recent friend activity, personalized news, etc.). As mentioned in Chapter 1,

this data and computation is increasingly spread over more and more servers; a recent

Facebook study showed that 44% of all memcache requests contact 20 or more memcached

servers [46] and that fan-outs of several hundred are not rare.

The same is true for analytics frameworks like MapReduce [22], which spreads computa-

tion over many machines by splitting computation into two primary stages: the map stage

and the reduce stage. Data is sent across the network from mappers to reducers between

stages.

In both of the above applications, tail latency plays a large role in the completion time

of requests. If there are stragglers, applications need to either wait for the straggler, repeat

the request or continue with incomplete results. This application dependence on tail latency

can have an impact on network design. For example, a non-oversubscribed Clos network

with no switch or link failures using ECMP and TCP is likely to provide reasonably fair

service to all application flows. As we increase the oversubscription of the network, tail

latencies go up accordingly even though the network may have enough capacity to handle

the average utilization.

2.6 Summary

Data center networks are diverse, but the above features outline the key architectural ele-

ments and restrictions of their design. Though these features have made today’s massive

data centers possible, as discussed in Chapter 1, issues remain in the reliability, cost, per-

formance and manageability of these networks. The remainder of this thesis details how

cross-layer design and a small amount of intentional asymmetry can address these issues.
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Chapter 3

F10: FAULT-TOLERANT ENGINEERED NETWORKS

The first challenge we examine relates to failure recovery. The use of a large number of

commodity switches opens up questions regarding what happens when links and switches

fail. As we discussed in the previous chapter, we restrict ourselves to assuming only network-

layer changes and not end host protocol changes.

With network-layer failure recovery, one possibility is a centralized manager that collects

topology and failure information from the switches. This then generates the current set of

routes that exclude failed parts of the topology and disseminates these routes back to the

switches. Centralized route management is both simple and flexible—a reasonable design

choice provided that failures do not occur very often. However, it is also relatively slow.

Our goal in F10 is to design a data center network architecture that can quickly recover

and rebalance after failures, without any additional hardware relative to a standard Clos

network. To motivate this approach, we begin by outlining the results of previous measure-

ments of data center network failures and then discuss the implications of these results on

the design of fault-tolerant data center networks.

3.1 Failures in Data Centers

A recent study by Gill et al. provides insight into the characteristics of data center network

failures [26]. The authors found that a large majority of devices are failure-free over the

course of a year; commodity switches are mostly reliable. Their data also shows, however,

that there are a large number of short-term failures, that link failures are common and that

the network responsiveness to failures is limited. We emphasize a few results from their

study:
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� Many failures are short-term. Devices and links exhibit a large number of short-

term failures. In fact, the authors observed that the most failure-prone devices have

a median time-to-failure of 8.6 minutes.

� Multiple failures are common. Devices often fail in groups. 41% of link failure

events affect multiple devices—often, just a few (2–4) links, but in 10% of cases, they

do affect more than 4 devices. There are also often multiple independent ongoing

failures.

� Some failures have long downtimes. Though most failures are short-term, failure

durations exhibit a long tail. Gill et al. attribute this to issues such as firmware bugs

and device unreliability. Hardware that fails often stays down and contributes heavily

to network-level unavailability.

� Network faults impact network efficiency. The data centers studied by Gill et

al. have 1:1 redundancy dedicated to failure recovery, yet the network delivered only

about 90% of the traffic in the median failure case. Performance is worse in the tail,

with only 60% of traffic delivered during 20% of failures. This suggests better methods

are needed for exploiting existing redundancy.

� Failures impact application performance. More generally, because packets from

a single flow are always kept together on the same path, failures severely and inor-

dinately impact a subset of network flows. While the number of impacted flows may

be small relative to the total number of flows in the network, for applications that

are tail-latency sensitive, even a few stragglers can significantly affect the end-to-end

performance of the system.

The authors assume a model where hardware is either up or down and transitions be-

tween those two states. However, their data suggests that there are also partial, or gray,

failures in which hardware continues to work partially, but loses a certain percentage of

packets. There is thus an additional concern:
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� Detection of gray failures. Existing protocols like Bidirectional Forwarding De-

tection (BFD) mark links as down after losing a certain number of heartbeats and as

up after a brief handshake. Within a short time frame, it is difficult to distinguish

between (i) a complete failure, where no packets are getting through, (ii) a situation

where the switch is overloaded and unlucky with the heartbeats, and (iii) partial

failures, which might allow a handshake and so appear to be working.

3.2 Failure Recovery in Clos Networks

The papers introducing FatTrees and related proposals [10, 11, 45] discuss basic failover

mechanisms, but they are principally focused on achieving good aggregate bandwidth with

commodity switches [10]. These proposals are resilient to faults, but are inherently limited

in their ability to recover quickly and gracefully from faults. There are at least three reasons

for a lack of these properties in Clos networks.

Limited local rerouting: While modern data centers have a variety of failover mecha-

nisms, few are truly local. For instance, data centers that use a link-state protocol (e.g.,

OSPF [44]) send updates across the entire network before convergence. PortLand [45] uses

a centralized topology manager. VL2 [27] suggested detouring around a fault on the upward

path, but it does not reroute around failures on the downward path because (as we explain

below) there is only one path from any given root to a leaf switch.

Failure information must propagate to many and distant nodes: This deficiency

goes beyond the lack of a suitable protocol. Consider Figure 3.1a, which for ease of exposi-

tion, depicts a non-oversubscribed 4-layer folded Clos network. No parent or grandparent of

the failed node has any downlink path to the affected subtree. This property follows from

the fat-tree-style construction that there is only ever one downlink path from the root of

a subtree to any of its children. Among the nodes whose routes could reach a failed node,

only those located lower in the tree than the failure have a route that avoids the failure. In

other words, no protocol that informs only nodes in the top portion of the tree will restore
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(a) (b)

Figure 3.1: Path alternatives in (a) a standard Clos network and (b) an AB Clos network.
The X indicates a failure, and the red hashed rectangles represent switches that lose con-
nectivity to the children of the failure as a result of the failure. Blue bordered rectangles
represent switches that are affected by, but have alternative paths around the failure. Bold
blue borders indicate the frontier of this zone—the closest switches that need to be informed
of the failure in order to route around it. In the AB Clos network, more switches are af-
fected, but more have alternatives, and they are closer to the failure. These figures depict
fully-provisioned networks, but similar results apply to oversubscribed and overprovisioned
networks.

connectivity. In the case of a failure on the downward portion of a path, any detour or

pushback/broadcast protocol will be forced to travel from the parent of the failure all the

way back to every node in the entire tree lower than the failure.

Some data center architectures include redundant paths in each subtree in order to cor-

rect for the topological need to involve distant nodes in failure recovery. While this provides

a degree of fault-tolerance, it also requires extra hardware or decreases the maximum number

of hosts the network can handle for a fixed amount of hardware. The decrease is exponential

in the number of layers of the tree. We limit ourself to failure recovery mechanisms that

use no additional hardware relative to a traditional Clos network.

Irregular tree structure because of long-term faults: While data center operators

aim to rapidly repair or replace failed equipment, because repairs happen on a human

time scale, failures can persist for a considerable period of time. During this time, the

local, random path choices of ECMP can result in poor load balancing. For example, in
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Figure 2.1 a failure of an aggregation switch renders two of four core switches unusable for

any traffic sent from or destined to the switch’s cluster. The remaining two core switches

will persistently have higher load. Multiple failures make this problem even worse.

In our view, it is crucial that data center networks gracefully handle missing links and loss

of symmetry. A negative example of this is the simple application of ECMP, which spreads

load across all next-hops randomly. When a link fails, ECMP will spread the load from the

failed link to all remaining next-hops at a local level. Unfortunately, local rebalancing does

not imply global rebalancing [11, 12].

3.3 Design Overview

Taking the above concerns into account, we create an engineered network and routing

protocol that can rapidly restore network connectivity and performance. Our system, F10,

relies on the following ideas:

AB Clos network: We introduce a novel topology, the AB Clos network, that is essentially

a reworked Clos network with better fault tolerance properties. By skewing the symmetry

of a traditional Clos network, the AB Clos network allows for efficient local rerouting. The

benefits come at almost no cost. The new topology requires no extra hardware, does not lose

bisection bandwidth, and has similar properties to standard Clos networks: unique paths

from a root to leaf, non-blocking behavior, redundancy, and compatibility with Valiant Load

Balancing.

Local rerouting: To satisfy the need for fast failover, we use a local recovery mechanism

that is able to reroute the very next packet after failure detection. Because we fix the

topology of the network, we can design a purely local mechanism that is initiated and

torn down at the affected switch and does not cause any convergence issues or broader

disruptions.

Pushback notification: The reroute uses extra hops then the global optimum. Our system

adds a slightly slower pushback mechanism that removes the additional latency, reducing
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Notation Definition or Value

k # of ports per switch, e.g., 24
L + 1 # of levels in the network, e.g., 3
p k/2: # of up/downlinks per switch
N 2pL+1: # of end hosts in the data center
b dlog2(p)e: # of bits per level in a node location
prefix(a, i) a� (ib): relevant prefix of location a at level i
same prefix(a, a′, i) (prefix(a, i) ≡ prefix(a′, i)): whether a and a′ share a prefix at level i

Table 3.1: A key to the notation used in this chapter.

the impact on congestion of local recovery.

Global re-optimization: On a much slower time scale, a centralized scheduler rearranges

traffic to optimally balance load, despite failures.

Failure Detector: The lightweight and local nature of our failover protocols means that

we can be more aggressive in marking links and switches as down, improving network

performance. Our failure detector also provides and uses finer-grained information about

the exact loss characteristics of the connection.

To accomplish the above, we assume a few things about the hardware. On the most

basic level, we assume that we can modify the control plane of switches to execute our

protocols locally and that switches can do local neighbor failure detection. We also assume

the presence of a fault-tolerant centralized controller, as in PortLand. For flow scheduling,

we assume switches support consistent flow-based assignment for each source-destination

pair. Our system can also benefit from the ability of switches to randomly place flows based

on configured weights calculated by the central controller; however, this weighted placement

is not essential for correct operation.

3.4 The AB Clos Network

As we saw in Section 3.2, the standard Clos network has a structural weakness that makes

it difficult to locally reroute around network failures. I introduce a novel topology, the AB

Clos network, that skews the symmetry of a traditional Clos network to address this issue.
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The key weakness in the standard Clos network is that all subtrees at level i are wired

to the parents at level i+ 1 in an identical fashion. A parent attempting to detour around

a failed child must use roundabout paths (with inflation of at least four hops) because all

paths from its p− 1 other children to the target subtree use the same failed node. The AB

Clos network solves this problem by defining two types of subtrees (called type A and type

B) that are wired to their parents in two different ways. With this simple change, a parent

with a failed child in a type A subtree can detour to that subtree in two hops through the

parents of a child in a type B subtree (and vice versa), because those parents do not rely

on the failed node.

We now make the design concrete. Let k be the number of ports on each switch element,

and L be the number of levels; as in the standard Clos network we use p = k/2 ports each

for uplink and downlink at each switch, and can connect a total of N = 2pL end hosts in

a rearrangingly non-blocking manner to the network. Table 3.1 contains a summary of the

notation we use in this chapter.

Figure 3.2 shows the labeled structure of an AB Clos network for k = 4 and L = 3,

explained in the next few paragraphs.

Connectivity. For levels numbered 0 through L, each level i < L contains 2pL switches

arranged in 2pL−i groups of pi switches.1 Each group at level i represents a multi-rooted

subtree of pi+1 end hosts with pi root switches. The distinction between the standard

version and an AB Clos network is in the method of connecting these root switches to their

parents.

Let j denote the index of a root node numbered 0 through pi − 1 in level i. In a type

A subtree, root j will be connected to the p consecutive parents numbered jp through

(j + 1)p− 1. A standard Clos network contains only type A subtrees whereas in an AB

Clos network, only half the subtrees are of type A. The remainder are of type B, wherein

children connect to parents with a stride of pi: root j is connected to parents j, j + pi,

1The top level (i = L) has one group of pL switches, using all ports for downlinks.
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Figure 3.2: A labeled AB Clos network in which the subtrees with dotted blue lines are of
type A and the subtrees with solid red lines are of type B. The numbers to the right of the
tree are the level, the top number in each switch is the location, and the bottom number is
the index.

j + 2pi, etc.

Addressing and Routing. Three values uniquely identify any switch in the system:

� level i – The level of the subtree of which it is a root.

� index j – The roots of a specific subtree are consecutively numbered as described

above.

� location – The location of a node is an Lb + 1-bit number constructed such that all

nodes in the same level i subtree share a prefix of (L−i)b+1 bits that encodes the path

from the root group to the subtree, where b = dlog2 pe. The location has the format:

(b + 1 bits for level L).(b bits for level L − 1). . .(b bits for level i + 1), concatenated

with ib zero bits for levels i through 0.

In the absence of failures, routing occurs much like in PortLand [45]—each packet is

routed upwards until it is able to travel back down, following longest-prefix matching. By

construction, each subtree owns a single location address and the roots of a subtree can

access one child in each of its subsubtrees. When a packet’s destination lies within the

subtree rooted in the current node, it will be routed downwards, otherwise it is forwarded
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upward.

Versus a standard Clos network. Revisiting Figure 3.1, we see that this rewiring allows

nodes in subtrees of a different type to route around failures, in addition to nodes on a lower

level that already had alternate paths. While the number of switches with affected paths

increases, the total number of failed paths stays the same, and therefore the effects of the

failure are distributed across more switches. As a consequence, more nodes have alternate

paths, and there are alternatives closer to the failure.

3.5 Handling Failures

Our failover protocol consists of three stages that operate on increasing timescales. (1) When

a switch detects a failure in one of its links, it immediately begins using local rerouting to

reroute the very next packet. (2) Since local rerouting inflates paths as well as increases

local congestion, the switch initiates a pushback protocol that causes upstream switches to

redirect traffic to resume using shortest paths. (3) Finally, to deal with long-term failures

that create a structural imbalance in the network, a centralized rerouting protocol determines

an efficient global rearrangement of flows. In addition, the key to fast failure recovery is

rapid and accurate failure detection, which is discussed at the end of this section.

3.5.1 Local Rerouting

Our first step after a failure is to quickly establish a new working route using only local

information. We explain this using Figure 3.3, which shows a 3-level AB Clos network with

k = 6. We label nodes u, v, and w, where v has failed.

Note that local rerouting for upward links in any multi-rooted tree is simple. A child

(w) can route around a failed parent (v), by simply redirecting affected flows to any working

parent. This restores connectivity without increasing the number of hops or requiring control

traffic. In the unlikely event that all parents have failed, the child drops the packet; an

alternative route will soon be configured by the pushback schemes discussed later unless the
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Figure 3.3: Illustration of the base cases of local rerouting with a failure at v. In the upward
direction, w avoids v by routing to any other parent. Downward, u must find detours that
avoid the failure group (A,0). The bold green path shows Scheme 1 rerouting through a
type B child x, and the dotted blue path shows Scheme 2 rerouting through a child y of
same type A.

node is a leaf node. Most data center services are designed to tolerate rack-level failures.

Alternatively, each leaf node can be wired into multiple ToR switches.

The rest of this section discusses rerouting of traffic for failed downward links. This

case is significantly more complex, because when a child (v) fails, its parents (e.g., u) lose

the only working path to that subtree (identified by prefix (v)) that follows standard routing

policy. Instead, we propose two local detouring schemes. The first mechanism results in

shorter detours, but p/2 failures located at specific locations can cause it to fail. The second

mechanism succeeds in more cases, but will have longer paths.

Scheme 1: three-hop rerouting. In most cases, we can route around a single failed child

in an AB Clos network with two additional hops (three hops in total, but one replacing the

link that would have been traversed anyway), without any pre-computation or coordination.

Suppose, without loss of generality, that the failed child (v) is located in a type A subtree.

By construction, the parent (u) has connections to p/2− 1 children in type A subtrees, and
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p/2 children in type B subtrees. Each of these children has p−1 other parents (u’s siblings),

which all have a link into the affected subtree. By detouring through one of its siblings, u

can establish a path.

Not any sibling will work. With only local information, u must assume that the entire

switch v has failed, rather than just the link 〈u, v〉. If so, none of the other parents of v

have a route to the affected subtree. We call this set of v’s parents a failure group and

identify it by a tuple (t, j) consisting of v’s subtree type t and its index j, since each parent

is connected to the jth node in all type t subtrees. In this example, we would denote the

failure group of v as (A, 0). Figure 3.3 shows (A, 0) and (B, 2) failure groups.

All of u’s children in type A subtrees only have parents in the (A, 0) failure group, and

thus cannot reach the target prefix. Thus, in Scheme 1, u will simply pick a random child,

say x, in a type B subtree. By construction, x has parents in all type A failure groups, and

thus any parent of x except u does not route through v. One of the alternate paths from

u to v’s subtree is shown by the bold, green line in Figure 3.3. This does not exist in a

standard Clos network.

Multiple failures can be handled in most cases. When failures are located on different

levels of the tree, Scheme 1 will always find a path. Multiple failures on the same level can

sometimes block Scheme 1. For the first hop, u has p/2 links into type B subtrees; if none of

these links work (p/2 + 1 targeted failures) then u must use Scheme 2. At the second hop,

if x has no other working parents (p targeted failures and a p/2 random choice) then the

scheme fails and packets will be dropped for the brief period until the pushback mechanism

(described in Section 3.5.2) removes u from all such paths. At the third hop, if the link

from u′ into the affected subtree has also failed (2 targeted failures and (p/2)(p−1) random

choice), u′ will invoke local rerouting recursively.

Scheme 2 – five-hop rerouting. We saw that in some cases of at least p/2 + 1 failures,

Scheme 1 will fail because u will have no working links to type B subtrees. This situation

trivially arises in the case of any single failure in a standard Clos network, so our work can
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also be seen as showing how to do local rerouting in a standard Clos network. Scheme 2

uses u’s type A children, but it must go two levels down to find a working route to v, for a

total of four additional hops in the detour path. One such path is illustrated in Figure 3.3

using the bold, dashed blue line. In Scheme 2, u picks any type A child y 6= v in a different

type A subtree, y picks any of its children, and that child proceeds to use normal routing

to v’s prefix after ensuring it routes through a parent (y’s sibling) not in a currently-known

failure group. This results in a five-hop path from u to the target prefix. Scheme 2 can

fail in the presence of sufficiently many (at least p) targeted failures and unlucky random

choices. These unlikely cases will be resolved by our pushback schemes, described next.

With fewer than p failures, local rerouting will always succeed.

u

v

xw

Figure 3.4: Illustration of pushback when the link from u to v fails (marked by the red ‘X’).
Solid red lines are the paths along which the notification travels, and the switches with red
circles are the set of nodes that need to be notified of the failure. In the case of the entire
switch v failing, the dashed red lines show the paths along which associated notifications
travel and state would be installed at all the endpoints they touch.

3.5.2 Pushback Flow Redirection

The purpose of local rerouting is to find a quick way to reestablish routing immediately after

detecting a failure. The detour paths it sets up are necessarily inflated, and the schemes we

use can sometimes fail although a working path exists. We introduce pushback routing to

reestablish direct routes and handle cases where local rerouting fails, but where connectivity
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is still possible. Pushback flow redirection solves both of these issues by broadcasting failure

notifications back to the closest switch that has an alternate route that does not include

the failure. The AB Clos network enables these notifications to occur closer to the source

of the failure than in a regular Clos network. Reducing the number of notifications speeds

recovery and minimizes network state.

Consider Figure 3.4, which shows a 4-level AB Clos network built with 6-port switches.

This figure illustrates the extent of pushback propagation in the network when the link

〈u, v〉 has failed. A total of 14 pushback messages are sent (indicated by the bold red lines),

and state has to be installed at the 8 switches marked with red circles. Note that in our

pushback scheme—conversely from the local rerouting schemes—all messages indicate link

failures, not node failures. If the entire node v had failed, u’s two siblings would also send

pushback messages along the red dashed lines, for a total of 32 additional messages and an

additional 12 switches installing state. For pushback, the main difference between AB Clos

networks and standard Clos networks is that AB Clos networks can install state higher in

the tree, at fewer nodes. As a result, pushback message travel less far in AB Clos networks

and the network will converge to optimal working routes more quickly.

Pushback algorithms. There are three important scenarios in which a switch u will push

failure notifications to its neighbors:

1. u cannot route to some prefix in its subtree, either because of the failure of an imme-

diate child v or upon receiving a notification from v of a failure further downstream.

Then u will broadcast that it can no longer route to the affected prefix to all of its

neighbors excluding v.

2. When all uplinks from u have failed, u can only route traffic destined to its own prefix,

and will inform its children so that they route upward traffic to other parents.

3. When all non-failed uplinks from u are partially affected by failures, there may exist

some external prefixes for which u is unable to route traffic. u informs its children of
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these partial failures so that they can use upward detouring for those prefixes.

To handle these scenarios, we define two types of pushback messages. PBOnly mes-

sages indicate that the sender cannot route to the specific prefix indicated in the message.

PBExcept messages mean that the sender cannot reach any prefix except its own subtree

(or the subtree indicated in the message). Together, PBOnly and PBExcept can rep-

resent any set of routable prefixes. Note that PBOnly messages are used in scenario 1

described above, PBExcept messages match scenario 2, and a combination of both is used

in scenario 3.

Downward failures. The most common pushback case is scenario 1, in which any downlink

fails. For this case, the detecting node would send a PBOnly message to all neighbors so

that they no longer send it traffic to route down that link.

When a node n receives a PBOnly message telling it that the edge 〈u, v〉 has failed, how

does it know whether it can route around the failure—in which case it installs pushback

state locally and does not forward the message on—or whether it needs to forward the

notification on to its neighbors? The intuition behind this is that if a node n can connect

to a root node that node u cannot (in the absence of failures), then n has paths using this

root that can reach v’s subtree without going through the failed edge. Thus when the edge

〈u, v〉 fails, n has an alternative path to v’s prefix if and only if it is connected to such a

root.

There is one trivial way that n is guaranteed to be wired to a root that u is not: when

n is located at a lower level than u, then at most one of its parents routes through u, and

an alternative path exists. In a more complex case that occurs in AB Clos networks (and

not in standard Clos networks), pushback state can be sometimes be stored higher in the

tree. However, determining when this is the case is not as simple as comparing node levels.

To implement a method by which n at a level above u can know that it has an alternative

root, we use subtree type stack that represents the types of the trees on the path from a

given switch to the roots of AB Clos network. When a switch that receives a pushback
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notification has the same type stack as the originator (or partial type stack, if the recipient

is higher in the tree), then it has no alternative route and must forward the message on to

its neighbors. In Figure 3.4, u and w are both have stacks {A}, while x has a type stack

{B}. Since u and w have the same type stack, when v fails neither u nor w can route around

it, while x can as long as it uses a parent it does not share with u and w. Formally, a node

in a subtree has a path around a failure precisely if (i) it is at a lower level than the failure,

or (ii) its subtree type stack is different than the top of the type stack of the failure.

The PBOnly algorithm to handle downward failures works as follows:

1. When a parent, u, detects a failure on a downward link 〈u, v〉, u floods a message

〈PBOnly, v.location, v.level, S〉, to all neighbors (except v) indicating that it does not

have a path to only the given location. The type stack S = {v.type}.

2. Recursively, when w receives a PBOnly message from x:

(a) If x is a child of w:

i. Push the type of x onto S

ii. Flood the notification to all neighbors except x

(b) If x is a parent of w:

i. If w’s level is equal to v.level or w’s type is not equal to the top of S, put an

entry in the forwarding table that redirects traffic to the location prefix of v

to another parent x′

ii. Else, pop S and flood the notification to all children of w

Upward links failures. As mentioned above, the most common of our three failure

scenarios is scenario 1, in which a downlink fails and so the parent can no longer reach the

destination. When upward links fail, or PBOnly messages come from above, a child can

usually route around the failure using a detour to any of its p−1 parents that has a working

route. However, switches can run out of upward routes, as described in scenarios 2 and 3.
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In particular, if there is a switch failure, some switches on the same level can run out of

upward routes toward a given location (Figure 3.4 contains three such switches). This can

also happen if all upward links on a given switch fail or if different pushbacks compose to

block a particular location.

If all upward alternatives toward a given location prefix have failed for some switch u,

then u is considered failed for packets traveling upwards through it. u broadcasts to its

children a message 〈PBExcept, u.location, u.level〉 that indicates that it no longer has any

routes except to its children (switches with a location such that same prefix(location, u.location, u.level)).

This case is handled by recursive use of the upward flow redirection scheme. Whenever a

switch installs a new pushback block or detects a new failure, it checks to see if there is any

blocked location prefix that is shared between all links. If so, the block must be propagated

down the tree. Special cases include the fact that a PBOnly block will never block as many

locations as a PBExcept, PBOnlys block more locations when they are for higher levels, and

PBExcepts block more locations when they are for lower levels.

1. Given a pushback block b, let foundCounterExample = false

2. For each upward link, l:

(a) If l is down or b is installed on l, continue

(b) Let foundPrefix = false

(c) Else, for each block b′ installed on l:

i. If both b and b′ are of type PBOnly,

A. If b′.level < b.level, continue

B. If same prefix(b′.location, b.location,

b′.level + 1), then foundPrefix = true

ii. If b′ is of type PBExcept,

A. If b′.level > b.level, continue
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B. If same prefix(b′.location, b.location,

b.level + 1), then foundPrefix = true

(d) If foundPrefix = false,

then foundCounterExample = true

3. If foundCounterExample = false, push b further down to all children

3.5.3 Epoch-based Rerouting

After pushback terminates, all traffic will be routed along shortest paths (provided a route

exists), but load may be unbalanced. Traffic that would have traversed failed links are

shunted onto the remaining links. The third step is then to repair load balancing by reas-

signing flows. This is a global process that is somewhat more involved than the previous

two schemes, so while failures are immediately reported to a centralized controller, the

rebalancing of load occurs periodically at discrete epochs.

We describe a centralized load balancing server in Section 3.6.3; the same mechanism is

used to rebalance flows after failures. The mechanism for reporting traffic characteristics

and scheduling will be discussed subsequently. Failures are communicated to the centralized

controller and taken into account in scheduling. Only shortest paths are considered by the

controller—local detours are intended to be a temporary patch. Since all paths have the

same length, the controller assigns flows to minimize the maximum traffic across any link.

If there is no direct path available, the flow will continue to take a locally rerouted path if

possible. Additionally, if a packet from a scheduled flow encounters a failed link or node

before the centralized controller is informed or reflects the change, it is treated as non-

scheduled from that point onwards. If it remains stable, it will be rescheduled in the next

epoch.

When a node recovers, the switch or link must prove that it is stable by remaining up

for an extended period of time before the centralized scheduler will assign it traffic. This

minimizes lost packets due to repeated failures of flaky devices. By putting recovery of
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hardware on a somewhat slower time scale, we aggregate frequent and correlated failures

into a single event and only incur the compulsory losses once. When the controller does

decide to reinstall the device, all neighbors are informed, and they are responsible for tearing

down local reroutes and pushback blocks. Only when the neighboring switches acknowledge

reinstallation is complete does the central controller use the new device for scheduled flows.

3.5.4 Failure Detection

To gain the full benefit of near-instantaneous rerouting, we need to be able to rapidly and

accurately detect failures. If hardware has fail-stop behavior, the high-level anatomy of a

failure event will start with the actual failure, followed by eventual detection, and then a

recovery of connectivity by the protocol. In this case, MTTR is bounded by the time to

detection, plus the time to compute and install any changes into the routing table, and so

it is useful to have a failure detector that can quickly and accurately detect failures without

needing to wait for multiple losses of relatively infrequent heartbeats. Stochastic failures

can also benefit from a quicker, more accurate failure detector that does not rely on periodic

sampling of packet loss.

Most current detection methods do not provide either of these properties and wait for

multiple, relatively slow heartbeat intervals before declaring failure. In IP routers, OSPF

and IS-IS implement 330 millisecond heartbeats with 1 second dead intervals. Similarly,

layer 2 Ethernet switches will report failures only after a waiting period on the order of

multiple milliseconds. (This is called debouncing the interface.)

These methods depend on heartbeats because the networks they traditionally handle

are not necessarily physically connected and/or operate on shared media. In these settings,

congestion can cause false positives. Worse, some routing algorithms are prone to positive

feedback loops during rapid changes [62].

We argue that these protections are not necessary in our system. F10 has very fast

neighbor-to-neighbor failure detection because switches are directly connected and routing
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loops are impossible by construction. Our failure detection mechanism requires that switches

continually send packets, even when idle. These packets test the interface, data link, and

to an extent, the forwarding engine.

F10’s failure detector takes advantage of the fact that packets should be continually

arriving, and allows the network administrator to define two sets of values (one for bit

transitions to detect power loss and one for valid packets to detect corruption):

� t, the time period over which to aggregate

� c, the required number of bit transitions/valid packets per t for a working link to not

be declared as down

� d, the number of bit transitions/valid packets per t before a failed link is brought back

up

This allows customization of the threshold for stochastic losses, as well as the amount

of time necessary before the link can be declared as down. When a node detects a neighbor

failure, it also begins to send dummy “failure detected” packets to ensure the detection is

symmetric while maintaining a way to detect when it comes back up. c and d should be set

such that the link will rarely flap. To avoid fluctuation at a scale slightly longer than t, we

use exponential backoff.

From a protocol design standpoint, our system eliminates the usual concerns with fast

failure detection. Firstly, our failover protocols only deal with one link at a time, meaning

that a spurious failure will not affect any other link, cascade failures or create feedback

loops. The only possible concern is that the increased load from rerouted paths will cause

congestion. However, local rerouting is intended to be short-term. Further, global load

balancing is done based on the measured end-to-end traffic matrix, ignoring the temporary

detour routes.

Secondly, local rerouting is initiated and can be removed at the affected node. Instead

of having an extended period during which the network propagates status updates until
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the system converges, our rerouting protocol completes in the time it takes for a switch to

update its routing table. The choice of whether to send along the link in question or to

deflect to a new path is made at the detecting switch, thus limiting the issue of convergence

of local rerouting to a single switch and guaranteeing that the protocol converges before the

next failure.

Note that blasting traffic and expecting it to continually arrive assumes certain properties

of the link layer. The type of Ethernet used in data centers are mostly full-duplex between

switches and therefore are not affected by collisions. In fact, Cisco gigabit Ethernet switches

and Ethernet standards starting from 10GbE do not even support half-duplex or CSMA/CD.

3.6 Load Balancing

Balancing load across the network is important in data center networks. Failures compound

problems of load balance since they reduce the overall bandwidth of the network and destroy

the regular structure of the network.

Just like failures, traffic in data centers also follows a long-tailed distribution [16]. The

majority of flows are small and short-lived, but their longer-lived counterparts can cause

long-term congestion and inefficiencies if not handled correctly. To handle this type of

workload, we take the same ‘cascading’ approach to load as we do failures. We again

introduce three mechanisms:

� A flow-placement mechanism that allows each switch to locally place flows based on

expected load.

� A version of our pushback mechanism that is able to gracefully handle momentary

spikes in traffic.

� The same epoch-based centralized scheduler that is also used for failure recovery.

At a high level, the centralized scheduler preallocates a portion of each link for long-

term, stable flows. The remainder is used for new and unstable flows—these are randomly
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scheduled in the remaining capacity, but with pushback to deal with short term congestion.

3.6.1 Weighted Random Load Balancing

To make immediate, local load balancing decisions, we use random placement of short-

term traffic across all of the available shortest paths. Because TCP dynamics make packet

reordering is undesirable. Instead, we schedule traffic on a per-flow basis and rely on the

central controller to handle any long-term congestion.

Unscheduled traffic is that which is too short-lived to benefit from our centralized

scheduling algorithm. Each flow is directed along upward edges randomly, and in the

case that the centralized scheduler makes paths unequal in terms of scheduled load, we use

weighted ECMP that is based on the residual capacity left after scheduling.

When new links are installed, we set their residual capacity to zero. New flows do not

use the link so that the centralized controller is able to ensure consistent weighting. If all

links have zero remaining capacity, a new flow is placed across some non-failed link with

equal probability.

3.6.2 Push Back Load Balancing

When traffic suddenly spikes, there is a period before the centralized controller can react.

Measurement studies have shown that this congestion usually manifests itself in isolated

hotspots across the network [36].

As mentioned previously, switches have information about their expected remaining

capacity. When its expected usage is significantly exceeded, the switch notifies other nodes

about the change with the same mechanism as described in Section 3.5.2, except that notified

switches modify the ECMP weights instead of blocking all traffic.

The switch keeps traffic statistics for the last 500ms, and calculates the average difference

between instantaneous and scheduled load. The difference between a link’s randomly-placed

load and the average randomly-placed load is LBdelta, and if any link has an LBdelta above
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20%, a congestion pushback message will be sent back upstream for the link, rerouting a

portion of upstream traffic around the spontaneous congestion. These push back blocks are

removed after each scheduling epoch.

3.6.3 Centralized scheduling

Longer-term, predictable flows can and should be scheduled centrally to ensure good place-

ment to avoid persistent congestion. For these longer flows, we use a similar approach to

MicroTE [17], which advocates centralized scheduling of ToR to ToR pairs that remain

predictable for a sufficient timespan. The authors found from measurement data that data

center traffic is predictable at the granularity of a couple seconds. They propose a system

in which a server in each rack saves traffic statistics for two seconds, and, every second,

sends to a centralized controller a list of “predictable” flows that have instantaneous values

within some delta of their average value over the last two seconds (they used a factor of .2).

In F10, these flows are scheduled with a greedy algorithm that sorts the flows from

largest to smallest and places them in order on the paths with the least cost, where the

cost of a path is defined as
∑ 1

R(e) over the edges e in the path P , where R(e) is the

remaining capacity of edge e. The controller informs ToRs about scheduled flows, and

residual capacities are sent to each switch to use for weighted ECMP. If a scheduled flow

runs into a failure, it becomes unscheduled at the point of failure, and gets placed using

weighted ECMP.

In general, optimal rearrangement is an NP-complete problem for single-source unsplit-

table flows. We choose the greedy algorithm for scalability reasons, but the exact choice of

algorithm is orthogonal to our work. Multipath flows are more flexible from a load balancing

perspective, but require end host changes to the TCP stack.
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Figure 3.5: TCP congestion window trace with and without failure. In the case of the
failure, a link went down at 15sec and F10 recovered before a timeout occurred.

3.7 Prototype and Evaluation

3.7.1 Prototype

We built a Click-based implementation of F10 and tested it on a small deployment in Emu-

lab [61]. The prototype runs either in user-mode or as a kernel module. The implementation

is a proof of concept and correctly performs all of the routing and rerouting functionality

of F10. It is able to accept traffic from unmodified servers and route them to their correct

destinations.

Failure Characteristics. We instrumented a Linux kernel to gather detailed TCP infor-

mation, including accurate information about congestion window size; we used this instru-

mented kernel to test the effect of a failure on a TCP stream. Tests were performed in

Emulab, but since bandwidth limitations in both the links and the Click implementation

are lower than in a real data center, we lowered the packet size so that the transmission

time and the number of packets in flight are comparable to a real deployment. We used this

testbed to compare the evolution of a congestion window with and without failure during

a 25 second interval in Figure 3.5. F10 is able to recover from the failure before a timeout

occurs, making the performance penalty minimal.

Failure Detector. We have also implemented an approximation of F10’s failure detector
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Figure 3.6: Comparison of throughput of the testbed and the simulator through ten simu-
lated switch failures and the same topology/offered load.

using Click in polling mode. The detector would ideally be built in hardware, but pre-

liminary results indicate that we can approximate the ideal detector with a Click-based

implementation. Unfortunately, with Click, it is not possible to track bit transitions on the

wire, and there is some amount of jitter between successive schedulings of the network de-

vice poller. Even so, our Pentium III testbed machine was able to accurately detect failures

after as little as 30µs—much less than a single RTT in a data center. With this property,

we were able to fail based on the rate of valid packets.

At each output port, we placed a strict priority scheduler that pulls from the output

queue if possible, or else generates a test packet. The dummy packets are intercepted and

dropped by the downstream failure detector before being passed to the rest of the system.

The detector asserts a failure and notifies the rest of the system when the arrival rate of

either good or nonce packets drops below the specified threshold.

3.7.2 Evaluation Environment

Simulator. We created an event-driven simulator to test the efficacy of F10 with medium-

to large-scale data centers—resources limited the feasibility of such experiments in our

testbed setting. The simulation includes the entire routing and load balancing protocol along

with the fast failure detection algorithm. When there is no traffic, each switch generates
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nonce messages to its neighbors. The link is marked as failed if three consecutive packets

are not received correctly.

Our multicore, packet-level, event-driven simulator comprises 4181 lines of Java. It

implements both low-level device behaviors and protocols. The Layer 2 Ethernet switches

use standard drop-tail queues and have unbounded routing state; our evaluation shows

that even with many failures in the network, only a modest amount of state needs to be

installed. The simulator models 100 ns latency across each link to cover switch and interface

processing as well as network propagation latencies.

Our experiments are performed assuming 24-port 10GbE switches in a configuration that

has 1,728 end hosts, resulting in a standard or AB Clos network with three layers. Except in

Section 3.7.6, we use UDP traffic in our experiments so that we can more precisely measure

the impact of the failure on load. This enables us to understand how well the evaluated

mechanisms improve network capacity. TCP will generally back off quickly, resulting in

lower bandwidth and fewer losses than shown here.

We have compared the measurements generated by both the testbed and simulator,

for an identical topology and offered load. Figure 3.6 is a CDF of throughput for a single

source-destination pair that experienced a sequence of ten failures, which each went through

all of the stages of failover in F10. We found that, in all cases tested, the simulator and

testbed results matched each other closely.

Workload model. We derive our workload from measurements of Microsoft data centers

given by Benson et al. [16]. We generate log-normal distributions for (1) packet interarrival

times, (2) flow ON-periods, and (3) flow OFF-periods, parameterized to match the experi-

mental data from the paper. In certain experiments (labeled explicitly below), we scale the

packet interarrival times to adjust the load on the network.

Failure model. Failures are based on the study by Gill et al. [26] that investigated failures

in modern data centers. We generated log-normal distributions for (1) the time between

failures and (2) the time to repair for both switches and individual links based on their
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Figure 3.7: Behavior of F10 under a simulated failure at 10 ms with an all-to-all UDP
workload. The graph shows the loss rate over a 40 sec window due to lack of connectivity
and congestion in the case a single failure.

experimental data.

Note that we do not consider leaf (ToR) switch failures, as these are not handled by

traditional Clos networks or by F10. We provide a solution to this issue in the next chapter.

3.7.3 Recovering from a Single Failure

Figure 3.7 shows a breakdown of the losses over time after a single switch failure in F10

running a uniform all-pairs workload at 50% (UDP) load. The y-axis in this graph shows

the loss rate normalized to the expected number of packets traversing each switch.

When the failure occurs at 10 ms, there is a burst of packet drops due to the failure. At

around 11 ms, the neighbors of the failed switch detect the failure, and local rerouting installs

new working routes and eliminates failure drops. Local rerouting reduces the capacity of the

network, triggering congestion. When the pushback scheme is initiated later, it quickly and

effectively optimizes paths, spreading the extra load and eliminating the congestion loss.

3.7.4 Comparison with PortLand

F10 recovered from the single failure evaluated in the prior section within 1 ms of the failure;

this is roughly two orders of magnitude faster than PortLand [45], a state of the art design

for fault tolerance in data center networks, which reports minimum failure response times
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Figure 3.8: Cumulative Distribution Function (CDF) of the congestion losses of both Port-
Land and F10. The traffic and failure conditions were derived from recent measurement
studies [26, 16].

of 65 ms. In addition, F10 was able to recover load balancing in 35 ms, while PortLand does

not handle congestion losses at all. In this section, we compare F10 against PortLand using

the realistic, synthetic traffic and failure models described in Section 3.7.2.

Figure 3.8 shows the congestion rate in each system. We generated workload and failure

events from a random seed and fed the same trace into PortLand, which uses a standard

Clos network, and F10 with an AB Clos network and all our techniques. We aggregated

loss statistics over a 500µs time interval, and report the distribution of congestion loss over

these intervals. The figure aggregates data points for multiple runs that start from different

initial conditions.

Overall, F10 has much less congestion than PortLand. F10 sees negligible loss for 3⁄4 of

time periods, whereas PortLand nearly always has congestion. In total, Portland has 7.6×

the congestion loss of F10 for UDP traffic.

3.7.5 Local Rerouting and AB Clos networks

Note that both standard and AB Clos networks can perform local rerouting, but the former

is unable to exploit the shorter detours of F10. Here, we evaluate the impact of the novel

structure of AB Clos networks during local reroutes.

We measured the path inflation of local reroutes using varying numbers of switch failures
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Figure 3.9: Comparison of MapReduct job performance on PortLand or F10. Background
traffic and failure conditions were derived from recent measurement studies [26, 16].

(up to 15 concurrent failures, implying up to 360 failed links) in standard vs AB Clos

networks. We found that local reroutes in AB Clos networks experience roughly half the path

inflation than in standard Clos networks, owing to F10’s ability to use Scheme 1 rerouting

in addition to Scheme 2. Even for many concurrent failures, the vast majority—more than

99.9%—of reroutes use the minimum number of hops (2 for AB Clos networks, and 4 for

standard Clos networks). We also looked at random link failures as opposed to switch

failures, and obtained similar results in terms of how the path dilation in F10 compares

with that of standard Clos networks.

3.7.6 Speeding up MapReduce

We conclude our evaluation by simulating the behavior of a MapReduce [22] job (with

TCP flows) in our data center. We used a MapReduce trace generated from a 3600-node

production data center [20], and considered the performance of just the shuffle phase, where

flows are initiated from mappers to reducers, with mappers and reducers assigned randomly

to servers. We focus our study on only those MapReduce computations that involved fewer

than 200 mappers and reducers in total.

Figure 3.9 compares the performance of the shuffle operation under the two architectures—

F10 and PortLand—and the failure model used thus far. Since the shuffle operation com-

pletes only after all the constituent flows are complete, it suffers from the well-known strag-
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glers problem. If any of the flows traverse a failed or rerouted link, it suffers from suboptimal

performance. We measure the speedup of an individual job as the completion time under

PortLand divided by that of the job under F10.

Figure 3.9a shows the distribution of the speedup; we find that F10 is faster than Port-

Land with a median speedup of about 1.3×. Figure 3.9b, shows the distribution of speedup

vs job size, and we find that gains are larger when more nodes participate and compete

for bandwidth. We conclude that F10 offers significant gains over PortLand, and this will

improve in larger future data centers.

3.8 Related Work

The topic of fault tolerance in interconnection networks has a long history [7, 23, 39]. Most

previous work on this topic, most notably [8], has added hardware in the form of stages,

switches and links to existing topologies to make them more fault tolerant while keeping

latency and non-blocking characteristics constant. Modern data centers may also improve

fault tolerance by connecting subtrees redundantly such that there is more than a single path

between every root and every destination [27]. Instead of requiring additional redundancy,

we instead allow for a temporary increase in latency for paths affected by faults in exchange

for no increase in hardware cost.

Researchers have also recently proposed several alternative interconnects. Our work

directly builds on FatTrees [10] as they are commonly used in data center networks. We

leverage many of the earlier mechanisms in our work. We replace the interconnect with

our novel AB Clos network and co-design local rerouting, pushback, and load balancing

mechanisms to exploit the topology. Hedera [11] implements centralized load balancing on

top of PortLand. Hedera only schedules new flows, whereas we choose to globally rearrange

flows periodically.

DCell [29] and BCube [28] introduce structured networks that are not multi-rooted

trees.The key difference is that these topologies trade more hardware for their increased

robustness. DCell performs local rerouting after a failure but is not loop free (unlike ours).
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Loop freedom is important to enable fast failure detectors at the link layer without com-

promising reliability.

Jellyfish [59] takes a different approach to datacenter design—unstructured, random-

wiring. It trades regularity and rearangeable, non-blocking guarantees for better average-

case performance with less hardware. Our mechanisms might apply to their topology,

though it would require precomputation of all detour paths, and it is unclear how much

path dilation would be needed on average.

Our failure recovery schemes leverage existing techniques. Our local rerouting scheme

uses tags and failure lists analogous to MPLS and Failure-Carrying Packets [37], respectively.

MPLS supports a similar style of immediate local detours (Fast Reroute) while waiting for

the failure to propagate upstream (Facility Backup) [47]. MPLS failover requires manual

preconfiguration and stored state, whereas our system has easy-to-compute backup paths

and stores state only when there is a failure.

DDC [42] is an attempt to do local failure recovery in unstructured networks. They

make no assumptions about network topology, and so they cannot benefit from preset

local reroutes. In order to handle unstructured networks, their approach reroutes for each

destination separately and does not result in paths that are as efficient as the ones produced

by our local rerouting scheme.

3.9 Discussion

The preceding chapter describes the basic design of F10 and how it recovers from common-

case switch and link failures quickly and gracefully. Our exposition was based on a fully-

provisioned Clos network; however, the concepts presented here allow for a broader family

of designs. Similarly, our architecture is flexible enough to support existing data center

operations. In this section, we briefly discuss a few of the ways in which F10 handles a

broader class of base topologies and operations.
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3.9.1 Oversubscribed and Overprovisioned Networks

So far, we have assumed that the number of uplinks at any switch is equal to the number

of downlinks. In an oversubscribed or overprovisioned network, these numbers can poten-

tially differ between levels. Fortunately, these networks require little to no change in our

algorithms.

The placement of flows by the global rebalancer is straightforwardly extended to this

case. Pushback similarly does not rely on the number of links; notifications are broadcast to

all uplinks and downlinks, and termination only depends on level and type stack. For basic

routing, local rerouting and recursive pushback, a few generalizations of functions must

be made, and for this we require configuration of the number of downlinks for switches at

each level, Dlevel. All references to p should be replaced by Dlevel and protocols should be

changed to take the nonuniformity into account (e.g., prefix(a, i) = a� (Σi
l=1(dlog(Dl)e))).

3.9.2 Beyond AB Clos Networks

Our architecture introduces an extra type of subtree that connects to a different set of roots

and thus provides additional path diversity closer to a given rerouting node. A natural

question to ask is whether we can get even more diversity with more types.

In the limit, we can create a p-type Clos network in which all subtrees are connected to

a slightly different set of roots. This is accomplished by rotating the set of roots to which a

subtree connects—subroot j of the first subtree connects to the jp through the (j + 1)p− 1

roots, subroot j of the second subtree connects to roots jp + 1 through (j + 1)p, and in

the same manner, each additional subtree incrementally shifts by one. This guarantees that

every sibling of a given node n has at least one alternative path.

At first glance, this seems to improve the potential for efficient reroutes. However, more

choices at the first hop of local rerouting comes at the cost of fewer at the second. While an

AB Clos network provides p− 1 alternatives for the second hop of Scheme 1 given a single

failure, a p type Clos network will have an average of p/2−1, with some nodes having more
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alternatives than others. Increasing the number of types does not, in general, increase the

chance of finding a two-hop detour.

For pushback, more alternatives means that the notifications can stop earlier (in the

case of a single failure in a p-type Clos network, pushback can terminate after the message

traverses any downward link). However, traffic destined for the failed path is split over a

smaller number of alternate paths, disproportionately increasing the load on those paths.

In sum, the tradeoffs are complex, and we leave a fuller comparison for future work.

3.9.3 Central Controller Fault Tolerance

We previously assumed the central controller to be fault tolerant. The implementation for

this is not complicated: it can be replicated with a primary/backup approach, with the

benefit that data like traffic matrices (which are thrown away after each epoch) and liveness

of switches is soft-state. Even if the controller or its links do fail, the role the central

controller plays is not essential to correct operation.

If the controller fails to receive the traffic matrix from any leaf switch, schedule flows or

install weights at switches, the switch will use the last set of information it received, if avail-

able, and randomly place the rest of the flows—load balancing may suffer, but connectivity

is not affected.

If the controller fails to receive a failure notification, flows through that failure will hit a

pushback block and become a randomly placed flow from that point onward. If the controller

misses an installation notification or fails to install a new device or link, we again fall back

on the philosophy that a node that fails and recovers is still a faulty node. It must wait until

the controller comes back up, but this is fine since installation already occurs on a slower

time scale and, if all installed alternatives go down, uninstalled but active alternatives are

used.
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3.9.4 Symmetry

Another potential concern is that the structure of an AB Clos network is no longer sym-

metric. Mechanisms like ECMP rely on symmetric shortest paths, present in standard Clos

networks. However, AB Clos networks also have symmetric shortest paths, and the distri-

bution of load is similar so ECMP is just as effective in our architecture as it is in standard

Clos networks.

3.9.5 Topology Verification

Good network administration is an essential prerequisite of high-bandwidth, scalable and

fault-tolerant network operation. Thus we assume administrators plan out the network to

adhere to our topology and, from the structure, can set the level, location and index of each

switch. However, configuration errors do occur.

Each switch checks in with the centralized controller to aid in load balancing and fault

tolerance at a global level. We take advantage of this single point of control to assist

in correctly implementing our architecture—it can verify that the switches are addressed

properly, connected properly and address values correctly correspond to the actual wiring.

To protect against multiple switches taking the same three values accidentally, a UUID is

added to the three existing address variables, which can simply be the lowest MAC address

of any of the switch’s ports.

In addition to checking that no two nodes share the same three address variables, we

run the following check whenever the controller detects new switches or links:

1. Let c be the current node and N be the set of neighbors of the current node

2. For each node, n in N

(a) If n.level = c.level + 1

i. Assert same prefix(n.location, c.location, n.level)
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ii. If prefix(c.location, c.level) (mod 2) = 0, then assert n.index ≥ c.index∗p and

n.index < (c.index + 1) ∗ p

iii. Else, assert n.index− c.index (mod pc.level) = 0

(b) Else assert n.level = c.level− 1

In this way, we can verify that the address values correctly correspond to the actual wiring.

3.10 Final Remarks

Scalable, cost-efficient and failure resilient data center networks are increasingly important

for cloud-based services. In this chapter, we described F10, a novel multi-tree topology and

routing algorithm to achieve near-instantaneous restoration of connectivity and load balance

after a switch or link failure. Our approach operates entirely in the network with no end

host modifications, and experiments show that routes can generally be reestablished with

detours of two additional hops and no global coordination, even during multiple failures.

We couple this fast rerouting with complementary mechanisms to quickly reestablish direct

routes and global load balancing. Our evaluation shows significant reduction in packet loss

and improved application-level performance.
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Chapter 4

SUBWAYS

The previous chapter considered how controlled asymmetry and cross-layer design can

improve the reliability of the backbone of data center networks. Controlled asymmetry

provides path alternatives closer to failures, which can then be used by cross-layer design.

This chapter considers the topology at the edge of the network, between the ToR switches

and servers. Specifically, Subways connects servers to both their own ToR switch and the

ToR switches of neighboring rack in an overlapping pattern. We find that doing so enables

incremental server capacity upgrades, decreases network congestion, mitigates the effects of

oversubscription, and increases the fault tolerance within a physical rack, all at reasonable

cost.

It is beyond the scope of this work to fully characterize installation and operational costs

of a Subways architecture (these costs depend on proprietary volume discounts for optical

and electrical cables, switches, network interfaces, etc.). However, the largest added cost

for Subways is likely to be the added cable length from the server to the adjacent ToR

switches. We develop a set of wiring algorithms that show that physical wire lengths can be

kept short enough to be implemented with copper and also made relatively easy to install.

We next discuss several motivating factors to consider in the design of the server-ToR

interconnect.

• Technology and Application Trends

As mentioned in Chapter 1, cloud applications continue to scale beyond the limits of a single

machine. Compounding this effect is a simultaneous tendency for modern data centers to

be oversubscribed, i.e., to have less capacity in the core of the network compared to the
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capacity at the edge.

There is a resulting need to keep communication local where possible. For instance, if

we could pack all nodes from a MapReduce job into a single rack, shuffle traffic would never

need to traverse the oversubscribed core network.

Despite this, inter-rack communication is often unavoidable. Sometimes, this distribu-

tion is by design, e.g., network storage blocks are often stored across racks and power failure

domains for fault tolerance. Individual jobs are often too large to fit within a single rack [56].

In a recent Google trace [53], 63% of jobs required more nodes than a single 40-node rack

can handle; because of fragmentation, it is likely that an even larger percentage of jobs

would span multiple racks in practice. The increasing use of large-scale analytics implies

that inter-rack communication will continue to grow at a very fast pace [31].

• Server Traffic is Often Correlated

Data center traffic is very bursty, particularly on links closer to the edge [13, 16, 30]. This is

partly a consequence of the desire to preserve traffic locality. To reduce inter-rack commu-

nication, multiple servers in the same rack can be assigned to the same job, but by virtue

of performing related tasks, when they do send inter-rack traffic, they are more likely to do

so simultaneously.

A second reason is that servers/jobs with similar purposes are often placed in the same

rack. Facebook, for example, expands its memcache and web frontend infrastructure by

rolling out an entire rack of servers that are optimized for that particular service [46].

Although this approach significantly reduces operational complexity, it implies that the

traffic patterns of servers within a rack can be correlated; all of the servers in a rack get hot

or cold simultaneously.

Correlated server behavior is a problem because of oversubscription. When servers are

connected to the same ToR switch, the aggregate capacity of the uplinks from that ToR

switch define how much the servers in that rack can send or receive at any time, gating
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application performance.

• ToRs Are a Single Point of Failure

In addition to demand growth, the edge of the network is also a fault tolerance bottleneck.

Data center operators go to great lengths to ensure that their systems are resilient to failures.

In fact, it is common to see techniques such as redundant power supplies, a great deal of

network path diversity, and redundant network controllers. In most data centers, there is no

such redundancy for the ToR switch—it remains as one of the few remaining single points

of failure in the data center. This is particularly important as ToRs have relatively high

failure rates compared to other network devices [26].

4.1 Design Overview

We introduce Subways, a wiring pattern where servers in a rack are wired to the ToRs of

adjacent racks in addition to their own. Clever usage of multiple server-ToR connections

can mitigate many fundamental issues in today’s data centers:

� Simpler upgrades: A typical edge capacity upgrade requires large amounts of up-front

investment and/or rewiring of both server-ToR links and links in the backbone. By

augmenting connectivity and allowing servers to connect to adjacent ToRs, we enable

cheap, potentially incremental upgrades that reduce or eliminate the need for rewiring.

� Less backbone traffic: An overlapping connection pattern creates shorter paths for

more destinations, keeping traffic off the data center backbone.

� Smoother hot spots: Traffic is very bursty, particularly at the ToRs. By connecting

servers to multiple, differently-loaded ToRs and clusters rather than just one, we gain

better load balance.

� Fault tolerance: Redundant server-ToR links remove one of the remaining single-

points-of-failure in data centers.
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Var. Definition

N # of end hosts in the data center
p # of ports per server
q # of downward facing ports per ToR switch
r # of servers per logical rack ( q

p
)

c # of clusters over which a loop is mapped (Type 2)
l # of racks in a single Subways loop (Types {1,2})

Table 4.1: The variables that define a Subways architecture. Some only apply to a subset
of the wiring methodologies in Section 4.2.

The Subways design varies on two dimensions, which we discuss in the following sec-

tions. First is topology: how are the server links distributed among ToRs, and how are

those ToRs distributed into clusters? These choices have a large impact on reducing and

smoothing traffic at each layer. The second dimension is load balancing: Subways can work

with uniform load balancing mechanisms like ECMP, but it can also benefit from adaptive

mechanisms to spread traffic bursts over neighboring ToR switches and from detour routing,

to spread bursts over even more switches.

As every data center instantiation may have different numbers of links per server or

servers per rack, we parameterize our discussion using the notation sketched in Table 4.1.

Because Subways is an edge architecture, it is compatible with any aggregation and core

topology, although for concreteness we concentrate on folded Clos topologies.

4.2 Wiring Types

We begin by describing a baseline topology, Type 0 Subways, corresponding to the current,

industry-standard approach to using a p-port server where all ports are connected to the

same switch. We then introduce two new wiring types that link servers to adjacent ToRs.

To keep the discussion concrete, we assume for now that all topologies use a simple ECMP-

like load balancing algorithm; we relax that assumption in the next section. We defer a

discussion of the implications of Subways for physical cable lengths until Section 4.5.
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Core

Aggregation

ToR

Cluster

Figure 4.1: A folded Clos data center architecture with Type 0 Subways, p = 2. Three layers
of switches connect servers together. Each server has two ports that are both connected to
the same ToR switch.

4.2.1 Starting Point: Type 0 Subways

The simplest wiring model is to trunk p connections from each server to the same ToR

switch, as shown in Figure 4.1. A Link Aggregation Group (LAG) can be used to treat

the multiple physical links as a single logical connection using a protocol like LACP. This

simplifies routing but requires the entire trunk to terminate at a single, physical switch.

As a result, although the network core has ample redundant paths for load balancing

and fault tolerance, all paths to and from a rack feed through a single ToR switch. Likewise,

the server itself has redundant links, but if the switch fails or is overloaded, all p connections

suffer.

When using Type 0 Subways as an upgrade path, operators are required to rewire many

existing connections. For instance, let us assume she wants to double capacity while keeping

the number of servers (Ns) and oversubscription ratio constant. Any such upgrade requires

Ns new server-ToR connections and double the number of switches in the network. In

addition, Type 0 requires her to rewire Ns
2 of the existing server-ToR links so that all

links from a single server go to the same switch, and then to rewire/expand the existing
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interconnect to ensure that new ToRs have connectivity to the old ones.

Perhaps most importantly, most trunking protocols are limited to links of the same

speed. This prevents heterogeneous upgrades, e.g., where a 25 Gbps link is added to an

existing 10 Gbps server connection, something allowed with the wiring patterns we discuss

next.

4.2.2 Type 1: Shared ToRs Within a Cluster

One way to improve fault tolerance is to wire the p ports of each server to p different ToR

switches at the top of the physical rack. With a multihoming approach like MC-LAG, these

multiple physical switches can be aggregated into a single, virtual ToR. To make routing

and failover completely transparent, the physical switches are typically wired identically

into the network fabric.

Instead, we propose to wire each group of servers to a distinct, overlapping set of nearby

ToR switches. In doing so, we gain an extra degree of freedom and, as we describe later,

considerable performance improvement relative to both Type 0 and multihoming. For ex-

ample, with p = 2, we wire each server to its ToR plus the one for the closest (logical) rack

to the left. In this way, neighboring logical racks share at least one ToR. With Type 1, each

server is connected to ToR switches that connect into the same aggregation-level cluster;

we relax this assumption for Type 2.

This simple act of sharing ToRs has far-reaching benefits. Using p = 2 as an example,

two adjacent logical racks are connected to three ToRs, instead of just two. Each server has

a high-capacity path to 50% more servers than before, improving performance and reducing

the traffic reaching the oversubscribed data center network. When those servers do need to

send data through the backbone, they have, in aggregate, 50% more peak throughput than

with Type 0.

Topology. Conceptually, each logical rack still has an associated ToR. However, instead of

connecting servers to their own ToR p times, servers connect to their own ToR and their
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p − 1 closest ToRs exactly once. This overlapping chain of racks and ToRs is wrapped

around to eventually form a loop of l racks/ToRs, where each server is connected to its own

ToR, the bp−12 c ToRs clockwise, and dp−12 e ToRs counter-clockwise from it. A loop is thus a

connected component in the server-ToR topology. In the degenerate case where the number

of server links equals the loop size, p = l, we have multihoming. We show that performance

improves with increased loop size, but there are practical limitations due to physical wiring

constraints that we discuss in Section 4.5. For simplicity, we assume a single loop length l

for all loops in the data center. Figure 4.2 shows a single loop of 3-port servers and a length

of 9. Figure 4.3a shows two loops where the loops are the same size as the clusters.

Upgrades. One of the interesting things about Subways-style server-ToR connections is

that adding capacity to servers does not require rewiring their existing connections. Fig-

ure 4.2 shows an example of this, where an upgrade from 2 ports to 3 requires adding new

ToRs, but leaves the existing ToR connections untouched. Note, however, that to make

room for the added ToRs, an operator may still need to rewire the upper layers of the data

center network to ensure that all of a server’s ToRs are contained within the same cluster.

Routing. In vanilla Type 1, we keep routing similar to today’s data centers, implemented

entirely with existing protocols. In particular, because all of a server’s ToRs are contained

within a single cluster, routing in most of the network does not change—traffic to a particular

server still flows to a single cluster, typically through longest-prefix matching.

Servers and aggregation switches have an additional responsibility to assign connections

randomly to the available ToRs. This can be done using ECMP just as it is done today—

routing table entries can map to multiple possible output ports, to which connections are

randomly assigned on a per-connection basis.

Only nodes that are directly connected to ToRs (i.e., servers and aggregation switches)

need to install extra ECMP rules. Servers only need one such rule with p options: one for

each ToR. Aggregation switches need t rules with p options each, where t is the number of

racks in its cluster; they do not need any rules for traffic destined for other clusters beyond



54

ToR Switch

Server

Figure 4.2: Example of the server-ToR connection in Type 1 with a single loop of 9 3-port
servers. Bold links/switches are added to upgrade from a 2-port to a 3-port configuration
without rewiring.

what is needed today.

4.2.3 Type 2: ToRs in Different Clusters

Subways provides one more degree of freedom: adjacent ToR switches in the same loop can

be wired into different clusters. In a traditional multi-rooted tree, there is no benefit to

declustering. In our case, however, it can spread load more evenly across clusters, and it

increases the number of servers that can be reached without going through the core layer.

These shortcuts allow a greater degree of oversubscription, for a given level of performance,

or equivalently, less congestion for those jobs whose traffic must traverse the core.

Topology. Every server in a Type 2 Subways is connected to multiple clusters as evenly

as possible. The number of clusters that are connected to a single loop is configurable and

depends on factors such as how much mixing is needed, loop length, and physical constraints.

Let us assume that we have c clusters whose ToRs should be connected to a single

Subways loop. In order to find a mapping between the ToRs in Figure 4.2 and the clusters’
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1 2

(a) Type 1

1 2 1 2 1 2

(b) Type 2

1 2

(c) Type 2 (alternate representation)

Figure 4.3: A two cluster topology for Type 1 (a) and Type 2 (b, c) with p = 3 and l = 3
and 9, respectively. We omit the core layers and color/number ToRs according to their
cluster.

ToRs, pick an arbitrary ToR and assign it to the first cluster. Move to the next ToR in

clockwise order and assign it to the second cluster. Continue assigning each ToR to a cluster

in this manner, looping back to cluster 1 after assigning a ToR to cluster c. Note that the

position within a cluster does not matter as all ToRs within a cluster are logically equivalent.

It also does not matter that a server is not necessarily connected to all c clusters, as long

as assignment is as even as possible.

Figure 4.3b and Figure 4.3c show two equivalent examples where c = 2. Note that

servers still only connect to nearby ToRs (Figure 4.3b), and at the same time, the cluster

topology is still amenable to cable bundling (Figure 4.3c)—we only change the interface

between these two topologies.

Upgrades. Because we no longer require all of a server’s ToRs to be in the same cluster,

an upgrade in Type 2 does not actually require any rewiring of existing links. In the case

of augmentation with a parallel backbone, we do not even need to touch the existing core

layer. In the absence of rewiring, it is possible to perform a capacity upgrade without any

disruption in service. Further, the upgrades can be heterogeneous.

As an example, in an entirely 10 GbE data center, an operator could choose a single

cluster of servers and augment them with a parallel 25 GbE FatTree, cross-wired so that
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each logical rack of servers connects to a different, overlapping pair of 10 GbE and 25 GbE

ToR switches. Instead of wiring every server in a physical rack to the same two 10 and

25 GbE switches, we wire half of the servers to one 25 GbE switch (at the top of the physical

rack) and half to the 25 GbE switch at the top of the neighboring rack.

Addressing/Routing. Regardless of whether servers are connected to parallel intercon-

nects or different clusters in the same interconnect, the networks are configured as they are

today. Each interconnect has its own address space, and each of its clusters has a subnet

within that space. Routing tables can be set up for longest-prefix matching with no increase

in size. The primary change is that each server has p addresses.

Servers spread flows over possible paths using a simple, static version of ECMP or

WCMP [64]. For example, servers with parallel 10 and 25 GbE connections would place

flows on those networks with probability 2⁄7 and 5⁄7, respectively.

4.3 Adaptive Load Balancing

Wiring servers to ToRs in an overlapping pattern is by itself enough to provide significant

performance benefits, but it also opens up the possibility of more advanced load balancing.

In this section, we introduce two load balancing mechanisms; they can be combined with

either Type 1 or Type 2 topologies. For simplicity, we assume l > p in this section.

As a motivating example, consider the case where p = 2 and two adjacent racks are

simultaneously hot—a situation that could be more likely as jobs are placed to take ad-

vantage of short paths in Subways. With ECMP, the shared ToR between the racks would

have twice the load of the two non-shared ToRs. This hurts tail latency: flows placed on

the shared ToR take twice as long as the other flows. Using adaptive load balancing, we

can equalize utilization across all three ToRs. Note that with Type 0, ToR switches can

become overloaded, but load balancing does not help: all paths to the same set of servers

lead through the same ToR, and in the absence of a switch or link failure, all paths are

identical.
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We introduce two possible solutions: a multipath transport-layer protocol or controller-

based scheduling. We describe both approaches, but our evaluation assumes the latter.

4.3.1 Multipath Transport-layer Protocols

Transport-layer protocols like MPTCP [63] allow each end host to utilize multiple paths

through the network to maximize resource usage. Like TCP, MPTCP detects congestion

and varies the amount of traffic sent along a given path. However, the specific protocol is

orthogonal to our design, as long as it is able to utilize multiple paths effectively.

In the context of Subways, a multipath transport-layer protocol would allow the system

to adaptively balance load over all available paths. This is done in a distributed fashion

at each end host and thus can adapt to changes in load relatively quickly and at a fine

granularity. In the example described above where adjacent racks are hot, a multipath

protocol would let each server split all connections over both ToRs. Instead of a situation

where some connections have half the throughput of others, every connection would receive

an approximately equal portion of the available bandwidth—a 50% decrease in tail latency.

Exposing multiple paths to the servers. To support MPTCP, we need to expose the

multiple paths to each server. For each server-server pair, there are up to p2 combinations

of ToRs through which a path can pass—p ToRs at the source and p at the destination.

Note that we assume path diversity in the core interconnect is handled separately.

The source ToR is chosen by directing traffic out of the associated physical port. The

destination ToR is chosen by giving each server p addresses, just as in Section 4.2.3. This

is necessary regardless of whether the topology is Type 1 or 2; in Type 1, however, each

address will come from the same subnet so that routing in the middle of the network remains

the same.
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4.3.2 Weighted-ECMP

An alternative approach that does not require changes to the end host TCP implementation

is to use a locally adaptive variant of the previous work on Weighted-ECMP [11, 17, 43,

64]. In these proposals, senders periodically obtain current utilization information from

a centralized controller and use that information to change the probability that flows are

placed on a given next hop.

The problem is much simpler here. Because the ToR tends to be the bottleneck, we

only need to look at ToR utilization (and not entire paths) when making traffic engineering

decisions. Because of this, load balancing calculations are local; ToR utilization information

can be maintained by a sharded set of controllers, rather than a single centralized server.

This makes statistic collection and load balancing calculations faster and more efficient.

Loops in particular represent a natural sharding boundary.

Initial flow placement. Like traditional FatTree routing, the source will prefer shorter

paths if available. If there are one or more paths that pass through a shared ToR (and avoid

using the data center backbone), the source will choose one of them with equal probability.

Otherwise, it must route the flow through one of its ToRs and one of the destination’s ToRs.

Each is chosen independently and the decision is based on current congestion information.

The source ToR is always chosen by the source server, while the destination ToR is chosen

by the destination-side aggregation switch or source server in Type 1 and Type 2 topologies,

respectively.

Setting weights for source ToRs. The probability that a flow is placed on any particular

ToR is based on the remaining capacity of that ToR. For the choice of source ToR, we care

about the remaining capacity in the outbound direction.

More formally, each server obtains from its loop’s controller the values [U1, U2, .., Up].

These represent, for each of the server’s ToRs, an exponentially-weighted moving average

of the fraction of the ToR’s uplinks that are utilized. From utilization, we can calculate the

remaining capacity on each ToR: Vx = Bx(1−Ux), where Bx is the total uplink capacity of
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ToR x. The probability of placing a new flow on ToR i is then simply Vi∑p
j=1 Vj

.

Setting weights for destination ToRs. The main difference between choosing a destina-

tion ToR and a source ToR is that we care about inbound traffic, rather than outbound. In

particular, for each destination, we have [D1, D2, .., Dp], the per-ToR downlink utilization

of the Aggregation-ToR links.

The resulting weights for a server’s ith ToR is Ei∑p
j=1 Ej

, where Ex is the remaining

downlink capacity, Bx(1 − Dx). In Type 2, these weights are provided to each server for

each communication partner. In Type 1, they are provided to each aggregation switch for

their own cluster. Alternatively, these could be implemented using pushback mechanisms

like pause frames and ECN.

Subsequent load balancing. We periodically reschedule existing flows to adapt to chang-

ing traffic conditions in the presence of long-lived flows. Each end host and/or aggregation

switch will rebind all existing connections every Trebind.

The first step in this process is to calculate a target utilization for each ToR, which for

the outgoing direction, is Utarget =
∑p

i=1 BiUi∑p
i=1 Bi

, i.e., the total amount of traffic divided by the

total bandwidth. With these targets in mind, a server will shift its current utilization to

achieve a more even split.

Specifically, let [u1, u2, .., up] be the current fraction of traffic the server is sending over

each ToR. Based on the target ToR utilization and the server’s current split, it will calculate

a target split for its own traffic. Toward ToR i, its target is ti = cui
Utarget

Ui
+ (1− c)ui, where

c is a scaling factor that determines the aggressiveness our algorithm. In our evaluation, we

use c = 0.5.

The probability that a flow is rebound to the ith ToR is then P [i] = ti∑p
j=1 tj

. Note that

the target traffic split might not be possible due to the bandwidth of the server-ToR link,

bi. Ignoring short paths for simplicity, this happens when P [i](
∑p

j=1 ujbj) > bi. In this

case, we set P [i] = bi∑p
i=1 uibj

and spread the excess load evenly over the remaining links.

Also note that reordering can be prevented by waiting for flowlet inactivity gaps [35].
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Figure 4.4: A rack-level diagram showing the detour paths of a single hot rack of servers R.
Boxes represent racks. Colors differentiate the direction of the detour (red for left, blue for
right).

4.4 Detour Routing

An interesting side effect of the Subways wiring pattern is that each loop is a connected

graph even without the use of the inter-ToR network. Because of this, whenever a server’s

ToRs are overloaded, it is possible for servers to detour traffic through adjacent racks (using

only Subways links) in order to shunt excess load to remote ToRs.

As an extreme example, consider the topology in Figure 4.4. Assume that rack R has 20

servers and all of them wish to fully utilize their three 10 GbE links. Despite R’s 600 Gbps

of demand, its ToRs A, B, and C have only 40 Gbps of total uplink capacity apiece—a 15:1

oversubscription ratio. Even with adaptive load balancing, the ToRs can satisfy at most

1/5th of R’s offered load. If R instead bounced traffic through adjacent racks, it could enlist

its neighbors to handle all 600 Gbps. Here, some portion of the offered load would be sent

through A, B, and C while the remainder is detoured away from the loaded racks, i.e.,

through R′ and R′′. This happens recursively, with each successive ToR egressing a portion

of the remaining traffic until all of it is handled.
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In the common situation where just a single rack is hot, the only limit to the amount

of traffic we can detour is the rack’s NIC capacity. In other words, if all server-ToR links

have the same capacity, detouring can, in principle, achieve full burst bandwidth to/from

the loaded rack regardless of the network’s oversubscription ratio.

Design overview. To ensure that detours are both efficient and do not interfere with

adjacent servers, we rely on a per-loop scheduler in the same mold as the one in Section 4.3.

These can be one in the same. When a group of servers is bottlenecked by oversubscription

in the network, the scheduler can allocate a set of detour paths for them. These detours

can extend to as many remote ToRs as necessary, limited in 3 ways:

� Loop size: detours can only use remote ToRs in the same loop.

� Other hotspots: for simplicity, multiple distinct hotspots are not allowed to detour

through the same remote ToR.

� Path dilation: operators can limit the associated increase in latency and additional

server utilization by imposing a cap on path length.

The scheduler will provide each server with an equal share of the available capacity, but

will limit the usable uplink capacity of each remote ToR based on their current utilization.

In our experiments, we set the usable capacity to be 60% of the remaining bandwidth (before

any detours) so as to provide sufficient headroom for momentary spikes in traffic.

Note that for simplicity, we focus on outbound detours in this section; the process for

inbound detours is similar. Also note that we start by assuming isolated hotspots and

discuss groups of adjacent, hot racks at the end of this section.

When to detour. The scheduler initiates a detour whenever there is persistent congestion

at the ToR level. Persistent congestion is measured by gathering pre-detour ToR utilization

statistics every Tdetect ms. Whenever a ToR is using > 60% of its total uplink capacity

(incoming or outgoing) over an entire period, it is considered “hot” for a minimum of

Tduration ms. If all of a source rack’s ToRs are hot in the outgoing direction, the rack is
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considered “hot” and warrants detour paths. Likewise, when all of a destination rack’s

ToR uplinks are hot in the incoming direction, the scheduler will allocate detour paths and

notify the sources of the traffic. Notifications continue to arrive every Tdetect ms until the

congestion subsides.

Computing detour paths. As an example, consider Figure 4.4. In this case, we have a

hot rack of servers and wish to shunt traffic through neighboring racks. To shunt traffic left,

neighboring racks will take traffic from their rightmost h = bp2c ToRs and forward it along

their leftmost h ToRs. Similarly, neighboring ToRs will take traffic from their rightmost h

connected racks and forward it to their leftmost h racks. Rightward detours proceed in a

similar fashion. Each intermediate ToR egresses a portion of the detoured traffic until all

of it exits the Subways server-ToR network.

More concretely, from the ToR utilizations, a per-loop scheduler should be able to deduce

the set of overloaded racks and the uplink utilization of every ToR in the loop. A hot rack

of servers will manifest itself as p contiguous, heavily-utilized ToRs. From this information,

it can determine the set of rack-level detour paths and the usable capacity on each:

1. Consider each group of hot ToRs.

2. Take the 2 ToRs on either side of the set under consideration. These ToRs will be

used as egress points for some number of detour paths.

3. If one of the ToRs is already being used for a detour, do not consider it or any further

ToRs in that direction.

4. Otherwise, for each of these edge ToRs, calculate the set of detour paths that should

use the ToR’s spare uplink capacity. We can do this by iteratively backtracing the

paths and pruning based on a maximum path length. Specifically, the left ToR should

be fed by its rightmost bp2c connected racks, which should in turn be fed by their

rightmost bp2c connected ToRs. The detours are allowed to use a total of 60% of the

measured residual capacity. The paths split this usable capacity equally.
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5. Repeat 2-4 for every group of hot ToRs.

6. Repeat 2-5 until we either run out of capacity on the original sources’ server-ToR links

or no additional ToRs are under consideration.

Servers source route along these paths using recursive encapsulation with headers that

specify the next hop in reverse order. Forwarding can be implemented using software

switches that are increasingly common (e.g., Open vSwitch [49]) and with NICs that are

beginning to include similar functionality for forwarding among VMs [33]. While these

solutions are primarily aimed at providing a communication bridge among various virtual

machines executing on a server, they also have the capability to switch among server NIC

ports. In Section 4.6.8, we test the software overhead of forwarding and show that it is

small.

Note that, even without pruning based on path length, the path dilation of detouring

is bounded. Specifically, if the total amount of detourable traffic is t and each ToR has

an 60% capacity of s, t
s ToRs are required. This results in just a few hops for typical

oversubscription ratios.

Detouring for groups of racks. As in Section 4.3, shortcut-aware job scheduling policies

can lead to cases where multiple adjacent racks are simultaneously loaded. The scheduler

can detect this case when it notices that more than p contiguous ToR switches are heavily

loaded. When this occurs, a couple of modifications must be made to the above algorithm.

The first is that not all servers can detour in all directions. For some, their detours

would pass through other loaded racks, which would create contention. As a result of this

restriction, only the bp2c leftmost racks in a contiguous group can detour traffic to the left,

while the bp2c rightmost racks can detour traffic to the right.

The second modification concerns fairness. Because only the edges of the group can

utilize detours, we can achieve a slightly more even division of capacity by forcing the edges—

those racks that can utilize detours—to not send any traffic through directly connected ToRs

that other members of the group could use. Doing so can improve tail job completion time
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for the entire group.

4.5 Physical Considerations

As with any topology, physical design considerations can affect the practicality of an archi-

tecture.

In this section, we explain how to physically realize a Subways architecture with minimal

increase in cost and complexity. We begin by describing more about the physical layout of

modern data centers beyond what was discussed in Chapter 2.

4.5.1 The Layout of Modern Data Centers

The servers of a data center are housed in physical racks that are approximately 19 inches

wide and six feet tall. These racks stand side-by-side in long rows that are separated by

alternating hot and cold aisles. To cool the servers, air is taken in from the cold aisles and

expelled into the hot aisles, where vents take hot air away to be cooled. Server ports and

other components that must be readily-accessible by operators face the cold aisles.

Even when a single physical rack holds multiple logical racks, the logical racks are placed

in contiguous slots in the rack so that wires can be more easily bundled together. Logical

racks do not span multiple physical racks.

Similarly, clusters often reside in a single row so that all the ToR-Aggregation wires

can be more easily bundled together. This provides easier cable management at the cost of

increased length. These links are optical links because, for the speeds and lengths required,

attenuation makes sending a signal over a typical copper wire physically impossible [24].

On the other hand, links within a rack are short enough to be implemented with copper

wires, which are significantly cheaper than their optical counterparts because the device

electronics can be implemented entirely in high-volume CMOS.
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4.5.2 Subways-style Wiring

Like classical data centers, each server in our system connects to the ToR in its rack. Unlike

modern data centers, each server also connects to the ToRs closest to it. Until now, we have

abstractly described Subways links as connections between servers and nearby ToRs. On

the data center floor, however, there are multiple ToRs that are physically close to a target

server:

� ToRs in racks that are in the same row and to either side of the target server’s rack.

� ToRs in racks across a cold/hot aisle.

� ToRs in the same physical rack as the target server, but part of a different logical

rack.

We describe three physical topologies that utilize the above types of links. For two

(Section 4.5.2.1 and Section 4.5.2.2), we also discuss concretely how a data center operator

might plan for and implement an upgrade.

4.5.2.1 Side-to-Side

In this topology, servers are connected to ToRs in adjacent racks within the same row.

Figure 4.5 shows a side-to-side connection pattern for a small loop with p = 2. Looking at

a row of racks from a cold aisle, we map a loop onto the row by starting at a logical rack.

If there is another logical rack above the current one (in the same physical rack), that rack

is considered to be the next counter-clockwise neighbor in the loop. Otherwise, the next

counter-clockwise neighbor is at the bottom of the physical rack that is to the immediate

left of the current one. The loop is completed by considering the left-most, top-most rack

to be the neighbor of the right-most, bottom-most rack. The physical implementation of

this “back edge” must essentially span the entire loop. A visual depiction of the resulting

loop of Figure 4.5 is shown in form of a purple overlay.
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Figure 4.5: An example side-to-side physical topology for Type 1 and up. The image shows
eight logical racks split between four physical racks. Blue links are part of the initial 1-port
configuration. Orange links and outlined switches denote hardware that is added as part of
the upgrade to 2 ports.
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Upgrades. In addition to showing an example physical topology, Figure 4.5 also depicts

an example upgrade path. Blue links are the initial connections, while orange links and

switches represent hardware that is added during the upgrade.

More concretely, this design starts simply: operators connect all servers in a rack to a

ToR switch in the same rack. ToRs are placed at the top of the rack just as they are today,

with an empty 2U slot at the other end. When upgrading, the operator will install a new

ToR at the bottom of each rack that is used to connect either (1) adjacent racks within

a row of racks or (2) racks on the edges of the loop. The back edge in this example goes

under the raised flooring to minimize wire length. This example is optimized for expansion

to p = 2, but similar techniques can be used to handle higher port counts.

Loop Length Max Wire Length

8 4 m
16 6 m
48 14 m
128 34 m

Table 4.2: Approximate maximum wire length for a side-to-side wiring pattern with 2 logical
racks per physical rack.

Wire length. The longest wires in this design are the back edges. Assuming that each

physical rack contains exactly b logical racks, the back edges must cross the width of l
b racks.

The maximum length is therefore h + l
bw, where h and w are the height (2 m) and width

(.5 m) of a rack, respectively. Table 4.2 shows the the resulting maximum wire length for

different values of l and b = 2. For small loop lengths, it is possible to implement these wires

in copper. For larger loop lengths, it is still possible to implement most wires in copper;

however, the back edges may need to be optical links.

Cabling Complexity. An advantage of this design is that the initial configuration requires

little to no work beyond what is done today: racks can still be preconfigured and there are no

cross-rack wires. The upgrade step requires some additional cable installation beyond what

is traditional; however, this is such a structured, symmetric topology that we anticipate this
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Cold Aisle

To opposite rack To opposite rack

Figure 4.6: A physical topology for a Paired Row design. Like the previous diagram, blue
links are part of the initial configuration, and orange links and switches are part of an
upgrade. The main image is the frontal view of a row of racks, while the inset is an aerial
view of the entire Subways loop.

complexity to be manageable. Further, it can be simplified by bundling the wires between

racks into a single cable and connector in a manner similar to the pin headers in modern

desktop computers.

4.5.2.2 Paired Rows

The Paired Row design takes advantage of the fact that, in a real data center, servers have

multiple ToRs that are physically “adjacent”—not just those in the next rack in the row. In

particular, we place racks from a single loop in two rows that are separated by a cold aisle.

Within a row, racks are connected side-to-side as in the above design. The difference is that

back edges now connect to ToRs across the aisle resulting in much shorter wire lengths.
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Upgrades. The upgrade path for this design is very similar to that of the side-to-side

design. Figure 4.6 shows the corresponding example. Again, the design starts with a rack

layout that is very similar to a typical modern layout. When upgrading, the operator will

install a new ToR in each rack that is used to connect either (1) adjacent racks within a

row of racks or (2) racks that are separated by a cold aisle. In this way, an operator creates

a Subways loop using two parallel rows of racks.

Wire length. In this design, rather than including a back edge that needs to cross the entire

loop, we minimize wire length by forming a loop with racks across a cold aisle. Because the

network interfaces of both sides of the cold aisle face each other, wires only need to span

the width of an aisle (1.2 m [5]).

Assuming wires only cross the aisle at the edges of each loop (through a cross-aisle cable

tray or underneath the raised floor), the maximum length of a wire is then approximately

a+wbp−1b c+
h
b

[
(p−1) (mod b)

]
, where a is the width of a cold aisle. The maximum length

is independent of the loop length and only depends on the number of racks that a ToR

needs to reach (p− 1). Some resulting lengths are given in Table 4.3.

Server Port Count Max Wire Length

2 2.2 m
8 3.7 m
16 5.7 m

Table 4.3: Approximate maximum wire lengths for a paired row design with 2 logical racks
per physical rack. These values are independent of loop length.

For a 2-port case in particular, the longest intra-row wire is about 2 m, the height of a

physical rack. If we also assume we can place wires on both overhead trays and beneath a

raised floor, then the length of the cross-aisle wires will be ∼ 2.2 m. This is not much more

than is required for a single rack and, for currently available link speeds, can be implemented

using copper cables.

Cabling Complexity. The main difference between this design and the side-to-side design
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Figure 4.7: An inter-chassis layout. A loop of 12 logical racks is contained in 4 physical
racks. Blue lines show wiring between a logical rack and its own ToR. Red lines show
links to other ToRs. The purple overlaid loop visually depicts how we map a loop onto the
physical layout using a meandered wiring pattern.

is that cables can now cross aisles. This change may add some additional installation effort,

but the difference is small as the number of connections and wire bundles are the same as

the previous design.

4.5.2.3 Inter-chassis Loops

Inter-chassis loops provide yet another option for decreasing wire length. This design oper-

ates within a single row and does not include long back edges. For instance, when physical

racks contain exactly two logical racks, we can wire the top and bottom logical racks in

separate, side-by-side configurations. We can then place vertical links at the two edges to

complete the loop without requiring any long back edges.

When there are more than two logical racks in each physical rack, we can meander the

connections so as to cover an arbitrarily large loop size with minimal wire length. Figure 4.7
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shows an example with three logical racks per physical rack. The bottom row of chassis

are all connected in a line, while the remaining chassis are connected in a zig-zag pattern:

up one physical rack and down the next, bridging physical racks through either the top or

second-from-the-the-bottom chassis in an alternating pattern.

Wire length. Subways wires in this design never connect components that are more than

a few physical racks away. More formally, the maximum length of a wire is usually bounded

by w(p− 1) + h
2b .

The first term corresponds to the maximum wire lengths of the chain at the bottom of

Figure 4.7, which will generally be the longest links in this design. The exception is when b

and is small, in which case the physical height of a logical rack is larger than its width. For

example, in Figure 4.7, the longest wires are those of the top-most ToR on the right-most

rack, which need to span half of the physical rack (∼ 1 m).

The second term measures the vertical distance that the bottom chain must span (i.e.,

half the height of a logical rack), and it assumes that ToRs are placed in the middle of a

logical rack. It also assumes that wires cannot be placed diagonally and instead must travel

along the edge of the rack or parallel to the floor.

Port Count Max Wire Length

2 0.75 m
4 1.75 m
8 3.75 m

Table 4.4: Approximate maximum wire length for a inter-chassis design and a range of port
counts. We show values for a design with 4 logical racks per physical rack.

The resulting values are given in Table 4.4. Like the Paired Row design, maximum wire

length is independent of loop length and instead depends on port count and the number of

logical racks in each physical rack. For currently available link speeds and all port counts

shown, the lengths are feasible for copper links.

Cabling Complexity This design achieves the shortest cables of any of the three designs
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presented and contains all wires within the same row. The tradeoff is that the initial

configuration requires slightly more preplanning. Specifically, it must involve wires that

cross physical racks making preinstallation of complete racks impossible. Instead, a subset

of the server-ToR links can be preinstalled, but a few must be deployed on the data center

floor. Even so, the cable bundling techniques outlined in the previous designs can still be

used here.

4.6 Evaluation

To evaluate Subways, we implemented the following:

� A packet-level simulator that we used to test medium to large deployments of Subways.

� A small Cloudlab [55] testbed to validate our simulator.

� A server detour implementation to test the feasibility of software-based detouring

through servers.

In this section, we denote Subways variants with adaptive load balancing as Type 1LB

and 2LB, while detour variants are denoted as Type 1D and 2D. Our evaluation attempts

to illustrate the key aspects of Subways, but our results are limited to the specific workloads

and parameters that we tested.

4.6.1 Simulator Implementation

We used a modified version of a packet-level simulator that we previously used in the

evaluation of other systems [43, 50]. It implements both low-level switch behavior and

all of our Subways protocols. The Layer-3 switches use drop-tail queues and flow-level

ECMP. The queues are per-port with size based on the bandwidth-delay product of the

network. Switching latency along with network propagation delays total to 60µs per hop.

Our workload varies by experiment. For experiments that use TCP, we implemented TCP

New Reno in the end hosts using the MPTCP codebase [63] as a reference.
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We simulate a standard 3-layer FatTree topology in which ToR switches have 36 10 GbE

ports and all other switches have 12 10 GbE ports. Each cluster consists of 12 racks and up

to 6 aggregation switches. In some of the following experiments, we evaluate the sensitivity

of Subways to different configurations by beginning with a default configuration and varying

one parameter at a time.

Our default configuration has two ports per server and 15 servers per rack. For Type

0, we wire both ports to the same ToR switch; for Type 1 and Type 2, we wire servers to

overlapping ToRs with a loop size of 12—the size of an entire cluster. The ToR layer has a

5:1 oversubscription ratio while the aggregation layer has a ratio of 4:1. When varying the

oversubscription ratio at a given layer, we do so by removing links and aggregation/core

switches. For instance, we create our 5:1 ToR-layer oversubscription ratio by only including

6 aggregation switches per cluster and adjusting the number of core switches accordingly.

We assume that ToRs have per-port packet counters that are aggregated by local con-

trollers. Every Trebind = 10 ms, the controllers collect all the packet counters and disseminate

them to any subscribed end hosts. For detouring, we use Tdetect = 10 ms, Tduration = 100 ms,

and limit the number of hops to at most two intermediate servers.

4.6.2 Validation Using Our Testbed

We validate our simulator using a small Cloudlab [55] testbed. The testbed emulates 16

dual-ported servers, 4 ToRs, and 2 aggregation switches connected through a 2-layer Fat-

Tree topology with an oversubscription ratio of 4:1. Because Cloudlab’s network topology

and queuing characteristics differ from our system, we emulated the ToR and aggregation

switches using servers. For this purpose, we have added support for flow-based ECMP rout-

ing to the Linux kernel version 3.13. ECMP was implemented using the same consistent

hash function that memcache uses to map keys to servers [34]. To prevent the emulated

switches from becoming overloaded, we limited link rates to 500 Mbps. For comparison

purposes, we replicated this setup in our simulator.
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Type 0 Type 1

Testbed 179.1 s 47.5 s
Simulator 171.3 s 47.6 s

Table 4.5: Comparison of the tail flow completion time of the simulator and the testbed with
the same four-rack configurations and single-rack-sink workload. Type 1 is faster because
senders and receivers share ToRs for this workload.

For validation, we emulated a scenario where three racks of servers all send traffic to the

servers in a single rack. Since a rack has 4 servers, there are a total of 12 senders and 4

receivers. Each sender sends 4 simultaneous 100 MB flows to each receiver. In the testbed,

this was accomplished using iperf. In the simulator, we started 192 simultaneous TCP

flows. In both cases, we record tail flow completion time.

Table 4.5 shows the time from the first flow start to the last flow completion for simu-

lation and emulation, for Subways Type 0 and Type 1. With Type 0, all flows traverse the

aggregation layer and are bottlenecked at the downlink into the ToR switch for the receivers.

With Type 1, most senders have shortcuts through a shared ToR to the receiver rack. The

flows from the remaining senders traverse the aggregation layer, but with less contention.

For both topologies, our simulator and testbed results matched each other closely. Some of

the remaining difference can be attributed to kernel scheduling latency and jitter resulting

from our need to emulate switches in software.

4.6.3 Speeding up a MapReduce Shuffle

Our first evaluation considers the effect of Subways on the performance of an all-to-all

MapReduce-like shuffle.

Experiment. Using the default configuration described above, we tested a range of shuffle

job sizes. We measured the speedup in completion time of different Subways types compared

to Type 0 with the same hardware. For each job, all of the servers in several contiguous

racks act as both mappers and reducers. We minimize the number of racks used and group



75

them together as much as possible in order to promote locality. Mappers initiate flows to

reducers with a shuffle size derived from [19], which, in this experiment, is 15 MB between

each pair. We mark the job as completed when the last TCP flow finishes and compare the

completion time with that of Type 0. Note that we ignore the effects of cross-traffic.

We evaluate two situations. The first involves job sizes of up to 180 nodes (12 racks)

within a single cluster. For these, we only test Type 1 and its load balancing variants

as Type 2 provides very little additional benefit for a purely intra-cluster and intra-loop

workload. The second situation also tests several different job sizes, but splits those servers

equally between two different Subways loops. For this case, we test both Type 1 and Type

2 variants.

Results. Figure 4.8 shows results for both intracluster and cross cluster configurations. In

most cases, Subways significantly outperforms a Type 0 architecture using the same amount

of hardware. This is most pronounced for mid-sized jobs (up to a 3.1× speedup for 60 nodes

in an intracluster job) with the speedup tapering off for larger jobs. The primary reasons

for these performance benefits are (i) more short paths that avoid the network backbone,

(ii) the ability to spread uplink/downlink traffic to the backbone across more ToRs, and

(iii) for Type 2, increased cross cluster bandwidth.

In the intracluster case, these benefits peak at a job size of 45/60, i.e., 3 or 4 racks of

servers. In these cases, most of the traffic can be transmitted directly through shared ToRs;

this is in contrast to Type 0 and traditional rack-based architectures where short paths

only exist within a single rack. Load balancing has a greater relative effect—with p = 2, 3

racks can spread their uplink/downlink traffic across 4 ToRs versus 3 ToRs with Type 0.

Adaptive load balancing and detours only serve to enhance and extend this benefit. As the

job size grows to encompass an entire loop, the load balancing effect disappears as there are

no free racks for either load balancing or detours. This represents a worst case for our load

balancing algorithms. However, even so, short paths continue to provide a modest benefit

(about a 1.3× speedup).



76

 1

 1.5

 2

 2.5

 3

 3.5

 0  20  40  60  80  100  120  140  160  180

S
p
e
e
d
u
p

Job Size

Type 1
Type 1LB
Type 1D

(a) Intracluster

 1

 1.5

 2

 2.5

 3

 3.5

 0  20  40  60  80  100  120  140  160  180

S
p
e
e
d
u
p

Job Size

Type 1
Type 2

Type 1LB
Type 2LB
Type 1D
Type 2D

(b) Cross cluster

Figure 4.8: The effect of Subways on an all-to-all MapReduce shuffle workload and a range
of job sizes. For both intracluster and cross cluster configurations, we show the speedup of
different Subways wiring and load balancing variants compared to Type 0.

Like the intracluster configuration, our cross cluster experiments show significant benefits

for small to medium job sizes, peaking at a speedup of 2.7× for Type 2D compared to Type

0. For large, cross-cluster jobs, the bottleneck becomes the core network For this reason,

Type 2 with its greater amount of cross-cluster bandwidth is particularly effective for this

workload. Adaptive load balancing and detours provide further benefits for Type 2 for the

same reason.
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Figure 4.9: Speedup of a MapReduce shuffle for different upgrade paths. The baseline is a
configuration with a single 10 GbE port on every server.

4.6.4 Comparison of Upgrade Paths

Next, we examine the effect of the above performance improvements on different upgrade

paths.

Experiment. We reconsider the MapReduce shuffle pattern of the previous section, but

focus on a job size of 90 nodes all contained within a single cluster.

Our experiment measures speedup in job completion time versus a baseline where every

server has a single 10 GbE link and the backbone is also made of 10 GbE links. From this

baseline, we evaluate four potential upgrade paths: a full network replacement with 25 GbE

links, one with 40 GbE links, a Subways-style 10 GbE augmentation, and a Subways-style

25 GbE augmentation. Note that for both the single port and Subways configurations,

we maintain a 15 server rack and add/remove aggregation and core switches to keep the

oversubscription ratio the same across upgrade paths. Because this is a heterogeneous

configuration, we use Type 2 wiring.
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Results. Figure 4.9 compares the upgrade paths. As expected, performance of the 25 GbE

and 40 GbE network replacements provide ∼ 2.5× and ∼ 4× speedup respectively. In

contrast, with a Type 2D design, a 10 GbE augmentation provides about a 4× speedup.

Despite the fact that the servers only have 20 GbE of total bandwidth, the performance

is on par with a 40 GbE network because of decreased inter-ToR traffic and better load

balancing. Augmenting with a 25 GbE link shows additional performance benefits.

4.6.5 The Effect of Loop Size

In this experiment, we evaluate the effect of loop size on performance. In particular, we

look to answer two questions: (1) Is Subways better than a multihoming solution (l = p)?

and (2) How sensitive is Subways to loop size?

Experiment. Again we consider a shuffle pattern with 90 contiguous nodes. We evaluate

Subways Type 1, with and without load balancing, on loop sizes ranging from 2, essentially a

multihomed configuration, to 12, spanning an entire cluster. The remainder of the topology

adheres to our default configuration.

Results. Our results are shown in Figure 4.10. From the graph, we can see a few interesting

effects. First, all Subways Type 1 variants benefit significantly from l > p. Multihoming

provides a 1.3× speedup on this workload because it has short paths between more pairs of

servers. However, a loop size of 3 provides a 1.64× speedup for Type 1 and a 1.85× speedup

for Type 1LB and Type 1D, because of even more short paths and opportunities to spread

backbone traffic across more ToRs.

Second, ECMP is sensitive to interactions between the job- and loop-size. When l = 3,

the 6 racks of MapReduce servers fit perfectly in 2 loops and their ToRs are therefore

naturally balanced when all flows are operating at full capacity. At l = 4, we must split the

job into two groups of racks that do not fit perfectly in the loop; with ECMP, this leads to

load imbalance at some ToRs as described at the beginning of Section 4.3. Adaptive load

balancing fixes this issue. Finally, as expected, detours improve with loop size once the loop
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Figure 4.10: Speedup of a MapReduce shuffle for different loop sizes compared to Type 0.

is large enough to encompass both the busy and free ToRs.

4.6.6 The Effect of Port Count

Our default configuration has two ports per server because it is the simplest Subways up-

grade step for many data centers. In this section, we extend our discussion to study the

effect of further increases in the port count.

Experiment. In this experiment we again use a shuffle workload. We begin with the

default configuration and vary the number of ports per server. More ports increases the

bandwidth per server. To keep the oversubscription ratio constant, each configuration

includes a different number of aggregation switches. For p = 2, there are 6 aggregation

switches per rack, for p = 4, 12, and for p = 6, 18. Within a given port count and job size,

all Subways types operate under the same constraints.

Like Section 4.6.3, we test two job configurations. The first involves 90 nodes across 6

racks within a single cluster to evaluate Type 1 and its variants. The second involves 180
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Figure 4.11: Speedup of a MapReduce shuffle for different per-server port counts compared
to Type 0.

nodes across 12 racks split equally between two different Subways loops. For this case, we

only test Type 2 variants.

Results. Figure 4.11a depicts the results for the intracluster configuration. By creating

more short paths to more nodes, increasing the number of ports per server also increases the

speedup of Subways. There are diminishing returns for very high port counts. With a job

size of 6 racks, 6 ports is overkill—servers will prefer the short paths while rarely using their

ToR uplinks. For the same reason, the relative benefits due to adaptive load balancing and

detours decrease with 6 ports since most of the traffic bypasses the data center backbone.
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The cross cluster results in Figure 4.11b provide a complementary view of the effect of

port counts on Subways performance. Because the job is divided amongst two loops, short

paths will never dominate as they do in the intracluster case. Instead, the bottleneck is in

the cross cluster network, where more ports leads to a greater degree of interconnection and

speedup compared to Type 0. Here, load balancing becomes even more effective with more

ports.

4.6.7 Faster Memcache with Less Hardware

We also look at the effect of Subways on the throughput of a Facebook-like memcache

deployment. In particular, we test a range of oversubscription ratios to evaluate the degree

to which we can achieve the same performance as a Type 0, but with less hardware.

Experiment. We model this experiment on Facebook’s memcache architecture [46]. Each

rack within a single cluster consists of either memcache or web servers, but not both. Out

of a cluster with 12 racks, 2 are memcache racks while the rest hold web servers. The web

servers perform lookups for random keys spread across the memcache servers. Requests

are done with UDP packets of 50 bytes, while responses are 1500 bytes. Because the nodes

reside in a single cluster, we only evaluate Type 1 and its variants.

As in [46], the metric we use is the maximum sustainable memcache request rate. More

specifically, all web servers in a cluster send requests at a constant rate to all memcache

servers in the same cluster. We then record the average latency for responses after the

system enters a steady state. To find the maximum sustainable throughput, we increase

each web server’s request rate until the average latency over all requests goes above 1 ms.

Results. Figure 4.12 shows our results. We draw two conclusions from the graph. The

first is that, for a given oversubscription ratio, Type 1 and each successive load balancing

variant provides higher memcache throughput while maintaining a fixed latency. This ben-

efit remains fairly stable across oversubscription ratios, with Type 1 hovering at around a

1.2× speedup compared to Type 0 and Type 1LB at around 1.6×. The relative benefit of
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Figure 4.12: Throughput of memcached for various Subways variants for a range of over-
subscription ratios. For a given ratio, each variant including Type 0 has the same amount
of hardware. Throughput is the maximum number of queries per second while preserving
an average response latency of 1 ms.

Type 1D fluctuates between 1.8 and 2.5×, rising as the ToR becomes the bottleneck and

falling due to our limit on detour path length. We note that, despite the fact that this

experiment does not have any intra-rack locality, it does exhibit intra-cluster locality that

allows Subways to decrease traffic in the data center backbone. Because responses are much

larger than requests, the bottleneck is the outgoing capacity of each memcache rack. Load

balancing and detours improve performance by spreading the load more evenly across the

available ToRs.

The second conclusion is that, for a target latency and number of queries per second

(qps), we can achieve equivalent performance with less hardware. For instance, to achieve a

target qps of 10 million and a 1 ms average latency, Type 0 requires a ToR oversubscription

ratio of at most 5. On the other hand, Type 1D can provide the same performance with a

ToR oversubscription ratio of 10—a factor of two less backbone capacity.
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4.6.8 Detour Forwarding Overhead

How much load does software detouring place on servers? We benchmark a prototype of

our detour protocol and measure CPU utilization. Our prototype is implemented on the

Arrakis high-performance server OS [48]. We note that any solution providing low-latency

access to the network would have been sufficient (e.g., a Linux kernel module).

We conduct our experiment on a six machine cluster consisting of 6-core Intel Xeon

E5-2430 systems at 2.2 GHz. Each system has an Intel X520 dual-port 10 Gb Ethernet

adapter. Both ports of each machine are connected to a single Dell PowerConnect 8024F

10 Gb Ethernet switch. One machine is the detour server under scrutiny. The other machines

generate detour traffic to one port of the server. The server decapsulates each detour packet

and forwards it along its other port to the next hop.

Our prototype uses a simple pipeline of two server cores: the first core receives packets

from the input NIC port, checks whether they are detour packets and, if so, puts a pointer

to each one in a shared memory queue. For each queue entry, the second core decapsulates

the corresponding packet and sends it to the other NIC port. When done, it uses another

shared memory queue to inform the first core that the packet buffer can be reused. We do

not copy the packet payload.

Figure 4.13 shows the average CPU utilization for each pipeline step over a period of

5 s. We vary the detour load between 1 and 10 Gbps, the line rate of a single NIC port.

We see that total utilization grows linearly with the detour throughput, with decapsulation

contributing most to the load. Although our prototype requires two cores, in principle, a

single core would be able to sustain a detour workload of up to 7 Gbps.

4.7 Related Work

There has been a large body of work on the topology and management of the data center

backbone, above the ToR switch level [10, 27, 43, 45]. Our work is complementary to these,

in that wiring servers to overlapping sets of ToR switches can be combined with various
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data center backbone topologies, including the AB trees of Chapter 3.

BCube, Hypercube, and Torus [28, 38] are backbone topologies based on an assumption

of multi-port servers, e.g., by connecting each server port along a different dimension of

a hypercube. Although performance in Subways is better with higher values of p, we

demonstrate performance benefits for p = 2, a port count far smaller than in this earlier

work. Further, since we preserve the ToR switch layer, our work is compatible with existing

data center operational constraints.

Port trunking (e.g., LACP (802.1ax), MC-LAG, and Trill [60]) is a well-known technique

for connecting multiple server links to the same physical (LAG) or virtual (MC-LAG) switch.

These architectures are equivalent to Type 0, or in the case of MC-LAG, Type 1 with p = l.

We show that Subways provides significantly better performance than port trunking, along

with further benefits when combined with adaptive load balancing and detour routing.

GRIN [9] is an interesting proposal that looks at wiring adjacent servers together directly,

in addition to the ToR switch. Traffic through the adjacent server is detour routed through
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that server’s ToR link. If the servers are in the same logical rack, this has the effect of

increasing the burst bandwidth into each server, at low cost. If the servers are in adjacent

racks, GRIN becomes a way to wire each server indirectly into multiple ToR switches, at

the cost of dedicating CPU cycles and server link bandwidth to forwarding traffic. Our

work is complementary to GRIN, in that our wiring topologies, adaptive load balancing,

and detour load shedding could be applied in a GRIN context.

Another approach to reducing hotspots by adding capacity to ToR switches is to use

specialized hardware like optical circuit switches and Wi-Fi [25, 30, 41, 65]. Our work can

be combined with these approaches. For example, if optical switching is used in combination

with a traditional multi-level tree, then Subways can ameliorate any overload that occurs

in the oversubscribed switched network. Our work also shows that it is possible to reduce

the impact of hotspots with existing hardware.

4.8 Final Remarks

Growing pains are often most acute at the edge of the network. This chapter described

Subways, a novel way to wire servers to ToR switches that enables incremental upgrades

and reuse of existing hardware. Connecting servers to the ToR switches of neighboring racks

decreases the traffic reaching the network backbone. When combined with advanced load

balancing techniques, it also spreads the remaining backbone traffic across more ToRs. In

addition, Subways improves locality and increases fault tolerance, all while remaining com-

patible with modern data center network practices, including multi-level switch backbones,

wire bundling, rack-based servers, and inexpensive server cables.
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Chapter 5

CONCLUSIONS AND FUTURE WORK

This dissertation explores how we can increase the reliability, lower the cost, raise the

performance and improve the manageability of data center networks through the wiring

topology of the network. With a small amount of controlled asymmetry and a cross-layer

architecture to take advantage of that controlled asymmetry, we can design better data

center networks.

Specifically, we make the following contributions:

� A Fault-tolerant Engineered Network: This dissertation presents F10, a novel fat-tree

topology, routing algorithm and failure detector to achieve near-instantaneous restora-

tion of connectivity and load balance after a switch or link failure. Our approach op-

erates entirely in the network with no end host modifications, and experiments show

that routes can generally be reestablished with detours of two additional hops and no

global coordination, even during multiple failures.

� Subways: We also present Subways, a novel way to wire ToR switches to reduce con-

gestion and the cost of the network. By connecting to the ToR switches of neighboring

racks, we allow servers to dynamically balance load and decrease peak utilization. Our

approach is compatible with any multi-rooted ToR interconnection network and main-

tains most of the benefits of existing designs (e.g., cheap, short cables from the server;

wire bundling; a backward-compatible, rack-based architecture; etc.).

A significant open question for both of these innovations is adoption. Subsequent to

the work described in this thesis, data center operators have explored asymmetrical topolo-

gies [64, 57] as they provide more resilience to simultaneous failures than a classic folded Clos
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network. As localized recovery using AB Clos networks requires network switch support,

it is likely that further progress will be enabled by the next generation of reprogrammable

switches [18]. For Subways, as we mentioned, a crucial question guiding adoption will be

the relationship between total cost of ownership and application performance. Although

we have shown that communication-intensive applications can show a large benefit to the

Subways approach, fully quantifying operational costs are beyond the scope of this thesis;

they depend on technology and business-specific issues.

Although this thesis has made progress toward understanding how to improve the fault

tolerance, cost, performance and manageability of data center networks, several additional

questions merit future work:

Assisting network operators with failure diagnosis. While F10 tries to quickly and

gracefully handle locally-detectable network failures, other types of failures also exist and

are becoming increasingly prevalent with the size and complexity of the network; end-to-

end failures, performance issues, and network-level misconfigurations are all examples of

errors that also need to be handled quickly and gracefully in data centers. An important

challenge in this space involves failure localization. Modern data centers have a glut of path

diversity—between a given source and destination server, packets can take one of hundreds

and sometimes thousands of potential paths and, with ECMP, will do so transparently to the

end hosts. When a failure occurs that cannot be detected without end-to-end metrics, it can

be almost impossible for hosts to tie the failure back to a particular hardware component.

One approach is to actively probe paths using traceroute. While traceroute can catch

some types of failures, the large path diversity means that coverage is difficult to achieve

without very high overhead. This is true when trying to cover all paths in the network and

is also true when trying to detect gray failures that drop packets at a relatively low rate.

We observe that transparent routing is not a necessity. For instance, when ECMP

chooses a next hop for a packet, it does so in an intentionally simple, deterministic fashion.

A potential direction is therefore to explore how to enable cooperation between end hosts
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and the network for the purpose of failure localization.

Handling misconfiguration. Another challenge in the space of failure handling is the

ability to tolerate and recover from misconfiguration. This is a very challenging problem

as networks, by their very nature, are connected—a change in one part of the network can

necessitate changes elsewhere. For instance, when a data center operator adds/removes an

IP prefix from a rack of servers, the network may need to distribute new BGP updates to

the rest of the network to ensure that the new prefix is routable. If she mistakenly added

a prefix that is too large, a great deal of traffic can be incorrectly diverted to the rack. If

the routing updates trigged latent bugs in the BGP implementation, the entire network can

go down. Instead, it may be possible to co-design better topologies, routing protocols and

control planes such that incorrect and poisonous routing updates cannot propagate from

one region of the network to another.

Incremental upgrades/expansion. Subways showed that it is possible to expand per-

server bandwidth incrementally with minimal wiring and downtime. Is the same possible

when adding to all or part of the data center network backbone? When adding new servers?

What about the wide-area network that connects data centers to each other and to edge

deployments located in Internet Points-of-Presence (PoPs)? Network operators have exist-

ing mechanisms to add capacity and servers to the network, but as this was not an original

goal of Clos networks, so-called ‘network provisioning’ techniques often involve downtime

and/or inefficient use of ports. Again, it may be possible to design better topologies and

data center architectures that are explicitly optimized for simple and efficient growth.

Smart switches. Finally, we note that today’s switches are extremely flexible and powerful.

The underlying switch ASIC (application-specific integrated circuit) provides a vast array

of detailed statistics and configuration options. In addition, switches include relatively-

powerful general-purpose CPUs—often with multiple cores—which are able to run fairly

complex control logic.

Traditionally, most of this power and flexibility has been hidden from network operators
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by switch vendors. This has changed with the advent of sophisticated data center opera-

tors like Facebook and Google that both need additional control/flexibility and have the

resources to use advanced switch features. F10 leverages this flexibility for custom, local

failure handling at the switch; however there is much more potential for innovation.

For example, network operators could gather fine-grained network statistics, perform

arbitrary computation over them, and set applicable configuration values all on the local

switch. This is in contrast and complementary to Software-Defined Networking (SDN) which

assumes simple switches (for generalizability) and a coarser-grained, centralized control

plane. A fast, local control loop opens up an entirely new design space for network load

balancing, control plane protocols, and failure detection/recovery techniques.

More broadly, data center networks are an essential technology that has enabled the

move towards cloud computing. We have shown in this thesis that topological asymmetry,

coupled with cross-layer protocol changes, can significantly improve data center networks

along a number of dimensions. As cloud computing becomes more ubiquitous, the stresses

on the data center network design are likely to intensify, and there remain a number of

important challenges yet to be addressed in this space.
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