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Rapid advances in data collection, storage and processing technologies are driving a new, data-driven paradigm in science. In the life sciences, progress is driven by plummeting genome sequencing costs, opening up new fields of bioinformatics, genomics, and systems biology. The return on the enormous investments into the collection and storage of the data is hindered by a lack of curation, leaving significant portion of the data stagnant and underused. In this dissertation, we introduce several approaches aimed at making open scientific data accessible, valuable, and reusable.

First, in the Wide-Open project, we introduce a text mining system for detecting datasets that are referenced in published papers but are still kept private. After parsing over 1.5 million open access publications, Wide-Open has identified hundreds of datasets overdue for publication, 400 of them were then released within one week.

Second, we propose a machine learning system, EZLearn, for annotating scientific data into potentially thousands of classes without manual work required to provide training labels. EZLearn is based on an observation that in scientific domains, data samples often come with natural language descriptions meant for human consumption. We take advantage of those descriptions by introducing an auxiliary natural language processing system, training it together with the main classifier in a co-training fashion.

Third, we introduce Cedalion, a system that can capture scientific claims from papers,
validate them against the data associated with the paper, then generalize and adapt the claims to other relevant datasets in the repository to gather additional statistical evidence. We evaluated Cedalion by applying it to gene expression datasets, and producing reports summarizing the evidence for or against the claim based on the entirety of the collected knowledge in the repository. We find that the claim-based algorithms we propose outperform conventional data integration methods and achieve high accuracy against manually validated claims.
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Chapter 1

INTRODUCTION

Data-intensive paradigm in science

With the beginning of the 21st century, the data-intensive paradigm [113] has been transforming science. Oceanography studies are equipping ships with high-throughput sensors, collecting terabytes of data to be processed and analyzed back on shore (e.g. UW eScience Oceanography collaboration [230]). In Astronomy, projects like the Sloan Digital Sky Survey (SDSS) [69] are systematically scanning the night sky, generating hundreds of terabytes of high-resolution images of stars and galaxies. In Physics, experiments like the Laser Interferometer Gravitational-Wave Observatory (LIGO) [1] and Large Hadron Collider (LHC) are processing streams of hundreds of gigabytes of data per second, making automated decisions on what to keep for future analysis. Biology has been transformed by an explosion of sequencing and other bio-technologies. Less than 20 years after the completion of Human Genome Project, NCBI Sequence Read Archive (SRA) [154] stores over 10 PB of sequencing data.

All these data lead to specialization, which is a key attribute of the data-intensive paradigm: the scientists and engineers producing the data are no longer the same as those who are performing the analysis [113]. This separation leads to the fact that data needs to be shared or transferred from producers to consumers. According to Jim Gray, the separation means that the data-intensive scientific process can be decoupled into three components: capture, curation, and analysis [113]. Here, curation is not strictly necessary, but it is a common step that occurs in some situations as we will show later. Data and knowledge curation, which includes questions like data storage, quality control and discoverability (e.g., problems that arise after the data capture, but before the actual analysis takes place) is
going to be the main topic of this thesis.

According to Renée Miller, data curation includes all the processes needed for principled and controlled data creation, maintenance, and management, together with the capacity to add value to data [172]. A narrower definition of curation from BioCreAtIvE glossary states that the aim of curation is to “transform information contained in free text (scientific literature) to information stored in form of a structured database record.” We will adopt a broader view and consider curation to be all activities that deal with organizing the data, performing quality control procedures, making the data discoverable and pre-processing it for easier digestion by a downstream analyst. The separation between the curator and analyst is the key abstraction here — multiple researchers can use the same dataset and so it is advantageous to avoid repeating the curation step. Furthermore, curation will often deal with making data useful for future uses, making the problem harder as it can be difficult to predict ahead of time what aspects of the data will be of value.

For the purposes of this thesis, we adopt the following working definition of data curation introduced by Cragin et al [49]: *Data curation is the active and on-going management of data through its lifecycle of interest and usefulness to scholarship, science, and education; curation activities enable data discovery and retrieval, maintain quality, add value, and provide for re-use over time.*

What are the circumstances that make the curation problem interesting for us? Projects like SDSS, LIGO, and LHC are predicated on exclusive access to special equipment – data capture is centralized (telescopes and particle accelerators are extremely expensive) and curation problem is solved at the source. This centralization makes it possible, for example, for SDSS to provide convenient access to its publicly released data, through specially developed API against consistent internal data. In contrast, Molecular Biology is extremely decentralized — hundreds or even thousands of labs around the world can afford to have their own data capture equipment, develop their own measurement protocols, and collect data about incredibly diverse biological questions. This diversity and decentralization exacerbates the curation problem — even though all the data can be stored in the public centralized repos-
itory (e.g., NCBI Gene Expression Omnibus (GEO)), metadata standards are lacking and each submitted dataset is unique in its own way. Semantic heterogeneity arising in these scenarios is the main focus of several projects in this thesis (see Chapter 4).

The main goal of improving curation is making productive data sharing and reuse easier, but why is that important? Specifically, in this context we understand data sharing to mean transfer of data (or access to data) between research groups, potentially located in different universities and even countries. Data sharing activities within a single research group is excluded as it is presumably facilitated by in-person discussions and explanations reducing the need for curation activities. Unlike intra-lab data sharing, public data sharing allows people unaffiliated with data producers to perform secondary analyses and reproduce primary results. Both of these aspects are crucially important: reproducing the original findings increases the overall quality of science being done, helps catch errors earlier and disseminates knowledge about the methodology. Secondary analysis opportunities are even broader: publicly shared datasets make studies possible that were not possible before (e.g., by combining two datasets from different competing labs), democratize access to scientific research opportunities (e.g., people with access to modest commodity computational resources can now advance scientific knowledge, without access to expensive data producing labs) and spur advances in processing algorithms by people who would not have considered studying them.

If we accept that curation is important, who should be responsible for the curation process in a decentralized model employed by molecular biology? From the data capture side, producers are numerous and getting them all to agree to the same standards and workflow practices might be challenging (see Section 2.5 for discussion of workflow management systems). On the analysis side, analysts are expected to use multiple disparate datasets and it is inevitable that the same datasets are going to be reused time and time again, making duplication of efforts on the analyst side an undesirable effect of any system that will push curation to the analysts. In this thesis, we argue that a third-party, running centralized curation services at the level of the entire repository, is the right way to approach this problem.
Thesis statement: Public centralized scientific data repositories enable data reuse and secondary analyses. Machine learning techniques, deployed as repository-scale curation services, can improve data reuse, facilitate data discovery, enforce policy compliance, and enable reproducibility.

Public repositories of transcriptomics data and curation problem

An increasing amount of data is being produced by researchers in life science every year. A significant portion of this data is ultimately ending up in public large-scale repositories like NCBI Gene Expression Omnibus (GEO). Established in 2000, GEO contains over 90 thousand datasets collected in Series (GEO Series, with accession numbers starting with “GSE”) with over 2 million processed samples as of February 2018. While the datasets submitted to GEO have to be “MIAME-compliant”, it doesn’t mean that they are computationally discoverable or curated. The MIAME standard (Minimum Information About a Microarray Experiment, [28]) does not require that the annotations be machine-readable or use a controlled vocabulary, making large-scale computational studies challenging. GEO curators also manually assemble submitted Series into Datasets (accession numbers starting with “GDS”) that provide comparison and analytics tools called GEO Profiles. Unfortunately, this curation process is struggling to catch up with an explosive growth of datasets being submitted to GEO (see Figure 1.1a).

As a part of project called Wide-Open (see Chapter 3), we have processed 1.5 million papers from PubMed Central Open Access dataset attempting to assess usage of data from GEO repository. In addition to general information (e.g. title, journal, publication date) we have extracted a list of GEO datasets used by each paper using a regular expression search for GSE[0-9]+ regex. This approach allows us to estimate usage data of GEO datasets by open-access publications.

We observe (Figure 1.1b) that there has been an increase in the number of integrative

\[\text{an accession number is a unique identifier, associated with a record in the public data repository, such as GEO.}\]
Figure 1.1: a) Total number of human samples submitted and curated in GEO. Curation is defined as being assembled into Geo DataSets (GDSs). b) Number of integrative studies found in the PubMed Centeral corpus of open access papers plotted over years. Only studies using datasets from Affymetrix U133 Plus 2.0 platform were considered. c) The median number of samples used by an integrative study using data from Affymetrix U133 Plus 2.0 platform vs number of available samples with matching tissue (based on EZLearn tissue labels).
papers (we define them as those that reference at least 3 different GEO Series). This increase is an encouraging finding — one of the goals of GEO was to facilitate research collaborations and data reuse, and integrative papers are one indicator of such reuse taking place. In contrast, when we look at the median number of samples used by integrative papers, we notice a rather slow uptake of data by researchers. Comparing this slow growth with a general trend of an increasing number of samples available every year, our finding suggests that there might be some factor that is inhibiting researchers from using more of these data.

There might be several potential reasons for this poor reuse:

- **Statistical challenges related to integrating multiple datasets.** Aggregating data from multiple sources presents a multitude of statistical challenges: different microarray platforms can have different numbers of probes, different platforms might provide results on different scales (e.g. RNA-Seq vs microarrays), different experimental conditions might perturb the gene expression in different ways, batch effects related to different labs processing samples, or data required for analysis might be simple missing (e.g. another microarray platform is not sensitive enough to detect splice variants). All of those are real challenges that, in our opinion, highlight the need for better statistical tools in our toolbox. Computational biology and bioinformatics community has already developed methods to deal with batch effects [126], approaches to deal with different platform scales [192] and even different numbers of probes among them [39].

- **Shift of research interests over time.** Perhaps older datasets are just no longer interesting to researchers? However, a simple statistic suggests that this might not be the case: over 35% of the third-party datasets referenced by open access papers since 2013 are five years old or older. Additionally, we would argue that at the very least, control samples from older studies remain valuable as controls, provided there are researchers can easily find those extra samples and incorporate them in the study using appropriate

---

2 defined here as those that were released at least two months before the paper was published, a conservative definition
statistical tools.

- **Lack of curation.** It is challenging to estimate the impact of curation on data reuse, but rough estimates (comparing number of re-uses of the series that are part of a curated dataset vs stand-alone ones\(^3\)) and observational studies [194] suggest that curation does indeed help increase reuse probability.

We have attempted to estimate the potential effect of curation using the following experiment: using tissue annotations from *EZLearn* project (Chapter 4), we have estimated an upper bound of the number of possible samples that each integrative paper could have used then compared to what they have actually used (Figure 1.1c). The estimate is based on the number of samples available in the GEO repository annotated with the same tissue type as was used in the paper and published earlier than the most recent dataset referenced by the paper. That is, later datasets could not have been used by the author, and datasets with different tissue type were not relevant. While there are multiple reasons why this is an upper bound (e.g. some of the tissue-matched samples might be unusable due to their experimental condition or data quality issues), it is instructive to observe that the number of datasets that are used is not growing nearly as fast as our estimated upper bound. This suggests that curation might indeed be a bottleneck - more data is readily available in the repository than is used by integrative papers, motivating our thrust of work in the direction of data curation.

*Reproducibility efforts*

Reproducibility and replication are issues of great importance in science, and have motivated significant work on the topic. Larson and Sandberg [146] found in 2006 that less than half of the samples submitted to GEO had raw data attached to them that satisfied basic quality control metrics. A significant increase in the number of samples submitted to GEO since that

\(^3\)a caveat here is that datasets chosen for curation might be more "interesting" to begin with
time suggests that absence of data might no longer be a limiting factor. Out of 125 papers submitted to Biostatistics from July 2009 to July 2011, only 21 contained corresponding source code or data and 5 have passed an optional reproducibility review offered by the journal editors [190]. An attempt [124] to computationally reproduce 18 studies from Nature Genetics was successful in reproducing only 8 results (two of them were “reproduced in principle” and six more were “reproduced partially or with some discrepancies”). While half of the failed reproductions were due to outright missing data, another half was due to methods not being described in enough detail or missing software. A case study attempting to reproduce a computational biology paper [83] estimated that it took a novice user 280 hours to reproduce results of the paper while having access to the first author of the paper under consideration to ask questions. While one could envision a completely automated computational solution for such in-depth reproducibility (likely an AI-complete problem), it is prudent to have higher-level screening systems in place that would check the plausibility of the claims based on the provided data and cross-check them against other datasets available in the repository.

Several recent projects [191, 107] are attempting to summarize off-the-shelf methods for assisting with producing reproducible research (e.g., containers, source code version control, data provenance tools), but those efforts face issues similar to workflow tracking systems. The database community is also actively involved (e.g., Computational Reproducibility tutorial at SIGMOD 2012 [77]).

In this dissertation, we propose a system (Cedalion\(^4\)) that provides a way to express and execute data-driven claims from research papers (e.g. gene X’s expression is higher in group A vs group B) against their source datasets. Furthermore, in some circumstances Cedalion can even generalize the claim, finding other related dataset from the GEO repository (leveraging our own tissue annotation from EZLearn project) and automatically validating the claim in them. We believe that a system like Cedalion that can both help with assessing

\(^4\)In Greek mythology, Cedalion was a servant of Hephaestus [65].
reproducibility of old studies and help make new studies more reproducible from the start by encoding the claims made in a formal language is useful.

Outline

The rest of this dissertation is organized as follows:

- Chapter 2 will provide an overview of data curation and exploration efforts related to the field of genomics.

- Chapter 3 will introduce *Wide-Open*, a text mining system we use to track data citations in reuse in open access literature. In addition to elucidating the patterns of data reuse, *Wide-Open* also allows us to track datasets that are “overdue” for publication — they are referenced from a published papers, but are not made available themselves.

- Chapter 4 will introduce *EZLearn*, a general data curation framework leveraging a concept of *organic supervision* to produce high-quality data annotations in scientific domains. We will demonstrate that *EZLearn* outperforms prior state of the art supervised approaches without using any manually labeled data.

- In Chapters 5 and 6 we will explore two computational approaches for analyzing genomics datasets obtained by *Wide-Open* and curated by *EZLearn*. Specifically, we will introduce DISCERN — a method for detecting differentially regulated genes based on data samples gathered from two conditions (e.g. cancer and normal) and Pathway Graphical Lasso — a method for reconstructing gene regulatory networks using additional “pathway assumption.”

- Chapter 7 will introduce Cedalion, a system that allows interested parties to express scientific claims from papers, validate them against the data associated with the paper, then generalize and adapt the claims to other relevant datasets in the repository to gather additional statistical evidence.
• We conclude in Chapter 8 by discussing limitations of current work and looking forward at potential next steps.
Chapter 2

RELATED WORK

Data curation spans a wide range of different methods and approaches, both general-purpose and domain-specific. In this section, we will review prominent related work in general data curation field, taking special interest in the approaches that deal with curating gene expression data. We will then discuss curation approaches specifically aimed at scientific data, including tools for knowledge discovery and workflow management.

2.1 General data curation

Knowledge base construction (KBC) is the process of populating a knowledge base with information extracted from documents and structured sources [206]. Some data curation tasks can be viewed as a special case of KBC, where, for example, a tissue curation system for GEO will collect a knowledge base of facts of the form (sample, tissue). Furthermore, KBC can be viewed as part of the curation process aimed at increasing the value of the raw data by constructing semantically meaningful knowledge bases on top of it (e.g., Literome [196] project curated abstracts of scientific papers by extracting implied facts from them).

DeepDive [182] is a hybrid system for Knowledge Base Construction and Data Curation that leverages advances from fields of database research and machine learning. DeepDive democratizes the use of distant supervision [173] by making it easy for users to write feature extractors (functions that extract information from raw data, e.g. extracting entities from the document, or extracting a phrase from a sentence that is between two entities) and supervision rules (e.g. if FreeBase mentions some fact, then there is a decent probability it is true, but lack of mention doesn’t prove anything).

Shin et al [219], authors describe methods for speeding up incremental KBC in the
DeepDive framework. They employ both standard database techniques (incremental view maintenance using DRed algorithm [101]) and novel approaches for the inference stage of the DeepDive system: 1) They precompute a number of preliminary samples ahead of time, that are then used in a Metropolis-Hastings scheme to get a correct distribution. 2) Once the precomputed samples are exhausted, they employ variational approach. Specifically, they draw a number of samples from the original factor graph, construct the covariance matrix and then solve the inverse covariance estimation problem [9] to get a sparse approximation, producing a reduced factor graph that is then used for the direct inference.

Ratner et al [205] describe the feature construction portion of the DeepDive-like system. Data Programming is a paradigm that allows analysts to define a set of noisy labeling functions (heuristics) that can each annotate a portion of the dataset of interest. An inference algorithm is then run on the data to simultaneously learn confidence in each labeling function (and structure between them) and produce a final ‘consensus’ labeling of the dataset. One of the most interesting aspects of this work is ability to handle explicit hints about dependencies among labeling functions. The system supports similar, fixing, reinforcing, and exclusive dependency predicates that are then converted into factors in the labeling function factor graph. While promising, data programming also has limitations: some of the datasets used as examples in the paper required over a hundred labeling functions, and the example that used just 7 functions had only 7% coverage of the dataset.

Clearly, a more unsupervised approach would reduce the effort needed for curation, but it is very challenging to achieve in a general case. In this work, we will present a method that takes advantage of multiple modalities that are sometimes available in the data. Specifically in the case of gene expression, we will use both raw gene expression data and human provided text descriptions to derive the final labels.

A different approach to data curation is presented in [227]. Data Tamer is a system for scalable, incremental data curation in an enterprise setting, with an input from a large group of non-programmer domain experts (DEs). In Data Tamer, an administrator (DTA) designates a set of input sites (collections of records with key-value pairs) and wants to have
a combined relational database at the end with a pre-defined or learned schema. The paper considers several use-cases ranging from a fixed output schema in a health services application, to a completely free-form web aggregated data without any predefined schema. Major tasks performed by Data Tamer are deduplication and attribute mapping. Deduplication is achieved by training a Naïve Bayes classifier to detect duplicate pairs, followed by clustering of duplicate entities. Data Tamer also maps attributes from different sites into a common schema by leveraging a set of pluggable experts (four built-in experts are fuzzy string matching, TF-IDF cosine similarity between data values, Jaccard similarity for categorical valued columns, and Welch’s t-test for real-valued ones).

A separate category of methods is being developed for data cleaning [45]. Systems like ActiveClean [142] provide tools for data scientists to actively inspect their data while building machine learning models to get rid of or repair dirty data (e.g. outliers, missing data). Data cleaning tools are a necessary and important step in the pipeline that sits above data curation — cleaning tools expect to get a labeled dataset, while curation system like EZLearn and DeepDive are aimed at producing those datasets. At the same time, cleaning tasks might be very domain dependent. In biology, for example, there is a wide array of tools for quality control of data produced by microarray [253] and RNA-Seq experiments [128].

2.2 Curating Gene Expression data

Large-scale independent microarray studies [163, 221, 179, 51, 111, 144] suggest that there is a growing interest in understanding tissue-specific or subtype-specific (e.g., in case of cancer) differences among biological samples. On the other hand, there has been a limited number of integrative studies on the topic [114, 71, 97, 212], highlighting the need for curation.

A prominent prior work on the topic of data curation, as applied to gene expression datasets is work by Lee at al[153], which introduced Unveiling RNA Sample Annotation (URSA). URSA a supervised classifier method, meaning that it requires labeled training data to create a model. In their work, Lee at al have manually constructed an annotated dataset of over 14 thousand samples they have used for training URSA.
URSA method consists of two parts: a support vector machine (SVM) one-vs-all classifier that predicts probabilities of the sample being part of a particular tissue and a Bayesian network-based correction (BNC) [12]. An SVM [29] is a discriminative classifier [156] that takes as input positive and negative examples of particular tissue type (selected in an ontology-aware manner) and finds a linear decision boundary that the maximizes margin between the two classes. An ontology-aware sample selection is done by considering all descendants of a particular term as positive examples, excluding all ancestors and then considering all the remaining samples as negative examples. An SVM trained with this procedure will be a one-vs-all SVM — it will be able discern if a particular sample is, say *leukocyte*, but will not be able to provide a correct label if the answer is negative. Thus, a separate SVM needs to be trained for every term we want to distinguish.

A Bayesian Network Correction is done to promote coherence between predictions of all the term-specific SVMs. For example, if an SVM classifier responsible for *leukocyte* gives 0.7 probability of the *leukocyte* label being correct, classifier for *blood* is reporting 0.9, and classifier for *liver* is also at 0.7, then BNC will prefer to choose *leukocyte*, as it is better supported by predictions for the related tissues (*blood* in this example). BNC works by constructing a Bayesian network that mirrors the ontology tree structure (with the whole body node at the top, and specific tissue types as leaf nodes at the bottom) and adding an observed node for each tissue representing an output from the SVM classifier. With this construction, latent variable nodes represent true label, which are inferred using standard BN inference methods [148].

One major shortcoming of the URSA method is that it is a supervised method that requires labeled training data. Manually labeling data is a costly process, especially in the case of scientific data curation, where some non-trivial level of domain knowledge is required and the task cannot be easily outsourced to a crowdsourcing service like Amazon Mechanical Turk. Additionally, based on empirical observations, URSA tends to very confidently predict general terms (e.g. *blood*).
Table 2.1: Comparison of GEO search vs *EZLearn* as validated against manually curated samples from [153]

<table>
<thead>
<tr>
<th>Term</th>
<th>GEO search</th>
<th>EZLearn</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>&quot;liver&quot;</td>
<td>40%</td>
<td>57%</td>
</tr>
<tr>
<td>&quot;kidney&quot;</td>
<td>59%</td>
<td>100%</td>
</tr>
</tbody>
</table>

### 2.3 Repository access tools

NCBI provides the authoritative tool for querying GEO repository\(^1\) that consists of a web interface as well as an API. While comprehensive (all data available in GEO is by definition exposed through the official interfaces), it lacks support for basic semantic search functions. For example, if you want to search for microarray expression data from a specific human tissue, then you would use a query similar to this one: `liver[All Fields] AND "Homo sapiens"[Organism] AND GPL570[All Fields] AND ("gsm"[Filter])`. This query would execute a full-text search across description fields of all Human samples from Affymetrix U133 Plus 2.0 platform (GPL570). Using *EZLearn* on the other hand, one can just query tissue annotations directly, obtaining a precise set of samples curated to a specific tissue. Table 2.1 demonstrates that *EZLearn* is far superior in terms of both precision/recall compared to regular GEO search.

If one wants to do an analysis of GEO data, then there are two interfaces available: GEO Profiles and GEO2R. GEO Profiles is an integrated tool based on manual curation efforts undertaken by GEO curators. It is operating over processed GEO data taking advantage of manual annotation, so features like “compare expression of gene X between smokers and nonsmokers in dataset Y” are readily available. The downside of GEO Profiles is that it can only operate over limited subset of GEO data that was manually processed by GEO curators.

\(^1\)https://www.ncbi.nlm.nih.gov/geo/
GEO2R on the other hand is a tool that allows users to explore non-curated datasets: users are invited to manually split a dataset into sections of interest, and run some analysis that are available in R package \textit{limma}. Under the hood, GEO2R is constructing and executing an R script that actually fetches the data and performs the analysis, hence the name.

In 2008, Liu et al [159] have introduced TiGER — a database of tissue specific expression and regulation. TiGER was based on NCBI EST dataset containing data from just 30 tissues and allows easy visualization of things like observed tissue-specific gene expression and predicted tissue-specific transcription factor (TF) interactions.

### 2.4 Hypothesis Generation and Discovery

Public repositories of diverse data like GEO make the idea of automating science seem to be within reach. Just like a human researcher, an AI system can gain the partial understanding of the world based on publicly available data (not to mention reading the published papers), formulate a set of new hypothesis on the boundary of this knowledge and execute experiments (physical or computational) to prove or disprove them. In fact, over a decade ago, a robot scientist named Adam [137] was already on the way to achieving just this goal. Adam was capable of formulating new hypothesis and carrying out wet-lab experiments to validate them, making the first novel scientific discovery in 2009 [136]. While Adam was specialized to the specific field (yeast functional genomics), a system that would rely on computational experiments or an interface with a cloud experiment provider [108] can potentially explore a much wider variety of research directions, while being completely confined to a computational agent.

Duggan et al. [65] describe Haphaestus, a system that can potentially allow scientists to encode their data-intensive research directions as \textit{virtual experiments} (VE). Scientific hypotheses, expressed as VEs, can then be executed against the public data repository, with Haphaestus taking care of performing the statistical analysis and deciding on the optimal plan for executing the expressed query. Multiple challenges remain, two of the major ones being curation quality and p-hacking concerns. Similar concerns will be applicable to many
automated scientific discovery systems [225], so it is prudent to look into each separately.

First, the current state of data curation in biomedicine might be lacking for such systems to be deployed at the repository-scale. As shown in the previous section, simply querying the repository for samples from a particular tissue type already gives results of poor quality. Tissue type is going to be just a small part of a much broader experimental covariate (e.g, using Experimental Factor Ontology [165]) curation system that will be needed to address this issue. EZLearn (Chapter 4) can play a role in helping solve at least part of this curation challenge.

Second, any system that would provide large degree of automation for hypothesis mining will be susceptible to p-hacking issues [123, 263]. P-hacking, or data dredging [223] is commonly shunned, but widely used practice of torturing the data until it confesses [121]. Any algorithm or scientist evaluating a large number of hypotheses using statistical tests would invariably find something “significant” just by random chance. If one would run millions of tests, number of these false discoveries can far outstrip number of real things. Developing approaches to bound false discovery rate is a fruitful area of research in statistics, but in practical matters, it is prudent to control number of baseless hypothesis tested. Baseless is an important distinction here, as our prior level of confidence in a set of hypotheses is strongly related to our false discovery rate [123]. Recognizing this potential issue, we will focus only on claims made by published papers in our discussion of automatic claim execution in Chapter 7.

2.4.1 Hypothesis Discovery Tools in Genomics

Several systems were recently proposed in the functional genomics space, implemented as Shiny R applications, but they all suffer limitations due to the heterogeneous and unstructured nature of the datasets in GEO. ScanGEO [140] is limited to manually curated portion of GEO, comprising of less than 10% of all samples. ShinyGEO [66] allows one to analyze any available dataset but is limited to one dataset at the time analysis and requires users to provide exact mapping of their query to the underlying schema of the data through a
GUI interface. GEOOracle [58] uses machine learning and text-mining techniques to extract perturbation experiments from GEO datasets and visualize the results of the differential expression. None of the approaches support automatic extension of an analysis to related data or work directly from the scientific claim to formulate the data-analysis hypothesis.

2.5 Workflow systems as an alternative to repository curation services

A possibly attractive solution to the problem of data curation would be to encourage or require everyone to use a standardized set of tools to capture their data processing pipelines, providing curation as a by-product as every step will be tracked in such a workflow system [33, 183, 10, 207]. For example, Synapse system by Sage Bionetworks “allows researchers to share and describe data, analyses, and other content” by providing them tools to “describe these data or analyses, where they come from, and how to use them.” Tracking each data sample from its creation through all transformation until the final product will surely give us better understanding of what is going on in the dataset, but what are the downsides of such systems?

First, of course, is an increased burden on the users — workflow systems by definition will disrupt the usual analysis workflow. In a world where data sharing is not yet universally practiced [194, 112, 72], imposing additional barriers can be detrimental. In contrast, in this thesis, we emphasize server-side tools that operate repository-wide to support curation and reproducibility. This is a conscious trade-off — we believe that getting as much of the “dirty” data into the repository as possible using carrots (with automatic curation after the fact) is better than trying to get “clean” data with a stick.

Second, curation is inherently forward-looking process, trying to optimize utility of the data for future use cases. It is thus difficult to predict what annotations are going to be needed, making a system that tries to capture as much information as possible pushing into the regime of diminishing returns. On the other hand, a system like EZLearn (Chapter 4) that processes raw unstructured data without relying on manually provided labels can tolerate ontology drift that is naturally expected of bleeding edge scientific endeavours.
2.6 Summary

The methods presented in this thesis will be set apart from prior work along the following dimensions: In *EZLearn* (Chapter 4) we will demonstrate that the curation can be a repository-side service, working without manual supervision or altering the workflow of data providers in any way. In *Wide-Open* (Chapter 3) we will reinforce this idea, showing that policy compliance can be enforced at the repository level as well. In *Cedalion* (Chapter 7) we will demonstrate that a way to avoid p-hacking concerns during hypothesis processing is to be grounded in the claims already made in the published papers by starting with addressing reproducibility issues first.
Chapter 3

ENFORCING OPEN DATA POLICY COMPLIANCE USING TEXT-MINING

3.1 Tracking dataset references in open access literature

Advances in sequencing and other bio-technologies have led to an explosion of biological data. Figure 3.1 shows the remarkable growth in the number of gene expression samples in the NCBI Gene Expression Omnibus (GEO) repository [47]. As of February 2017, GEO contains 80,985 public datasets and 2,097,543 samples, spanning hundreds of tissue types in thousands of organisms. Making such a wealth of data publicly available not only facilitates replication, but also generates new opportunities for discovery by jointly analyzing multiple datasets [209].

Consequently, journals and repositories have increasingly embraced the open-data policies. For example, PLoS journals require authors to “make all data underlying the findings described in their manuscript fully available without restriction” [24]. GEO requests that authors should inform them “as soon as your manuscript is published so that we can release your records and link them with PubMed”. Enforcing such policies, however, largely relies on manual efforts. Authors often forget to notify repositories when their papers get published. Repositories such as GEO resort to periodically checking private datasets to determine if they should be released, and call upon users to notify them of overdue ones. Still, the lag between the date the paper is published and the date the data is released is significant and appears to grow over time.

To help address the opportunity cost of this “hidden data”, and to reduce the burden of manually keeping track of the release process for authors and repository administrators, we developed Wide-Open, a general approach that applies text mining to automatically detect
overdue datasets in a public repository. *Wide-Open* first scans PubMed articles for dataset unique identifiers (UIDs) using regular expressions. It then determines the validity of each candidate UID, and for valid UIDs, whether the corresponding datasets have been released. To determine if the dataset has been released, *Wide-Open* calls the repository’s Web API for accessing datasets and searches for signature textual patterns in the query result. When there exists a database that indexes many publicly released datasets, *Wide-Open* will first check the UIDs using the database to minimize unnecessary Web API calls.

To evaluate the effectiveness of this approach, we applied it to two popular NCBI repositories: Gene Expression Omnibus (GEO) and Sequence Read Archive (SRA). To scan PubMed text for accession numbers, *Wide-Open* uses the regular expression GSE[0-9]+ for GEO, and SRX[0-9]+ for SRA. For each candidate accession number, *Wide-Open* first checks GE-Ometadb [266] for GEO, and SRAdb [267] for SRA. A hit means that the dataset has been released. If not, *Wide-Open* calls the Web APIs for GEO (https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=<accession>) and SRA (https://www.ncbi.nlm.nih.gov/sra/?term=<accession>). The resulting page will then be parsed to determine if the accession
Figure 3.2: Number of GEO datasets overdue for release over time, as detected by Wide-Open. We notified GEO of the standing list in February 2017, which led to the dramatic drop of overdue datasets (magenta portion), with four hundred datasets released within the first week.

Specifically, for GEO, Wide-Open looks for strings such as “Could not find a public or private accession,” which signifies an invalid accession number, as well as strings such as “is currently private,” which signifies that the dataset is private. For SRA, the process is similar. The details can be found in our open-sourced code.

Wide-Open identified a large number of overdue datasets in GEO and SRA. Figure 3.2 shows the number of overdue GEO datasets over time. For each time point, we show the number of datasets referenced in prior publications but not yet released at the time of publishing. Notwithstanding some fluctuation, the number has been steadily rising since
the advent of next-gen sequencing. The oldest paper that references an overdue dataset was published in 2010. We have notified GEO of the overdue datasets Wide-Open had identified in February 2017. We received a prompt acknowledgement and noticed a dramatic drop in the number shortly after our exchange (the magenta portion; about 400 datasets were released within the first week). We applaud the quick action by GEO, and take this response as a promising sign that an automatic monitoring system like Wide-Open could help accelerate the release process. Out of the 473 datasets identified by Wide-Open on February 2017, 455 have been released by GEO since. Of the remaining eighteen candidates, only one is a true precision error (the accession number candidate GSE17200 actually refers to a soil name). Among the other seventeen cases, fourteen were identified due to typos by the authors who cited a wrong accession number, while the remaining three were legitimate datasets that could not be released either due to incomplete submission or privacy issues. In other words, Wide-Open attained a precision of 97%, even with author errors considered.

Wide-Open identified 84 overdue SRA datasets, as of March 2017. Next, we plan to contact SRA and work with them on verification and release of these datasets as well.

The time lag between submission and release has also steadily risen (Figure 3.3). GEO datasets that became public in 2006 took an average of 87 days from submission to release, whereas in 2016 the average delay was over 8 months. GSE2436 was submitted to GEO in March 2005 and was not made public until November 2016, an 11-year wait. While longer reviewing cycles might explain part of this increase[106], it seems clear that the rapid growth in the number of datasets would tax the manual release process and ultimately make it unsustainable.

While the initial progress is promising, much remains to be done. We need full text access to identify published datasets, which limits our current monitoring to the open access subset of PubMed Central (PMC). As of February 2017, this subset contains about 1.5 million papers, which is a small subset of PMC (4.2 million) and a fraction of PubMed (26 million). There are various ways to substantially increase the number of full-text articles for monitoring, thanks to the open-access movement. Publishers are increasingly open to grant-
ing text-mining licenses (see, e.g. http://text.soe.ucsc.edu/progress.html). Through our collaborators, we begin to have access to many more full-text articles on which we plan to run Wide-Open next. The number of private datasets is rather large. For example, GEO currently has over 10,000 datasets that remain private. We expect that many more overdue datasets could be identified with access to additional full-text articles.

Extending Wide-Open to a new repository consists of three simple tasks: creating regular expressions for dataset identifiers, identifying the Web API for dataset access, and adapting the query-result parser to distinguish between invalid IDs, datasets that have been released, and datasets that remain private.

### 3.2 Summary

In this chapter we have introduced Wide-Open, a text-mining system for detecting dataset references from full texts of open access papers and tracking their publication status. Wide-Open has been scanning papers from PubMed Center since February 2017, detecting hundreds
Figure 3.4: *Wide-Open* tracking result from February 2018, showing an initial drop in the number of overdue datasets, together with newly discovered ones.

of overdue datasets in GEO and SRA repositories. An updated version of the tracking plot is shown on Figure 3.4, demonstrating that *Wide-Open* is still actively detecting new overdue datasets.

The work in this chapter was first reported in [95]. *Wide-Open* is available under an open source license on [https://github.com/wideopen/datawatch/](https://github.com/wideopen/datawatch/). It is hosted at [https://wideopen.github.io/datawatch/](https://wideopen.github.io/datawatch/) and keeps monitoring publications and identifying overdue datasets.
Chapter 4

AIDING DATA DISCOVERY IN THE REPOSITORY BY BUILDING CURATION CLASSIFIERS

4.1 Introduction

The confluence of technological advances and the open data movement [176] has led to an explosion of publicly available datasets, heralding an era of data-driven hypothesis generation and discovery in high-value applications [194]. A prime example is open science, which promotes open access to scientific discourse and data to facilitate broad data reuse and scientific collaboration [80]. In addition to enabling reproducibility, this trend has the potential to accelerate scientific discovery, reduce the cost of research, and facilitate automation [209, 156].

However, progress is hindered by the lack of consistent and high-quality annotations. For example, the NCBI Gene Expression Omnibus (GEO) [47] contains over two million gene expression profiles, yet only a fraction of them have explicit annotations indicating the tissue from which the sample was drawn, information that is crucial to understanding cell differentiation and cancer [105, 102]. As a result, only 20% of the datasets have ever been reused, and tissue-specific studies are still only performed at small scales [194].

Annotating data samples with standardized classes is the canonical multi-class classification problem, but standard supervised approaches are difficult to apply in these settings. Hiring experts to annotate examples for thousands of classes such as tissue types is unsustainable. Crowd-sourcing is generally not applicable, as annotation requires domain expertise that most crowd workers do not possess. Moreover, the annotation standard is often revised over time, incurring additional cost for labeling new examples.

While labeled data is expensive and difficult to create at scale, unlabeled data is usually
in abundant supply. Many methods have been proposed to exploit it, but they typically still require labeled examples to initiate the process [25, 169, 73]. Even zero-shot learning, where the name implies learning with no labeled examples for some classes, still requires labeled examples for related classes [186, 224].

In this chapter, we propose EZLearn, which makes annotation learning easy by exploiting two sources of organic supervision. First, the annotation classes generally come with a lexicon for standardized references (e.g., “liver”, “kidney”, “acute myeloid leukemia cell” for tissue types). While labeling individual data samples is expensive and time-consuming, it takes little effort for a domain expert to provide a few example terms for each class. In fact, in sciences and other high-value applications, such a lexicon is often available from an existing ontology. For example, the Brenda Tissue Ontology specifies 4931 human tissue types, each with a list of standard names [98]. Second, data samples are often accompanied by a free-text description, some of which directly or indirectly mention the relevant classes (e.g., the caption of a figure, or the description for a gene expression sample). Together with the lexicon, these descriptions present an opportunity for exploiting distant supervision by generating (noisy) labeled examples at scale [173]. We call such indirect supervision “organic” to emphasize that it is readily available as an integral part of a given domain.

In practice, however, there are serious challenges to enact this learning process. Descriptions are created for general human consumption, not as high-quality machine-readable annotations. They are provided voluntarily by data owners and lack consistency; ambiguity, typos, abbreviations, and non-standard references are common [153, 209]. Multiple samples may share a text description that mentions several classes, introducing uncertainty as to which class label is associated with which sample. Additionally, annotation standards evolve over time, introducing new terms and evicting old ones. As a result, while there are potentially many data samples whose descriptions contain class information, only a fraction of them can be correctly labeled using distant supervision. This problem is particularly acute for domains with numerous classes and frequent updates, such as the life sciences.

To best exploit indirect supervision using all instances, EZLearn introduces an auxiliary
text classifier for handling complex linguistic phenomena. This auxiliary classifier first uses the lexicon to find exact matches to teach the main classifier. In turn, the main classifier helps the auxiliary classifier improve by annotating additional examples with non-standard text mentions and correcting errors stemming from ambiguous mentions. This co-supervision continues until convergence. Effectively, EZLearn represents the first attempt in combining distant supervision and co-training, using text as the auxiliary modality for learning (Figure 4.1).

To investigate the effectiveness and generality of EZLearn, we applied it to two important applications: functional genomics and scientific figure comprehension, which differ substantially in sample input dimension and description length. In functional genomics, there are thousands of relevant classes. In scientific figure comprehension, prior work only considers three coarse classes, which we expand to twenty-four. In both scenarios, EZLearn successfully learned an accurate classifier with zero manually labeled examples.

While standard co-training has labeled examples from the beginning, EZLearn can only rely on distant supervision, which is inherently noisy. We investigate several ways to reconcile distant supervision with the trained classifier’s predictions during co-training. We found that it generally helps to “remember” distant supervision while leaving room for correction, especially by accounting for the hierarchical relations among classes. We also conducted experiments to evaluate the impact of noise on EZLearn. The results show that EZLearn can withstand a large amount of simulated noise without suffering substantial loss in annotation accuracy.

4.2 Related Work

A perennial challenge in machine learning is to transcend the supervised paradigm by making use of unlabeled data. Standard unsupervised learning methods cluster data samples by explicitly or implicitly modeling similarity between them. It cannot be used directly for classification, as there is no direct relation between learned clusters and annotation classes.

In semi-supervised learning, direct supervision is augmented by annotating unlabeled
examples using either a learned model [181, 25] or similarity between examples [265]. It is an effective paradigm to refine learned models, but still requires initialization with sufficient labeled examples for all classes. Zero-shot learning or few-shot learning relax the requirement of labeled examples for some classes, but still need to have sufficient labeled examples for related classes [186, 224]. In this regard, they bear resemblance with domain adaptation [23, 55] and transfer learning [187, 202]. Zero-shot learning also faces additional challenges such as novelty detection to distinguish between known classes and new ones.

An alternative approach is to ask domain experts to provide example annotation functions, ranging from regular expressions [110] to general programs [205]. Common challenges include combating low recall and semantic drifts. Moreover, producing useful annotation functions still requires domain expertise and substantial manual effort, and may be impossible when predictions depend on complex input patterns (e.g., gene expression profiles).

**EZLearn** leverages domain lexicons to annotate noisy examples from text, similar to distant supervision [173]. However, distant supervision is predominantly used in information extraction, which considers the single view on text [200, 189]. In **EZLearn**, the text view is introduced to support the main annotation task, resembling co-training [25]. The original co-training algorithm annotates unlabeled examples in batches, where **EZLearn** relabels all examples in each iteration, similar to co-EM [181].

### 4.3 EZLearn

Let $X = \{x_i : i\}$ be the set of data samples and $C$ be the set of classes. Automating data annotation involves learning a multi-class classifier $f : X \rightarrow C$. For example, $x_i$ may be a vector of gene expression measurements for an individual, where $C$ is the set of tissue types. Additionally, we denote $t_i$ as the text description that accompanies $x_i$. If the description is not available, $t_i$ is the empty string.

Algorithm 1 shows the **EZLearn** algorithm. By default, there are no available labeled examples $(x, y^*)$ where $y^* \in C$ is the true class for annotating $x \in X$. Instead, **EZLearn** assumes that a lexicon $L$ is available with a set of example terms $L_c$ for each $c \in C$. We do not
assume that $L_c$ contains every possible synonym for $c$, nor that such terms are unambiguous. Rather, we simply require that $L_c$ is non-empty for any $c$ of interest. We use $L_c$’s for distant supervision in EZLearn, by creating an initial labeled set $D^0$, which consists of all $(x_i, t_i, c)$ where the text description $t_i$ explicitly contains at least one term in $L_c$.

To handle linguistic variations and ambiguities, EZLearn introduces an auxiliary classifier $f_T : T \rightarrow C$, where $T = \{t_i : i\}$. At iteration $k$, we first train a new main classifier $f^k$ using $D^{k-1}$. We then apply $f^k$ to $X$ and create a new labeled set $D^k_T$, which contains all $(t_i, c)$ where $f^k(x_i) = c$. We then train a new text classifier $f^k_T$ using $D^k_T$, and create the new labeled set $D^k$ with all $(x_i, c)$ where $f^k_T(t_i) = c$. This process continues until convergence, which is guaranteed given independence of the two views conditioned on the class label [25]. Empirically, it converges quickly.

For samples with distant-supervision labels, a classifier (main or auxiliary) might predict different labels in an iteration. Since distant supervision is noisy, reconciling it with the classifiers prediction could help correct its errors. The Resolve($\cdot$) function is introduced for this purpose. The direct analog of standard co-training returns distant-supervision labels if they are available (Standard). Conversely, Resolve could ignore distant supervision and
Algorithm 1 *EZLearn*

<table>
<thead>
<tr>
<th><strong>Input:</strong></th>
<th>Data samples $X$, text descriptions $T$, annotation classes $C$, and lexicon $L$ containing example terms $L_c$ for each class $c \in C$.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Output:</strong></td>
<td>Trained classifiers $f : X \rightarrow C$ (main) and $f_T : T \rightarrow C$ (auxiliary).</td>
</tr>
<tr>
<td><strong>Initialize:</strong></td>
<td>Generate initial training data $D^0$ as all $(x_i, t_i, c)$ for $x_i \in X$, $t_i \in T$, where $t_i$ mentions some term in $L_c$.</td>
</tr>
<tr>
<td><strong>for</strong> $k = 1 : N_{iter}$ <strong>do</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$f \leftarrow \text{Train}_{\text{main}}(D^{k-1}); D^k_T \leftarrow \text{Resolve}(f(X), D^0)$</td>
</tr>
<tr>
<td></td>
<td>$f_T \leftarrow \text{Train}_{\text{aux}}(D^k_T); D^k \leftarrow \text{Resolve}(f_T(T), D^0)$</td>
</tr>
<tr>
<td><strong>end for</strong></td>
<td></td>
</tr>
</tbody>
</table>

always return the classifier’s prediction ($\text{Predict}$). Alternatively, $\text{Resolve}$ may return all labels ($\text{Union}$) or the common ones ($\text{Intersect}$).

However, none of the above approaches consider the hierarchical relations among the label classes. Suppose that the text mentions both neuron and leukemia, whereas the classifier predicts leukocyte with high confidence. Our confidence in leukemia being the correct label should increase since leukemia is a subtype of leukocyte, and our confidence in neuron should decrease. We thus propose a more sophisticated variant of $\text{Resolve}$ that captures such reasoning ($\text{Relation}$). Let $c_1, c_2$ be the two labels from distant supervision and classifier prediction, respectively. If $c_1$ and $c_2$ are the same, $\text{Relation}$ returns $c = c_1 = c_2$. If they have a hierarchical relation, $\text{Relation}$ will return the more specific one (i.e., the subtype). Otherwise, $\text{Relation}$ returns none. If distant supervision or the classifier prediction assigns multiple labels to a sample, $\text{Relation}$ will return results from all label pairs. (In domains with no hierarchical relations among the classes, $\text{Relation}$ is the same as $\text{Intersect}$.)

We can use any classifier for $\text{Train}_{\text{main}}$ and $\text{Train}_{\text{aux}}$. Features for the main classifier are domain-specific and can be what any supervised approach might use. For the text classifier, we use standard $n$-gram features, which are effective in both applications we evaluated, though it is possible to tailor them for specific domains. Typically, the classifiers will take a
parametric form (e.g., \( f(x) = f(x, \theta) \)) and training with a labeled set \( D \) amounts to minimize some loss function \( L \) (i.e., \( \theta^* = \arg \min_\theta \sum_{(x,y^*) \in D} L(f(x, \theta), y^*) \)).

Generally, a classifier will output a score for each class rather than predicting a single class. The score reflects the confidence in predicting the given class. \( EZLearn \) generates the labeled set by adding all (sample, class) pairs for which the score crosses a hyperparameter threshold. We chose 0.3 in preliminary experiments, which allows up to 3 classes to be assigned to a sample. In all iterations, a labeled set might contain more than one class for a sample, which is not a problem for the learning algorithm and is useful when there is uncertainty about the correct class.

<table>
<thead>
<tr>
<th>Method</th>
<th># Labeled</th>
<th># All</th>
<th>AUPRC</th>
<th>Prec@0.5</th>
<th>Use Expression</th>
<th>Use Text</th>
<th>Use Lexicon</th>
<th>Use EM</th>
</tr>
</thead>
<tbody>
<tr>
<td>URSA</td>
<td>14510</td>
<td>0</td>
<td>0.40</td>
<td>0.52</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Co-EM</td>
<td>14510</td>
<td>116895</td>
<td>0.51</td>
<td>0.61</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Dist. Sup.</td>
<td>0</td>
<td>116895</td>
<td>0.59</td>
<td>0.63</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>( EZLearn )</td>
<td>0</td>
<td>116895</td>
<td><strong>0.69</strong></td>
<td><strong>0.86</strong></td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

Table 4.1: Comparison of test results between \( EZLearn \) and state-of-the-art supervised, semi-supervised, and distantly supervised methods on the CMHGP dataset. We reported the area under the precision-recall curve (AUPRC) and precision at 0.5 recall. \( EZLearn \) requires no manually labeled data, and substantially outperforms all other methods. Compared to URSA and co-EM, \( EZLearn \) can effectively leverage unlabeled data by exploiting organic supervision from text descriptions and lexicon. \( EZLearn \) amounts to initializing with distant supervision (first iteration) and continuing with an EM-like process as in co-training and co-EM, which leads to further significant gains.

### 4.4 Application: Functional Genomics

Different tissues, from neurons to blood, share the same genome but differ in gene expression. Annotating gene expression data with tissue type is critical to enable data reuse for cell-
development and cancer studies [209]. Lee et al. manually annotated a large dataset of 14,510 expression samples to train a state-of-the-art supervised classifier [153]. However, their dataset only covers 176 tissue types, or less than 4% of classes in BRENDA Tissue Ontology. In this section, we applied EZLearn to learn a far more accurate classifier that can in principle cover all tissue types in BRENDA. (In practice, the coverage is limited by the available unlabeled gene expression samples; in our experiments EZLearn learned to predict 601 tissue types.)

**Annotation task** The goal is to annotate gene expression samples with their tissue type. The input is a gene expression profile (a 20,000-dimension vector with a numeric value signifying the expression level for each gene). The output is a tissue type. We used the standard BRENDA Tissue Ontology [98], which contains 4931 human tissue types. For gene expression data, we used the Gene Expression Omnibus (GEO) [68], a popular repository run by the National Center for Biotechnology Information. Figure 4.2 shows an example gene expression profile with text description in GEO. We focused on the most common data-generation platform (Affymetrix U133 Plus 2.0), and obtained a dataset of 116,895 human samples. Each sample was processed using UPC to minimize batch effects and normalize the expression values to [0,1] [192]. Text descriptions were obtained from GEOmetadb [266].
Main classifier  We implemented $\text{Train}_{\text{main}}$ using a deep denoising auto-encoder (DAE) with three LeakyReLU layers to convert the gene expression profile to a 128-dimensional vector [248], followed by multinomial logistic regression, trained end-to-end in Keras [44], using L2 regularization with weight $1e^{-4}$ and RMSProp optimizer [237].

Auxiliary classifier  We implemented $\text{Train}_{\text{aux}}$ using fastText with their recommended parameters (25 epochs and starting learning rate of 1.0) [130]. In principle, we can continue the alternating training steps until neither classifier’s predictions change significantly. In practice, the algorithm converges quickly [181], and we simply ran all experiments with five iterations.

Systems  We compared $\text{EZLearn}$ with URSA [153], the state-of-the-art supervised method that was trained on a large labeled dataset of 14,510 examples and used a sophisticated Bayesian method to refine SVM classification based on the tissue ontology. We also compared it with co-training [25] and co-EM [181], two representative methods for leveraging unlabeled data that also use an auxiliary view to support the main classification. Unlike $\text{EZLearn}$, they require labeled data to train their initial classifiers. After the first iteration, high-confidence predictions on the unlabeled data are added to the labeled examples. In co-training, once a unlabeled sample is added to the labeled set, it is not reconsidered again, whereas in co-EM, all of them are re-annotated in each iteration. We found that co-training and co-EM performed similarly, so we only report the co-EM results.

Evaluation  The BRENDA Tissue Ontology is a directed acyclic graph (DAG), with nodes being tissue types and directed edges pointing from a parent tissue to a child, such as $\text{leukocyte} \rightarrow \text{leukemia cell}$. We evaluated the classification results using ontology-based precision and recall. We expand each singleton class (predicted or true) into a set that includes all ancestors except the root. We then measure precision and recall as usual: precision is the proportion of correct predicted classes among all predicted classes, and recall
is the proportion of correct predicted classes among true classes, with ancestors included in all cases. This metric closely resembles the approach by Verspoor et al. [247], except that we are using the “micro” version (i.e., the predictions for all samples are first combined before measuring precision and recall). If the system predicts an irrelevant class in a different branch under the root, the intersection of the predicted and true sets is empty and the penalty is severe. If the predicted class is an ancestor (more general) or a descendent (more specific), the intersection is non-empty and the penalty is less severe, but overly general or overly specific predictions are penalized more than close neighbors. We tested on the Comprehensive Map of Human Gene Expression (CMHGP), the largest expression dataset with manual tissue annotations [238]. CMHPG used tissue types from the Experimental Factor Ontology (EFO) [165], which can be mapped to the BRENDA Tissue Ontology. To make the comparison fair, 7,209 CMHGP samples that were in the supervised training set for URSA were excluded from the test set. The final test set contains 15,129 samples of 628 tissue types.
Figure 4.4: (a) Comparison of test accuracy with varying amount of unlabeled data, averaged over fifteen runs. *EZLearn* gained substantially with more data, whereas co-EM barely improves. (b) Comparison of number of unique classes in high-confidence predictions with varying amount of unlabeled data. *EZLearn*’s gain stems in large part from learning to annotate an increasing number of classes, by using organic supervision to generate noisy examples, whereas co-EM is confined to classes in its labeled data.

**Results** We report both the area under the precision-recall curve (AUPRC) and the precision at 0.5 recall. Table 4.1 shows the main classification results (with Resolve = Relation in *EZLearn*). Remarkably, without using any manually labeled data, *EZLearn* outperformed the state-of-the-art supervised method by a wide margin, improving AUPRC by an absolute 27 points over URSA, and over 30 points in precision at 0.5 recall. Compared to co-EM, *EZLearn* improves AUPRC by 18 points and precision at 0.5 recall by 25 points. Figure 4.3 shows the precision-recall curves.

To investigate why *EZLearn* attained such a clear advantage even against co-EM, which used both labeled and unlabeled data and jointly trained an auxiliary text classifier, we compared their performance using varying amount of unlabeled data (averaged over fifteen runs). Figure 4.4(a) shows the results. Note that the x-axis (number of unlabeled examples in use) is in log-scale. Co-EM barely improves with more unlabeled data, whereas *EZLearn* improves substantially from 2% to 100% of unlabeled data.
To understand why this is the case, we further compare the number of unique classes predicted by the two methods. See Figure 4.4(b). Co-EM is confined to the classes in its labeled data and its use of unlabeled data is limited to the extent of improving predictions for those classes. In contrast, by using organic supervision from the lexicon and text descriptions, EZLearn can expand the classes in its purview with more unlabeled data, in addition to improving predictive accuracy for individual classes. The gain seems to gradually taper off (Figure 4.4(a)), but we suspect that this is an artifact of the current test set. Although CMHGP is large, the number of tissue types in it (628) is still a fraction of that in the BRENDA Tissue Ontology (4931). Indeed, Figure 4.4(b) shows that the number of its predicted classes keeps climbing. This suggests that with additional unlabeled data EZLearn can improve even further, and with additional test classes, the advantage of EZLearn might become even larger.

We also evaluated on the subset of CMGHP with tissue types confined to those in the labeled data used by URSA and co-EM, to perfectly match their training conditions. Unsurprisingly, URSA and co-EM performed much better, attaining 0.53 and 0.67 in AUPRC, respectively (though URSA’s accuracy is significantly lower than its training accuracy, suggesting overfitting). Remarkably, by exploiting organic supervision, EZLearn still outperformed both URSA and co-EM, attaining 0.71 in AUPROC in this setting.

EZLearn amounts to initializing with distant supervision (first iteration) and continuing with an EM-like process as in co-training and co-EM. This enables the main classifier and the auxiliary text classifier to improve each other during learning (Figure 4.5). Overall, compared to distant supervision, adding co-training led to further significant gains of 10 points in AUPRC and 23 points in precision at 0.5 recall (Table 1).

If labeled examples are available, EZLearn can simply add them to the labeled sets at each iteration. After incorporating the URSA labeled examples [153], the AUPRC of EZLearn improved by two absolute points, with precision at 0.5 recall increasing to 0.87 (not shown in Table 1).

Compared to direct supervision, organic supervision is inherently noisy. Consequently, it
Figure 4.5: Comparison of test accuracy of the main and auxiliary classifiers at various iterations during learning.

<table>
<thead>
<tr>
<th>Resolve</th>
<th>Standard</th>
<th>Predict</th>
<th>Union</th>
<th>Intersect</th>
<th>Relational</th>
</tr>
</thead>
<tbody>
<tr>
<td># Classes</td>
<td>623</td>
<td>329</td>
<td>603</td>
<td>351</td>
<td>601</td>
</tr>
<tr>
<td>AUPRC</td>
<td>0.59</td>
<td>0.64</td>
<td>0.59</td>
<td>0.66</td>
<td><strong>0.69</strong></td>
</tr>
</tbody>
</table>

Table 4.2: Comparison of test results and numbers of unique classes in high-confidence predictions on the Comprehensive Map of Human Gene Expression by *EZLearn* with various strategies in resolving conflicts between distant supervision and classifier prediction.

is generally beneficial to reconcile classifier prediction with distant supervision when they are in conflict, as Table 4.2 shows. **Standard** (always choosing distant supervision when available) significantly trailed the alternative approach that always picks classifier’s prediction (**Predict**). **Union** predicted more classes than **Intersect** but suffered large precision loss. By taking into account of hierarchical relations in the class ontology, **Relation** substantially outperformed all other methods in accuracy, while also covering a large number of classes.

To evaluate *EZLearn*'s robustness, we simulated noise by replacing a portion of the initial distant-supervision labels with random ones. Figure 4.6 shows the results. Interestingly,
Figure 4.6: EZLearn's test accuracy with varying portion of the distant-supervision labels replaced by random ones in the first iteration. EZLearn is remarkably robust to noise, with its accuracy only starting to deteriorate significantly after 80% of labels are perturbed.

EZLearn can withstand a significant amount of label perturbation: test performance only deteriorates drastically when more than 80% of initial labels are replaced by random ones. This result suggests that EZLearn can still perform well for applications with far more noise in their organic supervision.

4.5 Application: Scientific Figure Comprehension

Figures in scientific papers communicate key results and provide visual explanations of complex concepts. However, while text understanding has been intensely studied, figures have received much less attention in the past. A notable exception is the Viziometrics project [151], which annotated a large number of examples for classifying scientific figures. Due to the considerable cost of labeling examples, they only used five coarse classes: Plot, Diagram, Image, Table and Equation. We exclude the last two as they do not represent true figures. In practice, figure-comprehension projects would be much more useful if they include larger set of specialized figure types. To explore this direction, we devised an ontology where Plot, Diagram, and Image are further refined into a total of twenty-four classes, such as Boxplot,
Figure 4.7: The Viziometrics project only considers three coarse classes Plot, Diagram, and Image for figures due to high labeling cost. We expanded them into 24 classes, which EZLearn learned to accurately predict with zero manually labeled examples.

MRI and PieChart (Figure 4.7). EZLearn naturally accommodates a large and dynamic ontology since no manually labeled data is required.

Annotation task The goal is to annotate figures with semantic types shown in Figure 4.7. The input is the image of a figure with varying size. The output is the semantic type. We obtained the data from the Viziometrics project [151] through its open API. For simplicity, we focused on the non-composite subset comprising single-pane figures, yielding 1,174,456 figures along with free-text captions for use as distant supervision. As in the gene expression case, captions might be empty or missing.

System Each figure image was first resized and converted to a 2048-dimensional real-valued vector using a convolutional neural network [109] trained on ImageNet [57]. We follow [117] and use the ResNet-50 model with pre-trained weights provided by Keras [44]. We used the same classifiers and hyperparameters as in the functional genomics application. We used
a lexicon that simply comprises of the names of the new classes, and compared \textit{EZLearn} with the Viziometrics classifier. We also compared with a lexicon-informed baseline that annotates a figure with the most specific class whose name is mentioned in the caption (or root otherwise).

**Evaluation**  We followed the functional genomics application and evaluated on ontology-based precision and recall. Since the new classes are direct refinement of the old ones, we can also evaluate the Viziometrics classifier using this metric. To the best of our knowledge, there is no prior dataset or evaluation for figure annotation with fine-grained semantic classes as in Figure 4.7. Therefore, we manually annotated an independent test set of 500 examples.

<table>
<thead>
<tr>
<th></th>
<th>Lexicon</th>
<th>Viziometrics</th>
<th>Distant Supervision</th>
<th>\textit{EZLearn}</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUPRC</td>
<td>0.44</td>
<td>0.53</td>
<td>0.75</td>
<td>0.79</td>
</tr>
<tr>
<td>Precision@0.5</td>
<td>0.31</td>
<td>0.43</td>
<td>0.87</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Table 4.3: Comparison of test results between \textit{EZLearn}, the lexicon baseline, the Viziometrics classifier, and distant supervision on the test set of 500 images manually labeled using an ontology from Figure 4.7.

**Results**  \textit{EZLearn} substantially outperformed both the lexicon-informed baseline and the Viziometrics classifier (Table 4.3). The state-of-the-art Viziometrics classifier was trained on 3271 labeled examples, and attained an accuracy of 92% on the coarse classes. So the gain attained by \textit{EZLearn} reflects its ability to extract a large amount of fine-grained semantic information missing in the coarse classes. Figure 4.8 shows example annotations by \textit{EZLearn}, all chosen from figures with no class mention in the caption.
Figure 4.8: Example annotations by EZLearn, all chosen among figures with no class information in their captions.
4.6 Summary

In this chapter we proposed EZLearn for automated data annotation, by combining distant supervision and co-training. EZLearn is well suited to high-value domains with numerous classes and frequent update. Experiments in functional genomics and scientific figure comprehension show that EZLearn is broadly applicable, robust to noise, and capable of learning accurate classifier without manually labeled data, even outperforming state-of-the-art supervised systems by a wide margin. EZLearn annotations for tissue types in GEO repository, as well a processed dataset collected for the experiments will form basis for claim verification and generalization work presented in Chapter 7.

The work in this chapter was first reported in [94]. EZLearn is available under an open source license at https://github.com/maximsch2/EZLearn.jl. EZLearn is additionally using an ontology parser, available at https://github.com/maximsch2/OBOParse.jl.
Chapter 5

RECONSTRUCTING GENE REGULATORY NETWORKS
BASED ON PUBLIC DATASETS

5.1 Introduction

Gaussian graphical models (GGMs) provide a compact representation of the statistical dependencies among variables. Learning the structure of GGMs from data that contain the measurements on a set of variables across samples has significantly facilitated data-driven discovery in a diverse set of scientific fields. For example, biologists can gain insights into how thousands of genes interact with each other in various disease processes by learning the GGM structure from gene expression data that measure the mRNA expression levels of genes across hundreds of patients. Existing algorithms for learning the structure of GGMs lack scalability and interpretability, which limits their utility when there is a large number of variables. Most learning algorithms perform $O(p^3)$ computations per iteration, where $p$ denotes the number of variables; consequently they are impractical when $p$ exceeds tens of thousands. Furthermore, a network based on a large number of variables can be difficult to interpret due to the presence of a large number of connections between the variables.

To resolve these challenges, we propose the pathway graphical lasso (PathGLasso) framework, which consists of the incorporation of pathway-based constraints and an efficient learning algorithm. We assume that we are given a set of pathways \textit{a priori}, and that each pathway contains a (possibly overlapping) subset of the variables. We assume that a pair of variables can be connected to each other only if they co-occur in at least one pathway. Figure 5.1 illustrates a simple example network of 8 variables: $\{x_1, x_2, x_3\}$ in Pathway 1, $\{x_2, x_3, x_4, x_5, x_6\}$ in Pathway 2 and $\{x_6, x_7, x_8\}$ in Pathway 3. By incorporating the pathway constraints, we can effectively reduce the search space of network structures by excluding nonsensical edges.
Pathway constraints have the potential to improve structure learning of GGMs in several applications. In the context of gene regulatory networks, one can make use of pathway databases such as Reactome [50] that specify sets of genes that are likely work together. Making use of such pathways in learning the network can yield results that are more meaningful and interpretable. In computational neuroscience, when learning an interaction network of brain activation from fMRI data, we can use our prior knowledge that nearby brain regions are likely to interact with each other [74]. In computer vision, in which each pixel in an image corresponds to a variable in a network, one can generate overlapping pathways by grouping nearby pixels; this has been shown to be an effective prior in several applications [115]. For example, Figure 5.2 compares network estimates of the true 2D lattice network for the unconstrained graphical lasso model and the pathway constrained graphical lasso model (5.2) when each pathway contains nearby variables.

The key idea in this chapter is that we define certain edges to be non-existent only when the corresponding variables are not together in any of the pathways. Many of the potential edges within a pathway can also end up becoming zero. The pathway constraints provide a way of reducing the search space of structure learning. They do not determine the structure to a large extent.

In this chapter, we present a learning algorithm that takes advantage of the pathway assumption in order to deliver a dramatic improvement in performance relative to existing approaches. We make use of a block-coordinate descent approach, in which we update each pathway individually. We apply a message-passing algorithm in order to enforce the correct solution jointly across all pathways.

5.2 Pathway Constrained Sparse Inverse Covariance Estimation

5.2.1 Preliminaries

Suppose that we wish to learn a GGM with p variables based on n observations $x^1, \ldots, x^n \sim \mathcal{N}(0, \Sigma)$, where $\Sigma$ is a $p \times p$ covariance matrix. It is well known that $(\Sigma^{-1})_{jj'} = 0$ for
Figure 5.1: Graphical representation of pathways (top) and the corresponding precision matrix (bottom).
some $j \neq j'$ if and only if $X_j$ and $X_{j'}$ are conditionally independent given $X_k$ with $k = \{1, \ldots, p \} \setminus \{j, j'\}$ [166, 147]. Hence, the non-zero pattern of $\Sigma^{-1}$ corresponds to the graph structure of a GGM. In order to obtain a sparse estimate for $\Sigma^{-1}$, a number of authors have considered the \emph{graphical lasso} optimization problem [259, 8, 78]:

$$\begin{align*}
\text{minimize} \quad & - \log \det(\Theta) + \text{trace}(S \Theta) + \lambda \| \Theta \|_1 \\
\text{subject to} \quad & \Theta \succeq 0,
\end{align*}$$

(5.1)

where $S$ is the empirical covariance matrix and $\lambda > 0$ is an $l_1$ regularization parameter. We denote the estimate of the inverse covariance matrix by $\Theta$ throughout the chapter.

5.2.2 \textit{Pathway Graphical Lasso Problem}

Consider a set of edges within $k$ pathways $P_1, \ldots, P_k$: $\mathcal{F} = \bigcup_{t=1}^{k} \{ (i, j) | i, j \in P_t \}$. We assume that edges that are outside of $\mathcal{F}$ are set to zero. This modifies the graphical lasso problem (5.1) as:

$$\begin{align*}
\text{minimize} \quad & - \log \det(\Theta) + \text{trace}(S \Theta) + \lambda \| \Theta \|_1 \\
\text{subject to} \quad & \Theta_{ij} = 0, \ (i, j) \notin \mathcal{F}; \ \Theta \succeq 0.
\end{align*}$$

(5.2)
To the best of our knowledge, this is a novel problem, and none of the existing algorithms for learning GGMs can solve (5.2) directly. However, many existing approaches for solving (5.1) either support (e.g., QUIC) or can easily be adapted to support (e.g., HUGE) a per-variable regularization scheme. Setting specific regularization parameter values in (5.1) to some very large number (say $10^{10}$) effectively forces the corresponding values in $\Theta$ to be zero. We observed in our experiments that methods that employ active set heuristics can get a significant performance boost from such a setting.

5.2.3 Related Work

Our proposal, PathGLasso, decomposes the original problem (5.2) into a set of smaller overlapping problems, and uses a divide-and-conquer approach to optimize the local marginal likelihood with a modified sparsity-inducing penalty. This novel combination of ideas differentiates PathGLasso from previous approaches to learn GGMs.

Several authors attempted to optimize the local marginal likelihood of a handful of nearby variables for parameter estimation in GGMs with fixed structures [256, 171]. It was proven that this type of local parameter estimation produces a globally optimal solution under certain conditions [175]. Though these papers adopted a similar idea of exploiting the conditional independence of a set of variables from the rest of the network given their Markov blanket, they solve a fundamentally different problem. PathGLasso learns a pathway-constrained structure of the network in addition to estimating individual parameters. Moreover, the $l_1$ regularization that we employ for structure learning makes these previous approaches inapplicable to our setting.

Another approach [118] first partitions variables into non-overlapping pathways by using a clustering algorithm, and then estimates a network for each pathway. In contrast, in this work we assume that overlapping pathway information is provided to us, although it could alternatively be estimated from the data, for example by running a clustering algorithm with soft assignment. The approach of [118] is not applicable to our problem, because combining independently estimated networks from overlapping pathways into a global network can
lead to a non-positive definite solution. Like [118], PathGLasso is agnostic of the specific optimization algorithm for learning the network within each pathway.

There are methods that aim to infer modules, sets of densely connected variables. Many approaches attempt to learn a network with a prior that induces modules [6], which makes it significantly less efficient than without the prior. To address this, [38] proposed a method that can jointly learn modules and a network among modules. Although this method achieves scalability and interpretability, it does not learn a network of individual variables. PathGLasso addresses both of these shortcomings.

Finally, a number of methods have been proposed to solve the $l_1$ penalized sparse inverse covariance estimation problem (5.1). One such algorithm [78] uses row-wise updates on the dual problem by solving a lasso problem at every step. The lasso problem is solved using a coordinate-descent algorithm that takes advantage of an active set heuristic, reducing computational load for sparse matrices. In Section 5.4, we provide a comparison to an efficient implementation of this method, provided by the R package HUGE [262]. Another paper [119] proposes a quadratic approximation based algorithm (QUIC) that achieves super-linear convergence rates as well as significant performance improvements due to clever partitioning of variables into free and fixed sets.

In the following section, we propose a novel learning algorithm for pathway constrained sparse inverse covariance estimation, and demonstrate that it shows significant improvement in run time compared to general off-the-shelf methods for (5.1) that we modified to solve (5.2).

5.3 PathGLasso Learning Algorithm

5.3.1 Overview

We employ a version of the block-coordinate descent approach to solve the optimization problem (5.2); a discussion of the convergence properties of the standard block-coordinate descent is provided in [241]. In each iteration, we update the parameters that correspond to
one pathway, with all of the other parameters held fixed. Consider updating the parameters in the pathway $P_1$. After re-arranging the variables, the $p \times p$ inverse covariance matrix $\Theta$ takes the form:

$$
\Theta = \begin{pmatrix}
A & B & 0 \\
B^T & C & D \\
0 & D^T & E
\end{pmatrix}
$$

(5.3)

where $\Theta_1 = \begin{pmatrix} A & B \\ B^T & C \end{pmatrix}$ contains the parameters in $P_1$, $\Theta_2 = \begin{pmatrix} C & D \\ D^T & E \end{pmatrix}$ contains the parameters in the rest of the pathways, and $C$ corresponds to the subset of variables that are in the intersection of $P_1$ and all other pathways.

5.3.2 Updating Each Pathway

We show that updating the parameters in $P_1$ with all of the other parameters held fixed boils down to estimating a $p_1 \times p_1$ inverse covariance matrix, where $p_1$ is the number of variables in $P_1$. This is not obvious, because $P_1$ overlaps with other pathways ($C$ in (5.3)). To update the parameters in $P_1$, we need to solve the following optimization problem:

$$
\minimize_{A,B,C} - \log \det(\Theta) + \text{trace}(S\Theta) + \lambda\|\Theta\|_1
$$

subject to $\Theta \succeq 0$.

(5.4)

Applying the Schur complement decomposition, we obtain

$$
\det \Theta = \det E \cdot \det(\Theta_1 - \Delta),
$$

(5.5)

where

$$
\Delta = [0; \ D] \cdot E^{-1} \cdot [0 \ D^T].
$$

(5.6)

Given that $D$ and $E$ are fixed, the optimization problem (5.4) is equivalent to the following problem:

$$
\minimize_{\Theta_1} - \log \det(\Theta_1 - \Delta) + \text{trace}(S_1(\Theta_1 - \Delta))
$$

$$
+ \lambda\|\Theta_1\|_1
$$

subject to $\Theta_1 - \Delta \succeq 0$.

(5.7)
where $S_1$ is the portion of the empirical covariance matrix corresponding to $P_1$.

Let $\Omega = \Theta_1 - \Delta$. Since our estimate of $\Theta$ is always positive definite, $E$ is also positive definite as it is the principal submatrix of $\Theta$. Thus, constraining $\Omega$ to be positive definite will guarantee the positive definiteness of $\Theta$. Then, (5.7) is equivalent to the following optimization problem:

$$\min_{\Omega} -\log \det(\Omega) + \text{trace}(S_1\Omega) + \lambda\|\Omega + \Delta\|_1$$
subject to $\Omega \succeq 0$.  

(5.8)

Note that (5.8) is the graphical lasso problem with a “shifted” $l_1$ penalty. This means that our block-coordinate update can make use of any algorithm for solving the graphical lasso problem, as long as it can be adapted to work with the shifted penalty. In this work, we used the DP-GLASSO (dual-primal graphical lasso) algorithm [168], which works well with restarts and guarantees a positive definite solution at each iteration.

### 5.3.3 Probabilistic Interpretation

The marginal distribution of the variables that are in $P_1$ is Gaussian with mean zero and precision matrix $\Omega = \begin{pmatrix} A & B \\ B^T & C - D \cdot E^{-1} \cdot D^T \end{pmatrix}$, where $\Theta$ denotes the true precision matrix of the entire distribution partitioned as in (5.3). Then, the optimization problem (5.8) can be viewed as maximizing the marginal likelihood of the variables in $P_1$ with adjustments in the regularization term. That term makes it possible to take into account the variables that are outside of $P_1$. For example, in Figure 5.1, even if $x_2$ and $x_3$ are separately connected with $x_4$, maximizing the marginal likelihood of $P_1$ would induce an edge between $x_2$ and $x_3$ because $x_4$ is outside of $P_1$. $\Delta$ in (5.8) informs the algorithm that the connection between $x_2$ and $x_3$ can be explained away by $x_4$ when optimizing the marginal likelihood of $P_1$. 

5.3.4 Marginalization of More Than One Pathway

In Section 5.3.2, we showed that updating the parameters for a given pathway requires the computation of $\Delta$ (5.6), a function of all of the other pathways. We could compute $\Delta$ directly by inverting a potentially very large matrix $E$ (5.3), and performing two matrix multiplications. This corresponds to marginalizing all other pathways at once. In this section, we show that when more than two pathways are present, it is possible to avoid computing the matrix inverse of $E$ explicitly, by instead marginalizing the pathways one-at-a-time.

As an example, we consider a very simple case of three pathways that form a linear chain,

\[
\Theta = \begin{pmatrix}
A & B & 0 & 0 \\
B^T & C & D & 0 \\
0 & D^T & E & F \\
0 & 0 & F^T & G
\end{pmatrix}.
\] (5.9)

Suppose that we want to update the top left pathway, corresponding to the matrix $\Theta_1 = \begin{pmatrix} A & B \\ B^T & C \end{pmatrix}$. Following the arguments in Section 5.3.2, computing (5.6) involves inverting the matrix $\begin{pmatrix} E & F \\ F^T & G \end{pmatrix}$. Instead, we note that

\[
\det \Theta = \det(G) \cdot \det \begin{pmatrix}
A & B & 0 \\
B^T & C & D \\
0 & D^T & E - FG^{-1}F^T
\end{pmatrix} \\
= \det(G) \cdot \det(E - FG^{-1}F^T) \\
\cdot \det \begin{pmatrix}
A & B \\
B^T & C - D(E - FG^{-1}F^T)^{-1}D^T
\end{pmatrix}.
\] (5.10)

Recall that our goal is to update the top left pathway in (5.9), with $D$, $E$, $F$, and $G$ held
fixed. Therefore, we can re-write (5.10) as
\[
\det \Theta = \det(G) \cdot \det(E - FG^{-1}F^T) \cdot \det(\Theta_1 - \Delta)
\]
\[
= \text{const} \cdot \det(\Theta_1 - \Delta),
\]
where
\[
\Delta = \begin{pmatrix}
0 & 0 \\
0 & D(E - FG^{-1}F^T)^{-1}D^T
\end{pmatrix}.
\] (5.11)

Using the arguments in Section 5.3.2, we see that it is possible to update \( \Theta_1 \) using a shifted graphical lasso problem of the form (5.8).

We note that the computations in (5.10) allowed us to derive the form of \( \Delta \) in (5.11) without needing to invert the matrix \( \begin{pmatrix} E & F \\ F^T & G \end{pmatrix} \). Instead, computing \( \Delta \) simply required inverting two smaller matrices, \( G \) and \( E - FG^{-1}F^T \). This is an example of a more general principle: marginalizing pathways one-at-a-time leads to a dramatic improvement in performance over the naive approach of marginalizing all pathways at once outlined in Section 5.3.2. This general principle holds in the case of more than three pathways, and in fact will lead to much greater computational improvements as the number of pathways grows.

In (5.11), the term \( FG^{-1}F^T \) can be interpreted as a message, a piece of information needed to marginalize out the variables that are within pathway 3 and not in the other pathways. In Section 5.3.5, we show that it is possible to cleverly re-use these messages in order to speed up computations.

### 5.3.5 Message-Passing Approach

A naive application of the idea described in Section 5.3.4 would require computing \( O(k^2) \) messages per iteration, where \( k \) is the number of pathways. This is because in each iteration, we update all \( k \) pathways, and each update requires marginalizing over \( k - 1 \) other pathways.

In fact, we can drastically speed up computations using a divide-and-conquer message passing scheme. This approach relies on the careful re-use of messages across pathway updates. Using such a scheme, we need to compute only \( O(k \log k) \) messages per iteration.
An example is shown in Figure 5.3. In the special case of pathways that form a tree structure, we can further improve this approach to compute only $O(k)$ messages per iteration.

### 5.4 Experiments

Since there is no learning algorithm designed to efficiently solve (5.2), we compared PathGLasso with the state-of-the-art learning algorithms for the graphical lasso problem (5.1) – QUIC [119] and HUGE [262]. Although neither of these competitors solves (5.2) directly, we adapt them to solve (5.2) by supplying a matrix of separate $\lambda$ values for each entry in the inverse covariance matrix. We set $\lambda = 10^{10}$ for the entries that lie outside of the pathways, making them solve exactly the same problem as PathGLasso. We observed that supplying such a matrix improves performance of both methods due to the active set heuristics employed by these methods. Additionally, we compared with DP-GLASSO [168], the method that we used to learn parameters in each pathway (5.8), to make sure that the superior performance of PathGLasso is due to our decomposition approach as opposed to the use of
DP-GLASSO. We note that DP-GLASSO is not competitive in this setting because it does not employ active set heuristics. All comparisons were run on 4 core Intel Core i7-3770 CPU @ 3.40GHz with 8GB of RAM.

5.4.1 Synthetic datasets comparison

We compared PathGLasso with QUIC, HUGE and DP-GLASSO on 3 scenarios: 1) Cycle: Pathways form one large cycle with 50 genes per pathway with overlap size of 10; 2) Lattice: The true underlying model is a 2D lattice, and each pathway contains between 3 and 7 nearby variables; and 3) Random: Each pathway consists of randomly selected genes. For each setting, we generated a true underlying connectivity graph, converted it to the precision matrix following the procedure from [158], and generated 100 samples from the multivariate Gaussian distribution.

We observed that PathGLasso dramatically improves the run time compared to QUIC, HUGE and DP-GLASSO (Figure 5.4), sometimes up to two orders of magnitude. We note that DP-GLASSO, used as an internal solver for PathGLasso, performs much worse than both HUGE and QUIC. This is because DP-GLASSO is not as efficient as QUIC or HUGE when solving very sparse problems due to the lack of active set heuristics. This is not a problem for PathGLasso, because our within-pathway networks are small, and are much denser on average than the entire network.

In addition to varying the number of variables $p$ (Figure 5.4), we also explored the effect of the degrees of overlap among the pathways (Figure 5.5). We denote by $\eta$ the sum of sizes of all pathways divided by the total number of variables in the entire network. This can be interpreted as the average number of pathways to which each variable belongs. In a non-overlapping model, $\eta = 1$. The parameter $\eta$ grows with the size of the overlap between pathways. A set of pathways from a real biological database, called Reactome [50], has $\eta = 1.95$ (see Section 5.4.2).
Figure 5.4: Run time (y-axis) for (A) Cycle, (B) Lattice and (C) Random (see text for details).
Figure 5.5: Run time for various values of $\eta$, with $\lambda = 0.1$. $\eta = 1.95$ is drawn as a dotted vertical line.
5.4.2 Real data experiments

We considered two gene expression datasets from acute myeloid leukemia (AML) studies: MILE [104] and GENTLES [86] containing 541 and 248 samples, respectively. The raw data were processed using the Affy R package, MAS5 normalized, and corrected for batch effects by ComBat. We used a widely used curated pathway database, called Reactome, that contains a set of genes for each biological pathway. We considered pathways containing fewer than 150 genes, which results in 4591 genes in 156 pathways. Large pathways are often supersets of smaller pathways; therefore, this filtering scheme allowed us to focus on finer-grained pathways. Following [119], we plotted the relative error (y-axis) against time (x-axis) in Figure 5.6A. We computed the relative error in the following way. All 3 methods (QUIC, HUGE and PathGLasso) were run for an extended period of time with small tolerance parameters. We denote by $\Theta^*$ the learned parameter that leads to the lowest value of objective function. Relative error was then computed as $|ll(\Theta) - ll(\Theta^*)| / |ll(\Theta^*)|$, where $ll$ means the log-likelihood. Again, PathGLasso is significantly faster than HUGE and QUIC in the full range of relative errors. This experiment indicates that the choice of stopping criterion did not affect our results.

5.5 Interpretation of the Learned Network

We first checked whether the constraints imposed by the Reactome pathways improved the generalization performance of the learned network. We computed the test log-likelihood of the network trained on the MILE data and tested on the GENTLES data. We compared the result with random pathways created by shuffling genes among the pathways, preserving the pathway sizes and the structure among the pathways. We observed that the test log-likelihood of the original Reactome pathways is significantly higher than those of random pathways (Figure 5.6B). This result indicates that the Reactome pathways capture relevant information about the underlying network structure among genes conserved in two independent datasets.
Figure 5.6: MILE data \((p = 4591, k = 156)\). (A) Relative error vs time, (B) Test log-likelihood on Gentles dataset for random pathways, (C) Significant pathway interactions.
We will now show that PathGLasso provides a new way of interpreting the learned network. We identified pairs of pathways that have significant dependencies, by computing the sum of the magnitude of the edge weights that connect them, and comparing that with the quantity obtained from simulated 1500 data sets. Figure 5.6C shows a graphical representation of the dependencies among pathways. Interestingly, all of the cell cycle-related pathways are tightly connected with each other. Cancer is characterized by uncontrolled growth of cells, which is caused by deregulation of cell cycle processes [48]. One of the most densely-connected pathways is the “Cell Cycle Check Points” pathway, which is known to play a role in the central process of cancer progression by tightly interacting with many other pathways involved in the immune system, metabolism, and signaling [48].

5.6 Summary

In this chapter, we have introduced the pathway-constrained sparse inverse covariance estimation problem and a novel learning algorithm to solve it, called PathGLasso. We showed that our algorithm can be orders of magnitude faster than state-of-the-art competitors. We demonstrated that PathGLasso can leverage prior knowledge from curated biological pathways. PathGLasso uses an off-the-shelf algorithm for solving a standard graphical lasso problem as a subroutine, thus it will benefit from future performance improvements in the graphical lasso algorithms.

The work in this chapter was first reported in [92]. Implementation of PathGLasso is available under an open source license at https://github.com/maximsch2/pglasso.
Chapter 6

UNCOVERING NETWORK-PERTURBED GENES IN PUBLIC CANCER EXPRESSION DATASETS

6.1 Introduction

Genes do not act in isolation but instead work as part of complex networks to perform various cellular processes. Many human diseases including cancer are caused by *dysregulated* genes, with underlying DNA or epigenetic mutations within the gene region or its regulatory elements, leading to *perturbation* (topological changes) in the network [254, 214, 3, 14, 150, 161, 226]. This can ultimately impair normal cell physiology and cause disease [135, 32, 122, 105]. For example, cancer driver mutations [46, 40, 16, 13, 180, 245, 35, 56] on a transcription factor can alter its interactions with many of the target genes that are important in cell proliferation (Figure 6.1A). A key tumor suppressor gene can be bound by different sets of transcription factors between cancer and normal cells, which leads to different roles [161, 228, 255, 257, 264] (Figure 6.1B). Recent studies stress the importance of identifying the perturbed genes that create large topological changes in the gene network between disease and normal tissues as a way of discovering disease mechanisms and drug targets [135, 32, 21, 220, 103, 197]. However, most existing analysis methods that compare expression datasets between different conditions (e.g., disease vs. normal tissues) focus on identifying the genes that are *differentially expressed* [242, 75, 260]. For example, a recent review paper on biological network inference [174] emphasized that there is a lack of methods that focus on inferring the *differential network* between different conditions (e.g., distinct species, and disease conditions).

Several recent studies compare gene networks inferred between conditions based on expression datasets [254, 26, 5, 87, 99, 252, 261]. They fall into three categories: 1) Network
construction based on prior knowledge: West et al. (2012) computes the local network entropy, based on the protein interaction network from prior knowledge and expression datasets from cancer and normal tissues [254]. 2) Pairwise correlation-based networks: Guan et al. (2013) [99] proposed the local network similarity (LNS) method to compare the pairwise Pearson’s correlation matrices of all genes between two conditions. Still other authors compared pairwise correlation coefficients for all gene pairs between conditions with different correlation measures including t-test p-values [26, 5, 252]. 3) Learning a condition-specific conditional dependency network for each condition and comparing the networks between conditions: Gill et al. (2010) proposed a method, called PLSNet, that fits a partial least squares model to each gene, computes a connectivity scores between genes, and then calculates the $L_1$ distance between score vectors to estimate network perturbation[87]. Zhang et al. (2009) proposed a differential dependency network (DDN) method that uses lasso regression to construct networks, followed by permutation tests to measure the significance of the network differences [261].

There have been approaches to identify dysregulated genes in cancer by utilizing multiple types of molecular profiles, not based on network perturbation across disease states estimated based on expression data. Successful examples use a linear model to infer each gene expression model based on copy number variation, DNA methylation, ChIP-seq, miRNAs or mRNA levels of transcription factors [155, 217, 7]. The advantages of the aforementioned methods that take only expression datasets as input to identify perturbed genes are in their applicability to diseases for which only expression data are available. In this chapter, we focus on identifying perturbed genes purely based on gene expression datasets representing distinct states, and compare our method with existing method, LNS, D-score and PLSNet.

We present a new computational method, called DISCERN (Differential Sparse Regulatory Network), to identify perturbed genes, i.e. the genes with differential connectivity between the condition specific networks (e.g., disease versus normal). DISCERN takes two expression datasets, each from a distinct condition, as input, and computes a novel perturbation score for each gene. The perturbation score captures how likely a given gene has a distinct set
of regulators between conditions (Figure 6.1A). The DISCERN method contains specific features that provide advantages over existing approaches: 1) DISCERN can distinguish direct associations among genes from indirect associations more accurately than methods that focus on marginal associations such as LNS; 2) DISCERN uses a penalized regression-based modeling strategy that allows efficient inference of genome-wide gene regulatory networks; and 3) DISCERN uses a new likelihood-based score that is more robust to the expected inaccuracies in local network structure estimation. We elaborate on these three advantages below:

First, DISCERN infers gene networks based on conditional dependencies among genes - a key type of probabilistic relationship among genes that is fundamentally distinct from correlation. If two genes are conditionally dependent, then by definition, their expression levels are still correlated even after accounting for (e.g., regressing out) the expression levels of all other genes. Thus, conditional dependence relationship is less likely to reflect transitive effects than mutual correlation, and provides stronger evidence that those genes are functionally related. These functional relationships could be regulatory, physical, or other molecular functionality that causes two genes expression to be tightly coupled. As a motivating example, assume that the expression levels of genes ‘3’ and ‘5’ are regulated by gene ‘1’ in a simple 7-gene network (Figure 6.1A). This implies that the expression level of gene ‘1’ contains sufficient information to know the expression levels of genes ‘3’ and ‘5’. In other words, genes ‘3’ and ‘5’ are conditionally independent from each other and from the rest of the network given gene ‘1’.

Second, DISCERN uses an efficient neighborhood selection strategy based on a penalized regression to enable the inference of a genome-wide network that contains tens of thousands of genes. Penalized regression is a well established technique to identify conditional dependencies [170]. Inferring the conditional dependence relationships from high-dimensional expression data (i.e., where the number of genes is much greater than the number of samples) is a challenging statistical problem, due to a very large number of possible network structures among tens of thousands of genes. Unlike pairwise correlation, the conditional
dependence between ‘1’ and ‘2’ cannot be measured based on just the expression levels of these two genes. We should consider the possible networks among all genes and find the one that best explains the expression data. This involves both computational and statistical challenges. To make this process feasible, DISCERN uses a sparse regression model for each gene to select neighbors in the network [170, 251]. The use of a scalable method to infer a genome-wide conditional dependence network is a key distinguishing feature of the DISCERN method.

Finally, one of the most novel features of DISCERN is the ability to avoid the overestimation of the degree of network perturbation due to dense correlation among many genes. Revisiting the 7-gene network example (Figure 6.1A), assume that genes ‘5’ and ‘7’ are highly correlated to each other, in which case a penalized regression that imposes a sparsity penalty, such as the lasso method, may arbitrarily select one of them. This can result in a false positive edge between genes ‘1’ and ‘7’ instead of ‘1’ and ‘5’. This may lead to overestimation of the perturbation of gene ‘1’ (Figure 6.1A). Our network perturbation score overcomes this limitation by measuring the network differences between conditions based on the likelihood when the estimated networks are swapped between conditions - not based on the differences in topologies of the estimated networks. We demonstrate the effectiveness of this feature by comparing with methods based on the topology differences of the estimated networks.

We evaluated DISCERN on both synthetic and gene expression data from three human cancers: acute myeloid leukemia (AML), breast cancer (BRC), and lung cancer (LUAD). Integrative analysis using DISCERN on epigenomic data from the Encyclopedia of DNA Elements (ENCODE) project leads to hypotheses on the mechanisms underlying network perturbation (Figure 6.1C).
Figure 6.1: (A) A simple hypothetical example that illustrates the perturbation of a network of 7 genes between disease and normal tissues. One possible cause of the perturbation is a cancer driver mutation on gene ‘1’ that alters the interactions between gene ‘1’ and genes ‘3’, ‘4’, ‘5’, and ‘6’. (B) One possible cause of network perturbation. Gene ‘1’ is regulated by different sets of genes between cancer and normal conditions. (C) The overview of our approach. DISCERN takes two expression datasets as input: an expression dataset from patients with a disease of interest and another expression dataset from normal tissues (top). DISCERN computes the network perturbation score for each gene that estimates the difference in connection between the gene and other genes between disease and normal conditions (middle). We perform various post-analyses to evaluate the DISCERN method by comparing with alternative methods, based on the importance of the high-scoring genes in the disease through a survival analysis and on how well the identified perturbed genes explain the observed epigenomic activity data (bottom).
6.2 Results

6.2.1 Method overview

Here, we describe the DISCERN method, referring to the Methods for a full description. We postulate that a gene can be perturbed in a network largely in two ways: A gene can change how it influences other genes (Figure 6.1A), for example, a driver mutation on a transcription factor can affect cell proliferation pathways [46, 40, 16, 13, 180, 245, 35, 56]. A gene can change the way it is influenced by other genes, a common example being when a mutated (genetically or epigenetically) gene acquires a new set of regulators, which occurs frequently in development and cancer [161, 228, 255, 257, 264] (Figure 6.1B). Identifying the genes that are responsible for large topological changes in gene networks could be crucial for understanding disease mechanisms and identifying key drug targets [135, 32, 21, 220, 103, 197]. However, most current methods for identifying genes that behave differently in their expression levels between diseased and normal tissues focus on differential expression [242, 75, 260], rather than differential connection with other genes in a gene expression network (Figure 6.1A).

We model each gene’s expression level using a sparse linear model (lasso regression): let $y_i^{(s)}$ be expression levels of gene $i$ in an individual with state $s$, cancer ($s = c$) or normal ($s = n$), modeled as: $y_i^{(s)} \approx \sum_{r=1}^{p} w_{ir}^{(s)} x_r^{(s)}$. Here, $x_1, \ldots, x_p$ denote candidate regulators, a set of genes known to regulate other genes, including transcription factors, chromatin modifiers or regulators, and signal transduction genes, which were used in previous work on network reconstruction approaches [152, 127, 215, 85] (Supplementary Table 1 from [93]). Linear modeling allows us to capture conditional dependencies efficiently from genome-wide expression data containing tens of thousands genes. Naturally, a zero weight $w_{ir}$ indicates that a regulator $r$ does not affect the expression of the target gene $i$. Sparsity-inducing regularization helps to select a subset of candidate regulators, which is a more biologically plausible model than having all regulators, and makes the problem well-posed in our high-dimensional setting (i.e., number of genes $\gg$ number of samples).
To determine the regulators for any given gene, we use a lasso penalized regression model [235] with the optimization problem for each lasso regression defined as:

$$\arg\min_{w^{(s)}} \sum_{j=1}^{n} \left( y_{ij}^{(s)} - \sum_{r=1}^{p} w_{ir}^{(s)} x_{rj}^{(s)} \right)^2 + \lambda \sum_{r=1}^{p} |w_{ir}^{(s)}|$$

where $y_{ij}^{(s)}$ means the expression level of the $i^{th}$ gene in the $j^{th}$ patient in the $s^{th}$ state, and $x_{rj}^{(s)}$ similarly means the expression level of the $r^{th}$ regulator in the $j^{th}$ patient in the $s^{th}$ state. The second term, the $L_1$ penalty function, will zero out many irrelevant regulators for a given gene, because it is known to induce sparsity in the solution [235]. We normalize the expression levels of each gene and each regulator to be mean zero and unit standard deviation, a process called standardization, which is a standard practice before applying a penalized regression method [235, 236, 61, 211]. The difference in the weight vector between conditions, $w_{i}^{(n)}$ and $w_{i}^{(c)}$, can indicate a distinct connectivity of gene $i$ with $p$ regulators between the conditions. However, simply computing the difference of the weight vectors is unlikely to be successful, due to the correlation among the regulators. The lasso, or other sparsity-inducing regression methods, can arbitrarily choose different regulators between cancer and normal. Examining the difference in the weight vectors between conditions would therefore lead to overestimation of network perturbation.

Instead, DISCERN adopts a novel network perturbation score that measures how well each weight vector learned in one condition explains the data in a different condition. This increases the robustness of the score to correlation among regulators, as demonstrated in the next section. We call this score the DISCERN score, defined as

$$\text{DISCERN}_i = \frac{-\log \text{-likelihood computed using learned weights } w^{(s)} \text{ in a different condition } s'}{-\log \text{-likelihood computed using learned weights } w^{(s)} \text{ in the same condition } s}$$

. This is equivalent to

$$\text{DISCERN}_i = \frac{\text{err}_i(c, n) + \text{err}_i(n, c)}{\text{err}_i(c, c) + \text{err}_i(n, n)}$$

where $\text{err}_i(s, s') = \frac{1}{n_a} ||y_{ij}^{(s)} - \sum_{r=1}^{p} w_{ir}^{(s')} x_{rj}^{(s')}||_2^2$. Here $n_a$ is the number of samples in the data from condition $s$. The numerator measures the error of predicting gene $i$’s expression levels
in cancer (normal) based on the weights learned in normal (cancer). If gene \( i \) has different sets of regulators between cancer and normal, it is likely to have a high DISCERN score. The denominator plays an important role as a normalization factor, which is demonstrated by comparing with an alternative score, namely the \( D^0 \) score (Figure 6.2A), that uses only the numerator of the DISCERN score. We also compare with existing methods, such as LNS [99] and PLSNet [87], that compare the weight vectors between cancer and normal models where we demonstrate the advantages of the likelihood-based model that DISCERN uses.

### 6.2.2 Comparison with previous approaches on synthetically generated data

In order to systematically compare DISCERN with alternative methods in a controlled setting, we performed validation experiments on 100 pairs of synthetically generated datasets representing two distinct conditions. Each pair of datasets contains 100 variables drawn from the multivariate normal distribution with zero mean and covariance matrices \( \Sigma_1 \) and \( \Sigma_2 \). We divided 100 variables into the following three categories: 1) variables that have different sets of edge weights with other variables across two conditions, 2) variables that have exactly the same sets of edge weights with each other across the conditions, and 3) variables not connected with any other variables in the categories 2) and 3) in both conditions. For example, in Figure 6.1A, ‘1’ is in category 1), ‘2’, ‘4’, ‘6’, and ‘7’ are in category 2), and ‘3’ and ‘5’ is in category 3). We describe how we generated the network edge weights (i.e., elements of \( \Sigma_1^{-1} \) and \( \Sigma_2^{-1} \)) among the 100 variables in more detail in Methods.

We compared DISCERN with 4 alternative methods to identify perturbed genes: LNS [99], D-score [252], PLSNet [87], and \( D^0 \) that uses only the numerator of the DISCERN score. Here, we do not compare with the methods to identify differentially expressed genes, such as ANOVA, because the synthetic data were generated from a zero mean Gaussian distribution. We note that the PLSNet method uses empirical p-values as the network perturbation scores, where the empirical p-value for each gene is estimated from permutation tests that generate the null distribution of the gene’s score [87]. All the other methods, such as DISCERN, LNS, and D-score, do not require permutation tests (see Methods for details). To show that
DISCERN outperforms existing methods and those that use the empirical p-values obtained through permutation tests as the network perturbation scores, we developed the following methods for comparison: LNS, D-score, and \( D^0 \) followed by permutation tests to compute the empirical p-values, called pLNS, pD-score, and p\( D^0 \), respectively.

The average receiver operating characteristic (ROC) curves across 100 pairs of datasets for these methods (Figure 6.2A) show that DISCERN significantly outperforms all the other 7 methods – 3 existing methods (LNS, D-score, and PLSNet), and 4 methods we created for comparison (\( D^0 \), \( pD^0 \), pLNS, and pD-score). Except DISCERN, PLSNet performs the best among all existing methods. However, its run time grows too quickly as the number of variables increases, which makes it two to three orders of magnitude slower than DISCERN when run on larger data (Figure 6.2B). PLSNet was too slow to run on genome-scale data and therefore we did not use it for the subsequent experiments on genome-wide gene expression data from cancer patients.

We note that DISCERN does not need permutation tests to generate the null distribution of the score for each gene. All other methods improve when the empirical p-values from permutation tests are used, which indicates that the gene-level bias on the magnitude of the raw scores hurts their performance to identify perturbed genes. DISCERN significantly outperforms \( D^0 \) that uses only the numerator of the DISCERN score, which indicates that the denominator of the DISCERN score plays a role to normalize the score such that the scores of different genes can be compared to each other. Computing the empirical p-value for each gene based on the gene-specific null distribution obtained through permutation tests is not feasible on genome-wide data. To obtain a p-value of 0.05 after Bonferroni correction, we need at least \((1/0.05 \times p)\) permutation tests per gene, where \( p \) is the total number of genes, and \((1/0.05 \times p^2)\) permutation tests in total. When \( p = 20,000 \), this number is \((4 \times 10^9)\) permutation tests, which is not feasible even when using multiple processors at a reasonable cost. This is demonstrated in Figure 6.2B that shows the run time of PLSNet, a permutation test-based method, when applied to data containing a varying number of genes (\( p \)).
Figure 6.2: (A) Average receiver operating characteristic (ROC) curves from the experiments on synthetic data. We compare DISCERN with 7 alternative methods: 3 existing methods – LNS [99], D-score [252], and PLSNet [87] – and 4 methods we developed for comparison – pLNS, pD-score, $D^0$, and $pD^0$. (B) Comparison of the runtime (hours) between PLSNet and DISCERN for varying numbers of variables ($p$). The triangles mean the measured run times over specific values of $p$, and lines connect these measured run times. PLSNet uses the empirical p-values from permutation tests as scores, and DISCERN does not. For a large value of $p$, DISCERN is two to three orders of magnitude faster than PLSNet.
6.2.3 Comparison of methods on gene expression datasets

We used genome-wide expression datasets consisting of 3 acute myeloid leukemia (AML) datasets, 3 breast carcinoma (BRC) datasets and 1 lung adenocarcinoma (LUAD) dataset (Table 1). Details on the data processing are provided in Methods. To evaluate the performance of the DISCERN method, we compared DISCERN with existing methods that scale to over tens of thousands of genes: LNS [99] and D-score [252] that aim to estimate network perturbation, and ANOVA that measures differential expression levels between cancer and normal samples.

We first computed the DISCERN, LNS, D-score, and ANOVA scores in the 3 cancers based on the following datasets that contain normal samples: AML1, LUAD1 and BRC1 (Table 1). Then, we used the rest of the datasets to evaluate the performance of each method at identifying genes previously known to be important in the disease, for example, the genes whose expression levels are significantly associated with survival time in cancer. The value of the sparsity tuning parameter $\lambda$ was chosen via cross-validation tests, a standard statistical technique to determine the value of $\lambda$ [235]. For the chosen $\lambda$ values, the overall average regression fit measured by cross-validation test $R^2$ was 0.493.

To remove any potential concern of the effect of standardization on genes with very low expression level, we first show that genes with low mean expression do not tend to have high enough DISCERN score to be considered in our evaluation in the next sections (see Supplementary Figure 1 from [93]). The Pearsons correlation between the mean expression before standardization and the DISCERN score ranges from 0.08 and 0.43 across datasets. Positive correlation is induced because genes with low mean expression tend to have lower DISCERN scores, indicating that genes whose expression are likely essentially noise would not be selected as high-scoring genes. To further reduce the potential concern of genes with low expression in RNA-seq data (LUAD), we applied the voom normalization method that is specifically designed to adjust for the poor estimate of variance in count data, especially for genes with low counts [149].
We assessed the significance of the DISCERN scores through a conservative permutation testing procedure, where we combined cancer and normal samples, and permuted the cancer/normal labels among all samples (more details in Methods). Unlike the gene-based permutation test described in the previous section, here, we generate a single null distribution for all genes, which requires a significantly less number of permutation tests (one million in this experiment). After applying false discovery rate (FDR) correction on these p-values, there are 1,351 genes (AML), 2,137 genes (BRC), and 3,836 (LUAD) genes whose FDR corrected p-values are less than 0.05. We consider these genes to be significantly perturbed genes (Supplementary Table 2 from [93]). The difference in these numbers of significant perturbed genes identified by DISCERN is consistent with a prior study that showed that lung cancer has a larger number of non-synonymous mutations per tumor than breast cancer, which has a larger number than AML [250].
Table 6.1: Gene expression datasets used in DISCERN experiments.

<table>
<thead>
<tr>
<th></th>
<th>Reference</th>
<th># Genes</th>
<th># of Tumors</th>
<th># of Normal</th>
<th>Survival?</th>
<th>Platform</th>
<th>Accession</th>
</tr>
</thead>
<tbody>
<tr>
<td>AML1</td>
<td>MILE, [104]</td>
<td>16853</td>
<td>541</td>
<td>73</td>
<td>No</td>
<td>Affy U133+2.0</td>
<td>GSE13159</td>
</tr>
<tr>
<td>AML2</td>
<td>Gentles, [86]</td>
<td>16853</td>
<td>515</td>
<td>0</td>
<td>Yes</td>
<td>Affy U133+2.0</td>
<td>GSE12417,GSE14468,GSE10358</td>
</tr>
<tr>
<td>AML3</td>
<td>Metzeler</td>
<td>11697</td>
<td>152</td>
<td>0</td>
<td>Yes</td>
<td>Affy U133A</td>
<td>GSE12417</td>
</tr>
<tr>
<td>BRC1</td>
<td>TCGA</td>
<td>10809</td>
<td>529</td>
<td>61</td>
<td>Yes</td>
<td>Agilent G4502A</td>
<td>Firehose 2013042100</td>
</tr>
<tr>
<td>BRC2</td>
<td>Metabric</td>
<td>10809</td>
<td>1981</td>
<td>0</td>
<td>Yes</td>
<td>Illumina HTv3</td>
<td>Synapse: syn1688369</td>
</tr>
<tr>
<td>BRC3</td>
<td>Oslo</td>
<td>10809</td>
<td>184</td>
<td>0</td>
<td>Yes</td>
<td>Illumina HTv3</td>
<td>Synapse: syn1688370</td>
</tr>
<tr>
<td>LUAD1</td>
<td>TCGA</td>
<td>17022</td>
<td>504</td>
<td>57</td>
<td>Yes</td>
<td>Illumina HiSeq</td>
<td>Firehose 2015110100</td>
</tr>
</tbody>
</table>
6.2.4 Top scoring DISCERN genes in AML reveal known cancer drivers in AML

The 1,351 genes that were predicted to be significantly perturbed between AML samples and normal non-leukemic bone marrow samples were enriched for genes causally implicated previously in AML pathogenesis (Supplementary Table 2 from [93]). This include a number of genes that we and others have previously identified as being aberrantly activated in leukemic stem cells such as BAALC, GUCY1A3, RBPMS, and MSI2 [86, 133, 231]. This is consistent with over-production of immature stem-cell like cells in AML, which is a major driver of poor prognosis in the disease. Prominent among high-scoring DISCERN genes were many HOX family members, which play key roles in hematopoietic differentiation and in the pathogenesis of AML [4]. HOX genes are frequently deregulated by over-expression in AML, often through translocations that result in gene fusions. The highest ranked gene in AML by DISCERN is HOXB3 which is highly expressed in multipotent hematopoietic progenitor cells for example. Thirteen (out of 39 known) HOX genes are in the 1,351 significantly perturbed genes (p-value: \(5.99 \times 10^{-6}\)).

When compared to known gene sets from the Molecular Signature Database (MSigDB) [229] in an unbiased way, the top hit was for a set of genes that are down-regulated by NPM1 (nucleophosmin 1) mutation in AML (Supporting Information 1 from [93]). NPM1 is one of three markers used in AML clinical assessment; the others are FLT3 and CEBPA that are significantly perturbed genes identified by DISCERN as well. Mutation leads to aberrant cytoplasmic location of itself and its interaction partners, leading to changes in downstream transcriptional programs that are being captured by DISCERN. Also highly significant were genes highly expressed in hematopoietic stem cells [125]. Among these were key regulators of hematopoietic system development such as KIT, HOXA3, HOXA9, HOXB3 (with the latter homeobox genes also implicated in AML etiology), as well as FLT3 which plays a major role in AML disease biology, with its mutation and constitutive activation conferring significantly worse outcomes for patients [141]. Comparison to Gene Ontology (GO) categories identified dysregulation of genes involved in hemostasis and blood coagulation, a key clinical
presentations of AML. Furthermore, GTPase activity/binding and SH3/S2 adaptor activity were enriched among high-scoring DISCERN genes. These are pertinent to AML due to previously noted high expression in AML leukemic stem cells of GUCY1A3 and SH3BP2, both identified as perturbed genes by DISCERN [86]. However, their function has not been examined in detail, suggesting that they are potential targets for further investigation as to their role in AML disease mechanisms. Several other highly significant enrichments were for AML subtypes that are driven by specific translocations, including MLL (mixed lineage leukemia) translocation with various partners, as well as t(8;21) translocations. The latter is of particular interest, since it is primarily a pediatric AML, whereas our network analysis uses purely adult AML samples indicating the potential to uncover putative mechanisms that generalize beyond the context of the immediate disease type.

6.2.5 Top scoring DISCERN genes in lung cancer reveal biological processes known to be important in lung cancer

There are 3,836 significantly perturbed genes identified by DISCERN in lung cancer (LUAD) (Supplementary Table 2 from [93]). The 3rd and 4th highest ranked genes are ICOS (inducible costimulator) and YWHAZ (14-3-3-zeta). Both genes have known roles in disease initiation or progression in lung cancer. Polymorphisms in ICOS have been associated with pre-disposition to non-small cell lung cancer [131], while over-expression of YWHAZ is known to enhance proliferation and migration of lung cancer cells through induction of epithelial-mesenchymal transitions via beta-catenin signaling [41]. GIMAP5 (GTPase IMAP Family Member 5), another high scoring LUAD gene (11th), is consistently repressed in paired analyses of tumor vs normal lung tissue from the same patient, and encodes an anti-apoptotic protein [218]. Down-regulation of GIMAP5 in lung tumors therefore potentially facilitates their evasion of programmed cell death, one of the hallmarks of cancer.

Several of the GO biological categories enriched in 3,836 high-scoring DISCERN genes in LUAD (FDR-corrected p-value < 0.05) reflected metabolic and proliferative processes that are commonly de-regulated in solid tumors such as lung adenocarcinoma. Among these were
cellular response to stress, mitotic cell cycle, amino acid metabolism, and apoptosis (Supporting Information 1 from [93]). In fact the top-ranked gene was MCM7 (minichromosome maintenance protein 7), an ATP-dependent DNA helicase involved in DNA replication which has been implicated in carcinogenesis previously due to its function as a binding partner of PRMT6 [239]. Moreover, it was specifically identified as being a potential therapeutic target due to its over-expression in solid tumors relative to normal tissues. The high ranking of genes associated with apoptosis is consistent with the fact that there is often high rate of tumor cell death. Although the highly-ranked CARD6 (caspase recruitment domain family member 6) functions in apoptotic processes, it is also known as a regulator of downstream NF-κβ signaling. Indeed, consistent with this, we found enrichment for NF-κβ signaling pathway genes among high DISCERN-scoring genes in LUAD including NFKBIB (NF-κβ inhibitor β) which inhibits the NF-κβ complex by trapping it in the cytoplasm, preventing nuclear activation of its downstream targets. Although the role of NFKBIB in lung cancer has not been studied extensively, its related family member NFKBIA is known to be a silencer in non-small-cell lung cancer patients with no smoking history, suggesting that it could play some role in LUAD that arises through inherent genetic influences, or environmental insults other than smoking [81]. Levels of β-catenin have been known for some time to influence progression and poor prognosis in LUAD, potentially through its role in differentiation and metastasis from primary tumor sites [258]. We found that components of β-catenin degradation pathways - including most notably CTNNBIP1 (β-catenin interacting protein 1) - ranked among the most significant DISCERN genes in our LUAD analysis.

When comparing to other sets of genes in MSigDB, we also found targets of transcription factors including MYC, which is often de-regulated in solid tumors (either by mutation or copy number variation), and targets of the polycomb repressive complex gene EZH2. The developmental regulator EZH2 functions through regulation of DNA methylation [249], and has been implicated in B-cell lymphomas through somatic mutations [177], promotion of transformation in breast cancer [138], as well as progression in prostate cancer [246]. Interestingly, the most highly dys-regulated gene set identified by comparison to GO categories
in LUAD was one related to NGF (nerve growth factor)-TrkA signaling. There are a few reports on the relevance of this axis to cancers including neuroblastoma, ovarian cancer, and a possible role in promoting metastasis in breast cancer. However, its striking appearance as the most significant hit for high-ranking DISCERN genes suggests that it merits study in lung cancer.

6.2.6 Top scoring DISCERN genes in breast cancer reveal biological processes known to be important in breast cancer

Here, we did the functional enrichment analysis with 2,137 genes identified by DISCERN to be significantly perturbed in breast cancer (BRC) (Supplementary Table 2 from [93]). BRC showed perturbation of distinct genes and sets of genes in comparison to LUAD, as well as similarities. Again, these included GO biological processes that one would generically expect to be over-activated in a solid tumor, such as translation initiation, cell cycle, proliferation, and general cellular metabolic processes. As with LUAD, targets of MYC were enriched in high-scoring DISCERN genes in BRC. Another high-scoring group in BRC was comprised of genes that are highly correlated with each other, but with this relationship de-regulated by BRCA1 mutation [198]. Additional significant overlaps were identified with luminal A, luminal B, HER2-enriched, and basal-like breast cancer subtype-specific genes that are associated with clinical outcomes [188], and genes associated with ER-positive breast cancer [244]. The 3rd highest ranked DISCERN gene was BRF2 (TFIIB-related factor 2). BRF2 is a known oncogene in both breast cancer and lung squamous cell carcinoma, and a core RNA polymerase III transcription factor that senses and reacts to cellular oxidative stress [90]. A GO category associated with NGF (nerve growth factor)-TrkA signaling shows the highest overlap with DISCERN genes in BRC (p-value: \(3.16 \times 10^{-104}\)). NGF-TrkA signaling is upstream of the canonical phosphatidylinositol 3-kinase (PI3K)AKT and RASmitogen-activated protein kinase (MAPK) pathways, both of which impinge on cell survival and differentiation. In the context of breast cancer, over-expression of TrkA has been connected to promoting growth and metastasis, as an autocrine factor, presumably due to its influence on PI3K-AKT
and RAS/MAPK [143]. TrkA is reportedly over-expressed in breast carcinoma relative to normal breast tissue in a majority of cases [2], supporting the high-ranking of genes in this pathway by DISCERN. Taken together, these results indicate that DISCERN highly ranks genes that are connected to known phenotypic and survival-associated processes in breast cancer. However, intriguingly the top DISCERN gene was CLNS1A (chloride nucleotide-sensitive channel 1A). This chloride channel gene has not, to our knowledge, been implicated in pathogenesis in any cancer, although it is a member of the BRCA1-related correlation network noted above. In fact there appear to have been few studies of its function although Entrez gene notes that it performs diverse functions.

6.2.7 DISCERN scores reveal survival-associated genes across multiple cancer types

In this section, we focus on the quantitative assessment of DISCERN and the comparison with LNS and D-score in terms of how much the identified genes are enriched for genes implicated to be important in the disease. Specifically, genes whose expression levels are significantly associated positively or negatively with survival time are often considered to be associated with tumor aggression. Identifying such genes has been considered as an important problem by a number of authors, where breast cancer was one of the first cancers to show promise in terms of identifying clinically relevant biomarkers [185, 243]. Here, we evaluated DISCERN based on how well it reveals survival-associated genes identified in an available independent dataset.

We chose the datasets with measures of patient prognosis: AML2, BRC2, and LUAD1. AML2 and BRC2 were not used for computing any scores (DISCERN, LNS, D-score, and ANOVA). For each of these datasets we computed the survival p-values based on the Cox proportional hazards model [233] measuring the association between each gene’s expression level and survival time. We defined survival-associated genes as the genes whose expression levels are associated with survival time based on the Cox proportional hazards model (p-value < 0.01) (Supplementary Table 3 from [93]).

We considered the genes whose DISCERN scores are significantly high at FDR corrected
p-value < 0.05 in each cancer: 1,351 genes (AML), 2,137 genes (BRC), and 3,836 genes (LUAD). We first computed the Fisher’s exact test p-values to measure the statistical significance of the overlap between these significantly perturbed genes and survival-associated genes in each of three cancers. For each cancer, we compared with existing methods to detect network perturbation – LNS and D-score – when exactly the same number of top-scoring genes were considered (Figure 6.3A-C). Since these numbers of genes were chosen specifically for DISCERN, there is a chance that LNS and D-score would show a higher enrichment for survival-associated genes if different numbers of top-scoring genes were considered. As discussed in the previous section, performing the gene-based permutation tests to estimate the confidence of each gene’s score in genome-wide data is not feasible. Instead, we compared the Fisher’s exact test p-values of the three methods across a range of numbers of top-scoring genes from 0 to $N$. It is pretty clear that neither LNS nor D-score would be better than DISCERN in revealing survival-associated genes, even when different numbers of top-scoring genes were considered across all cancer types.

ANOVA is a well-established method to identify differentially expressed genes across distinct conditions; DISCERN LNS, and D-score are methods to identify differentially connected genes across conditions. Therefore, the purpose of the comparison with ANOVA is not to evaluate DISCERN in identifying survival-associated genes as perturbed genes. The purpose is to compare between differentially expressed genes (that are commonly considered important) and perturbed genes estimated by the three methods (DISCERN, LNS, and D-score), in terms of the enrichment for genes with potential importance to the disease. For ANOVA, in Figure 6.3A-C, we considered 8,993 genes (AML), 7,922 genes (BRC) and 13,344 genes (LUAD) that show significant differential expression between cancer and normal samples at FDR corrected p-value < 0.05. The perturbed genes identified by DISCERN are more associated with survival than differentially expressed genes captured by ANOVA in AML and LUAD (Figure 6.3).

In addition to the comparison with other methods – LNS and D-score – we also compare with frequently mutated genes and genes annotated to be involved in the respective
Figure 6.3: The significance of the enrichment for survival-associated genes in the identified perturbed genes. We compared DISCERN with LNS and D-score based on the Fisher’s exact test p-value that measures the significance of the overlap between \( N \) top-scoring genes and survival-associated genes in each of three cancers. (A)-(C) We plotted \(-\log_{10}(p\text{-value})\) from the Fisher’s exact test when \( N \) top-scoring genes were considered by each method in 3 datasets: (A) AML (\( N = 1,351 \)), (B) BRC (\( N = 2,137 \)), and (C) LUAD (\( N = 3,836 \)). For ANOVA, we considered 8,993 genes (AML), 7,922 genes (BRC) and 13,344 genes (LUAD) that show significant differential expression at FDR corrected p-value < 0.05. (D)-(F) We consider up to 1,500 (AML), 2,500 (BRC), and 4,000 (LUAD) top-scoring genes in each method, to show that DISCERN is better than LNS and D-score in a range of \( N \) value. The red-colored dotted line indicates 1,351 genes (AML), 2,137 genes (BRC), and 3,836 genes (LUAD) that are identified to be significantly perturbed by DISCERN (FDR < 0.05). We compare among the 4 methods consisting of 3 methods to identify network perturbed genes (solid lines) and ANOVA for identifying differentially expressed genes (dotted line) in 3 cancer types.
cancer. We considered the following three gene sets: 1) a gene set constructed based on the gene-disease annotation database, Malacards [204], 2) genes known to have cancer-causing mutations based on the Cancer Gene Census [82], and 3) genes predicted to have driver mutations identified by MutSig [150] applied to The Cancer Genome Atlas (TCGA) data for the respective cancer type. The Malacards (gene set #1) and TCGA driver gene sets (#3) are generated for each cancer type – AML, breast cancer, or lung cancer. For example, for Malacards, we used the genes that are annotated to be involved in AML in Malacards to compare it with DISCERN genes identified in AML. Similarly, for the TCGA driver gene sets (#3), we used the AML TCGA data to identify the frequently mutated genes that are likely driver genes, and compared with high DISCERN-scoring genes in AML. We used the breast cancer TCGA data for BRC, and lung cancer TCGA data for LUAD. The Cancer Gene Census (CGC) gene set is a rigorously defined set of genes with multiple sources of evidence that its genes are cancer drivers in a single or multiple cancers.

For each cancer type, we compared these three sets of genes with the perturbed genes identified by DISCERN – 1,351 (AML), 2,137 (BRC), and 3,836 (LUAD) genes with high DISCERN scores – on the basis of the significance of the enrichment for survival-associated genes. Supplementary Figure 2 in [93] shows that the perturbed genes identified by DISCERN are more significantly enriched for survival-associated genes.

6.2.8 Prognostic model based on high DISCERN-scoring genes

In this section, we evaluated the DISCERN score based on how well it identifies genes that are predictive of patient prognosis. Here, we test the possibility of using the network perturbed genes identified by DISCERN as prognostic markers. For the cancer types with at least three data sets (AML and BRC; see Table 1), we construct a survival time prediction model using the genes with significant DISCERN scores (AML: 1,351 genes, BRC: 2,137 genes) identified based on one data set (Data # 1: AML1 and BRC1) as described in the previous subsection. Then, we trained the prediction model using one of the other datasets (Data #2: AML2 and BRC2) not used for the computation of the DISCERN score. Finally, we tested the
prediction accuracy on the third data set (Data #3: AML3 and BRC3).

We controlled for clinical covariates whose data are available – age in case of AML and age, grade and subtype in case of BRC – by adding them as unpenalized covariates into our elastic net Cox regression model. We trained the Cox regression model using Data #2 and tested the survival prediction model on Data #3. Since we evaluated the survival prediction in separate data (AML3 and BRC3) that were not used when training the survival prediction model, using more predictors, e.g., by adding clinical covariates, does not necessarily improve the prediction performance. Adding more predictors often leads to a higher chance of overfitting. Our survival prediction model based on the high DISCERN-scoring genes works at least as well as models based on the genes contained in the previously established prognosis markers, such as Leukemic Stem Cell score (LSC) [86] for AML and MammaPrint signature (with ~70 genes) [88] for BRC, as shown in Figure 6.4. The c-index in AML is 0.669 with standard error (se) being 0.031 (Figure 6.4B); in BRC, the c-index is 0.668 (se: 0.027) (Figure 6.4D). The DISCERN-based expression marker with clinical covariates makes better predictions than when clinical covariates alone are used.

6.2.9 DISCERN explains epigenomic activity patterns in cancer and normal cell types more accurately than alternative methods

One of the possible mechanisms underlying network perturbation identified in gene expression datasets representing different conditions (e.g., cancer and normal) is the following: A transcription factor (TF) ‘X’ binds to a gene ‘Y’ s promoter or its enhancer region in cancer but not in normal (or vice versa). Then, ‘X’ or its co-regulator could be an expression regulator for ‘Y’ in cancer but not in normal (or vice versa), and Y is identified as a perturbed gene (i.e., a high DISCERN-scoring genes). It is possible that ‘X’ s binding information is not available and ‘X’ s protein level is not reflected in its mRNA expression level; thus we cannot expect the DISCERN score of a gene inferred from expression data to be perfectly correlated with whether the gene has a differential binding of a certain TF, inferred from ChIP-seq or DNase-seq data. However, the degrees of correlation between the network perturbation score
Figure 6.4: The Kaplan-Meier plot showing differences in the survival rate measured in AML3 (A and B) and BRC3 (C and D) between the two patient groups with equal size, created based on the predicted survival time from each prediction model. We consider the model trained based on the top $N$ ($N=1,351$ for AML; $N=2,137$ for BRC) DISCERN-scoring genes and clinical covariates (blue), and the model trained based on only clinical covariates (red) (panels A and C for AML3 and BRC3, respectively). (B) The panel shows the comparison with the model trained using genes comprising 22 genes previously known prognostic marker, called LSC [86], along with the clinical covariates (red). (D) The panel shows the comparison with the model trained using 67 genes from the MammaPrint prognostic marker (70 genes) [88] along with the clinical covariates. We used 67 genes out of 70 genes that are present in our BRC expression datasets. P-values shown in each plot are based on the logrank test (red).
(DISCERN, LNS or D-score) of a gene and whether a TF differentially binds to the gene can be a way to evaluate the network perturbation scoring methods.

To determine whether or how much our statistical estimates of network perturbation reflects perturbation of the underlying TF regulatory network, we queried epigenomic data from ENCODE project. Two of the ENCODE cell lines – NB4 (an AML subtype [145]) and CD34+ (mobilized CD34 positive hematopoietic progenitor cells) – are closest to AML and normal conditions, and the DNase-seq data from these cell lines are available. We used the DNase-seq data from NB4 and the position weight matrices (PWMs) of 57 TFs available in the JASPAR database [210] to find the locations of the PWM motifs that are on the hypersensitive regions. This is a widely used approach to estimate active binding motifs using DNase-seq data, when ChIP-seq data are not available. We identified the locations of these PWM motifs on the hg38 assembly by using the FIMO [91] method (p-value ≤ 10^{-5}). We then intersected these motif locations with hypersensitive regions identified by the DNase-seq data for each TF. We repeated for the other cell line CD34+.

For each TF, we measured how well the DISCERN score of a gene can predict the differential binding of the TF in active enhancer regions (marked by H3K27Ac) within 15kbs of the transcription start site (TSS) of the gene (Figure 6.5A-C) and 5kb of the gene between blood cancer and normal cell lines (NB4 and CD34+) (Supplementary Figure 3 from [93]). We show that the DISCERN score can reflect differential binding of most of the TFs better than existing methods to identify network perturbation (LNS and D-score) and a method to identify differentially expressed genes (ANOVA). As a way to summarize these results across all 57 TFs, we computed the Pearson’s correlation between the score of each gene and the proportion of TFs that differentially bind to that gene out of all TFs that bind to that gene. Figure 6.5D shows that DISCERN detects genes with many TFs differentially bound between cancer and normal better than the other network perturbation detection methods (LNS and D-score) and ANOVA.

Considering hypersensitive sites identified by DNase-seq data as the indication of “general” binding of TFs or other DNA-associated proteins, we assume that a gene is differentially
bound if there is a DNase signal within a 150bp window around its TSS in one condition (cancer or normal), but not in the other condition. We observe that the DISCERN scores of the genes that are differentially bound are significantly higher than those of the genes that are not (Figure 6.5E). These results suggest that DISCERN identifies possible regulatory mechanisms underlying network perturbation more accurately than existing network perturbation detection methods (LNS and D-Score) and a method for identifying differential expression levels (ANOVA).

As a specific example, STAT3 has been shown to differentially regulate the mRNA expression of BATF in myeloid leukemia but not in normal condition [216]. We found that STAT3 differentially binds to BATF in the AML cell line but not in the normal cell line based on our differential binding analysis using the DNase-seq/motif data, as described above (Supplementary Table 4 from [93]). Interestingly, DISCERN identifies BATF as a perturbed gene in AML (FDR corrected p-value < 0.05). DISCERN also identifies STAT3 as the strongest regulator for BATF in AML expression data, but STAT3 is not selected as an expression regulator in normal expression data (Supporting Information 1 from [93]). Interestingly, LNS and D-Score detect STAT3 as an expression regulator of BATF in both conditions, not as a differential expression regulator.

Two of the Tier 1 ENCODE cell lines – K562 (chronic myeloid leukemia cell line) and GM12878 (a lymphoblastoid cell line) – correspond to blood cancer and normal tissues as well [234]. Tier 1 data contain the largest number of TFs with ChIP-seq datasets, which allows us to perform this kind of analyses using ChIP-seq datasets for these TFs. We repeated the same analysis with these cell lines and showed similar results (see Supplementary Figures 4 and 5 from [93]).

6.2.10 Combining DISCERN with ENCODE data improves the enrichment of known pathways

Additionally, we investigated whether one can use DISCERN as a filtering step to increase the power in a pathway enrichment analysis. We consider hypersensitive sites identified
Figure 6.5: Kolmogorov-Smirnov test p-value measuring the significance of the difference in score between genes differentially bound by the corresponding transcription factor (TF) (x-axis) and those not differentially bound by the corresponding TF. We performed the one-sided test with an alternative hypothesis that differentially bound genes have higher scores; thus high $-\log_{10}(p\text{-value})$ means that high-scoring genes tend to show differential binding. The TFs are divided into the 3 sets: (A) TFs that are known to be associated with leukemia, (B) TFs that are known to be associated with cancer, and (C) TFs that are currently not known to be associated with cancer or leukemia, based on the gene-disease annotation database Malacards [204]. (D) Comparison of the p-values for the Pearson’s correlation between the score of each gene and the proportion of differential TFs out of all TFs bound to the genes. (E) Kolmogorov-Smirnov test (one-sided as above) p-value measuring the significance of the difference in score between the genes with differential binding purely based on the DNase-seq data and those not. Here, a differentially bound gene is defined as a gene that has a DNase signal within a 150bp window around its TSS in one condition but not in the other condition.
by DNase-seq data as the indication of “general” binding of TFs or other DNA-associated proteins, and important regulatory events. As describe above, we identified differentially regulated genes between AML and normal cell lines (NB4/ CD34+) by identifying gene that have DNase-seq peaks within 150bp around the TSS in one condition (cancer or normal), but not in the other condition. There are 3,394 differentially regulated genes selected based on the DNase-seq data, of which 339 are significant DISCERN genes (Supporting Information 1 from [93]). Presumably, these disease specific targets should be enriched for pathways or categories that will help us understand mechanisms underlying the disease. Alternatively, some targets may be spurious, especially considering the use of cell lines that are not a perfect match to healthy and diseased bone marrow samples and experimental noise.

Here we attempt to identify differentially regulated genes between AML and normal samples, by integrating the information on the DNase-seq data (i.e., differentially bound genes) and significantly perturbed genes identified by DISCERN based on the expression datasets from AML samples and normal non-leukemic bone marrow samples. To show that combining these two pieces of information helps us to identify pathways that are specifically active in one condition not in the other, we compared the significance of the enrichment for Reactome pathways measured in fold enrichment between 1) 339 differentially bound DISCERN genes (intersection of 3,394 differentially bound genes and high DISCERN-scoring genes), and 2) 3,394 differentially bound genes. Supplementary Figure 6 in [93] shows that for most of the pathways, using the intersection of differentially bound and perturbed genes increases the fold enrichment compared to when differentially bound genes were used (Wilcoxon p-value < 7 × 10^{-5}).

Among the pathways, ‘platelet activation signalling and aggregation’ shows significant improvement in fold enrichment: 1) when differentially bound DISCERN genes were used ($f = 2.9$; FDR q-value = 0.01), compared to 2) when differentially bound genes were used ($f = 1.03$). It has been shown that the interactions between platelets and AML cells have considerable effects on metastasis, and the various platelet abnormalities have been observed in AML and other leukemias [76]. G-alpha signalling-related pathways also show significant
boost in fold enrichment when DISCERN was used as a filtering mechanism for differentially bound genes. ‘$G_q$ signalling pathway’ shows significant increase in fold enrichment: 1) when differentially bound DISCERN genes were used ($f = 2.16$; FDR q-value $= 0.05$), compared to 2) when differentially bound genes were used ($f = 0.92$). ‘$G_{12/13}$ signalling pathway’ shows significant improvement in fold enrichment: 1) when differentially bound DISCERN genes were used ($f = 3.4$; q-value $< 0.03$), compared to 2) when differentially bound genes were used ($f = 1.5$). These pathways have been implicated in leukemias [222].

6.3 Methods

6.3.1 Data Preprocessing

Raw cell intensity files (CEL) for gene expression data in AML1, AML2, and AML3 were retrieved from GEO [11] and The Cancer Genome Atlas (TCGA). Expression data were then processed using MAS5 normalization with the Affy Bioconductor package [84], and mapped to Enztrez gene annotations [164] using custom chip definition files (CDF) [52], and batch-effect corrected using ComBat [126] implemented in package sva from CRAN.

BRC1 expression data were accessed through Broad Firehose pipeline (build 2013042100). We checked whether BRC1 processed by Firehose shows evidence of batch effects. We confirmed that the first three principal components are not significantly associated with the plate number (which we assumed to be a batch variable), which indicates no strong evidence of batch effects. BRC2 and BRC3 were accessed through Synapse (syn1688369, syn1688370). All probes were then filtered and mapped using the illuminaHumanv3.db Bioconductor package [67]. Probes mapped into the same genes were then collapsed by averaging if the probes being averaged were significantly correlated (Pearson’s correlation coefficient greater than 0.7).

LUAD1 expression data were accessed through Broad Firehose pipeline (build 2015110100). Genes which had a very weak signal were filtered out of the LUAD1 data. We then applied the voom normalization method that is specifically designed to adjust for the poor estimate
of variance in count data, especially for genes with low counts [149]. The voom algorithm adjusts for this variance by estimating precision weights designed to adjust for the increased variance of observations of genes with low counts. This would stabilize the estimated distribution of RSEM values in the LUAD data, making it more normally distributed. Since LUAD data comes from different tissue source sites, we have applied batch-effect correction using ComBat.

For all datasets, only probes that are mapped into genes that have Entrez gene names were considered. Table 6.1 shows the number of samples and genes used in each dataset. For AML1, BRC1, and LUAD1 that were used for score computation, we split each dataset into two matrices, one with only cancerous patients and one with normal patients. These matrices are normalized to 0-mean, unit-variance gene expression levels for each gene, before each network perturbation score (DISCERN, LNS, and D-score) was computed, which is a standard normalization step for accurately measuring the difference in the network connectivity. For methods that measure the differential expression levels (ANOVA), such normalization was not applied.

Lastly, candidate regulators are identified from a set of 3,545 genes known to be transcription factors, chromatin modifiers, or perform other regulatory activity, which have been used in many studies on learning a gene network from high-dimensional expression data [152, 127, 215, 85] (Supplementary Table 1 from [93]).

6.3.2 DISCERN score

DISCERN uses a likelihood-based scoring function that measures for each gene how much likely the gene is differently connected with other genes in the inferred network between two conditions (e.g., cancer and normal). We model each gene’s expression level based on a sparse linear model. Let $y_i^{(s)}$ be a standardized expression levels of gene $i$ in an individual with a condition $s$ (cancer or normal) modeled as: $y_i^{(s)} \approx \sum_{r=1}^{p} w_{ir}^{(s)} x_r^{(s)}$, where $x_1^{(s)}, \ldots, x_p^{(s)}$ denote standardized expression levels of candidate regulator genes in a condi-
tion $s$. Standardization is a standard practice of normalizing expression levels of each gene to be mean zero and unit standard deviation before applying penalized regression method \cite{235, 236, 61, 211}. To estimate weight vector $w_{i}^{(s)}$ lasso \cite{235} optimizes the following objective function: argmin $w_{i1},...,w_{ip}$ \sum \limits_{j=1}^{n} \left( y_{ij}^{(s)} - \sum \limits_{r=1}^{p} w_{ir}^{(s)} x_{jr}^{(s)} \right)^2 - \lambda \sum \limits_{r=1}^{p} \left| w_{ir}^{(s)} \right|$, where the subscript $j$ in the formula iterates over all patients, used as training instances for lasso. Here, $y_{ij}^{(s)}$ corresponds to the expression level of the $i^{th}$ gene in the $j^{th}$ patient in the $s^{th}$ state and $x_{ij}^{(s)}$ similarly corresponds to the expression level of the $i^{th}$ regulator in the $j^{th}$ patient in the $s^{th}$ state. The second term, the $L_1$ penalty function, will zero out many irrelevant regulators for a given gene, because it is known to induce sparsity in solution \cite{235}.

After estimating $w_{i}^{(s)}$ for each $s$, the DISCERN score measures how well each weight vector learned on one condition explains the data in the other condition, by using a novel model selection criteria defined as:

\[
\text{DISCERN}_i = \frac{\text{per sample -log-likelihood based on } w_{i}^{(s)} \text{ on data in the other condition } s'}{\text{per sample -log-likelihood based on } w_{i}^{(s)} \text{ on data in the same condition } s} = \frac{\text{err}_i(c, n) + \text{err}_i(n, c)}{\text{err}_i(c, c) + \text{err}_i(n, n)},
\]

where $\text{err}_i(s, s') = \frac{1}{n_s} \left| y_{i}^{(s)} - \sum \limits_{r=1}^{p} w_{ir}^{(s')} x_{r}^{(s')} \right|^2$. Here $n_s$ is the number of samples in the data from condition $s$. The numerator in Eq (6.1) measures the error of predicting gene $i$’s expression levels in cancer (normal) based on the weights learned in normal (cancer). If gene $i$ has different sets of regulators between cancer and normal, it would have a high DISCERN score. The denominator plays an important role as a normalization factor. To show that, we defined an alternative score, namely the $D^0$ score that uses only the numerator of the DISCERN score, Eq (6.1):

\[
D^0_i = \text{err}_i(c, n) + \text{err}_i(n, c)
\]

\[
= \frac{1}{n_c} \left| y_{i}^{(c)} - \sum \limits_{r=1}^{p} w_{ir}^{(c)} x_{r}^{(c)} \right|^2 + \frac{1}{n_n} \left| y_{i}^{(n)} - \sum \limits_{r=1}^{p} w_{ir}^{(n)} x_{r}^{(n)} \right|^2
\]

The first step of calculating the DISCERN score and $D^0$ score is to fit a sparse linear model (such as lasso \cite{235}) for each gene’s expression level. We used the scikit-learn Python
package (version 0.14.1) to calculate these scores with the values of the sparsity tuning parameters $\lambda$ chosen by using the 5-fold cross-validation tests.

**ANOVA score computation**

Analysis of Variance (ANOVA) is a standard statistical technique to measure the statistical significance of the difference in mean between two or more groups of numbers. For each gene, the 1-way ANOVA test produces a p-value from the F-test, which measures how significantly its expression level is different between conditions (e.g., cancer and normal). The ANOVA score was computed as negative logarithm of a p-value, obtained from 1-way ANOVA test using `f_oneway` function in `scipy.stats` Python package.

**PLSNet score computation**

PLSNet score attempts to measure how likely each gene is differently connected with other genes between conditions. It was computed using dna R package version 0.2.1 [87]. The network perturbation score for each gene is computed based on the empirical p-value from 1,000 permutation tests.

**LNS score computation**

In Guan et al. (2013) [99], the authors defined the local network similarity (LNS) score for gene $i$ that is defined as correlation of the Fisher’s z-transformed correlation coefficients between expression of gene $i$ and all other genes between two conditions:

$$LNS_i = \text{corr} (\text{arctanh}(c_{ij}^n), \text{arctanh}(c_{ij}^c)), \quad (6.3)$$

where $c_{ij}^s$ represents the correlation coefficient between expression levels of genes $i$ and $j$ in condition $s = n$ for normal and $s = c$ for cancer.
**D-score score computation**

For synthetic data analysis, we have also introduced a D-score, computed as following (as used in Wang et al. (2009) [252]):

\[
D_i = \|d^s_{ij} - d^c_{ij}\|_1,
\]

(6.4)

where \(d^s_{ij}\) is a normalized correlation (normalized to have zero mean and unit variance across genes) between genes \(i\) and \(j\) in condition \(s\), also known as Glass’ \(d\) score [89].

**Synthetic data generation**

We generated 100 pairs of datasets, each representing disease and normal conditions. Each pair of datasets contains 100 variables drawn from the multivariate normal distribution with zero mean and covariance matrices \(\Sigma_1\) and \(\Sigma_2\). Each dataset contains \(n_1\) and \(n_2\) samples, respectively, where \(n_1\) is randomly selected from uniform distribution between 100 and 110, and \(n_2\) is from uniform distribution between 16 and 26. This difference in \(n_1\) and \(n_2\) reflects the ratio of the cancer samples and normal samples in the gene expression data (Table 6.1).

For each of the 100 pairs of datasets, we divided 100 variables into the following three categories: 1) variables that have different sets of edge weights with other variables across two conditions, 2) variables that have exactly the same sets of edge weights with each other across the conditions, and 3) variables not connected with any other variables in the categories 2) and 3) in both conditions. For example, in Figure 6.1A, ‘1’ is in category 1) (i.e., perturbed genes). ‘2’, ‘4’, ‘6’, and ‘7’ are in category 2), and ‘3’ and ‘5’ is in category 3). In each of the 100 pairs of datasets, the number of genes in category #1 (perturbed genes), \(p\), is randomly selected from uniform distribution between 5 and 15. The number of genes in each of the other two categories #2 and #3 is determined as \((100 - p)/2\).

We describe below how we generated the network edge weights (i.e., elements of \(\Sigma_1^{-1}\) and \(\Sigma_2^{-1}\)) among the 100 variables. To ensure that only the genes in #1 have differing edge weights between two conditions, we generated two \(p \times p\) matrices, \(X_1\) and \(X_2\), with elements randomly drawn from a uniform distribution between -1 and 1. Then, we generated
symmetric matrices, $X_1^\top X_1$ and $X_2^\top X_2$, and added positive values to the diagonal elements to these symmetric matrices, if its minimum eigenvalue is negative – a commonly used method to generate positive definite matrices [27]. They become submatrices of $\Sigma_1^{-1}$ and $\Sigma_2^{-1}$ for these $p$ variables. Similarly, we generate a common submatrix for the variables in category #2 – variables that have the same edge weights with other variables across conditions. Variables in category #3 have identity matrix as the inverse covariance matrix among the variables in that categories. Finally, we added mean zero Gaussian noise to each element of $\Sigma_1^{-1}$ and $\Sigma_2^{-1}$, where the standard deviation of the Gaussian noise is randomly selected between 0.5 and 5.

This procedure allows having datasets of varying levels of difficulty in terms of high-dimensionality and network perturbation, which provides an opportunity to compare the average performances of the methods in various settings.

**Conservative permutation tests**

To generate a conservative null distribution, we performed permutation tests by randomly reassigning cancer/normal labels to each sample, preserving the total numbers of cancer/normal samples. The correlation structure among genes would be preserved, because every gene is assigned the same permuted label in each permutation test. We then computed the DISCERN score for a random subset of 300 genes. We repeated this process to get over one million DISCERN scores to form a stable null distribution, which was used to compute empirical p-values.

**Identifying survival-associated genes**

For the survival-associated genes enrichment analysis, we first computed the association between survival time and each gene expression level. Genes that had a p-value from the Cox proportional hazards model (computed using survival R package) smaller than 0.01 were considered significantly associated with survival. These include 1,280 genes (AML), 1,891 genes (BRC) and 1,273 genes (LUAD) (Supplementary Table 3 from [93]). Statistical
significance of the overlap with top $N$ DISCERN, LNS, D-score and ANOVA -scoring genes was computed by using the Fisher’s exact test based on the hypergeometric distribution function from \textit{scipy.stats} Python package [129].

\textit{Gene sets previously known to be important in cancer}

We presented the results on the comparison with three sets of genes that are known to be important in cancer (Supplementary Figure 2 from [93]). Here, we describe how we obtained these gene sets. First, Malacards genesets were constructed based on the data from malacards.org website accessed in September 2012. Second, we used a set of 488 genes we downloaded from Catalogue of Somatic Mutations in Cancer website (CGC) [82]. For each cancer type, we considered the intersection between this list and the genes that are present in the expression data. Finally, a set of genes likely to contain driver mutations selected by MutSig was defined as those that pass $q < 0.5$ threshold based on 20141017 MutSig2.0 report from Broad Firehose.

\textit{Cross-dataset survival time prediction}

To evaluate the performance of the DISCERN score on identifying genes to be used in a prognosis prediction model, we trained the survival prediction model using one dataset and tested the model on an independent dataset (Figure 6.4). To train the survival prediction model, we used the elastic net regression ($\alpha = 0.5$) using \textit{glmnet} CRAN package (version 1.9-8). Available clinical covariates – age for AML, and age, grade and subtype for BRC – were added as unpenalized covariates. Regularization parameter $\lambda$ was chosen by using the built-in cross-validation function. Testing was always performed in the independent dataset with held-out samples from the dataset that was not used for training. For comparison, we trained the prediction model using 22 LSC genes [86] with age in AML, and 67 genes from the 70-gene-signature [88] (3 genes from the signature were missing in the dataset we were using) with clinical covariates (age, stage, and subtype) in BRC, as shown in Figure 6.4B and Figure 6.4D, respectively.
Epigenomics analysis

The Encyclopedia of DNA Elements (ENCODE) is an international collaboration providing transcription factor binding and histone modification data in hundreds of different cell lines [70]. Data for ENCODE analysis were accessed through the UCSC Genome Browser data matrix [132] and processed using the BedTools and pybedtools packages [199, 53]. Two of the ENCODE cell lines – NB4 (an AML subtype [145]) and CD34+ (mobilized CD34 positive hematopoietic progenitor cells) – are closest to AML and normal conditions, and the DNase-seq data from these cell lines are available.

For each cell line, we used the DNase-seq data and the position weight matrices (PWMs) of 57 transcription factors (TFs) available in the JASPAR database [210] to find the locations of the PWM motifs that are on the hypersensitive regions. We identified the locations of these PWM motifs on the hg38 assembly by using FIMO [91] (p-value ≤ 10^{-5}). We then intersected these motif locations with hypersensitive regions identified by the DNase-seq data for each TF. We repeated this process to identify active binding motifs of the 57 TFs in each of the cell lines, NB4 and CD34+.

For each TF, we identified the genes the TF differentially binds to between cancer and normal cell lines. We assumed that a certain TF is bound near a gene if the center of the peak is in the active enhancer regions (marked by H3K27Ac) within 15kbs of the transcription start site (TSS) of the gene or the 5kb around the gene’s transcription start site. We show that for most of the TFs, differentially bound genes have significantly high DISCERN scores than those not (Figure 6.5A-C).

The differential regulator score for each gene was computed by taking the number of differentially bound TFs and dividing it by the total number of TFs bound to the gene in any condition. We show that the differential regulator score is highly correlated with the DISCERN score (Figure 6.5D). For DNase-based analysis (Figure 6.5E), we defined a gene to be differentially regulated if hypersensitive sites detected by DNase-seq are within 150bp upstream of the gene in one condition and not in another.
Reactome enrichment and DISCERN filtering

A set of 605 Reactome pathways was downloaded through Broad Molecular Signature Database (MSigDB) [229]. We postulate that hypersensitive sites identified by DNase-seq in a particular cell line indicate the regions where important regulatory events occur, such as transcription factor binding. We constructed the list of differentially regulated genes by comparing the hypersensitive sites identified by DNase-seq data between cancer and normal cell lines within 150bp upstream from TSS of each gene. For each pathway, we computed the fold enrichment (\(= \frac{\text{number of genes in the intersection of two groups of genes}}{\text{number of genes in the intersection by random chance}}\)) that measures the significance of the overlap between genes in the pathway and the identified differentially regulated genes. We compared the fold enrichment with when the genes in the intersection of differentially regulated genes and 1,351 significantly perturbed genes identified by DISCERN were used (Supplementary Figure 6 in [93]). To reduce the noise, we only considered the pathways that had \(\geq 5\) genes in the overlap before filtering. The p-values were then FDR corrected for multiple hypothesis testing. Although p-values would measure the significance of the overlap between a gene set with a pathway, we used the enrichment fold as a measure of the significance of the overlap because we compared a set of genes with another set much smaller size.

6.4 Summary

In this chapter, we have presented a general computational framework for identifying the perturbed genes, i.e., genes whose network connections with other genes are significantly different across conditions, and tested the identified genes with statistical and biological benchmarks on multiple human cancers. Our method outperforms existing alternatives, such as LNS, D-score, and PLSNet, based on synthetic data experiments and through biological validation performed using seven distinct cancer genome-wide gene expression datasets, gathered on five different platforms and spanning three different cancer types – AML, breast cancer and lung cancer. We have demonstrated that DISCERN is better than other methods for
identifying network-perturbation in terms of identifying genes known to be or potentially important in cancer, as well as genes that are subject to differential binding of transcription factor according to the ENCODE DNase-seq data. We have also demonstrated a method to use DISCERN scores to boost signal in the enrichment test of targets of differential regulation constructed using DNase-seq data available through the ENCODE Project.

The work in this chapter was first reported in [93]. The resulting DISCERN score for each gene in AML, BRC and LUAD, the implementation of DISCERN, and the data used in the study are freely available on our website http://discern-leelab.cs.washington.edu/.
Chapter 7

ENABLING REPRODUCIBILITY BY USING CLAIM-AWARE DATA INTEGRATION

7.1 Introduction

In response to increasing awareness of reproducibility issues in many fields of science [124, 83, 167, 123], funding agencies and publishers have made significant investments to create public data repositories (e.g. [68]). In some fields, authors are required to submit data supporting their findings as a condition of publication or funding [24]. But while these policies have been successful in forcing researchers to make data public, there is little evidence that the data are being reused to any significant degree. For example, the number of datasets deposited in the Gene Expression Omnibus (GEO) has been growing superlinearly over time, but the number of datasets used in integrative studies (those referring at least 3 different datasets) has been lagging behind (Figure 7.1). Moreover, the number of datasets referenced per paper has not increased significantly (with mean rising from 1.7 to just 2.3 over the last 10 years), suggesting that the friction of finding, cleaning, and integrating other people’s data remains prohibitively expensive. Cultural pressures also limit the reuse of data; those who reuse other people’s data have been labeled “data parasites” [160, 96].

Existing services over these public data repositories amount to little more than keyword search [37], which itself performs poorly. A search for datasets for common tissue types in GEO, for example “liver”, yields precision of just 40% and recall of 57% (estimated by comparing search results with manually curated tissue annotations provided by Lee et al. [153]). Some projects have attempted to improve dataset discovery in open data repositories by automatically profiling data at scale, but these approaches offer no help in integrating data once relevant data is found, and do nothing to encourage reuse in the first place [153, 94].
Projects aimed at improving reproducibility tend to emphasize tools for scientists to use beginning from early phases of their data analysis, requiring significant changes to researchers’ behavior and workflow [190, 191, 77].

We advocate a more direct approach that does not rely on influencing researchers’ behavior. Researchers publish papers and upload datasets as usual. Each claim from the paper can be represented in a machine-readable form (automatically extracted in some cases, or manually expressed where necessary), and the experimental conditions implied by the claim are aligned to the schema of a relevant dataset. Once the claim is expressed and the schema has been aligned to it, a statistical test based on the extracted claim can be applied and the results aggregate. We apply this process first to the authors’ own uploaded data, addressing the schema misalignment and information extraction issues resulting from inconsistent use of terms between the text of the paper and the attributes in the data itself. We extract a set of candidate claims and possible schema matchings, then prune this set of candidates to those that provide statistical evidence in support of the claim. Then we can attempt to generalize the claim by gathering relevant subsets of data that were collected under consistent experimental conditions and re-running the relevant statistical test. An overview of our approach is shown on Figure 7.2.

**Example 1** Researcher uploads a new paper reporting a significant correlation between the expression levels of gene X and gene Y in the lung tissue of smokers. The researcher also uploads the dataset D on which the analysis was carried out. For simple claims like this one, we can often extract candidate claims directly from the paper. For more complex claims, authors, repository administrators, reviewers, or reproducibility researchers can express the claim in a domain-specific language for capturing simple statistical tests. In this case, the claim is written as $X \sim Y \mid \text{lung, smoker} \in D$. The more general claim implied by this result is that this correlation holds for all smokers, so we can drop the dataset reference and just write $X \sim Y \mid \text{lung, smoker}$. But the dataset uses an uninformative numeric code to indicate smokers; the terms used in the paper do not necessarily match the attribute names in the
dataset. We therefore adapt this claim by finding a mapping between the schema implied by the claim and the schema of the dataset. Our approach is to assume that claims are true on the uploaded dataset, and select from among candidate extracted claims and candidate mappings by evaluating the statistical test. Finally, we can validate the generalized claim by finding relevant data items in the broader repository, imputing the conditions (e.g., smoker) when necessary using a Bayesian model, and evaluating a broader experiment. The result is a report showing the confidence interval of the claim against the fused knowledge in the overall repository.

A key challenge is in the semantic heterogeneity between a) the language used in the paper to describe the claim, b) the schema of the dataset associated with the paper, and c) the schema of other relevant datasets. Our key insight is that we can use the stated claim to help resolve semantic heterogeneity in all three contexts.

The claim language is naturally extensible; each new type of claim needs only a corresponding statistical test that can be evaluated over the datasets available in a repository.
The basic idea — to use the validity of the statistical test to disambiguate difficult problems in semantic information extraction and data integration — is independent of the nature of the claim. In this work, we study correlation claims (that two variables are correlated under certain conditions) and mean shift claims (that a single variable has statistically different average values under two different conditions) These two types of claims are sufficient to model the results in hundreds of papers in our application of interest.

We use the term “mean shift” to refer to a very general type of claim that claims a statistically significant difference between two variables under similar conditions: treatment outcomes in biomedicine, algorithm performance in computer science, Likert scale survey responses in user studies, economic outcomes in political science, etc. Our approach does not depend crucially on the specific statistical test; for example, a chi square test compares means in frequency for categorical variables, and could be added to the language. We focus on t-tests in this work, as it covers the great majority of claims we see in practice.

The term replicability typically refers to repeating the exact experiment presented in a paper, while reproducibility implies collecting new data to support or challenge a previous conclusion [36]. We are addressing both concepts: we first attempt a simplified (yet automated) replication strategy on the authors’ own data, then attempt an automated reproducibility study using other data in the repository. To avoid overloading the term reproducibility, we will refer to this second step as generalization.

In this work, we consider this approach in the context of transcriptomics studies that compare gene expression levels across treatment groups, demographic groups, etc. Multiple methods for measuring gene expression data exist (RNA-seq and Microarray chips between the two most prominent); these methods have matured significantly, but were originally prone to severe reproducibility concerns. In some cases, the lab technician operating the equipment was a better predictor of the outcome than the treatment being studied! In part due to this history of poor reproducibility, the Gene Expression Omnibus was established to promote data sharing and improve reuse. But as shown in Figure 7.1, the rate of reuse is still low: The number of datasets is growing superlinearly over time, but instances of reuse
for those datasets is growing much more slowly.

To evaluate our algorithms, we use a set of correlation claims in genomics extracted by Poon et al [196] as well as a corpus of manually encoded mean-shift claims. Cedalion then provides a way to represent these claims in a domain specific language, and use these claim expressions to invoke repository-wide meta-experiments. Cedalion is enabled in part by our previous work on machine learning techniques to provide high-quality tissue annotations for human samples in GEO [94]. We use these annotations to filter out irrelevant datasets from the repository during the claim generalization step. The future combined system build using this components can take scientific papers and a public repository as input and produce a report summarizing the evidence for or against the claims in the paper.

Some other proposed systems attempt to automate the discovery process itself, under the banner of hypothesis generation [65, 42, 225]. However, these approaches have a fundamental vulnerability to finding and reporting spurious results — so-called p-hacking. That is, mining for correlations in a large data repository will always produce strong but meaningless signals. In contrast, our system is conservative in the sense that we are only gathering evidence related to published claims that have undergone peer review.

Our contributions are as follows:

• A model of the data integration problem in the context of replicability and reproducibility studies against public data repositories.

• A claim-aware algorithm ClaimCheck for replicability that uses the statistical test implied by the claim to prune the search space for schema matching.

• An algorithm ClaimJump that uses shared information between datasets to impute missing attributes for use in data integration and generalize the claim for validation against experimentally valid datasets.

• An end-to-end system prototype Cedalion that combines both algorithms together with
our prior work from [196, 94] to generate reports summarizing the evidence for and against the genomics claim.

- An evaluation of these methods against Gene Expression Omnibus repository, including a new assessment of hundreds of claims in published papers. An example of the role Cedalion can play: A 2013 study [134] found a link between the Chemokine ligand 9 gene (CXCL9) and acute rejection of kidney transplants using various datasets available at the time. Cedalion automatically found and integrated relevant data from 2014 *uploaded after the original study was published* to confirm the results, suggesting that Cedalion can be used to continuously and automatically monitor claims as new data becomes available.

The rest of this chapter is organized as follows. In Section 7.2 we consider related work. In Section 7.3 we describe the claim validation problem setting precisely and derive the specific sub-problems we address in this chapter. In Section 7.4 we describe the core algorithms addressing the sub-problems, specialized where noted to our application setting. In Section 7.5 we evaluate these algorithms against a gene expression repository, finding that our methods provide a way to include claims in the solution for large-scale scientific data integration and claim validation problems. In Section 7.6 we discuss our conclusions and position them within a broader context of improving the robustness of science based on statistical arguments.

### 7.2 Related work

**Hypothesis Discovery**  Duggan et al. provide a cogent discussion of the hypothesis generation problem and propose a solution, but no system has been built, and the approach is fundamentally vulnerable to spurious results and p-hacking [65]. Chirigati et al. describes a novel topology-based method for finding patterns across datasets with shared time and space; this approach is compatible with our framing of the problem, but again lacks guidance from hypotheses developed by domain experts and is therefore vulnerable to spurious results, as
has been pointed out [42]. Zhao et al. developed new methods for controlling for spurious results by adjusting the family-wise error rates [263]. Spangler et al. [225] mines knowledge from papers and uses this information to identify potential new hypotheses to guide future research, but makes no effort to incorporate public data to verify the claims.

**Workflow systems**  A number of systems aim to provide upstream tools to standardize the analysis process and improve reproducibility as a result, but require that scientists change their behavior to use them [33, 183, 10]. In contrast, we emphasize server-side tools that operate repository-wide to support reproducibility studies.

**Code-sharing systems**  A number of systems allow researchers to remain in their preferred programming environments, but provide services for sharing and reproducibility. Jupyter Notebooks [139] simplify code sharing and data sharing, and have been widely adopted, but make no effort to adapt result to other data, nor link the communicable claims made in
papers to the code and data used to implement the analysis; they are “expert tools.” The noWorkflow system augments the Python programming environment to collect provenance information [178, 193]. ReproZip and an earlier system CDE monitor access to files and shared libraries, automatically packaging them to allow re-execution in different environments [100, 43].

Reproducibility Studies Several papers have described studies to measure the extent of the reproducibility problem in various fields, but these studies are primarily manual, or limit their studies to papers whose authors have conformed to strict guidelines for reproducibility [124, 83]. In recognition of these concerns, various fields are enacting top-down standards to enforce reproducibility mandates, including SIGMOD reproducibility efforts [77].

Knowledge Fusion Web-scale knowledge extraction [62, 63, 64] presents opportunities driven by the fact that the same information is repeated multiple times across different web pages. In the scientific domain, we do not have the same degree of redundancy to exploit; studies are expensive and researchers are strongly incentivized to publish unique, novel results. Survey papers and meta-analysis studies are exceptions, but usually only cover a tiny fraction of the overall hypothesis space in the literature and require intense manual effort to explore a single question. Complementary to deep-yet-manual meta-analysis studies, we emphasize broad-yet-automated tools to increase the value of shared data repositories even for those questions where no meta-analysis is likely to be undertaken.

Data Cleaning A large number of methods and tools for data cleaning have been proposed, but these approaches focus on errors in the datasets (typically in the enterprise setting), generally assume the existence of ground truth information that can inform cleaning, and do not consider the statistical claims as a source of information to guide cleaning [54, 142].
**Data integration**  The problem of matching schemas between different relations has been extensively studied (c.f. [201, 20]), but most approaches tend to rely on information only available in conventional enterprise settings, such as a large amount of instance-level data [59], engineered schemas with rich constraints, expressive query languages, or explicit requirements for Extract Transform Load (ETL) pipelines. In our “weakly structured” setting, we do not have access to any of this information, but we do have access to task-specific information in the form of peer-reviewed scientific claims.

**Semantic parsing**  The problem of claim extraction from free text can be cast as a semantic parsing problem where a logical form is being induced directly from text. Approaches to semantic parsing range from unsupervised [195] to supervised by question-answer pairs [15] to a supervision through schema matching in a large labeled database [31]. We consider these methods complementary to our core approach of using statistical claims to guide information extraction and data integration.

**Hypothesis validation and discovery systems in genomics**  Several systems were recently proposed in the functional genomics space, implemented as Shiny R applications, but they all suffer limitations due to the heterogeneous and unstructured nature of the datasets in GEO. ScanGEO [140] is limited to manually curated portion of GEO, comprising of less than 10% of all samples. ShinyGEO [66] allows one to analyze any available dataset but is limited to one dataset at the time analysis and requires users to provide exact mapping of their query to the underlying schema of the data through a GUI interface. GEOForacle [58] uses machine learning and text-mining techniques to extract perturbation experiments from GEO datasets and visualize the results of the differential expression. None of the approaches support automatic extension of an analysis to related data or work directly from the scientific claim to formulate the data-analysis hypothesis.
**Meta-analysis studies in genomics**  Tseng et al [240] have analyzed over 300 transcriptomics meta-analysis studies, finding that 66% of them focused on gene differential expression (encoded by our “mean shift” claim type) and further 10% focused on gene co-expression (encoded by our correlation claim type). Microarray meta-analysis is fraught with issues in data quality, heterogeneity, batch effects [203, 30]. We ignore those issues in the current study to focus on our claim-centric methods; we do so by using a consistent corpus of datasets collected from a single genomic expression platform [94]. Extension to a wider range of platforms is an engineering exercise that is left as future work.

### 7.3 Problem Definition

In this section we make the problem setting precise and define the two sub-problems we address in this paper.

A repository \( \mathcal{R} \) is a population of data items: people in the case of a repository of survey results, or tissue samples in the case of a repository of gene expression studies. All data items in the repository have a (potentially very large) set of unobserved attributes \( X \cup L \), where \( X \) is a set of numeric measured attributes over which statistical claims are asserted (e.g., income in the case of surveys or gene expression level for a particular gene) and \( L \) is a set of labeling attributes; e.g., demographic information, tissue types, or experimental conditions. That is, we can consider the entire repository as a large relation with an unobserved “true” schema.

A dataset \( D \subset \mathcal{R} \) is a subset of the repository with a set of observed attributes \( X_D \cup L_D \). Metadata provided at the dataset level are captured as constant attributes. For example, if a dataset consists entirely of liver tissue samples, a constant attribute `tissue` is assumed, with a value of `liver` for every record in the dataset.

We assume every labeling attribute is binary; non-binary labeling attributes can be pivoted into binary attributes. For example, an attribute `hair color` with domain \{`blond`, `red`, `black`\} can be pivoted into three binary attributes `hair color:blond`, `hair color:red`, and `hair color:black` all with domain \{`true`, `false`\}. We will at times refer to a binary
attribute as a selector.

A general claim is a pair \((Q,p)\), where \(Q\) is a boolean query over the unobserved numeric attributes \(X\) and \(p\) is a predicate over the labeling attributes \(L\). The semantics of a general claim is an assertion that the query \(Q\) evaluates to true on a virtual dataset consisting of all data items in \(\mathcal{R}\) that satisfy the predicate \(p\).

An observational claim is a triple \((Q,p',D)\): a general claim associated with a specific dataset \(D \subset \mathcal{R}\). The semantics of an observational claim is an assertion that query \(Q\) evaluates to true over the portion of the dataset \(D\) that satisfies the predicate \(p'\). Often times, the claim from a paper will correspond to the entire dataset released with the paper and in those cases predicate \(p'\) is vacuously true. But we still need to perform schema mapping in this case because \(Q\) can contain selectors to talk about two sub-population of the entire dataset.

Since the query \(Q\) and the predicate \(p\) are expressed over the unobserved attributes \(X\) and \(L\) respectively, while each dataset \(D\) has a schema \(X_D \cup L_D\), the query \(Q\) cannot be executed directly over any particular \(D\). This complication reflects the fact that the terminology used in the paper to express the claim may or may not be aligned with the attributes of the dataset — the claim in the paper is designed to be interpreted by a human reader and the dataset may involve coded attributes, abbreviations, technical nomenclature, or other differences. A key challenge is to resolve this semantic heterogeneity by finding the mapping from \(X \cup L\) to \(X_D \cup L_D\) intended by the author that demonstrates the validity of \(Q\) on \(D\).

**Example of semantic heterogeneity** A study of the dataset GSE31210 [184] notes: “In ALK-positive tumors, 30 genes, including ALK and GRIN2A, were commonly overexpressed...”. But the corresponding dataset includes the attribute gene alteration status with a domain including \{ALK-fusion +, EGFR/KRAS/ALK -\}, making it neccessary to distinguish ALK-fusion + corresponding to ALK-positive samples. Tumor samples are annotated with the tissue: primary lung tumor selector, also presenting a matching problem.

The observational claim asserts that the provided data supports the claim. The general
form of the claim asserts that the observational claim is not limited to only the experimental data, but will hold true for all data items that match the experimental conditions. Usually both are desired: without the general claim, the result only applies to the observed sample, which is only an interesting statement if the entire population was observed — a rare situation. But a general claim without an observational claim corresponds to an untested hypothesis, with no supporting experimental data.

We distinguish the two claims even though they are closely related because we will handle them differently: We assume that the observational claim is true, and use this assumption to assist with information extraction and data integration (see Algorithm 2). We do not assume the general claim is true; we find relevant data items from the broader repository and use them to assess the validity of the claim (see Algorithm 3).

In typical cases, the queries associated with claims will be associated with a probability rather than a boolean truth value. That is, claims are true or false only in a probabilistic sense, so it is natural to talk about the probability of the query being true. The types of claims we will consider will be interpreted as statistical tests returning a probability. The corresponding boolean query can be constructed by assigning a threshold, e.g., a p-value threshold of 0.05 associated with significance tests.

7.3.1 Problem Statements

We consider two sub-problems within this framework:

1. **Claim-Aware Query Rewriting** Given an observational claim \((Q, p, D)\), find a query \(Q’\) and a predicate \(p’\) such that \(Q(p(R)) = Q'(p'(D))\), where \(p(D)\) is shorthand for \(\{x | x \in D, p(x)\}\).

2. **Claim Generalization** Given a general claim \((Q, p)\), derive a new observational claim \((Q_i, p_i, D_i)\) for each compatible dataset \(D_1, D_2, ... \) in \(R\), resolving the semantic heterogeneity between \(D\) and \(D_i\), then aggregate the results to assess the validity of the claim.
For claim-aware query rewriting, we assume the claim is true to assess the rewritings; for claim generalization we will model the uncertainty in the rewritings and assess the validity of the claim. This approach exploits the fact that we have access to peer-reviewed claims in addition to author-provided datasets. We will describe this process in more detail in Section 7.4.1.

For claim generalization, we will impute missing attributes for relevant datasets in the repository based on the machine learning model trained in the original dataset. A Bayesian model will jointly evaluate the quality of the imputation as well as validity of the claim. This approach exploits the fact that we have a large repository of data with a coherent population. We will describe this process in more detail in Section 7.4.2.

7.3.2 Application Scenarios

In their general form, these sub-problems have very little information available; we instantiate these problems in two problem scenarios where we make additional assumptions. We will develop and evaluate algorithms for the Gene Expression scenario in Section 7.4.

**Scenario: A Repository of Surveys** A repository of survey results (e.g., ICPSR [232]) contains datasets associated with social science studies. We assume a subset of the attributes in each dataset corresponding to demographic data are explicitly aligned, or can be easily matched using conventional techniques. For example, Chicago Regional Household Travel Inventory (CRHTI, ICPSR 34910) is a survey of travel behaviour of individuals of Chicago area, containing both demographic information and attributes like the travel mode used. Similarly, New York, New Jersey, Connecticut Regional Travel - Household Interview Survey (RT-HIS, ICPSR 35294) contains similar information for a different region, with potentially different encoding for travel modes. The semantic coherence between these two studies suggests an opportunity for Cedalion to validate claims made in one city against data collected in another.
Scenario: A Repository of Gene Expression Data

For each dataset in a repository of gene expression data, the numeric measure attributes correspond to gene expression levels for a large set of genes. It is again possible to align the gene attributes - while different naming conventions exist and probe mapping can depend on the choice of the particular probes, a reasonable baseline is possible by processing all datasets through a small number of consistent pipelines. Remember, that our goal is not to exactly replicate all the intricate details of the original research claim, but rather assist the user in quickly getting a rough estimate of its validity and generality in light of the entire repository. We therefore assume that the alignment between the numeric attributes have no uncertainty. The heterogeneity between datasets stems from the labeling attributes, which are study-specific and defined by the authors.

As a first step, we restrict ourselves to two largest types of claims made by the primary genomics literature: correlation claims between two genes in the same set of patients, and mean shift claims comparing the distribution of gene expression levels of two subsets of patients under different experimental conditions.

The query rewriting problem therefore reduces to finding a mapping between the schema implied by the predicate in a claim and the schema of a given dataset. A simple string-matching approach on attribute names is the best we can assume using conventional data integration approaches; we do not have instance-level data available for the unobserved schema over which the predicate is expressed.

The claim generalization problem is simplified when there is a statistical relationship between the measured attributes and the labeling attributes. In the biological case, we can use the genetic information to impute certain kinds of labels, even when these labels are not provided by the author. For example, the gender of the patient can be inferred from the gene expression data, as can more environmental effects, such as whether the patient smokes. In the survey scenario, the analogous situation is when demographic information

---

1Secondary, or computational, analysis will usually employ significantly more sophisticated methods that are out of scope for this work.
(e.g., age, job title) can be used to impute survey responses (e.g., income). We will use imputation rather than schema matching for claim generalization. There may or may not be sufficient information in the repository to reliably impute a given attribute, so our approach (Algorithm 3) carefully tracks the uncertainty about the imputation to detect those cases where imputation is impossible.

7.3.3 Claim Expression Language

To describe and reason about claims, we introduce a domain-specific language called ClaimQL. The language has two components: a claim language for expressing claims themselves and a transformation language for expressing computations involving those claims.

The grammar for claims is as follows:

\[
\begin{align*}
\langle \text{claim} \rangle & \mid \langle \text{test} \rangle \mid \langle \text{test} \rangle \text{ on } \langle \text{ds} \rangle \mid \langle \text{claim} \rangle, \langle \text{claim} \rangle \\
\langle \text{test} \rangle & \mid \langle \text{attr} \rangle \sim \langle \text{attr} \rangle, \langle \text{pred} \rangle \mid \langle \text{attr} \rangle \langle \text{pred} \rangle \mid \langle \text{attr} \rangle \langle \text{pred} \rangle \rangle \\
\langle \text{pred} \rangle & \mid \langle \text{attr} \rangle = \langle \text{val} \rangle \mid \langle \text{pred} \rangle, \langle \text{pred} \rangle
\end{align*}
\]

A predicate is an attribute-value pair or conjunction of attribute-value pairs. In our initial system, a statistical test is either a correlation test (written $X \sim Y$) or a mean shift test (written $X > Y$). Each test can be interpreted as a boolean condition, but is also associated with a numeric value. For a mean shift test, the numeric value is the difference in means. For a correlation test, the numeric value is the correlation. A test also includes the predicates on which it applies. For a correlation test, there is only a single predicate, since the correlation must be between attributes in the same dataset: they both must have the same number of elements, and batch effects will dominate if we test the correlation between two separate datasets. For a mean shift test, there can be predicates associated with each of the two attributes being compared. For example, smokers vs. non-smokers, or those receiving a treatment vs. control.
Scenario: Social Science  A study might want to explore correlation between income and prevalence of smoking, using the data $D$ from a survey in Illinois. The claim will be expressed as $smoking \sim income$ on $D$.

Scenario: Genomics  Similarly, a study might want to explore the expression of particular gene $X$ in lung tissue of smokers vs non-smokers, writing $X \mid lung, smoker > X \mid lung, non-smoker$ to denote their claim.

Scenario: Computer Science  A VLDB paper might want to introduce a new query optimization technique and measure its impact on the runtime of TPC-H queries. While we are used to those benchmarks being deterministic, this is still a clear mean shift query: $time \mid optimization=1 > time \mid optimization=0$. Performing multiple runs of the benchmark and averaging them, or running the same benchmark against a range of different hardware configurations are all ways of collecting a dataset against which this claim is expressed. Lack of established data sharing practices in the field preclude this sort of analysis, but the claim is nonetheless present in the same form.

To connect the claim expression language with the repository structure and selectors, we use the following function.

The function $\text{AllSelectors}$ returns the schema implied by the claim, defined as

\[
\text{AllSelectors}((X \sim Y \mid S_0, S_1, \ldots)) = \{X, Y, S_0, S_1, \ldots\}
\]

\[
\text{AllSelectors}((X \mid R_0, \ldots) > (Y \mid S_0, \ldots)) = \{X, R_0, \ldots, Y, S_0, \ldots\}
\]

\[
\text{AllSelectors}(C_1, C_2) = \text{AllSelectors}(C_1) \cup \text{AllSelectors}(C_2)
\]

We will also call $\text{AllSelectors}$ on a dataset, in which case it simply returns the set of all possible selectors of the (binarized) dataset.
7.4 Claim-Aware Algorithms

In this section, we present an algorithm ClaimCheck for claim-aware query rewriting, and an algorithm ClaimJump for claim generalization.

7.4.1 Claim-Aware Query Rewriting

In this section, we describe an approach to query rewriting problem in the gene expression setting, formulate it as an optimization problem, and describe an algorithm to solve it.

A claim \((Q, p)\) involves a set of attributes \(X_QL_p\). To evaluate the claim on the dataset \(D\) provided by the author, we must find a mapping between the attributes \(X_QL_p\) and the schema of \(D\).

This problem is related to schema matching and mapping in a conventional data integration context: The unobserved schema is akin to a mediated schema in a global-as-view framework [60]. Recall we assume that all attributes are binary, such that both \texttt{gender:male} and \texttt{gender:female} are separate binary attributes. Under this assumption, we can model the problem as a) finding a schema mapping between the mediated schema and the observed schema, then b) rewriting the query using this mapping. However, there are some complications in our setting: First, there is no instance-level data for the unobserved schema, preventing us from using state-of-the-art instance-level schema matchers (e.g., BigGorilla [120]). Second, we do not have access to any auxiliary information about the attributes, such as types, value constraints, key constraints, nesting or grouping structures among attributes [162]; our labels are simply strings associated with data items. Third, the attribute names can be domain-specific jargon, or worse, arbitrary strings with no obvious semantic content. For example, linguistic matching will not help us with a claim made for the dataset GSE28654 comparing group called “UMZAP-70+” and group called “MTZAP-70-” (the correct mapping is ”class2” and ”class1” respectively).

As a result of these complications, the only schema-level information we can use is the string itself. We will therefore consider a fuzzy string similarity algorithm as a baseline
approach.

More generally, our approach is to search through the space of possible mappings, optimizing some objective function that expresses the quality of the mapping. The baseline approach uses an objective function that provides a similarity score based on fuzzy string matching. As mentioned, we cannot use instance-level information to help us choose a mapping since we do not have instance data available for the unobserved schema [59].

Our approach is instead to consider all possible mappings, evaluate $Q$ under each mapping, then choose the mapping that returns the highest probability of the claim being true. In this case, we are assuming that $Q$ is a statistical test that returns a score rather than a boolean value. We cast this task as an optimization problem that combines fuzzy string matching as well as statistical claim validity, then solve it.

We formulate the query rewriting task as the following optimization problem.

$$
\tilde{M} = \arg \max_{M \in \mathcal{M}} f(Q, p, D, M) \quad (7.1)
$$

where $\tilde{M}$ is the result mapping we seek, $Q, p$ are the query and predicate representing a claim such that $Q$ returns a probability that the claim is true, $D$ is a dataset, $\mathcal{M}$ is a set of all possible mappings between attributes in the unobserved schema implied by claim $C = (Q, p)$ and the observed schema of the dataset $D$, and $f$ is an objective function defined separately for different approaches.

We consider three objective functions, corresponding to three different methods:

**Baseline string matching** As a baseline approach, we use fuzzy string matching on column names. Here, we define $f$ to be the sum of the inverse Levenshtein distances (scaled between 0 and 1) between each mapped pair of attribute names:

$$
F_{\text{string}}(Q, p, D, M) = \sum_{s,s' \in M} \text{ILD}(s, s')
$$

**Simple claim-based matching** In case of purely claim-based matching, $f$ will be defined by evaluating the query on $D$, subject to $p$, under the mapping $M$. The result of this query
indicates the probability that the claim is true:

\[ F_{\text{claim}}(Q, p, D, M) = Q(p(M(D))) \]

where \( M(D) \) indicates the dataset \( D \) with attributes renamed according to the mapping \( M \).

And finally, our proposed algorithm \textit{ClaimCheck} combines both methods in a weighted sum objective function:

\[ F_{\text{ClaimCheck}}(Q, p, D, M) = Q(p(M(D))) + \alpha \sum_{s, s' \in M} \text{ILD}(s, s') \]

where \( \alpha \) is a trade-off parameter, set to 1 for the main results presented in the paper. We further evaluate the sensitivity of \textit{ClaimCheck} to this parameter with additional experiments.

**Implementation** Algorithm 2 details the steps taken by \textit{ClaimCheck} to recover the best mapping. We start by mapping those attributes from the unobserved schema that have exact matches in the observed schema to reduce the search space. We then attempt to find a maximum value of the objective function (corresponding to an optimal mapping). This is a discrete optimization problem, and thus computational cost is of concern. We propose three approaches to solving the problem (corresponding to three different implementations of \texttt{Optimize} function):

- Naïve approach. We can exhaustively enumerate all possible mappings and find the optimal one. While clearly costly in general for datasets with large number of selectors, we do find that for most of the datasets we have examined this approach is viable.

- We employ a stochastic optimization package called HyperOpt that implements a sequential model-based optimization (SMBO) approach based on a Tree-structured Parzen Estimator [17, 18, 19]. HyperOpt maintains a statistical model that aims to approximate the objective function based on the history of evaluations.

- Finally, we exploit the fact that most claims are conjunctions, such that we can sort the list of claims by increasing number of selectors and iteratively solve each claim
Figure 7.3: Bayesian graphical model for estimating mean with uncertain group labels. $\alpha$ and $\beta$ are estimated from bootstrapped classifiers for predicting the group, mapping problem separately, repairing the mapping learned in the previous step for the next one. Surprisingly, we find that this greedy approach does not significantly compromise performance, while providing substantial run time improvements.

7.4.2 Claim Generalization

The generalization problem requires finding a mapping between the claim schema and a schema of an unrelated dataset.

Given a claim $(Q, p, D)$ and a another dataset in the repository $D'$, we can consider three methods for solving the claim generalization problem:

1. **Conventional schema matching** Use instance-level and schema-level information to infer a match between $D$ and $D'$. In some cases no match may exist.

2. **Imputation** Identify shared attributes between $D$ and $D'$ (either provided explicitly or derived from conventional schema matching techniques), then train a classifier to impute the missing attributes in $D'$.

3. **Combined** Use imputation to produce missing attributes, then look for correlations between the imputed attributes and the existing attributes as a source of information for conventional schema matchers.
The effectiveness of these methods in any given application will depend on the strength of the signal from instance-level data and shared attributes. In some settings, there will be high semantic coherence between all datasets in the repository, and conventional schema matching techniques will work well. In other settings, the labeling attributes will be semantically incoherent, but there may be a large number of shared attributes on which to train a classifier. In the worst case, the schemas will be entirely discordant, and there is no effective way to find an appropriate mapping.

In the gene expression scenario, the core shared attributes of gene expression data are standard, but the metadata attributes are highly study-specific. In this scenario, the imputation approach can be effective and sufficient, but schema matchers alone are likely to fail.

In the survey scenario, the core demographic data that can be assumed to be present is somewhat limited: (gender, race, age, etc.) However, a number of other attributes are likely to be frequent, if not universally shared: income, profession, national origin, etc. So there is some possibility that schema matchers can work, but a combined approach can help identify cases where attributes are coded differently in different studies. For example, political affiliation could be coded as republican = 1 and democrat = 2 in $D$ as opposed to republican = R and democrat = D in $D'$. In these cases, conventional schema matchers can struggle because the domains are different, but we can first impute a column in the correct domain as a pre-processing step.

**Problem Summary** Given a rewritten claim $(Q_s, p_s, D_s)$ found using the ClaimCheck algorithm, and given a target dataset $D_t$ drawn from the repository, find a mapping $M$ between $D_s$ and $D_t$ such that $Q_s(M(D_t)) = Q_s(D_s)$ if the claim is true. We cannot know if the claim is true in general; we will evaluate this method with manually validated claims as ground truth.
Solution Our solution is to train a classifier using the claim-specific dataset $D_s$ to predict the values of each of the selectors from $\text{ALLSELECTORS}((Q_s, p_s))$, then use this classifier to impute this labels on $D_t$ so we can evaluate the query. The correctness of the algorithm relies on there being a relationship between the shared training attributes (e.g., demography data or gene expression data). We construct a Bayesian model to capture the uncertainty in the classifier and use a bootstrap approach to estimate the parameters of the model.

Specifically, given the mean classifier prediction is $\mu_i$ with variance $\sigma_i^2$ (estimated through a bootstrap process for data item $i$), we use the following formulas to estimate the $\alpha$ and $\beta$ parameters of the Beta distribution.

$$\alpha = \left(\frac{1 - \mu_i}{\sigma_i^2} - \frac{1}{\mu_i}\right) \mu_i^2$$

$$\beta = \alpha \left(\frac{1}{\mu_i} - 1\right)$$

Next, we assume that true probability of the particular data item belonging to a group is $p_i \sim \text{Beta}(\alpha_i, \beta_i)$ with a full Bayesian model given as follows:

$$x_i \sim \text{Normal}(\mu_g, \sigma_g) \mid p_i$$

$$p_i \sim \text{Beta}(\alpha_i, \beta_i)$$

$$\mu_g \sim \text{Normal}(\mu_0, 1)$$

$$\sigma_g \sim \text{half-Cauchy}(0, 1)$$

where $\alpha_i$, $\beta_i$ are parameters derived based on the uncertainty of the prediction (they can be thought of the $s$), $\mu_0$ is the background mean expression value (calculated over the entire dataset $D$), and $\mu_g$, $\sigma_g$ are the estimated mean and standard deviation of the posterior distribution of the mean of the group value with standard priors. This model gives us the probability distribution for mean $\mu_g$ of interest, based on probabilistic group assignments encoded by $\alpha_i$ and $\beta_i$. The Bayesian model is illustrated in Figure 7.3.

We use this Bayesian model as the basis of Algorithm 3 which we refer to as ClaimJump. The ClaimJump algorithm estimates the validity of a mean shift claim on a new dataset. It
calls the \texttt{EstimateImputedMean} procedure twice to estimate the group mean for each of the groups defined by the two claim predicates using the Bayesian model. For example, for a claim $G|R > G|S$, we call \texttt{EstimateImputedMean} for the predicate $R$ and the predicate $S$. In lines 9-10 we find common attributes already aligned between the two datasets that we will use for the imputation. In line 14 we build a classifier based on those common attributes using a bootstrap process (\texttt{BuildClassifier}). This means that before the classifier construction the input data is perturbed — sampled with replacement to estimate variability of the resulting classifier. We then applied the classifier to the common attributes of the target dataset, producing the group probabilities used in the Bayesian model. Note that due to the Markov Chain Monte Carlo approach used for estimating the mean in the probabilistic model, \textit{ClaimJump} outputs an entire distribution of possible mean shifts, and not just a point estimate. As will be shown in Section 7.5, \textit{ClaimJump} can automatically detect cases when group classifiers are uncertain and output wide high-density intervals (HDI).

\textbf{Implementation} We use Stan [34] to estimate posterior distribution of the model shown on Figure 7.3. Parameters $\alpha_i$ and $\beta_i$ are estimated using 50 boostrapped logistic regression classifiers with Lasso penalty, trained using GLMNet [79]. The regularization parameter is automatically chosen by GLMNet using 3-fold cross-validation. In case when cross-validation chooses an empty model, we assume that the covariate imputation is impossible and discard the (dataset, claim) pair. This step is important to avoid imputing covariates that are independent of the gene expression data, hence avoiding making false generalizations.

Given group membership probabilities, we use Stan [34] to estimate posterior distributions of the group means. Comparing those distributions leads to accepting or rejecting the claim, based on the 95\% HDI interval of the distribution (HDI interval is a Bayesian analogue for a confidence interval).
7.5 Experiments

Following our tissue annotation work (EZLearn [94]), we will focus on a corpus of 116,685 samples arranged into 3567 datasets from Gene Expression Omnibus from Affymetrix U133 Plus 2.0 platform. Raw data files for each of those samples were downloaded from GEO and consistently processed using Single-Channel Array Normalization (SCAN) [191], a method that aims to reduce the batch effects across samples. Apart from ability to query the repository for related datasets (provided by EZLearn annotations), none of the methods make any particular assumptions about it and are generally applicable to other genomics platforms and application domains.

7.5.1 Evaluating Claim-Aware Rewriting

In this experiment, we measure whether the statistical information used by the ClaimCheck algorithm improves precision and recall over baseline methods. Table 7.1 reports the results.

We constructed a test set of 52 datasets by finding those which a) contained the term “overexpressed” in the summary and b) for which at least one claim could be extracted from the summary or the associated paper. This process produced a set of 223 manually extracted mean shift claims. We then manually determined the correct mapping to the dataset through a careful review of the text to serve as ground truth during evaluation. Importantly, we found that some of these claims required 1:N mappings, which our current ClaimCheck algorithm does not support. Although we have also designed a generalization of ClaimCheck to consider disjunctive mappings, we have not employed it in the presented experiments and thus ClaimCheck could not have gotten accuracy of 100% by design. We expect that additional claims can be obtained by a general NLP-based extraction approach or even by searching the repository for a different keyword. Our goal here was just to obtain a representative sample of mean shift claims for the evaluation purposes.

First, we evaluate ClaimCheck against two baselines: a conventional string similarity approach doing fuzzy selector matching implemented using FuzzyWuzzy Python package and
Table 7.1: Comparison of performance of different schema matching methods. *ClaimCheck* outperforms both claim-only and conventional baselines.

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy matching</td>
<td>0.75</td>
<td>0.63</td>
<td>0.69</td>
<td>0.72</td>
</tr>
<tr>
<td>Claim-only</td>
<td>0.85</td>
<td>0.73</td>
<td>0.79</td>
<td>0.82</td>
</tr>
<tr>
<td><em>ClaimCheck</em></td>
<td><strong>0.86</strong></td>
<td><strong>0.78</strong></td>
<td><strong>0.82</strong></td>
<td><strong>0.90</strong></td>
</tr>
</tbody>
</table>

a claim-only approach that ignores the string similarity purely focusing on maximizing claim-matching part. This two approaches are equivalent to either setting $\alpha$ trade-off parameter to infinity (for fuzzy matching) or zero (for claim-only matching). We observe (Table 7.1) that *ClaimCheck* outperforms both of these approaches on our test set, achieving F1 score of 0.82 and accuracy of 90%.

Second, we evaluate sensitivity of *ClaimCheck* to the trade-off parameter $\alpha$, by evaluating performance of the method for the range of alpha values spanning 0.1 to 10 on logarithmic scale (Figure 7.4). We observe that while having impact performance, *ClaimCheck* still outperforms both baselines in this wide range of $\alpha$ values. Additionally, it is clear that future fine-tuning of the model (e.g., by setting $\alpha$ to 2.2) can further improve performance of the method.

Finally, we perform run-time performance analysis of different variants of *ClaimCheck* as described in Section 7.4.1 (Table 7.2). We observe that stochastic optimization implementation based on HyperOpt can lead to an order of magnitude performance improvement with negligible loss of accuracy, while the claim-based greedy solution can surpass that leading to two orders of magnitude performance improvements at the same accuracy level as the full solution.
Figure 7.4: F1 score of ClaimCheck with varying values of tradeoff parameter $\alpha$ on a log scale. $\alpha = 1$ is used for experiments throughout the paper.

7.5.2 Evaluating ClaimJump

We first want to determine if ClaimJump is effective at discovering independent sources of support for a claim within the repository. We designed an experiment as follows: We take a large dataset from our corpus of manually annotated datasets (GSE28654, 112 samples) and split it into two halves randomly. Each time, we assume the claim was made against the first half and the second half is another dataset we found in the repository. We attempt to apply ClaimJump to generalize the claim into this second half of the original dataset. Intuitively, we should expect ClaimJump generalization to be successful, as the claim is evaluated on the portion of the same dataset it was made against. We repeat the process 50 times.

Empirically, out of 50 random splits, we observe the following distribution of outcomes:

- 95% HDI (highest density interval) is entirely above zero - successful replication. This happens for 43 out of 50 cases (86% of the time)

- 95% HDI is entirely below zero — we wrongly and confidently reject a true hypothesis. This happens for 0 out of 50 cases.
(a) Original study achieves the correlation of $-0.25$ between genes of interest (MYLIP and TP53). After pooling data across 4 more tissue-matched studies we see that the combined correlation coefficient is even stronger, close to $-0.5$.

(b) In this set of studies, original results become weaker after pooling data across additional related studies. Significant discrepancies between original results and pooled results should be a reason for a more careful look at the claims involved.

Figure 7.5: Report cards for a pair of correlation claims. Each card compares the original study effect (denoted by *) with computational replication studies based on tissue-matched datasets found in GEO. Pooled effect based on combining correlations from all datasets with appropriate weighting is denoted as ”POOLED”.
<table>
<thead>
<tr>
<th>Implementation</th>
<th>Time (seconds)</th>
<th>F1</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve</td>
<td>1625</td>
<td>0.82</td>
<td>0.90</td>
</tr>
<tr>
<td>HyperOpt (maxEval = 500)</td>
<td>108</td>
<td>0.81</td>
<td>0.87</td>
</tr>
<tr>
<td>HyperOpt (maxEval = 250)</td>
<td>51</td>
<td>0.81</td>
<td>0.84</td>
</tr>
<tr>
<td>Greedy in claim size</td>
<td>14</td>
<td>0.80</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Table 7.2: Performance comparison of different implementations of ClaimCheck. A naïve search through all possible mapping is the most accurate, but computationally expensive. HyperOpt-based approach allows us to trade off accuracy and performance by tuning maximum number of allowed evaluations and Greedy approach achieves the best overall balance of performance and accuracy.

- Cases when 95% HDI intersects zero suggest that our signal is not strong enough to make a conclusion, this happens 14% of the time. This is higher more than 5% of the time we would expect for 95% HDI in theory, suggesting future improvements to the model might help to improve the performance even further.

**Limitations**  This experiment only measures positive results; the inverse evaluation is more difficult to measure, since there are myriad ways a dataset can fail to support a claim, and it would be easy for ClaimJump to detect them in most cases (e.g., incompatible tissue types). An evaluation of these negative results remains future work.

**Synthetic experiments**

Next, we perform a sensitivity analysis on synthetic data to answer two questions: First, does ClaimJump accurately estimate true effect sizes? Second, can ClaimJump still accurately
estimate the effect size of the claim when the imputation process is highly uncertain?

To answer the first question, we evaluated the ability of the model to uncover the true effect size at a predetermined confidence level (set at 70%) based on the size of the effect. The model was successful at recovering correct effect with tight bounds from this synthetic dataset of size 100 (Figure 7.6).

To answer the second question, we estimated the mean shift effect in a pair of synthetically generated datasets: one that contained a true effect size of 0.4 and another that did not contain an effect. We observed that the model correctly identified presence of the effect even when the classifier confidence was only 20%, demonstrating robustness. The model also correctly determined lack of the effect regardless of the confidence (Figure 7.8).

Limitations  We do depend on the imputation classifier being well-calibrated. As demonstrated, ClaimJump is robust to classifier being wrong with low-confidence, but we will not be able to tolerate high-confidence incorrect predictions. We use standard cross-validation process during training to reduce the risk of this happening.

7.5.3 Applying Cedalion in Practice

In these experiments, we show how Cedalion can be used in practice as part of a process to curate a scientific repository.

First, using the correlation claims extracted by the Literome project[195], we run the end-to-end Cedalion system, and measure the support for each claim. We find that we can detect independent support corroborating 72% of the evaluated claims (Section 7.5.3).

Next, we run ClaimJump on our set of manually extracted mean shift claims to assess their validity using publicly available data. Out of 223 claims, we find significant supporting evidence for 24 of them and significant counter evidence against 11 of them (Figure 7.9). For the remaining claims, ClaimJump was unable to find enough relevant data items to assess validity. (Section 7.5.3)
Figure 7.6: Estimates of the effect size from a Bayesian imputation model depending on the true effect size. Median of the distribution is shown as a solid line with bounds of the 95% HDI represented by dotted lines.

Figure 7.7: Overall scatter plot of the original vs pooled correlations of correlation claim experiments where at least one other related dataset were found. Points in the first and third quadrant are considered to be successful verifications - original and pooled results have the same sign there.
Correlation claims

We obtained correlation-type claims from the Literome automatic NLP extraction system of Poon et al [196]. Literome extractions are based just on the abstract of the paper and so do not require a dataset to be present for the statement to be extracted. For computational verification, we were interested in a set of claims for which the data is also available as part of our corpus of processed Affy U133 Plus 2.0 datasets. Joining the Literome claims with these datasets we get 166 (dataset, claim) pairs. The GEOmetadb database [266] was used to match article identifiers reported by Literome to dataset identifiers available in GEO. Only a small number of claims have datasets associated with them because: 1) not all of the claims are derived from gene expression data deposited in GEO, 2) not every dataset in GEO is associated with a correlation claim.

Out of 166 claims, we were able to match 103 claims to their original dataset and find at least one additional dataset for computing the pooled correlation. Of these 103 matches, the estimated effect size reported by Cedalion had the same sign as the original effect size for 72% (74) of the claims, suggesting agreement with the original study (Figure 7.7).

In Figure 7.5a, we inspect Cedalion results for a typical paper. The paper [208] (along with its dataset, GSE39370) states that expression of gene MYLIP is correlated with expression of gene TP53 in leukemia. As a part of our validation process, we match this dataset with four other datasets and compute the correlation between MYLIP and TP53 in each of them. We then compute the pooled correlation by weighting each correlation coefficient by the inverse of the size of the confidence interval [157].

In Figure 7.5b, we show Cedalion results for another paper where pooling data across different studies make us less certain about the original claim. This effect may either be a statistical artifact of the original study, a manifestation of the underlying noisy biological system, a mismatch between our method of computing correlation (ClaimJump and ClaimQL could be extended to have claims parameterized by a particular implementation of each statistical test, but this is left for future work) and the original statistical analysis in the
paper, or some other factor.

In the future, we envision that this generalization process will be part of a human-in-the-loop system, where a biologist interested in a particular claim will be able to review steps taken by Cedalion to replicate it and decide if they want to trust them. Having a high-recall system that will find all possibly related datasets will save time for the user, as filtering out irrelevant datasets from a list of a few is significantly easier than manually searching for relevant ones in the repository, downloading them, and processing them manually.

**Mean shift claims**

Next, we apply ClaimJump to our corpus of 223 manually curated mean shift claims to generate a “report card” for each claim. There is no ground truth for a study like this, but these examples demonstrate the potential value of the approach in practice.

First, we use ClaimJump to generalize each claim from the corpus to the entire set of other related datasets at once. Figure 7.9 shows results of such generalization. Each dot on the graph represents a (claim, dataset) pair, with the original effect plotted on the x-axis and the effect estimated by the Bayesian procedure from the other data in the repository on the y-axis. We note two outlier datasets — GSE50058 and GSE70102 (see Figure 7.9) for future evaluation.

Next, we evaluate a claim from dataset GSE50058 that states that the CXCL9 gene is overexpressed in rejected kidney transplants compared to the stable ones [134]. Reading the paper associated with GSE50058, we notice that the authors have used additional datasets to formulate their hypothesis before collecting their own dataset for validation. It is interesting to observe that Cedalion has found several of those datasets (dataset1 and dataset7 on Figure 7.10a) and confirmed that they indeed do support the claim from the paper. This suggests that Cedalion is capable of successfully finding related datasets and confirming their relevance. Furthermore, while dataset11 strongly supports the hypothesis and was actually collected with the same goal in mind as GSE50058 (studying differences between acutely rejected and stable renal transplants), it was not used in the original study. The explanation
Figure 7.8: Estimates of the effect size from a Bayesian imputation model depending on the imputation classifier confidence. Median of the distribution is shown as a solid line with bounds of the 95% HDI represented by dotted lines.
Figure 7.9: Comparison of the original and pooled mean shift effect sizes. Gray points represent claims with insufficient certainty to be considered by ClaimJump. Each magenta X represents a claim with 95% HDI < 0, suggesting ClaimJump does not support the claim. Each green circle represents a claim with 95% HDI > 0, suggesting ClaimJump corroborates the claim. Two outliers are annotated for future analysis.

is simple: it was made public in 2014, while the original study was published in 2013.

On the other hand, Figure 7.10b shows results of the replication of the claim that achieves the largest negative effect size when the information is pooled in the entire repository [22]. Looking at the per-dataset estimates of the effect, though, we observe that they are all around zero with a small negative bias, suggesting that the global effect observed might be the result of batch effects.

Another possible explanation is that the original study in this case (GSE70102) was looking at a specific chromosomal condition (Down syndrome) with a small sample size (8 samples in total), explaining wide HDI intervals on Figure 7.10b - imputing the covariate based on classifier build from such a small sample size should be highly uncertain.
Figure 7.10: An example report cards for two mean shift claims, showing an effect from the original dataset, as well as estimated effects from additional related datasets.
7.6 Summary

We have introduced Cedalion, a framework for integrating scientific claims against their corresponding datasets, then validating them in the broader context of a public repository. We have demonstrated that our ClaimCheck algorithm is effective at mapping schemas of an arbitrarily specified claim to the schema of the underlying dataset by using the claim to aid in the matching process. We have also introduced ClaimJump, an algorithm for generalizing claims made against one dataset to a corpus of related dataset obtained from the public repository by training a classifier to impute missing attributes.

Future work will include improving the automation of the claim extraction process using semantic parsing NLP approaches, and using ClaimCheck to align low-confidence claims extracted from the full text of the paper to the schema of underlying dataset. A broader set of claim types can be supported, going either in a domain-specific (e.g., pathway enrichment) or domain-independent (e.g., generalized linear models) direction. ClaimCheck can be extended to consider mappings that map selector from the claim to disjunction of selectors on underlying data or even a range query (e.g., mapping ”age=adult” into ”age > 21”).

In conclusion, we believe that Cedalion is an important step to automate reproducibility and improve robustness in data-driven sciences. Explicitly stating scientific claims in a formal DSL can unlock new exciting applications such as empowering authors and reviewers to automatically generate replication report cards at the time of paper submission.
Algorithm 2 ClaimCheck algorithm

**Input:** A claim $C = (Q,p)$ and a dataset $D$ where the claim is assumed to be true.

**Output:** A mapping $M$ associating each selector in $C$ with a selector in $D$.

```
procedure ClaimCheck(C, D)
    $S_c = \text{AllSelectors}(C)$
    $S_d = \text{AllSelectors}(D)$
    $M = \emptyset$
    for $s \in S_c$
        if exists $s'$ in $S_d$ with $s.value == s'.value$
            $M[s] = s'$
            $S_c := s$
        end if
    end for
    $M = \text{Optimize(Objective, } M_0 = M)$
    return $M$
end procedure

procedure Objective(C, D, M)
    $Q,p = C$
    $R = Q(p(M(D)))$
    for $(s,s') \in M$
        $R += \alpha \text{ ILD}(s, s')$
    end for
    return $R$
end procedure
```
**Algorithm 3** *ClaimJump* algorithm  

1: **Input:** A mean shift claim \( C = (G | p_1 > G | p_2) \) and a dataset \( D \) where the claim is assumed to be true, another dataset \( D' \).

2: **Output:** A vector of mean shifts, one for each draw from the Bayesian model.

3: **procedure** \textsc{ClaimJump}(\( C, D, D' \))

4: \[ \mu_1 = \textsc{EstimateImputedMean}(D, p_1, D', G) \]
5: \[ \mu_2 = \textsc{EstimateImputedMean}(D, p_2, D', G) \]
6: \[ \text{return } \mu_1 - \mu_2 \]
7: **end procedure**

8: **procedure** \textsc{EstimateImputedMean}(\( D, p, D', g \))

9: \[ A = \text{schema}(D) \cap \text{schema}(D') \]
10: \[ X = \pi_A(D), X' = \pi_A(D') \]
11: \[ y = [p(x)|x \in D] \]
12: \[ \text{predictions} = \emptyset \]
13: \[ \textbf{for } i = 1 \textbf{ to } 50 \textbf{ do} \]
14: \[ \text{classifier} = \textsc{BuildClassifier}(X, y) \]
15: \[ \text{prediction} = \textsc{Predict}(\text{classifier}, X') \]
16: \[ \text{predictions} \leftarrow \text{predictions} \cup \text{prediction} \]
17: \[ \textbf{end for} \]
18: \[ \text{values} = [x.g|x \in D'] \]
19: \[ \mu = \textsc{RunBayesianModel}(\text{predictions}, \text{values}) \]
20: \[ \text{return } \mu \]
21: **end procedure**
Chapter 8

CONCLUSIONS

This work uses the gene expression data repository (GEO) as an example to demonstrate potential capabilities of repository-scale curation services. In the thesis statement, we claim that this services “can improve data reuse, facilitate data discovery, enforce policy compliance, and enable reproducibility.” To prove this point, several systems have been introduced throughout the chapters of this work, addressing each of the individual pieces of the claim. Specifically:

- In Chapters 5 and 6 we have introduced Pathway Graphical Lasso and DISCERN, two Machine Learning approaches that enable reuse by providing generically applicable techniques for learning gene regulatory networks from publicly available datasets (in case of Pathway Graphical Lasso) and even running comparative analysis on pairs of datasets (or subsets of one dataset) to find network-perturbed genes (in case of DISCERN). This methods, methods serve as on of the top-level curation services: they assume that the data is already available and discoverable and extract additional information from it in a more structured format (e.g., tissue-specific regulatory networks).

- In Chapter 4 we have shown EZLearn, a data curation framework that automatically assigns tissue annotation labels to samples from GEO without the need for manually annotated labels. Instead, EZLearn is relying on organic supervision naturally present in the scientific data repository. We introduce a novel combination of distant supervision and co-training that uses both underlying gene expression samples and human-provided noisy text descriptions, outperforming previous state-of-the art supervised approaches. EZLearn annotations can enable higher-quality query interface
to the repository than currently available, helping repository users discover the samples from the tissue they need.

- **Wide-Open**, introduced in Chapter 3, helps enforce compliance with open access policies by automatically mining open access publications for dataset references and cross-checking them against the database of publicly available ones. In just the first weeks, working together with GEO curators we have found and made available over 400 “overdue” datasets. Built on the simple idea of mining the literature for consistent identifier patterns, *Wide-Open* has already inspired follow up work [213].

- Finally, Chapter 7 introduced Cedalion, a system that enables reproducibility studies in GEO by allowing curators to explicitly encode claims made by the studies in a domain-specific language called *ClaimQL*. Cedalion then uses the claims to curate the original dataset, making the claim validation possible, and attempts to generalize the claim to other relevant datasets in the repository. To reduce bias and p-hacking concerns during the generalization, Cedalion focuses on the claims already explicitly stated in the papers (as opposed to greedily mining the data for new ones) and carefully tracks the uncertainty of the generalization process using a Bayesian model.

This confluence of tools and approaches sits squarely in the middle between data capture and analysis, providing curation services at the scale of the repository. Decentralized data-intensive fields like biology are a fertile ground for developing and deploying such techniques.

### 8.1 Limitations and future work

There are numerous limitations of this work (that are excellent avenues for future research), including:

- **Wide-Open** is limited by papers available in the open access portion of PubMed. Getting access to broader range of papers will undoubtedly lead to detecting even more overdue datasets.
• Similarly, *Wide-Open* can be extended to scan for references to items from other repositories with consistent identifiers. In fact, a follow-up paper has done just that and used text-mining approaches to scan literature for new fungus taxonomic names [213].

• *EZLearn* is also limited by a subset of data it processes in GEO. Limitation here is partly mechanical (getting more data will require writing specific processing code for each new platform) and partly methodological – different data platforms will have slightly different sets of genes available. Platform alignment problem could probably be solved by extending the denoising autoencoder and treating unobserved gene expression values as missing.

• Furthermore, *EZLearn* classifiers were designed to demonstrate that a tissue annotation approach that is not relying on manually labeled data can be successful and competitive with state of the art supervised approaches. The classifiers are thus simple, to avoid the need of extensive fine-tuning. With a bit of training data, much better classifiers could likely be developed.

• Pathway Graphical Lasso, while being really efficient at learning regulatory networks when the pathway structure is known, provides no guidance on what to do when the structure is unknown. Follow-up work [116] addresses this concern to some extent already, but clearly more thought could be placed in designing pathway-discovery approaches.

• Cedalion, while using prior work [196] to automatically extract some claims, would be made significantly more useful by a fully end-to-end NLP-based claim extraction system. This is clearly predicated on having access to full texts of the articles, though.

Looking forward, a combination of systems similar to those described in this work can make public data repositories into more active systems — instead of being just data storage services, they can perform curation an unsupervised way using techniques from Chapter 4.
Furthermore, coupled with an NLP-based claim extraction system, a data repository (e.g., GEO) could integrate with paper repository (e.g., PubMed) and automatically keep up-to-date report card for each paper, summarizing the evidence for and against claims made by the paper based on the all datasets in the repository, including those that have been released after the paper was published.
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