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In response to the changing climate, it is probable that there is an intensification of the oceanic hydrologic cycle underway. Due to the difficulty of observing the ocean, especially very close to the sea surface, we lack the detailed observations of ocean salinity (a proxy for the oceanic freshwater cycle) necessary to fully understand and model the complex dynamics governing the ocean’s role in the hydrologic cycle and how it might change in the future. While relatively new measurements of sea surface salinity from satellites (Aquarius/SAC-D, SMOS, and SMAP) have enhanced our understanding of the freshwater cycle over the ocean, sea surface satellite maps integrate over relatively large scales and blur the short-lived, small-scale variability (where precipitation occurs) that remains poorly constrained. This dissertation explores the magnitude,
frequency, and structure of such near-surface temperature and salinity variability and how it is connected to larger-scale, subsurface ocean properties.

The first two chapters of this dissertation utilize observations obtained from profiling floats equipped with auxiliary Surface Temperature and Salinity (STS) sensors. These novel instruments allow for high vertical resolution (10 cm) examination of near-surface (~0.2-30 m) temperature and salinity stratification usually not possible in the context of Argo. Observations from STS equipped Argo-type floats deployed in the tropical and subtropical Pacific, Atlantic, and Indian Oceans show that the upper 4 m of the ocean are well-mixed most of the time (87% for temperature, 97% for salinity), generally associated with wind speeds > 6 m/s. This homogeneity is interrupted by significant and often short-lived warming/cooling and freshening events. A subset of floats programmed to profile rapidly (~2.5 hours) shows a strong diurnal signal in temperature with salinity exhibiting somewhat weaker diurnal variations. The diurnal cycle magnitude is largest in areas with light winds and heavy precipitation and was found to decay rapidly with depth (50% over the top 2 m). Observations of near-surface salinity drop events associated with rainfall show an average freshening of -0.37 PSU associated with a cooling of 0.13 °C. The fresh lenses are typically 3 m thick with maximum freshening in the upper ~0.6 m. Conditions favorable for double diffusion are present at the base of the fresh lens. Fresh lenses are typically short-lived with downward mixing occurring within 6-8 hrs (equivalent diffusivity ~10^{-4} m^2/s). A linear correlation between rain rate and salinity drop magnitude was not found across a range of wind speeds due to covariance between wind speed and rain rate. This work provides insight into near-surface vertical processes with the goal of refining the representation of upper ocean dynamics in models and putting observed discrepancies between satellite and in situ measurements in context.
The final chapter of this dissertation examines mixed layer properties and subduction rates of high salinity water in an evaporation dominated region of the North Atlantic Ocean (~ 25°N, 38°W) which was heavily surveyed during the NASA-sponsored Salinity Processes in the Upper Ocean Regional Study (SPURS). High spatial resolution, objective maps of temperature, salinity, and mixed layer depth (MLD) (created from Argo, Seaglider, and mooring data) show low spatial variability during the late spring and summer months and higher spatial variability during the late winter and early spring as the mixed layer shoals. This spatial variability is not represented in previous climatologies; meaning prior estimates of annual subduction may be low. These results are put into context with updated, Argo era climatological values of annual subduction for the North Atlantic. Higher temporal and spatial resolution MLD maps combined with mooring velocities and satellite wind stresses were used to investigate both the annual mean and eddy-varying subduction rates in the SPURS region. MLD spatial variability leads to an enhanced lateral induction contribution to annual subduction rates. Eddy subduction rates are locally large when a time-varying MLD is used. Averaged over the SPURS domain however, the net eddy contribution is likely small. This work highlights the importance of capturing MLD variations when examining subduction and water mass formation rates.
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Chapter 1

Introduction

As a result of anthropogenic greenhouse gas emissions, the Earth system is projected to continue experiencing unequivocal warming in the coming decades. In response to this warming, an intensification of the hydrologic cycle is expected which may increase the likelihood of floods and droughts as well as impact water quality and food security (Bates et al., 2008). Under the wet-get-wetter, dry-get-drier paradigm of global warming water cycle intensification, precipitation is expected to scale (3.4 % increase per 1° K) with water vapor increases (6.5 % increase per 1° K) expected by the Clausius–Clapeyron relationship (Allen & Ingram, 2002; Held & Soden, 2006). There is disagreement among modeling studies in producing results consistent with this paradigm however, and recent work indicates this may be the result of shifting atmospheric cells and precipitation bands (Polson & Hegerl, 2017; Scheff & Frierson, 2012).

Direct observations of water cycle intensification over land are limited due to record length and observational coverage. Since the majority of freshwater cycling occurs between the atmosphere and ocean (78% of precipitation falls over ocean) it makes sense to look for changes to this system within the ocean environment (Durack, 2015; Schanze et al., 2010). Using salinity as a proxy for freshwater, hydrologic cycle changes can be inferred from salinity trends in ocean observations (Durack et al., 2012; Skliris et al., 2016). Atmospheric circulation patterns which lead to rainforests and deserts over land leave a similar footprint on the salinity field of the ocean surface. In latitudes with large precipitation, such as the low and high latitudes, sea surface
salinity is fresher. In the subtropics, surface salinity is higher due to enhanced evaporation. However, even at large scales, the ocean does not act as a perfect rain gauge. There is an offset in the location of maximum evaporation from the sea surface and the location of maximum salinity, which illustrates the importance of ocean dynamics in mixing the atmospheric forcing away from the source. Recent improvements in our ability to observe ocean salinity in situ and through remote sensing, via the global Argo array and the Aquarius, SMOS, and SMAP satellites, have facilitated efforts to observe the hydrologic cycle in the ocean (Kerr et al., 2010; Lagerloef et al., 2008; Riser et al., 2016).

While observations from Argo and satellites provide a wealth of new insights, they integrate over large time and space scales where most air-sea interactions occur. In interpreting these datasets, it is of interest to know how and where they may be biased. Of particular interest are processes that lead to upper ocean stratification in temperature and salinity (Boutin et al., 2015; Donlon et al., 2002). Strong upper ocean stratification can lead to systematic biases between in situ observations (taken at 4 m) and satellite measurements (sensed to ~1 cm) (Boutin et al., 2013, 2015; Drucker & Riser, 2014). Strong, stable stratification can also lead to enhanced diurnal cycles which can increase surface heat fluxes by up to 60 W m$^{-2}$ as well as influence the onset of Madden Julian Oscillation (MJO) events and monsoons (Bernie et al., 2005; Clayson & Bogdanoff, 2013; Klingaman et al., 2011; Woolnough et al., 2007). Understanding the processes that lead to the two extremes of ocean salinity, fresh and salty, is also pertinent to understanding the oceanic freshwater cycle. The freshest end members, rain lenses, are short lived and geographically limited. Their evolution and feedback to air-sea fluxes is still not well constrained (Asher et al., 2014; Drushka et al., 2016). Salty lenses are rarely observed due to their unstable
stratification (Yu, 2010). The integrated response to large-scale evaporation is what gives subtropical mode waters their properties however.

The focus of this dissertation is on understanding the small-scale variability of the upper ocean and mixed layer as it relates to the ocean’s role in the freshwater cycle. Small-scale variability is examined with in situ observations in both fresh and salty regions. In Chapter 2, the frequency of significant upper ocean stratification is examined using novel observations of the near-surface obtained with Argo-type floats equipped with a secondary, Surface Temperature and Salinity CTD which collects high vertical resolution measurements of temperature and salinity in the upper 30 m. While the upper ocean is well mixed most of the time, large stratification events are observed due to diurnal warming and precipitation falling over the ocean surface. Diurnal cycles in salinity associated with diurnal rainfall are also observed. In Chapter 3, the upper ocean response to these rainfall events is examined. Fresh, near-surface lenses associated with rainfall are typically very shallow and short lived. Cooling of the near-surface from the freshwater input is also observed. Finally, in Chapter 4, the transfer of salt enhanced surface water into the deeper ocean via subduction is examined in the evaporation dominated North Atlantic subtropics. This is the process by which salty end member water moves away from its source region. Eddies were found to have a large impact via lateral induction and by forming gradients on which other processes can act.
References:


Chapter 2

Near-Surface variability of temperature and salinity in the near-tropical ocean: Observations from profiling floats

(This manuscript has been previously published as: Anderson, J. E., and S. C. Riser (2014), Near-surface variability of temperature and salinity in the near-tropical ocean: Observations from profiling floats, J. Geophys. Res. Oceans, 119, doi:10.1002/2014JC010112. Small changes have been made here for clarity and to fix typos.)

Abstract

Upper ocean measurements of temperature and salinity obtained from profiling floats equipped with auxiliary Surface Temperature and Salinity sensors (STS) are presented. Using these instruments, high vertical resolution (10 cm) measurements in the near-surface layer were acquired to within 20 cm of the sea surface, allowing for an examination of the ocean’s near-surface structure and variability not usually possible. We examine the data from 62 Argo-type floats equipped with STS units deployed in the Pacific, Atlantic, and Indian Oceans. The vertical variability of temperature and salinity in the near-surface layer is characterized for each of these regions. While observations show the upper 4 m of the ocean are well mixed most of the time, this homogeneity is interrupted by significant and often short-lived warming/cooling and freshening events. In addition to the presence of barrier layers, a strong diurnal signal in temperature is observed, with salinity exhibiting somewhat weaker diurnal variations. The magnitude of the upper ocean diurnal cycle in temperature and salinity is largest in areas with
light winds and heavy precipitation and was found to decay rapidly with depth (~50% over the top 2 m). Storm events, validated from meteorological data collected from nearby TAO moorings and the Tropical Rainfall Measuring Mission (TRMM) satellite, show downward mixing of rainfall-derived freshwater to 10 m depth over only a few hours. Turner angle calculations show instability following these events.

2.1 Introduction

Historically, there has been a relative abundance of in situ sea surface temperature (SST) measurements (Kawai & Wada, 2007). Our knowledge of SST and our ability to obtain reliable SST measurements has improved over the years through the use of a variety of instrumentation (Kennedy, 2014). Starting in the 1980s, data from several SST satellites has further contributed to our understanding of the processes controlling SST. From these data sets, SST has been observed to vary greatly in both space and time (e.g., Soloviev & Lukas, 2006). Comparison of in situ observations, typically taken at depths of 1 m or more, and satellite data sets from the upper micrometers, has shown large variability and structure in the near-surface layer. Diurnal cycles of up to 5° have been observed not only in low and middle latitudes (Kawai & Wada, 2007) but also high latitudes (Eastwood et al., 2011; Kawai & Wada, 2007). During the intensive TOGA COARE experiment in the western Pacific warm pool, Soloviev and Lukas (1997) found that the amplitude of the diurnal warming was highly dependent on wind speed and precipitation. The largest diurnal cycles were found where insolation is high and winds were weak. During large diurnal warming events, the heat flux from the ocean has been observed to increase the net surface heat flux up to 50–60 W/m². Not incorporating the effect of the diurnal cycle in flux climatologies can lead to differences of 10 W/m² (Clayson & Bogdanoff, 2013). While several models of the diurnal cycle and vertical structure of SST provide a good baseline to examine the
relative importance of contributing forces, we lack enough detailed observations of both the vertical and temporal evolution of SST under a variety of conditions and surface forcing at fine enough temporal and spatial scales to validate them (Bernie et al., 2005; Soloviev & Lukas, 2006). A good model of diurnal warming and mixing is necessary to put interseasonal and annual observations in context.

In contrast, very little is known about near-surface salinity, primarily due to a marked lack of high quality data at the spatial and temporal resolution necessary to accurately characterize variability. Historically, sea surface salinity (SSS) has not been as extensively measured as SST largely due to a lack of ship-of-opportunity measurements (Bingham et al., 2002). Over the past decade the network of more than 3000 Argo floats has greatly enhanced our understanding of ocean salinity. To avoid potential surface fouling and ensure sensor stability over long time periods, standard Argo floats cease collecting measurements at a depth of about 4 m below the ocean’s surface (Riser et al., 2008). The recent launches of the NASA Aquarius/SAC-D and ESA Soil Moisture and Ocean Salinity (SMOS) satellites will further enhance our understanding of salinity. With a 7 day repeat cycle, Aquarius provides estimates of SSS with an accuracy of 0.2 PSU on monthly time scales, at 150 km resolution (Lagerloef et al., 2008). The SMOS satellite has similar requirements for the SSS portion of its mission (Kerr et al., 2010). While these measurements will greatly expand our understanding of ocean salinity, the radiometric depth of satellite SSS measurements is on the order of a centimeter. There is therefore a need for accurate, near-surface data between the surface and 4 m so that the structure and variability between these two observational depths can be connected.

In addition to the larger-scale features observed by Aquarius and Argo, salinity also varies on much smaller temporal and spatial scales. A classic example of this is presented in Price (1979);
using shipboard CTD (conductivity/temperature/depth) instrumentation, localized freshening of
the upper ocean of 0.25 PSU over several hours due to rainfall was observed to penetrate to
depths of 25 m in less than 1 day. The spatial and temporal extent of storm events has been the
subject of several studies. Using COARE enhanced TAO moorings in the tropical western
Pacific, Cronin and McPhaden (1999) observed a diurnal cycle in salinity with an amplitude of
0.005 PSU at 1 m depth due to the mediation of preferential predawn rainfall by enhanced
nighttime convection. More recent work by Drushka et al. (2014) observed diurnal salinity
cycles of a similar magnitude across the tropics using data from moorings. The magnitude of rain
induced fresh pools has also been observed to decay with depth (Reverdin et al., 2012) and to be
highly dependent on rain rate and wind intensity (Henocq et al., 2010). The large-scale
cumulative effect of this more localized rainfall-induced stratification was observed as a −0.1
PSU bias between SMOS and Argo over a 3 month period in the tropical western Pacific (Boutin
et al., 2013). Similarly, global comparisons of Aquarius to Argo salinities from a depth of 5 m
have also shown a negative bias of −0.03 PSU due to rainfall within 15° of the equator
(Drucker & Riser, 2014, this issue). It has been hypothesized that salinity may also have a
positive (salt enriched) diurnal cycle in evaporation dominated regimes (Saunders, 1967) or
regions with light winds further characterized by surface cooling (Yu, 2010). Calculations show
the amplitude and overturning scale of these unstable, salt enriched layers to be much smaller
than the effects of rainfall (Yu, 2010). Recent studies in the Atlantic salinity maximum region
have observed the relatively small surface salinity response (Hodges & Frataioni, 2014;
Schanze et al., 2014).
The processes controlling upper ocean temperature and salinity are variable by region, and
ultimately it is the balance between salt and temperature stratification that sets mixing and
circulation in the deeper ocean. When the halocline and thermocline are not at the same depth, stable layers such as barrier layers can form which inhibit vertical mixing by trapping surface fluxes within the shallower halocline and insulating the shallower halocline from entrainment cooling at the base of the deeper thermocline (Cronin & McPhaden, 2002; Lukas & Lindstrom, 1991; Soloviev & Lukas, 2006). Previous studies have shown that rain-induced near-surface salinity stratification greatly enhances the diurnal temperature amplitude (Soloviev & Lukas, 1997). An understanding of smaller scale SSS variability may enhance future models of SST variability, though salinity effects are of secondary importance to wind and insolation when modeling diurnal SST (Kawai & Wada, 2007).

The Global High Resolution Sea Surface Temperature (GHRSSST) working group has formulated several sea surface temperature definitions in order to clarify which temperature is being used for analysis of air-sea interactions. From shallowest to deepest, they are: interface, skin, subskin, SST at a depth, and foundation temperatures (Donlon et al., 2002). The interface temperature is theoretical and has not been observed; satellites are thought to measure the skin and subskin SSTs. Following the launch of Aquarius and SMOS, it is of use to similarly formulate several definitions of SSS, although this has not yet been done and is beyond the scope of this paper. In order to capture the full vertical variability of SST and SSS, high vertical resolution measurements on the order of centimeters is needed. This is especially important in the highly variable region between the skin SST/SSS and SST/SSS at depth in situ measurements. Direct intercomparison between satellite and in situ SST/SSS will require in situ measurements in the upper 1 cm, which remain difficult to reliably obtain.

Here we present new observations of temperature and salinity variability, mixing, and diurnal cycles in the near-surface layer of the ocean. To investigate the variability and structure of
temperature and salinity at smaller scales, we have employed Argo-type floats equipped with an auxiliary Surface Temperature and Salinity (STS) CTD unit capable of making high vertical resolution measurements (10 cm) nearly all the way to the sea surface (~20 cm). After describing the operation and accuracy of these new sensors, we present near-surface observations from floats deployed in the Atlantic, Pacific, and Indian Oceans. The vertical structure and variability due to atmospheric effects, as well as active diurnal cycles in both temperature and salinity will be presented, and the effect of stratification on mixing will be determined using Turner angle calculations.

### 2.2 Data Description

#### 2.2.1 The STS Sensor

Near-surface measurements of temperature and salinity used in this study were obtained using Argo-type profiling floats equipped with an auxiliary, unpumped, surface temperature and salinity (STS) CTD manufactured by Seabird Electronics, Inc. A standard, primary, pumped SBE 41CP CTD unit is also installed on the float inline with the secondary STS unit. Initial deployment of an STS enhanced float showed the in situ precision of the STS unit to be 0.004°C and 0.005 PSU (Murphy, 2008). In situ accuracy of the STS sensor, as determined via comparison with the primary SBE 41CP CTD, is discussed in section 2.3.1. Seabird Electronics, Inc. uses the same protocols to calibrate both the primary SBE 41CP CTD (C. Janzen et al., Accuracy and stability of Argo SBE 41 and SBE 41CP CTD conductivity and temperature sensors, Seabird Electronics, unpublished technical paper, 2008) and the STS CTD using well-controlled baths. The STS CTD, by design, remains unpumped during calibration and is calibrated alongside the primary CTD. No additional calibrations to the STS unit are done prior to deployment. The STS equipped floats were fabricated at the University of Washington from
components purchased from Webb Research and Seabird Electronics, Inc. Shown in Figure 2.1 is a typical Argo-type float endcap with both CTDs installed. A typical profile collected from an STS equipped float is shown in Figure 2.2.

2.2.2 *STS Float Operation*

Between the depths of 2000 m and 30 m, STS equipped floats operate almost identical to typical Argo-type floats, with only the primary SBE 41CP CTD collecting data at a rate of 1 Hz as the float ascends at a rate of about 8 cm/s, then averaging these data into 2 m bins. The only change to the operation of STS equipped floats below 30 m is that at around 1000 m, the secondary STS unit operates in tandem with the SBE 41CP CTD briefly (approximately 30 m), providing the opportunity to compare the STS unit to the main CTD at a location in the water column where temperature and salinity typically have little vertical variation. From 30 m to 4 m, both the auxiliary STS unit and the SBE 41CP CTD collect 1.5 Hz measurements as the ascent rate slows, resulting in STS measurements approximately every 10 cm. At a depth of 4 m, the main SBE 41CP unit shuts off while the STS unit continues to operate at 1 Hz the rest of the way to the sea surface. Shutting off the primary SBE 41CP at depths above 4 m prevents surface fouling and maintains the stability of the primary CTD over time; recovered floats have generally shown only very small drifts in the SBE 41CP temperature and salinity sensors (Oka, 2005). Since the STS unit operates all the way to the sea surface, it is expected that it may drift over time, but this drift can be removed by using the concomitant data from the proven, stable primary CTD unit.

2.2.3 *Deployment Locations*

Included in this study are 62 STS equipped floats deployed in the Atlantic, Pacific, and Indian Oceans between December 2007 and January 2013. The majority of floats were deployed at low
latitudes, in order to be used in conjunction with the Aquarius/SAC-D satellite mission, since the accuracy of Aquarius is greatest at higher temperatures due to a weaker radiometric signal at low temperatures (Lagerloef et al., 2008). Additionally, the largest temperature and salinity variations between the sea surface and a depth of 4 m are expected to be found in low wind, high precipitation regimes (Henocq et al., 2010), and thus many of these floats were deployed in the Intertropical Convergence Zone (ITCZ) and in regions with strong monsoon cycles. A large number of floats were also deployed in the Atlantic Ocean in the first NASA-sponsored Salinity Processes in the Upper Ocean Regional Study (SPURS-1) area. Deployment locations and float trajectories for all STS floats used in this study are shown in Figure 2.3. Additionally, information about deployment dates and locations is provided in Table 2.1.

2.2.4 Fast Cycle

The Iridium satellite system was used for communications for all STS-equipped floats. This allows increased data transmission from multiple sensors as well as two-way communication with the floats, allowing the mission of the float to be changed after deployment. For most of their life the 62 STS-equipped floats used in this study operated with a typical Argo-type mission, drifting at 1000 m, then descending to 2000 m and collecting a full depth profile to the surface while ascending, at intervals of 10 days. For the 15 of the 62 STS-equipped floats in this study, indicated by triangles in Figure 2.3, both the time interval and maximum depth of the float profile were temporarily (several days to several months) altered in order to collect profile data between approximately 150 m and the surface at intervals of about 2 h. This faster, shallower profiling allows for investigation of shorter-lived upper ocean processes. Data from these 15 floats programmed to cycle rapidly are presented here and are put into context by using the data collected from all 62 STS-equipped floats under a standard, 10 day profiling scheme.
2.2.5 **Other Data Sets**

To place the observed near-surface temperature and salinity measurements in context, a variety of data sources were used to obtain meteorological and larger-scale oceanic data. Meteorological data assimilated and computed by the National Centers for Environmental Prediction (product NCEP-DOE AMIP-II Reanalysis) were used to provide an estimate of the incident insolation and wind speed. These data were available in 6 hourly intervals on a Gaussian T62 grid (1.875° resolution at the equator). For each location and time of a float profile, the closest AMIP-II value in time and space was used for the analysis providing the surface conditions in the broader region around the float profile. Additionally, several floats on fast cycle missions passed close to moorings deployed as part of the TAO project. In these instances, hourly wind speed, precipitation, and atmospheric data were obtained from enhanced moorings. Finally, collocated rainfall data along the float trajectories were obtained from the TRMM satellite (product 3B42). TRMM operates on a nonsun synchronous circular orbit that allows for 3 hourly estimates of rainfall at 0.25° grid resolution. Using data within 0.5° of float profile location, TRMM data were linearly interpolated for each profile using a one-dimensional interpolation in time between 3 hourly estimates, followed by a two-dimensional interpolation in space.

**2.3 STS Data Processing/Data Quality**

2.3.1 **Data Quality**

Data from STS floats used in this study were subjected to intensive quality control. Using tests slightly adapted from the International Argo Program, all STS data were checked for gradient errors, outliers, and spikes (Wong et al., 2013). Adjustments to the surface pressure (normally
assumed to be essentially zero during the data transmission phase on all Argo floats) were not made, as the STS floats sample in the surface wave zone and there was a desire to preserve this information. As the STS floats surface, spiking can occur in the salinity record as the float encounters air bubbles very near the air-sea interface. All temperature and salinity data collected during ascent after a near-surface salinity spike was detected (indicated by an increase of greater than 1 PSU over a 0.1 dbar interval) were discarded. This reduction results in the shallowest surface measurement being generally between 0.1 and 2.7 m below the surface, depending upon location and profile number. One float, deployed in the Bay of Bengal, was unable to reach the surface for several days, resulting in no measurements above ~20 m depth during that period.

Additionally, the auxiliary temperature and conductivity sensors on some STS units were found to drift over time, which was determined by comparing the STS data to the overlap data from the main SBE 41CP CTD unit. Measurement differences between the two sensor suites were small for most floats though a few floats showed larger drift. This drift was observed to accelerate during fast cycle profiling periods and was likely the result of enhanced sensor fouling due to increased exposure to the near the surface layer (the main CTD unit is pumped and contains a biocide, nearly eliminating the possibility of significant drift, while the STS unit is unpumped without biocide). STS unit sensor drift was corrected using data from the deep overlap section of the profiles where the typical vertical variability of both temperature and salinity is small. An offset (estimated as an amount of drift per profile) was used to adjust the STS unit temperature to the SBE 41CP unit temperature. For salinity, a mean conductivity ratio between the two sensors was found on each profile, and this was used to adjust for differences between the two sensors, with the salinity recalculated after this conductivity adjustment was made. Analysis of 11,269 profiles from 62 floats deployed between 2007 and 2013 shows the average difference between
the two sensors to be 0.009 ± 0.013°C and 0.018 ± 0.028 PSU. A small subset of STS floats was discovered to have a minor leak in the STS thermistor, indicated by a rapid increase in the temperature offset. Data from these floats were subjected to more intensive quality checks and were omitted from this study when the offset became too large.

While profiling through the sea surface, the STS enhanced Argo floats often record multiple temperature and salinity measurements at a single pressure as ocean surface waves cause the floats to oscillate vertically. For this study (and as outlined in the Argo Quality Control Manual), in regions of constant pressure only the first recorded temperature and salinity measurements at a single pressure were used. Following pressure reversals, the first reading at a single pressure were also used which may introduce small distortions to the near-surface measurements. In the case of small gaps in measurements, data were put on a standard, 10 cm resolution depth grid between 0 and 30 m (0 and 150 m during fast cycle periods) using linear interpolation. These full, reconstructed profiles were used in our analysis.

2.4 Results

2.4.1 Near-Surface Variability and Structure

To gain a better understanding of the near-surface variability of temperature and salinity, we have compared the near-surface observations to those at depth. Two comparisons were made. The first, the difference between data values at a depth of 4 m and data at the shallowest, near-surface measurement, provides information on how comparisons between standard Argo float data with that collected by satellites may be biased in certain situations. The second, the difference between 15 m and each shallower depth (at 10 cm increments), provides information about the amplitude and structure of the near-surface variability and its decay with depth under a variety of conditions.
2.4.1.1 Differences From 4 m

Shown in Table 2.2 is the difference between STS temperature and STS salinity at 4 m from the shallowest observation obtained from each profile. A depth of 4 m was chosen since the majority of the 3,600 Argo floats currently deployed ceased collecting data at that depth in order to insure sensor stability over time. The shallowest observation available varied between each profile and float but generally was within 0.2 dbar, approximately 0.2 cm (0.17 dbar average over 11,269 profiles) of the sea surface. Small regional differences in the depth of the shallowest measurement were seen. Floats deployed in the Pacific Ocean were generally able to sample the closest to the sea surface, followed by those deployed in the Atlantic and Indian Oceans. This is likely a result of both sea state and near-surface stratification—larger sea states may cause near-surface air bubbles deeper in the water column resulting in salinity spikes while strong near-surface stratification can prevent the float from reaching the surface. Across all 62 floats and 11,269 profiles, the difference between temperature at these two depths is less than ±0.1°C in 87% of the cases examined (mean difference 0.012 ± 0.164°C). For salinity, the difference is less than ±0.1 PSU in 97% of the cases (mean difference −0.023 ± 0.096 PSU). This implies that the upper 4 m (actually between a depth of about 20 cm and 4 m) of the ocean is nearly always well mixed to this degree. This suggests that there should generally be only small differences between SST and SSS estimates made from satellites and those made from the ~3°, 10 day resolution array of 3,600 Argo floats.

While these differences are usually small for both temperature and salinity over 87/97% of the time, large differences are sometimes observed and it is still important to understand in which locations and under what conditions more variability near the sea surface exists. For example, if we subdivide the floats by region based on major ocean basin, it is apparent that floats located in
the Indian Ocean show large differences in the upper 4 m more frequently than those in the Atlantic and Pacific Oceans (Table 2.2). Indeed, the mean temperature difference for Indian Ocean floats is increased to 0.022 ± 0.086°C versus 0.007 ± 0.042°C and 0.005 ± 0.069°C for Atlantic and Pacific floats, respectively. Additionally, data from UW float 6117, deployed in the tropical western Pacific, show a reduction in the percentage of profiles with near-surface differences within ±0.1°C/PSU to 73% and 89%, respectively. The Pacific Ocean floats have the largest mean difference at −0.002 ± 0.016 PSU. Larger temperature differences are also seen in floats within the SPURS-1 study area, likely due to enhanced near-surface stability resulting from evaporation in this salinity maximum region.

To first order, the source of heat that results in an SST increase (ignoring advection) is solar insolation. 50-65% of solar radiation is absorbed in the upper 1 m of the ocean (e.g., Soloviev & Lukas, 2006). NCEP net downward shortwave radiation incident at the surface was used to examine this controlling variable. Gridded NCEP data were collocated to the float profiles using the closest values in both time and location (latitude and longitude). Top of the atmosphere shortwave radiation is at a peak during the daytime. At the surface, however, the time of peak can vary due to clouds. Shown in Figure 2.4 is the difference between the shallowest measurement depth and 4 m versus NCEP shortwave radiation estimates. The largest 4 m differences in temperature are not found when solar insolation is the largest, likely the result of a time lag between incident radiation and SST increase. Solar insolation absorbed at the surface does not immediately mix downward into the stable water column. Under light wind conditions it can take several hours for the heat to be transferred to depths below (Minnett, 2003). Salinity does not appear to vary linearly with solar insolation, which is not unexpected as negative (rain-induced) salinity differences could be coincident with a large range of solar insolation
values—clouds associated with rainfall events reduce incident shortwave radiation and both broader scale stratiform rainfall and more localized convective rainfall can occur at various times of the day depending on location (Janowiak et al., 1994; Kikuchi & Wang, 2008; Nesbitt & Zipser, 2003; Yang & Smith, 2006, 2008). For example, in locations where there is preferential predawn rainfall due to convective systems or costal effects, negative biases could occur since shortwave is low due to both time of day (pre-dawn) and the presence of clouds.

Previous studies have also shown upper ocean variability to be highly dependent on wind speed (Donlon et al., 2002; Soloviev & Lukas, 1997). NCEP zonal and meridional wind speeds collocated with the float profile in the same manner as shortwave radiation were used to examine the dependence of SST and SSS on the total wind speed. Plotted in Figure 2.5 are the differences from 4 m of SST and SSS versus wind speed; for both SST and SSS, above wind speeds of ~6–10 m/s the water column is well mixed, with the majority of the larger differences occurring with wind speeds of ~6 m/s or less, consistent with Donlon et al. (2002) and Gille (2012). Additional comparisons for float 6117 with nearby TAO mooring data (not shown) also indicate that below 6 m/s differences are small.

2.4.1.2 Differences From 15 m

Shown in Figure 2.6 are the differences in near-surface temperature and salinity referenced to a depth of 15 m, estimated at 10 cm intervals for all profiles collected from December 2007 to December 2013. The reference depth chosen (15 m) is arbitrary, with the criteria that it be generally deeper than the diurnal mixed layer. To examine the variability in vertical structure by region, the 62 floats were grouped by ocean basin (as was done for the 4 m differences). For temperature, a positive difference indicates that the surface is warmer than that at 15 m. Negative
salinity differences indicate a freshening near the sea surface while positive differences indicate that the near-surface layer has become saltier.

As can be seen in Figure 2.6, across all floats and all regions, for the majority of profiles, the upper ocean is well mixed all the way to 15 m. For profiles where large temperature differences are observed (up to 5°), they are generally confined to the upper 5 m. For these larger events, there is a rapid decay with depth, with the surface difference being reduced by more than half at a depth 5 m. Below 5 m, the vertical decay is less rapid. The differences in SST are generally positive, implying that it is the result of daytime heating. The majority of positive differences occur between 1100 and 1900. Negative differences are likely due to cooling from rainfall (either from the drops themselves or by entrainment of cooler subsurface water from the precipitation event).

Similarly, salinity differences of 2 PSU (occasionally as large as 6 PSU) are also found primarily in the upper 2 m. Salinity signals also show a rapid decay with depth. With the exception of a few of the largest events, the negative salinity differences are associated with rainfall events, with the rate of decay varying with the local conditions (the upper ocean response to the rainfall events will be examined in section 2.4.4). The slight positive bias in salinity is of the same order of magnitude of the STS sensor accuracy, and therefore positive salinity differences due to evaporation were not unequivocally observed.

While the upper ocean is well mixed the majority of the time, large diurnal warming events and large surface stratification due to rainfall are observed in all three ocean basins. The vertical structure for larger positive events is similar in all ocean basins. While the Atlantic and Pacific floats rarely show negative (cooling) SST differences, such vertical gradients are common in the Indian Ocean, likely the result of increased, heavy rainfall during the monsoon season, as well as
river input for the floats located in the northern Bay of Bengal. Negative SSS differences again have a similar structure for the Atlantic and Pacific Ocean floats, with the most stratified profiles showing a rapid decrease in the upper ~3 m. In the Indian Ocean, the negative salinity differences are more abundant, decay less rapidly with depth, and are mixed vertically further into the water column. Again, these differences are likely the result of increased heavy rainfall and winds associated with the monsoon and influence of river runoff.

2.4.2 The Diurnal Cycle

To further investigate the influence of the diurnal cycle on the near-surface structure, 15 floats (indicated by triangles in Figure 2.3) had their mission configuration altered to profile only over the upper 150 m, at intervals of approximately 2 h; this configuration was allowed to continue for at least 8 days, and in a few cases for over 4 months. Shown in Figure 2.7 are data from the primary SBE 41CP sensor for the entire record of one of these floats (6117), which was deployed, in the tropical western Pacific. The blank, white region in this plot between 24 June 2009 and 15 July 2009 indicates when the float mission was altered (via Iridium) to cycle between the sea surface and a depth of 150 m at intervals of between 2 and 2.5 h. Floats were chosen to execute a fast cycle due to their location within precipitation dominated regimes and/or proximity to moorings so the influence of local oceanic and atmospheric conditions could be examined. Diurnal forcing due to solar insolation (with a time lagged response) heavily influences the near-surface temperature structure, with wind also having a significant effect. While a response in salinity due to evaporation is not observed by any of the floats, the effects of rainfall are apparent for those located in the tropical western Pacific and the Indian Ocean. Past studies have indicated that over the ocean there is a quasi-diurnal cycle in incident rainfall due to the increased likelihood of convective systems that vary in intensity with location (Kikuchi &
Wang, 2008; Nesbitt & Zipser, 2003; Yang & Smith, 2008). Previous studies have observed an apparent diurnal salinity response to this diurnally timed rainfall forcing, which is then modulated by an increase in entrainment at nighttime due to convective cooling (Cronin & McPhaden, 1999; Drushka et al., 2014).

Time series plots (e.g., Figure 2.8) of temperature and salinity from 15 floats show a diurnal response in temperature in all locations, with freshening due to rainfall being observed less frequently. The intensity, depth of penetration, and time lag of the upper ocean temperature and salinity responses varies between locations and with the location conditions. Plotted in Figure 2.8 are data from the secondary STS unit CTD as functions of time and depth for float 6117 during the fast cycle period. The near-surface data (0–5 m) from the STS sensor during this 3 week period show a clear diurnal temperature signal of up to 1.5°C in the upper 5 m of the water column, with a less pronounced daily cycle in salinity (though some diurnal variability is apparent). In most cases, the upper 5 m variability (in both temperature and salinity) occurs nearly coincidently in time over the layer.

To confirm the diurnal cycles identified in the time depth plots, the power spectrum was computed at depths of 0.5, 3.0, and 10 m for all fast cycle floats, with the power spectrum for float 6117 shown in Figure 2.9. While temperature for float 6117 shows a clear diurnal response through the upper 10 m, decaying with depth, salinity exhibits a more broadband diurnal response confined to the sea surface. This peak at the 24 h band was seen for all 15 fast cycle floats in temperature, although it did not penetrate to a depth of 10 m in all locations. A significant peak at the 24 h band in salinity was observed by only three floats: 5131 deployed near Hawaii, and floats 6115 and 6117 deployed in the tropical western Pacific (150–160E). Surprisingly, the third Pacific float, 5066, does not show a diurnal cycle in salinity. This float is
located further east in the basin, farther from land (along 180° meridian). This is consistent with the results of Drushka et al. (2014) who also observed a decreased amplitude in the diurnal salinity at this longitude from moored observations.

To obtain a greater understanding of the response at depth in salinity and temperature, a composite diurnal vertical profile was constructed using data collected during the fast cycle mission. While the length of the fast cycle varies between floats, for all floats the fast cycle was short enough to assume that it was representative of the local environment in the particular season when the data were collected. Composites were computed using temperature and salinity anomalies, defined as the difference from the fast cycle record length mean temperature and salinity at each depth. The anomalies were then binned into 2 h local-time-of-day bins and the mean amplitude of the composite determined for each 10 cm vertical grid point; the composite diurnal cycle for float 6117 is shown in Figure 2.10. Diurnal warming due to insolation reaches its peak of 0.29°C at the surface at 1500 local time. The magnitude of the diurnal cycle decreases with depth and is reduced to 0.07°C by 4 m. There is also a time lag with depth, with the peak of 0.07°C at 4 m occurring at 1700 local time, a lag of 2 h. Salinity also exhibits a diurnal cycle, with maximum freshening of −0.07°C occurring at 1500 in the afternoon (local time). The maximum freshening is not concurrent with the maximum rainfall, which occurs at 0700. The predawn rainfall’s effect on the SSS appears to be modulated by the entrainment of saltier water from below. The time lag of temperature anomalies with depth was larger in the tropical western Pacific and the SPURS-1 study area (which also had larger amplitude diurnal SST signals). In locations that are typically windy and/or more likely to have strong advection (such as near Hawaii), the SST anomalies were concurrent (or within the same 2 h bin) in time through the
upper 5 m. Not all locations exhibited a diurnal cycle in salinity while others exhibited diurnal cycles consistent with diurnal entrainment.

Using the range of the positive and negative anomalies at each depth, the magnitude of the diurnal cycle was computed for each float. Figure 2.11 shows the amplitude of the diurnal cycle in temperature and salinity for all 15 floats. The largest diurnal temperature amplitudes are found in the precipitation dominated regions of the tropical western Pacific and the Bay of Bengal. Diurnal salinity signals are only seen in regions with a time-of-day diurnal rainfall preference. The very large salinity diurnal signal seen in float 7092 located in the northern Bay of Bengal (18.03°N, 89.52°E) is also likely the result of river input.

2.4.3 Storm Events

Using spectral analysis and compositing of the fast cycle data, we have thus far examined the average response of the near-surface SST and SSS to precipitation. We now turn our attention to an analysis of individual rain events and the resulting upper ocean response over a period of a day in order to obtain a more detailed view of the effects of rain on the vertical structure of the water column. On 3 July 2009 float 6117 captured a short-lived response to one event (Figure 2.12). The top plot shows the hourly air temperature and the plot below shows the hourly wind speed and direction during this event as observed by the TAO mooring located at 2°N, 147°E. The third plot shows rainfall as observed by TRMM (3 hourly). TRMM data were collocated to float profiles by first doing a one-dimensional linear interpolation in time and then a two-dimensional linear interpolation in location. Temperature and salinity in the upper 15 m from the SBE STS CTD are shown in bottom two plots. Contour lines are at 0.10 °C/PSU intervals. Prior to the storm event, the upper 15 m of the water column are well mixed; however, following a cumulative rainfall total of 19 mm, the upper meter of the water column freshens by
approximately 0.15 PSU. The fresh pool begins to mix downward within hours of forming and the upper 15 m of the water column is fully mixed again 12 h after the conclusion of the storm. A depression in air temperature following the storm event is also observed.

The total rainfall (19 mm) during the 3 July event is less than half the rainfall (60 mm) observed by Price (1979) and results in a smaller salinity depression and depth of penetration (0.15 PSU in 15 m) than that observed by Price (1979) (0.25 PSU in 25 m); the upper ocean response is clearly not linear and depends heavily on winds and preexisting stratification. This is seen by examining the other rain events captured in detail by float 6117 during its fast cycle mission on 10-11 July and 12-15 July (Figure 2.8). The total rainfall and associated freshening are 7 mm/0.6 PSU and 50 mm/0.3 PSU, respectively, a clearly non-linear relationship between rainfall rate and freshening. A simple mass balance also does not represent the observed freshening well. Hundreds of rainfall events have been captured by the STS-equipped floats and a detailed analysis of these storm-related events will be the subject of a future work. More insight into the dynamics of the stratification can be determined by calculating the Turner angle, which is discussed in the next section.

2.4.4 Turner Angle Calculations

Turner angles are similar to the density ratio ($R_p = \alpha \theta / \beta S$, variables defined below), in that they provide a means of examining the relative contributions of temperature and salinity to the density, or stability of the water column. They have the added benefit of removing some of the ambiguity related to the relative strength of the diffusion and salt fingering that may be present in the water column (Ruddick, 1983). The Turner angle is calculated as the four quadrant arctangent,
\[ Tu(\text{deg}) = \tan^{-1}\left( \alpha \frac{\partial \theta}{\partial z} - \beta \frac{\partial S}{\partial z}, \alpha \frac{\partial \theta}{\partial z} + \beta \frac{\partial S}{\partial z} \right) \] (2.1)

where \( \alpha \) is the coefficient of thermal expansion and \( \beta \) is the coefficient of saline contraction, \( z \) is the depth, and \( \theta \) and \( S \) are the temperature and salinity at some depth below the sea surface. Turner angles between \(-45^\circ\) and \(45^\circ\) are stable, with both temperature and salinity being stably stratified. For all other angles, the water column is unstable with, angles in the range \(-90^\circ\) to \(-45^\circ\) and \(45^\circ\) to \(90^\circ\) being prone to diffusion and salt fingering, respectively.

Calculation of the Turner angle for float 6117’s fast cycle period between 24 June 2009 and 15 July 2009 shows strong instability in the water column during and immediately after the 3 July 2009 storm event (Figure 2.13). As the water column becomes unstable, the depth of the diffusion is enhanced. In the days following the rainfall event, a strong stable region forms between 20 and 80 m with enhanced salt fingering. Mixed layer depth calculations have identified this stable region as a barrier layer, a common feature in the western tropical Pacific region where float 6117 was deployed. Following the 10-11 July and 12-15 July events, Turner angle calculations do not show as much instability, with the 10-11 July event showing slightly enhanced diffusion and the 12-15 July event being relatively stable with some indication of salt fingering. This difference in stability can be partially explained by looking at the temperature and salinity in the water column during these events (Figure 2.8). Both the 10-11 July and 12-15 July events show enhanced diurnal warming, contained to the near-surface layer. This contributes stability to the water column, which is reflected in the Turner angle.

### 2.5 Discussion and Conclusions

Difference calculations using two separate criteria have shown that over 80% of the time the near-surface temperature and salinity above a depth of 4 m are well mixed over the tropical
ocean, implying that using Argo floats in the tropics to validate satellite measurements will likely not produce a significant difference. This finding agrees with those of Henocq et al. (2010), who found the upper ocean difference between 10−5 m, 5−1 m, and 10−1 m to be small in most cases. We also find the differences to be highly dependent on wind speed. Below wind speeds of ~10 m/s both large and small differences are observed though the largest differences are only observed when winds are less than ~6 m/s. When the wind speed is above ~10 m/s, the water column appears to mix to at least a depth of 15 m in all ocean basins sampled.

In the few cases where the upper ocean is not well mixed, vertical temperature and salinity profiles show an interesting variety of structures. Profiles captured in light winds, following a rain event, show a strong decay with depth in salinity. Likewise, strong diurnal warming events also show a rapid decrease with depth as was observed by Gille (2012). It is apparent from concurrent observations of large diurnal warming events and near-surface salinity depressions that stability gained via fresh water input at the surface, if allowed to persist under light wind conditions, results in an amplified diurnal temperature signal. This amplification, previously observed by Soloviev and Lukas (1997), is due to more heat being “trapped” in the stably stratified surface layer. The locations where strong near-surface stratification are more likely are the tropical western Pacific and the Bay of Bengal, locations that were both identified by Boutin et al. (2013) and Drucker and Riser (2014, this issue) as having significant negative salinity biases. Our study confirms the findings of Reverdin et al. (2012) with a rapid decrease in intensity with depth.

Use of a fast cycle mission profiling schema on the STS equipped floats also allowed for an examination of the diurnal cycles of temperature and salinity in the near-surface layer and the ocean response to rainfall. The amplitude of the diurnal temperature cycles are on the same order
of magnitude as previously observed (Kawai & Wada, 2007). New estimates of the magnitude of a precipitation and entrainment-driven salinity diurnal cycle are slightly larger (~0.05 PSU at 1 m) but on the same order of magnitude with calculations from Cronin and McPhadden (1999) and Drushka et al. (2014) using mooring data (~0.01 PSU at 1 m) and those of Reverdin et al. (2012) using drifter data. The slightly larger 1 m values are likely the result of our tropical western Pacific floats executing their fast cycle missions during the month of July. The high vertical resolution of the STS floats allows us to extend our estimates closer to the sea surface. The diurnal salinity response was significantly larger closer to the sea surface (~0.1 PSU). In general, diurnal salinity signals were only observed in regions with a tendency for diurnal rainfall due to mesoscale convective systems (Nesbitt & Zipser, 2003; Yang & Smith, 2008) or coastal effects (Kikuchi & Wang, 2008). Using TRMM rainfall data, Nesbitt and Zipser (2003) showed rainfall over the ocean only exhibits a diurnal signal when these systems are the source of the rainfall (versus localized convection which has a smaller footprint). More recent studies also using TRMM data (with less smoothing) have also shown that larger scale convection and/or rainfall propagating from its initiation region near the ocean/land boundary is the dominant source of diurnal rainfall (Kikuchi & Wang, 2008; Yang & Smith, 2008). Novel observations of rain events captured by STS enhanced floats provide a valuable dataset to be used in quantifying and developing better dynamical models of the near-surface layer, with Turner angle calculations providing a first look at the delicate balance between temperature and salinity in maintaining stratification in the near-surface layer.

The addition of the STS sensor to typical Argo floats has allowed for a detailed examination of the surface layer that is usually not possible in the context of Argo. High-resolution data in the near-surface region show that while the upper ocean is well mixed in both temperature and
salinity the majority of the time, significant warming and freshening occurs on daily and hourly time scales. These significant events are more likely to occur when wind speeds are less than ~6 m/s. The largest variability in both temperature and salinity is found in low wind and/or high precipitation regimes such like the tropical western Pacific and the monsoon-affected Indian Ocean. It was found that enhanced stability associated with rainfall events results in larger than normal diurnal warming events. Additionally, if rainfall occurs at nearly the same time every day, a diurnal cycle in salinity can occur. A salinity diurnal cycle due to evaporation was not found, likely due to it being smaller in magnitude or nearer to the sea surface than can be observed with the STS sensor. While it is unlikely that the use of standard Argo 4 m data to validate satellite measurements will result in a significant bias, the observations of larger, though occasional, variability captured by STS enhanced floats and presented here provides a rare opportunity to understand the near-surface vertical dynamics as they evolve in time. Future work using STS float and surface drifter data to more quantitatively describe the upper ocean stratification balance on light wind days and following rainfall could help refine upper ocean models as well as help put observed satellite biases in context.
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Table 2.1. STS float summary for floats used in this study

<table>
<thead>
<tr>
<th>UW ID</th>
<th>WMO ID</th>
<th>Date</th>
<th>Location</th>
<th>Classification</th>
<th>Fast Cycle</th>
<th>Number of Profiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>F5232</td>
<td>5902266</td>
<td>23 Mar 2010</td>
<td>09.57N, 68.04E</td>
<td>Indian</td>
<td>Y</td>
<td>247</td>
</tr>
<tr>
<td>F5233</td>
<td>5903744</td>
<td>1 Jan 2013</td>
<td>18.04N, 89.51E</td>
<td>Indian</td>
<td>Y</td>
<td>801</td>
</tr>
<tr>
<td>F6179</td>
<td>5902267</td>
<td>23 Mar 2010</td>
<td>09.85N, 67.99E</td>
<td>Indian</td>
<td>N</td>
<td>85</td>
</tr>
<tr>
<td>F6618</td>
<td>5903587</td>
<td>14 Dec 2011</td>
<td>17.00N, 69.42E</td>
<td>Indian</td>
<td>N</td>
<td>140</td>
</tr>
<tr>
<td>F6620</td>
<td>5903588</td>
<td>11 Aug 2011</td>
<td>09.94N, 88.52E</td>
<td>Indian</td>
<td>N</td>
<td>108</td>
</tr>
<tr>
<td>F6922</td>
<td>5903589</td>
<td>8 Sep 2011</td>
<td>15.22N, 89.70E</td>
<td>Indian</td>
<td>N</td>
<td>104</td>
</tr>
<tr>
<td>F6924</td>
<td>5903590</td>
<td>6 Sep 2011</td>
<td>17.39N, 89.00E</td>
<td>Indian</td>
<td>N</td>
<td>159</td>
</tr>
<tr>
<td>F7059</td>
<td>5903745</td>
<td>29 Dec 2011</td>
<td>12.09N, 88.70E</td>
<td>Indian</td>
<td>Y</td>
<td>665</td>
</tr>
<tr>
<td>F7086</td>
<td>5903746</td>
<td>29 Dec 2011</td>
<td>12.10N, 88.70E</td>
<td>Indian</td>
<td>Y</td>
<td>659</td>
</tr>
<tr>
<td>F7092</td>
<td>5903747</td>
<td>1 Jan 2013</td>
<td>18.03N, 89.52E</td>
<td>Indian</td>
<td>Y</td>
<td>587</td>
</tr>
<tr>
<td>F6882</td>
<td>5903281</td>
<td>30 Jun 2010</td>
<td>17.15N, -37.58E</td>
<td>Atlantic</td>
<td>Y</td>
<td>283</td>
</tr>
<tr>
<td>F6884</td>
<td>5903299</td>
<td>29 Apr 2010</td>
<td>04.99N, -22.97E</td>
<td>Atlantic</td>
<td>N</td>
<td>115</td>
</tr>
<tr>
<td>F6885</td>
<td>5903270</td>
<td>30 Apr 2010</td>
<td>08.06N, -23.02E</td>
<td>Atlantic</td>
<td>N</td>
<td>41</td>
</tr>
<tr>
<td>F6888</td>
<td>5903282</td>
<td>29 Jun 2010</td>
<td>15.07N, -35.35E</td>
<td>Atlantic</td>
<td>N</td>
<td>128</td>
</tr>
<tr>
<td>F6889</td>
<td>5903283</td>
<td>1 Jul 2010</td>
<td>18.98N, -39.51E</td>
<td>Atlantic</td>
<td>N</td>
<td>122</td>
</tr>
<tr>
<td>F6923</td>
<td>5904016</td>
<td>16 Sep 2012</td>
<td>25.26N, -37.76E</td>
<td>Atlantic</td>
<td>Y</td>
<td>228</td>
</tr>
<tr>
<td>F7547</td>
<td>5903999</td>
<td>15 Sep 2012</td>
<td>24.79N, -37.75E</td>
<td>Atlantic</td>
<td>N</td>
<td>30</td>
</tr>
<tr>
<td>F7569</td>
<td>5904011</td>
<td>17 Sep 2012</td>
<td>23.75N, -37.75E</td>
<td>Atlantic</td>
<td>Y</td>
<td>208</td>
</tr>
<tr>
<td>F7572</td>
<td>5904018</td>
<td>16 Sep 2012</td>
<td>25.25N, -38.27E</td>
<td>Atlantic</td>
<td>N</td>
<td>73</td>
</tr>
<tr>
<td>F7574</td>
<td>5903996</td>
<td>5 Oct 2012</td>
<td>29.87N, -33.33E</td>
<td>Atlantic</td>
<td>N</td>
<td>59</td>
</tr>
<tr>
<td>F7582</td>
<td>5903998</td>
<td>15 Sep 2012</td>
<td>24.76N, -38.25E</td>
<td>Atlantic</td>
<td>N</td>
<td>18</td>
</tr>
<tr>
<td>F7585</td>
<td>5903997</td>
<td>8 Sep 2012</td>
<td>36.72N, -58.92E</td>
<td>Atlantic</td>
<td>N</td>
<td>25</td>
</tr>
<tr>
<td>F7587</td>
<td>5904004</td>
<td>17 Sep 2012</td>
<td>24.75N, -37.25E</td>
<td>Atlantic</td>
<td>N</td>
<td>76</td>
</tr>
<tr>
<td>F7594</td>
<td>5903996</td>
<td>8 Sep 2012</td>
<td>36.37N, -58.28E</td>
<td>Atlantic</td>
<td>N</td>
<td>74</td>
</tr>
<tr>
<td>F7595</td>
<td>5903750</td>
<td>4 Oct 2012</td>
<td>29.01N, -35.51E</td>
<td>Atlantic</td>
<td>N</td>
<td>59</td>
</tr>
<tr>
<td>F7598</td>
<td>5904000</td>
<td>7 Oct 2012</td>
<td>31.00N, -31.21E</td>
<td>Atlantic</td>
<td>N</td>
<td>56</td>
</tr>
<tr>
<td>F7599</td>
<td>5903751</td>
<td>5 Oct 2012</td>
<td>27.00N, -36.94E</td>
<td>Atlantic</td>
<td>N</td>
<td>59</td>
</tr>
<tr>
<td>F7600</td>
<td>5904013</td>
<td>22 Sep 2012</td>
<td>25.33N, -37.08E</td>
<td>Atlantic</td>
<td>Y</td>
<td>631</td>
</tr>
<tr>
<td>F7607</td>
<td>5904005</td>
<td>17 Sep 2012</td>
<td>23.74N, -37.25E</td>
<td>Atlantic</td>
<td>N</td>
<td>44</td>
</tr>
<tr>
<td>F7611</td>
<td>5904001</td>
<td>11 Sep 2012</td>
<td>30.01N, -47.09E</td>
<td>Atlantic</td>
<td>N</td>
<td>74</td>
</tr>
<tr>
<td>F7635</td>
<td>5904012</td>
<td>17 Sep 2012</td>
<td>23.74N, -38.24E</td>
<td>Atlantic</td>
<td>N</td>
<td>76</td>
</tr>
</tbody>
</table>
Table 2.2. Percentage of profiles where the difference between the surface and 4 m temperature and salinity is within each difference class

<table>
<thead>
<tr>
<th>Table 2.2. Percentage of Profiles Where the Difference Between the Surface and 4 m Temperature and Salinity is Within Each Difference Class(^a)</th>
<th>(-0.2 &lt;= \Delta T/S&lt; -0.1)</th>
<th>(-0.1 &lt;= \Delta T/S&lt; 0)</th>
<th>(0 &lt;= \Delta T/S&lt; 0.1)</th>
<th>(0.1 &lt;= \Delta T/S&lt; 0.2)</th>
<th>Number of Profiles</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Temperature</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Floats</td>
<td>1.30</td>
<td>58.13</td>
<td>28.75</td>
<td>3.12</td>
<td>11,233</td>
</tr>
<tr>
<td>Atlantic</td>
<td>1.03</td>
<td>50.74</td>
<td>33.44</td>
<td>3.75</td>
<td>3603</td>
</tr>
<tr>
<td>Pacific</td>
<td>1.10</td>
<td>61.68</td>
<td>28.21</td>
<td>2.78</td>
<td>4094</td>
</tr>
<tr>
<td>6117</td>
<td>2.16</td>
<td>50.31</td>
<td>22.84</td>
<td>5.86</td>
<td>324</td>
</tr>
<tr>
<td>Indian</td>
<td>1.81</td>
<td>61.57</td>
<td>24.60</td>
<td>2.86</td>
<td>3536</td>
</tr>
<tr>
<td><strong>Salinity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Floats</td>
<td>1.49</td>
<td>50.13</td>
<td>47.15</td>
<td>0.04</td>
<td>11,233</td>
</tr>
<tr>
<td>Atlantic</td>
<td>1.41</td>
<td>39.63</td>
<td>55.14</td>
<td>0.33</td>
<td>3603</td>
</tr>
<tr>
<td>Pacific</td>
<td>1.34</td>
<td>38.88</td>
<td>55.87</td>
<td>0.15</td>
<td>4094</td>
</tr>
<tr>
<td>6117</td>
<td>2.47</td>
<td>35.49</td>
<td>53.70</td>
<td>0.31</td>
<td>324</td>
</tr>
<tr>
<td>Indian</td>
<td>2.06</td>
<td>39.58</td>
<td>52.99</td>
<td>0.40</td>
<td>3536</td>
</tr>
</tbody>
</table>

\(^a\)Differences are calculated using data from the STS unit.
Figure 2.1. STS float endcap with both STS and SBE 41CP CTDs. Unlike the SBE 41CP, the STS unit is unpumped and does not carry a biocide.
Figure 2.2. Example STS float profile collected by float 6117 near Papua New Guinea. The main SBE 41CP unit (gray) collects samples between 4 and 2000 m. The auxiliary STS unit operates briefly at a depth of 1000 m and again from 30 m to the surface. The temperature (circles) and salinity (triangles) differences between the two sensors for this profile (number 228) are less than 0.002°C and 0.01 PSU, respectively.
Figure 2.3. Deployment location (circles and triangles) and trajectories (gray lines) of 62 STS equipped floats deployed beginning in December 2007. Triangles indicate the deployment location of 15 floats that have completed a “fast cycle” profiling period and whose data are used in the diurnal cycle analysis.
Figure 2.4. SST and SSS difference from 4 m versus shortwave radiation incident at the surface.
Figure 2.5. Difference from 4 m versus wind speed. Above wind speeds of ~6-10 m/s, the water column is well mixed.
Figure 2.6. (left) Difference from 15 m for temperature and (right) salinity for floats deployed in the Pacific, Atlantic, and Indian Oceans. Differences collocated with wind speed less than 6 m/s are gray. Diurnal warming of over 4° is observed, with a rapid decay with depth. Occasional cooling associated with rainfall events is also observed. Freshening associated with rainfall events of up to −2 PSU is contained primarily to the upper 2 m. The slight positive bias in salinity is on the same order of magnitude of the STS accuracy and cannot be unequivocally attributed to evaporation.
Figure 2.7. (top) Temperature and (bottom) salinity from the SBE 41CP unit from float 6117 deployed in the tropical western Pacific (1.99°N, 150.22°E). An annual cycle in temperature and salinity can be seen in the upper 50 m with the summer months of July and August being warmer and fresher. The white region is when the float was programmed to cycle in the upper 150 m every 2.5 h.
Figure 2.8. (top) Temperature and (bottom) salinity in the upper 10 m from the STS unit of float 6117 deployed in the tropical western Pacific (1.99°N, 150.22°E). From 24 June 2009 to 19 July 2009 the float was programmed to continuously profile in the upper 150 m every 2.5 h which corresponds with the blank region in Figure 2.7. The upper 10 m shows a clear diurnal cycle in temperature with salinity exhibiting a weaker diurnal response. The diurnal thermocline extends to approximately 2 m.
Figure 2.9. (top) Power spectrum for temperature and (bottom) salinity from float 6117 deployed in the tropical western Pacific (1.99°N, 150.22°E) for depths of 0.5, 3.0, and 10 m. Temperature shows a clear diurnal response through the upper 10 m, which decays with depth, while salinity exhibits a more broadband response contained to the surface.
Figure 2.10. Two hourly binned composite diurnal temperature (top) and salinity (bottom) anomalies for float 6117 deployed in the tropical western Pacific (1.99°N, 150.22°E) during the float’s fast cycle profiling schema. Diurnal warming due to insolation reaches its peak of 0.29 at the surface at 1500 local time. The magnitude of the diurnal cycle decreases with depth and is reduced to 0.07°C by 4 m. There is also a time lag with depth, with the peak at 4 m occurring at 1700. Salinity also exhibits a diurnal cycle, with maximum freshening of −0.07 PSU occurring at 1500. While composite rainfall reaches its peak at 0700 in the morning, mixing due to cooling moderates this freshening.
Figure 2.11. (top) Magnitude of the composite diurnal vertical profile for temperature and (bottom) salinity for all floats that have completed a fast cycle schema in the Atlantic (cyan), Pacific (yellow), and Indian (red) oceans. The magnitude decays with depth and is ~50% of its surface value at 5 m. Diurnal cycles with the largest amplitudes are found in the Pacific Ocean and Bay of Bengal where freshening due to rainfall and river runoff creates stable stratified layers which enhances the diurnal cycle in temperature near the surface.
Figure 2.12. 3 July 2009 rainfall event observed by float 6117 deployed in the tropical western Pacific. Air temperature, wind speed, and wind direction from TAO mooring location located at 2°N, 147°E. Collocated, 3 h rainfall data from TRMM. Temperature and Salinity from the STS CTD.
Figure 2.13. Turner Angle for float 6117 deployed in the tropical western Pacific. (top) During the fast cycle period and (bottom) over the entire record. Black regions indicate instability, while white and green colors indicate stability. Yellow colors are indicative of salt fingering while blue colors indicate diffusion.
Chapter 3

Upper Ocean Responses to Rainfall

Abstract

Precipitation falling over the ocean is one of the largest components of the freshwater cycle and also one of the most difficult to observe. Ocean near-surface stratification resulting from rain can influence air-sea feedbacks as well as influence validation of satellite measurements. In the present study, the upper ocean vertical structure, stability, and time evolution following rainfall events is examined using high vertical resolution measurements of temperature and salinity from Argo-type floats equipped with Surface Temperature and Salinity (STS) CTDs. Approximately 6% of profiles surveyed experienced freshening larger than -0.1 PSU. Mean freshening of drop events associated with rainfall is -0.37 PSU with a cooling of -0.13 °C. The observed fresh, cool upper ocean response was 3 m thick and had an average maximum freshening depth of 0.6 m. Decay of the fresh and cool signal away from the surface was 20% and 38% between the depths of 0.5 m and 3 m, respectively. Density at the depth of the salinity drop was observed to become either denser (when cooling controls) or lighter (when salinity controls) with an equal split between outcomes. Vertical structures associated with rainfall showed a potential for double diffusion, as indicated in Turner Angle calculations, in many profiles. Vertical mixing of the stratified water column occurred quickly (6-8 hours) in most cases and was associated with equivalent vertical diffusivities on the order of $10^{-4}$ m$^2$/s. Salinity drop magnitudes were linearly correlated with 6 hr rainfall accumulation for wind speeds > 6 m/s. No linear correlation between
wind speed and salinity drop magnitude was found. Covariance between wind and rain rate is expected to result in a nonlinear salinity drop response across a range of wind conditions.

3.1 Introduction

The input of freshwater to the ocean through precipitation is the second largest component of the global water cycle with ~78% of precipitation falling over the ocean (Durack, 2015; Schanze et al., 2010). Using salinity as a proxy, satellites (Kerr et al., 2010; Lagerloef et al., 2008) and the Argo array of profiling floats (Riser et al., 2008, 2016) have provided new insights into the larger-scale, integrated responses of the ocean to rainfall. Due to the often-small footprint and short lifespan of precipitation events however, the effects of individual precipitation events on upper ocean temperature and salinity have been difficult to observe. There remains a need to constrain the variability associated with these rain events. Near-surface stratification associated with rainfall events can modulate sea surface temperature (SST) diurnal cycles, amplifying thermal feedbacks to the atmosphere via heat trapping in the stable, fresh surface layer (S. P. Anderson et al., 1996; Clayson & Bogdanoff, 2013; Kawai & Wada, 2007; Soloviev & Lukas, 1997; Webster et al., 1996). Additionally, rain-induced stratification can influence validation of salinity satellites due to measurement depth differences (Boutin et al., 2013, 2015; Drucker & Riser, 2014). Recent work has sought to parameterize the rainfall response using satellite precipitation rates and wind speed for use in salinity satellite corrections (Santos-Garcia et al., 2014).

While studies have shown that the upper ocean is well mixed by wind most of the time (J. E. Anderson & Riser, 2014; Henocq et al., 2010), significant upper ocean stratification events have been observed (J. E. Anderson & Riser, 2014; Asher et al., 2014; Tomczak, 1995; Walesby et al., 2015). Direct observations of fresh lenses associated with rainfall are difficult to obtain though
development of unique ship-deployed (Asher et al., 2014; Walesby et al., 2015; Ward et al., 2014) and free drifting observational platforms (J. E. Anderson & Riser, 2014; Reverdin et al., 2012) have recently contributed to a new era of observation. These observations have found that fresh lenses are typically short-lived, spatially patchy, and have a salinity response that decreases with depth (J. E. Anderson & Riser, 2014; Asher et al., 2014; Reverdin et al., 2012). The largest salinity drop events have been observed under low winds and high rainfall conditions. Modeling studies have shown lateral spreading of the rain lenses (Soloviev & Dean, 2015). At the surface, turbulence can be enhanced by rain events and be trapped in the surface layer which leads to a suppression of turbulence below the lens (Drushka et al., 2016; Walesby et al., 2015; Zappa et al., 2015). Rain-induced upper ocean stratification may be conducive to double diffusion (Walesby et al., 2015). Diurnal cycles in upper ocean salinity have been observed where diurnal precipitation is present though the response is tempered by diurnal entrainment (J. E. Anderson & Riser, 2014; Cronin & McPhaden, 1999; Drushka et al., 2014; Fine et al., 2015). In the present study, we inventory the upper ocean response to rainfall using high vertical resolution near-surface observations collected with enhanced Argo-type profiling floats. Use of this drifting, high vertical resolution observational platform has resulted in an unprecedented number of observations of salinity drop events. The vertical structure, stability, and time evolution of these salinity drop events are examined under a variety of wind and rain conditions.

3.2 Data Description

3.2.1 Temperature and salinity data

Temperature and salinity profiles were collected with 76 surface temperature and salinity (STS) CTD (conductivity, temperature, depth) equipped Argo-type floats deployed in the Atlantic, Pacific, and Indian Oceans (Figure 3.1). Data collected between 20 December 2007 and 31
January 2016 are used in this study (limited by the availability of high resolution rainfall data). The majority of the 16,979 profiles collected during this time period were obtained while the floats operated on a standard Argo 10 day profiling mission (Riser et al., 2016). 23 floats were programed to complete fast profiling (~2.5 hours) for a portion of their lifetime resulting in 7,780 fast cycle profiles. Data from both the 10 day and 2.5 hour profiling schemes is used in this study. All temperature and salinity profiles used in this study were obtained with a STS sensor manufactured by Seabird Electronics, Inc. (SBE). The unpumped STS CTD unit operates at 1.5 Hz between 30 m to 4 m, then at 1 Hz from a depth of 4 m to the sea surface. With an ascent rate of ~8 cm/s, the vertical resolution of data from the STS CTD is ~10 cm in the upper 30 m. The in situ accuracies of temperature and salinity are ~0.01°C and 0.02 PSU. Bubble contamination in near-surface STS data, identified as salinity spikes, was removed and the STS data were corrected for drift using concurrent data from the primary SBE 41CP CTD. Further details of the STS equipped float profile operation, data correction, and gridding can be found in Anderson and Riser (2014). To account for any potential conductivity cell thermal mass errors (CTM), freshening signals concurrent with warming larger than 0.05°C are excluded from this study. Development of a more detailed model for correction of CTM errors is underway.

3.2.2 Rain and wind data

Rainfall rates at float profile locations were obtained from the Climate Prediction Center morphing method (CMORPH) data product. Using infrared satellite images to estimate storm movement in between microwave satellite observations times, the CMORPH data product is able to provide higher spatiotemporal resolution precipitation data than other microwave only products. The global, 8 km (0.08°), 30 minute CMORPH V1.0 raw precipitation product was used in this study (Joyce et al., 2004). CMORPH data was linearly interpolated in space to the
float profile locations. At each profile location, a variety of rainfall statistics were calculated using 30 min rainfall rates for up to 3 days prior to the float profile. Wind estimates were determined using the European Centre for Medium-range Weather Forecasting (ECMWF) ERA-Interim reanalysis (Dee et al., 2011). ECMWF 10 m wind velocity vectors are available on a 0.25° grid every 6 hrs. The time and location closest to the float profile were used in the present study.

3.3 Methodology

3.3.1 Identifying rain events

Rain events were identified using a two-step process. First, STS Argo profiles collected during both normal (10 day) and fast cycle (~2.5 hour) profile periods were examined for salinity drops. Salinity drop events were identified using the criteria of Reverdin et al. (2012) that at some depth in the upper 10 meters a freshening of at least -0.1 PSU is observed. This was determined as the minimum of the difference between the salinity at 10 meters ($S_{10m}$) and every measurement depth from 9.9 m to the surface ($S_x$).

$$\min(\Delta S = S_x - S_{10m}) \leq -0.1 \quad (3.1)$$

This drop criterion is the same order of magnitude as the retrieval accuracy (target and validated) of satellite salinity averaged over spatial scales from 1° to 10° (Kerr et al., 2010; Lagerloef et al., 2008; Lee, 2016).

Second, rainfall was collocated to salinity drop profile locations. If no precipitation event occurred at the profile location within 24 hours prior to the profile time, it is assumed the drop is not due to rainfall. Drop events not concurrent with rainfall were removed from the analysis. It is assumed that the excluded salinity drop events are due to either river input (for floats in the Bay
of Bengal; see (Wilson & Riser, 2016)) or advection of low salinity water into the float profile location. It is expected that during active precipitation, maximum freshening occurs at the surface. Since the floats may profile after a rain event has ended and any resulting surface stratification has begun to evolve, we utilize drop events present anywhere in the upper 10 meters. The thickness of the fresh event was determined as the portion of the water column with a freshening of at least -0.1 PSU. Finally, multiple drop profiles from the same float within 8 hours of each other were assumed to be one event.

3.4 Results and Discussion

3.4.1 Salinity drop event inventory

Of the 16,979 profiles surveyed, salinity drops were identified in 981 profiles (~6% of all profiles) using the criteria detailed in section 3.2.1 (Figure 3.1). The majority of drop events (68%) are less than 0.5 PSU with most large events (> 1 PSU) found in the Bay of Bengal. In many cases, these drop events are not associated with rainfall and are likely a response to river input into the region. Since the response to rainfall is not straightforward in this case, all profiles collected in the Bay of Bengal are removed from further analysis even if they are concurrent with rainfall. In total, 369 profiles (~2% of all profiles) are associated with rainfall and located away from river influence (Table 1). 189 of these profiles were collected on 10 day cycles while 180 were collected during fast cycle missions. The majority of drop events (77%) associated with rainfall are also less than 0.5 PSU. The amplitude of the mean maximum freshening at any depth is -0.37 PSU.

The upper ocean structure, examined using the difference from 10 meters, shows that salinity drop events decay rapidly with depth and are primarily contained to the upper few meters of the water column (Figure 3.2). The depth of maximum freshening is generally shallower than 6 m
with an average value of 0.6 m (Figure 3.3) for all drop events. This is slightly deeper than the 0.2 m average minimum sampling depth of STS floats used in this study (after excluding bubble contaminated near-surface data). Larger salinity drop events (>1 PSU) have a slightly shallower mean depth of maximum freshening of 0.1 m. Larger events are only observed when the float profiled within an hour of rainfall (Figure 3.3). The shallower depth of maximum freshening for large, recently occurring events confirms the assumption that maximum freshening occurs at the surface under active precipitation. For all events, the average freshening decays by ~20% between 0.5 m and 3 m. The decay of the fresh signal with depth is more pronounced for larger (0.5 PSU and 1.0 PSU) events (34% and 82% reduction between the same depths). The average thicknesses of the observed fresh lenses are 3.1 m. This is thicker than the 1 m mixing depth assumed in the Rain Impact Model (RIM) currently used for Aquarius CAP V4.0 (Santos-Garcia et al., 2014) but similar to the mixing depth determined by fitting the same one dimensional diffusion model used in RIM to observations (Asher et al., 2014). Underestimating the mixing depth in the Rain Impact Model could result in an overestimate of the near-surface stratification due to rain by concentrating the freshwater input in a shallower layer. An overestimate of stratification in RIM could impact corrections made to Aquarius satellite data.

Salinity drop events are usually associated with a temperature drop due to the cooler temperature of the rainfall freshwater input. In situ measurements of rainfall temperature are close to surface air wet-bulb temperatures and are generally cooler than the sea surface temperature (~5°C cooler in the tropics) (S. P. Anderson et al., 1998). It is possible, though unlikely, for rainfall to be warmer than the SST (Katsaros & Buettner, 1969). Cooling from rain has been interpreted as an increase in the net heat flux out of the ocean during rainfall (Walesby et al., 2015). Following the rain event, stability gained from the freshwater input can lead to enhanced diurnal warming
signals. Our observations show that, in general, larger salinity drop events have larger cooling (Figure 3.3). The maximum salinity drop and the temperature drop are significantly correlated with a best-fit slope of -0.25 °C cooling per -1 PSU of salinity drop (R^2=0.23). The mean temperature drop at the depth of maximum freshening is -0.13°C. Cooling also decays away from the surface, but slightly less than salinity (Figure 3.2). The average temperature drop decays between at 0.5 m and 3 m by 38%.

The near-surface density structure shows both an increase in density (unstable) as well as a decrease in density (stable) (Figure 3.2). The water column is denser at the depth of maximum freshening than at 10 m in 59% of profiles. This proportion is seen across all combinations of wind speed, rain rate, salinity drop values, and elapsed time since rain. The densification of the near-surface due to cooling was also observed by Asher et al (2014). Our observations indicate that the cooling signal grows in proportion to the freshening, which may mean the resulting density profile depends primarily on a different process. Since we have excluded all events with warming at the depth of freshening, we are predisposed to observe densification, Only diurnal heating (preexisting or post rain event) or advection would be expected to warm the upper water column in the present study. At very high latitudes, not sampled here, it is possible that rainfall could be warmer than the ocean surface (Katsaros & Buettner, 1969). Excluding events with warming thus increases the likelihood of observing stability changes due only to rainfall. The interplay between the magnitude of freshening (stabilizes) and cooling effect due to rainfall (destabilizing) is nuanced and is examined in more detail in section 3.4.3.

3.4.2 Correlation with wind and rainfall

Of interest is how the impact of salinity drop events (freshening, cooling, and density) may be predicted for use in satellite validation and modeling of shorter-term variability in climate
models. As such, correlations between the precipitation rate, wind speed, and the magnitude of the salinity drop event in the upper ocean are desired. Previous studies have suggested the use of 3 day maximum rain rate (Henocq et al., 2010) or the 24 hour rain accumulation (Santos-Garcia et al., 2014) as appropriate rainfall statistical criteria. Here, we correlate 6 different rainfall statistics, determined with CMORPH 30 min resolution data, to the observed maximum freshening for each profile. The six rainfall statistics used include 3 rate-based (mm/hr) statistics; the maximum 3 day rain rate, the maximum 24 hr rain rate, the most recent rain rate prior to the float profile, and 3 accumulation (mm) statistics; the 3 day, 24 hr, and 6 hr rainfall accumulation before the float profile. Evaluation for correlation between salinity drops and these 6 rain statistics were completed for 3 wind speed classifications; all wind speeds combined, wind speeds < 6 m/s, and wind speeds > 6 m/s (Figure 3.4). The 6 hr rainfall accumulation for salinity drops with wind speeds > 6 m/s (30 events) was the only relationship, of the 18 evaluated, significant at the 95% level (Table 2). 6 hr rainfall accumulation was also significantly correlated with the size of the temperature drop (not shown) for wind speeds > 6 m/s. This is consistent with modeling studies which showed nonlinear responses at low wind speeds and linear responses at higher wind speeds (Drushka et al., 2016). Since many drop events were sampled more than 6 hours after the last rainfall (Figure 3.3) it is possible that our study does not well represent the instantaneous rainfall response and that for observational platforms which sample the ocean while it is raining, such as those used by (Asher et al., 2014), the instantaneous rain rate would be the most highly correlated. It is interesting however that an accumulation statistic has the highest correlation as it implies a memory of the near-surface ocean of up to 6 hours. Correlation between the collocated wind speed at the time of float profiles and the maximum salinity drop is shown in Figure 3.3. A significant linear correlation was not found across all
wind speeds, wind speeds > 6 m/s, or wind speeds < 6 m/s. At low wind speeds the slope of the best fit is 0.13 m/s per PSU while above it was 0.64 m/s per PSU. While not significant, the general trend can be interpreted that at low wind speeds, a large range of salinity responses are found and the response is dominated by rainfall rates. Higher wind speeds reduce the likelihood of large salinity responses as the rain input is more rapidly mixed. This interpretation agrees with the results of Drushka et al. (2016), who observed a similar pattern with mooring data in the North Atlantic as well as in modeled upper ocean rainfall responses. In particular, the model results show a nonlinear response below 6 m/s and a linear response above 6 m/s but with a variable slope depending on rain rate.

The lack of linear correlation between salinity drops and wind or rain in this study illustrate that while a multivariate linear regression may show a linear response, it does not mean that the underlying process are linear. It could be an artifact of nonzero covariance between the variables. In order to assume a linear multivariate response, it must be assumed wind speed and rain rate are not correlated with each other. This is not a valid assumption as higher wind speeds are correlated with higher precipitation rates in deep convective systems (Back & Bretherton, 2005) as well as shallow convective systems (Nuijens et al., 2009). Correlation between wind and rain rate mean that the assumption of additivity for a linear relationship is not met. Linear correlations between salinity drop and precipitation found by previous studies (Boutin et al., 2014; Drucker & Riser, 2014; Drushka et al., 2016; Santos-Garcia et al., 2014, 2016) across a range of wind speeds should be used with caution. Nonlinear models, such as the power model proposed by Drushka et al. (2016), better reflect the underlying processes. The majority of rain events sampled in the present study are associated with winds < 6 m/s and accumulations less than 20
mm. Other wind speed and rain combinations are not sampled well enough to develop a statistical model in the present study.

3.4.3 Temporal Evolution

Due to limited observations, the persistence of rain-induced salinity drops is not adequately constrained. Previous studies have observed salinity drop events that evolve rapidly, often mixing into the upper ocean in a manner of hours (J. E. Anderson & Riser, 2014; Price, 1979; Wijesekera et al., 1999), as well as longer persisting events (Walesby et al., 2015). Modeling studies have shown that higher winds and lower rain rates are associated with shorter-lived lenses (Drushka et al., 2016). Looking at the time elapsed between the profile time and last rainfall recorded at the profile location; we can investigate the general duration of salinity drop events (Figure 3.3). With one exception, salinity drop events larger than 1 PSU are only observed if the float profiled within 1 hour of the cessation of a rainfall event. For events between 0.1 and 1 PSU, there is large variability in event duration, with some events persisting up to 22.5 hours after the rainfall ended. This could also represent advection of freshwater into the float profile location from a location with more recent rain. The largest 24 hr maximum rain rates are associated with profiles collected within 5 hours of rainfall (not shown) while more moderate rain events are associated with longer lasting events. Large rain events have two destabilizing processes, higher winds (Back & Bretherton, 2005) and more cool freshwater input, both of which lead to mixing.

Using data collected by floats on fast cycle (~2.5 hour between profiles) we can examine the time evolution of drop events in more detail. We assume that the Lagrangian float is profiling the same water column as it evolves in time. This assumption is necessary for this observational platform and implies that if the fresh lens is advected, the float is advected at the same rate. The
average distance traveled between events examined here is 8.8 km (0.80-61.19 km) with an average speed of 1 m/s. These values are heavily influenced by 18 events collected by floats located in the Atlantic and Pacific Northern Equatorial currents where distance traveled between profiles is 20-60 km. Most events do not have significant movement between profiles. Movement of 2 km at 0.25 m/s is more common. A total of 180 profiles collected during fast cycle profile missions contain salinity drops. Separating into ensembles of profiles at least 8 hours apart, we identified 86 independent rain events observed by 15 different floats.

An example of one of these rain events, observed by float 6115 on 7 July 2009 in the tropical western Pacific (1.45°S,159.36°W), is shown in Figure 3.5. Concurrent with a rain rate of 6 mm/hr, salinity is observed to drop 0.15 PSU while the upper ocean temperature cools. The fresh, cool signal penetrates to 4 meters depth with a weaker, time lagged with depth response. Within 8 hours the water column is again well mixed. The equivalent vertical diffusivity ($k_z$) of the rainfall event can be estimated as the change in the mean salinity in the lens (3 m) between the drop profile and the following profile divided by the second order center difference of $dS/dz$ in the layer. The diffusivity for the 7 July 2009 event is, $k_z = 6.6 \times 10^{-4}$ m$^2$/s. This value is the same order of magnitude as diffusivities obtained by Asher et al. (2014).

Interestingly, the density of the water column shows relatively little response to the rainfall event with temperature and salinity changes being nearly density compensating. The stability of the rain event is examined using the Turner angle, defined as:

$$Tu(deg) = \tan^{-1} \left( \alpha \frac{\partial \theta}{\partial z} - \beta \frac{\partial S}{\partial z}, \alpha \frac{\partial \theta}{\partial z} + \beta \frac{\partial S}{\partial z} \right)$$  \hspace{1cm} (3.2)

where $\alpha$ is the coefficient of thermal expansion and $\beta$ is the coefficient of saline contraction, $z$ is depth, and $\theta$ and $S$ are the temperature and salinity. Turner angles between -90° and -45° are prone to double diffusion, -45° and 45° are stable, and 45° and 90° prone to salt fingering.
Outside of these ranges the water column is stable. The event on 7 July 2009 shows instability in the near-surface layer and the water column is prone to double diffusion below the fresh lens. Double diffusive conditions below fresh lenses were also observed by Walesby et al. (2015). Since turbulence is suppressed below the surface layer, double diffusion may have the chance to occur. Using the heat and salt diffusion rates of St. Laurent and Schmitt (1999) it would take approximately 1-1.5 hrs to diffuse properties at the bottom of the fresh lens 1 m. Since the density of the two water masses are similar in this case, if double diffusive mixing has enough time to occur, it is possible that cabbeling could occur at the lower interface of rain lenses, resulting in a densification and further instability mixing. Density compensating layers were only observed in a few of the rain events in the present study while conditions preferable for double diffusion were ubiquitous for events profiled soon after the rain ended.

The average time evolution of all 86 drop events is shown in Figure 3.6. The rain-induced salinity and temperature response were determined by subtracting the non-rain profile collected prior to each drop event, then averaging events starting at the normalized salinity drop time. While each event is unique, by averaging all events we can get an understanding of the dominant responses. Since we have excluded freshening concurrent with warming, events that were averaged occurred primarily in the evening, overnight, and morning. The time period between 1300 and 1800 local time is not well represented. In the average event, we again see a salinity response (~0.1 PSU) contained primarily to the upper 1 meter that has an expression at 4 meters within 2 hours. Temperature also cools slightly (0.025 °C) and has an expression at 4 meters within 2 hours. 2 hours following the event, the maximum salinity response and temperature response begin to degrade. While the signal continues to reach further into the water column, it is continually reduced in strength. Within 6-8 hours the weak subsurface remnant is small.
compared to surface warming and salinification likely due to the diurnal cycle. The cooling associated with the composite freshening is the proportional to the linear best fit to the individual observations (Section 3.4.1). A mixing depth of 3 m is also reflected in the composite with the majority of freshening contained to this depth throughout the 10 hour evolution. A mixing depth of 3 m was again utilized in determining an equivalent vertical diffusivity for the composite event. The vertical diffusivity \( k_z = 6.6 \times 10^{-4} \, \text{m}^2/\text{s} \) is also similar to values obtained by Asher et al. (2014).

### 3.5 Summary and Conclusions

High resolution, near-surface measurements of temperature and salinity have allowed observation of the upper ocean responses to rainfall. These observations, obtained with STS equipped Argo-type floats, provide new insights. While the upper ocean is well mixed the majority of the time, significant salinity drop events correlated with rainfall are observed. The magnitude of these events is usually smaller than -0.5 PSU (mean -0.37 PSU) with the largest salinity stratification observed in the Bay of Bengal (likely the combined effect of river runoff and rain and not investigated here) and the tropics. Largest responses are observed when winds are light (< 6 m/s). Consistent across a wind range of wind speed and rain rates, the thickness of the fresh layer (reflective of the characteristic mixing depth) is ~3 m. One-dimensional diffusion models using a shallower mixing depth of 1 m to predict upper ocean stratification due to rain may overestimate maximum freshening. Maximum freshening is contained to the upper 1 m of the ocean and decays rapidly with depth, with a large reduction in observed freshening by 3 m. The amount the salinity drop signal decays away from the surface increases with the size of the events. Events larger than -0.1, -0.5, and -1.0 PSU decay by 20%, 34%, 82%, respectively, at 3 m. Temperature decays slightly more for each class of events (38%, 53%, 83%). This may be a
result of different diffusion rates for salt and heat (St. Laurent & Schmitt, 1999). Equivalent diffusivities are on the order of \(10^{-4} \text{ m}^2/\text{s}\). Upper ocean cooling associated with rain is on the order of -0.25 °C/PSU. Rainfall can have both stabilizing (freshening) and destabilizing (cooling) effects on the upper ocean with a roughly equal split in the observed response. It appears that in the absence of diurnal warming, these processes are well balanced and scale with each other. The time evolution of stratification after rainfall thus likely depends on the stratification conditions already present in the water column or those which form shortly after the rain ends. Accurately modeling and predicting when each of these processes dominate will be important to understanding the persistence and broader scale influence of rainfall events.

Salinity drop events were significantly correlated to 6 hr rain accumulation for winds > 6 m/s. Significant correlations were not found for winds < 6 m/s or with alternative precipitation statistics. This may be a result of floats profiling after the cessation of the rain event or advection of freshwater into the profile location. A significant correlation with wind was not found though observations do indicate salinity stratification decays faster under high winds. Lower winds and longer persistence are associated with a broader range of salinity responses. It is not unexpected that a linear correlation between maximum salinity stratification and wind or rain was not robust. A linear response with rain rate is only expected to reflect physical processes if it is fitted to a narrow range of wind speeds. This is due to the correlation between wind speed and rain rate. While the salinity response to one of these variables may be linear (as observed with rainfall in previous studies), the combined effect of another variable on salinity may be nonlinear especially if the two controlling variables are correlated. Future work should investigate the nature of the nonlinear responses observed.
Future validation of theoretical rain stratification models will require observations of the full range of meteorological and oceanic conditions concurrent with rainfall. These variables should be observed on the scale at which rainfall occurs to reduce ambiguity regarding time evolution and spatial variability. Results from the coordinated SPURS-2 (fresh) field campaign will likely succeed in collecting these observations. Future work should develop a robust model capable of utilizing standard satellite and in situ observations so that the global, integrated effect of rain events can be quantified. While operational observation platforms integrate over large areas or are point measurements, utilization of advanced statistical techniques and datasets with recent advances (higher spatiotemporal resolution rainfall products, satellite salinity, Argo observations closer to the sea surface) could result in a statistical model capable of quantifying the rain ocean-atmosphere feedback.
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Table 3.1. Number of salinity drop events

<table>
<thead>
<tr>
<th>salinity drop criteria</th>
<th>profiles with salinity drop events</th>
<th>profiles with rain events including Bay of Bengal</th>
<th>profiles with rain events</th>
</tr>
</thead>
<tbody>
<tr>
<td>all profiles collected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 day profiles</td>
<td>9,199</td>
<td>350</td>
<td>205</td>
</tr>
<tr>
<td>fast cycle profiles</td>
<td>7,780</td>
<td>631</td>
<td>335</td>
</tr>
<tr>
<td>all profiles collected</td>
<td>16,979</td>
<td>981</td>
<td>540</td>
</tr>
</tbody>
</table>

Table 3.2. Correlation of maximum salinity drop with CMORPH precipitation statistics

<table>
<thead>
<tr>
<th>Maximum rain rate prior to profile (mm/hr)</th>
<th>Rainfall accumulation prior to profile (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>wind &lt; 6 m/s</td>
<td>3 day 24 hr last rate 3 day 24 hr 6 hr</td>
</tr>
<tr>
<td>N</td>
<td>N N N N</td>
</tr>
<tr>
<td>wind &gt; 6 m/s</td>
<td>N</td>
</tr>
<tr>
<td>all wind speeds</td>
<td>N</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>
Figure 3.1. Location of salinity drop profiles sampled with 76 STS Argo floats between 20 December 2007 and 31 January 2016. (a) The amplitude of the maximum salinity drops in the upper 10 m and (b) the temperature drop at the depth of the salinity drop.
Figure 3.2. Difference from 10 m for (a) salinity, (b) temperature, and (c) density for all salinity drop events collocated with rainfall within 24 hours of profile time. Bay of Bengal profiles have been excluded.
Figure 3.3. Maximum salinity drop versus (a) depth of the maximum salinity drop, (b), temperature drop at depth of maximum salinity drop (grey line significant linear best fit), (c) time between last rainfall and profile of salinity drop, and (d) wind speed at time salinity drop profile. Color indicates rainfall accumulation 6 hrs prior to profile.
Figure 3.4. Maximum salinity drop versus CMORPH precipitation statistics; (a) 3 day maximum rain rate, (b) 3 day rainfall accumulation, (c) 24 hr maximum rain rate, (d) 24 hr accumulation rate, (e) last rain rate (greater than 0) prior to profile time, and (f) 6 hr accumulation rate where the gray line indicates significant best fit line for wind speeds > 6 m/s. Color indicated wind speed at time of float profile.
Figure 3.5. Salinity drop event observed by float 6115 in the tropical western Pacific (1.45°S, 159.36°W) on 7 July 2009. (a) CMORPH rainfall (mm), (b) STS temperature (°C), (c) STS salinity (PSU). (d) STS density (kg m⁻³), (e) Turner angle (°).
Figure 3.6. Average change from pre-drop profile for (a) salinity (PSU) and (b) temperature (°C), based on 86 salinity drop events.
Chapter 4

Annual and eddy subduction in the Salinity Processes in the Upper Ocean Regional Study (SPURS-1) area

Abstract

Mixed layer properties and subduction of high salinity water in an evaporation dominated region of the North Atlantic Ocean (~25°N, 38°W) that was heavily surveyed during the Salinity Processes in the Upper Ocean Regional Study (SPURS-1) are examined. High spatial resolution objective maps of temperature, salinity, and mixed layer depth (MLD)-created from Argo, Seaglider, and mooring data-show small spatial variability during the late spring and summer months and larger spatial variability during the late winter and early spring as the mixed layer shoals. Spatial variability is larger during the one-year study period than inferred from climatology. Mixed layer temperature and salinity are warmer and saltier than ranges associated with Subtropical Underwater (STUW), indicating a source for STUW north of the region or significant mixing after subduction. These higher spatial and temporal resolution mixed layer maps are combined with ADCP velocities and satellite wind stress fields to investigate the annual mean and eddy-varying subduction rates in the SPURS-1 region. SPURS-1 results are put into context with updated, Argo-era climatological values for the North Atlantic. Enhanced lateral induction contributions to annual subduction rates are observed, as is the importance of using a time-varying MLD for calculation of eddy contributions.
4.1 Introduction

Surface salinity patterns in the global ocean reflect global patterns of evaporation and precipitation controlled by atmospheric circulation cells (e.g., Schmitt, 2008). In regions with enhanced precipitation, such as the tropics and high latitudes, surface salinity is lower due to the input of freshwater. In evaporative regions, surface salinity is high due to the loss of freshwater, leaving salt behind. It has been suggested that in response to climatic changes, there may be an intensification of the freshwater cycle (Held & Soden, 2006; Seager et al., 2010; Skliris et al., 2016) observable in salinity trends (Durack et al., 2012; Skliris et al., 2016) that may result in shifts in the location of extrema (Scheff & Frierson, 2012). If we are to understand how ocean salinity patterns may change in the future, it is necessary to understand their current modes of variability. The Salinity Processes in the Upper Ocean Regional Study (SPURS) was designed to determine, on a variety of time and space scales, the physical processes that control upper ocean salinity. To reduce the number of mechanisms considered at a time, the two extremes of upper ocean salinity, fresh (primarily driven by precipitation) and salty (primarily driven by evaporation), have been being studied by two separate field campaigns. The first field campaign, located an evaporation-dominated region, is the focus of the present study. A precipitation-dominated regime is being examined during the SPURS-2 field campaign during 2016-2017.

The SPURS-1 field campaign took place in the center of the North Atlantic sea surface salinity maximum (SSS$_{\text{max}}$), near 25°N, 38°W (Figure 4.1). This location was chosen not only for its high evaporation but also its weak advection. The horizontal gradients of surface salinity are generally weak in the region with meridional gradients exceeding zonal gradients by an order of magnitude (e.g., Yu, 2011). The largest $E-P$ values are found south of the SSS$_{\text{max}}$ and thus maintenance of the SSS$_{\text{max}}$ is likely due to a combination of evaporation, Ekman convergence,
vertical mixing, and subduction (Schmitt et al., 1989; Foltz & McPhaden, 2008). Studies using the ECCO (Estimating the Climate and Circulation of the Ocean) model have shown that ocean dynamics are just as important as E-P in the area (Qu et al., 2011). Of particular interest is the transfer of SSS$_{\text{max}}$ properties away from the region via subduction. The majority of subducted water recirculates the basin before subducting again as North Atlantic Deep Water (Qu et al., 2013) while a smaller portion contributes to the shallow tropical overturning circulation (Schmitt et al., 1989; Qu et al., 2013) (Figure 4.1). In this manner, the SSS$_{\text{max}}$ influences ocean circulation beyond the subtropics. While modeling studies have provided new insights, the variability of subduction dynamics in the subtropics is still not well understood. In the present study, densely spaced observations collected with a unique fleet of oceanic instrumentation during SPURS-1 are used to examine mixed layer variability and subduction dynamics in the SSS$_{\text{max}}$ region.

4.1.1 Subduction

Subduction is the transfer of surface water through the base of the mixed layer and into the permanent pycnocline. While downward fluxes across the mixed layer base, detrainment, can occur throughout the year, it is only detrainment into the permanent pycnocline that is irreversible and qualifies as subduction. Water that is detrained into the seasonal pycnocline may be entrained back into the mixed layer months later (e.g., Qiu & Huang, 1995). The effective subduction period, the time period during which transfer into the permanent pycnocline occurs, typically lasts for several months beginning in late winter and is often associated with mixed layer shoaling due to increases in buoyancy. Due to the narrow effective window, subducted water brings with it the properties of the winter mixed layer (Stommel, 1979) and provides ventilation to the ocean interior. Estimation of subduction rates can be carried out several ways, including tracer/water age, kinematic, and thermodynamic approaches. In the kinematic
framework, subduction has vertical (Ekman pumping), horizontal (lateral induction (horizontal geostrophic advection across the mixed layer base)), and eddy-varying components whose strength fluctuates in space and time. Historically, Ekman pumping has been considered the only driver. Lateral induction was determined to be an equal contributor only after studies using tracer data revealed much higher subduction rates than had been found by studies which only looked at Ekman pumping (Jenkins, 1987). Lateral induction contributions are largest in regions of high mixed layer gradients, such as the region south of the Gulf Stream (Qiu & Huang, 1995). Eddy components and mixed layer depth variability have until recently been neglected.

More recently, mixed layer variability and eddy effects on subduction have been explored using Argo data in the Gulf Stream region (Trossman et al., 2009), the Southern Ocean (Sallée et al., 2010), and the North Pacific (Katsura et al., 2013). Argo float data provide improved estimates of mixed layer depth (MLD). Trossman et al. (2009) show use of the climatological mean MLD may underestimate annual ventilation rates compared to a year-to-year, varying MLD. In the Southern Ocean, eddy subduction due to time-varying properties may be as large as Ekman pumping and lateral induction by the mean field (Sallée et al., 2010). In some locations, modeling studies have shown eddies may reduce the annual subduction rate (Da Costa et al., 2005). Away from large fronts, in the calmer subtropical gyres, eddy contributions are thought to be small (D. Marshall, 1997). Using an ocean state estimate, Gebbie (2007) found that while integrated isopycnal eddy subduction was small in the subtropics, local eddy subduction rates can be large. This is consistent with studies of eddy impacts on other processes in the subtropics, such as freshwater fluxes (Gordon & Giulivi, 2014) and eddy transformation rates (Busecke et al., 2017).
4.1.2 Subduction in the SPURS-1 area: historical overview

Several previous studies have investigated subduction in the North Atlantic. The central mooring of the SPURS-1 study region is located west of the heavily studied region known as the beta triangle (Figure 4.1). Jenkins (1987) used the age of $^3$H and $^3$He on the density surfaces within 26.2-27.15 kg/m$^3$ to calculate a subduction velocity for this region. The calculated depth averaged subduction of $2.6 \pm 0.3 \times 10^{-6}$ m/s ($\sim 82$ m/yr) was almost three times larger than Ekman pumping velocities, though later work concluded these values are likely an overestimate due to nonlinearities in the tracer ages (Jenkins, 1998). The geostrophic velocity field, which influences the lateral induction portion of subduction, was found to be variable in the region (Armi & Stommel, 1983). Additional work using $^3$H and $^3$He northeast of the SPURS-1 region showed lower subduction rates in that region that were still double the estimated Ekman pumping velocities and highlighted the importance of mesoscale processes (Joyce & Jenkins, 1993). Using climatological data for the North Atlantic, J. C. Marshall et al. (1993) estimated a subduction rate, including the influence of lateral induction, to be 50-100 m/yr in the SPURS-1 region, with the Ekman component being approximately 25-50 m/yr. They found the effective period of subduction (the period of permanent subduction) was between 2-3 months. Model results using both kinematic and thermodynamic methods have produced similar rates (Spall et al., 2000) as have observational studies using climatology and drifter data (O’Connor et al., 2005). Interannual variability in these rates is primarily due to changes in the winter mixed layer depth and the lateral induction term (Qu et al., 2016).

4.2 Subduction Calculation Methodology

Subduction rates can be estimated using a variety of methods depending on the datasets available. Previous studies in the North Atlantic have made use of kinematic, Lagrangian, and
tracer/water age methodologies. Each method has inherent limiting assumptions that prevent elucidating all the processes involved. Comparison of different studies is also difficult, though differences in methodology do provide a bound on rates and unique insights into dynamic processes. In the present study, we choose to utilize the kinematic framework developed by Cushman-Roisin (1987) and used by J. C. Marshall et al. (1993) and O’Connor et al. (2005) in the North Atlantic.

4.2.1 Annual subduction rate

The large quantity of data collected in the SPURS-1 area allows for the annual subduction rate to be estimated using a kinematic framework. Under that framework, the local, instantaneous rate of subduction \( s \) can be defined as (Cushman-Roisin, 1987; J. C. Marshall et al., 1993)

\[
s(x, y, t) = -\frac{\partial h}{\partial t} - w_h - \mathbf{u}_h \cdot \nabla h
\]

(4.1)

where \( h \) is the depth of the mixed layer, \( \mathbf{u}_h \) and \( w_h \) are the horizontal and vertical velocities at the base of the mixed layer, respectively, \( \nabla \) is the gradient operator in \( x \) and \( y \), and \( t \) is time. Instantaneous subduction (4.1) is similar in form to the entrainment/detrainment term in a full salt balance. The terms of the right side of (4.1) represent the volume fluxes due to a time-variable mixed layer, vertical velocity across the mixed layer base, and advection across a sloping mixed layer (lateral induction). As derived in Cushman-Roisin (1987), a full volume budget would also include an evaporation minus precipitation (E-P) term on the right hand side of Equation 1. E-P over much of the North Atlantic is less than 1 m/yr (Schanze et al., 2010) and 0.89 m/yr during the SPURS-1 observational period (Farrar et al., 2015). Since E-P is an order of magnitude smaller than the other vertical terms, it is again neglected here as has been done in previous studies. While this is a good assumption in the SPURS-1 area and was one of the
reasons this location was chosen, the E-P term may not be negligible in regions with large precipitation, such as the SPURS-2 region.

When averaging over an annual cycle (or climatological periods), it can be assumed that no dramatic changes to the mixed layer depth occur and the first term on the right side of (4.1) becomes negligible. This assumes little interannual variability. Further, since we are only interested in permanent subduction, or the transfer of fluid into the permanent thermocline, \( h \) can be defined as the maximum winter mixed layer, \( H \). Equation (4.1) can then be written as an annual subduction rate \( \text{Sann} \),

\[
S_{ann} = -\bar{w}_H - \bar{u}_H \cdot \nabla H \tag{4.2}
\]

where \((-\bar{w}_H, \bar{u}_H)\) are the annual mean velocities at the base of the winter mixed layer. The vertical velocity, \(-\bar{w}_H\) may be divided into an Ekman pumping term, \( \bar{w}_{Ek} \), and a correction for the portion of Sverdrup flow in the mixed layer. Applying this \( \bar{w}_H \) becomes

\[
\bar{w}_H = \bar{w}_{Ek} - \frac{\beta}{f} \int_H^0 \phi \, dz \tag{4.3}
\]

where \( \beta \) is the gradient of \( f \) (the Coriolis parameter) and \( \phi \) is the meridional geostrophic velocity in the mixed layer. The Ekman pumping term is

\[
\bar{w}_{Ek} = \frac{1}{\rho} \text{curl} \frac{\tau}{f} \tag{4.4}
\]

where \( \rho \) is water density and \( \tau \) is the wind stress. Here wind stress \((\tau = \rho_{air} C_D U_{10m}^2)\) has been calculated with the Large and Pond (1981) parameterization of the drag coefficient, \( C_D \), a constant air density \((\rho_{air} = 1.22 \, \text{kg/m}^3)\), and satellite wind speeds for the wind at a height of 10 m \((U_{10m})\). Applying these, Equation (4.2) becomes

\[
S_{ann} = -\frac{1}{\rho} \text{curl} \frac{\tau}{f} + \frac{\beta}{f} \int_H^0 \phi \, dz - \bar{u}_H \cdot \nabla H \tag{4.5}
\]

which is the rate (m/yr) per unit area of mass (volume) flux into the permanent thermocline.
Annual subduction rates from (4.5) can be used to determine the formation rate of a water mass. If it is assumed that mixed layer properties from late winter are conserved during subduction (Stommel, 1979), the formation area of a water mass can be defined as the surface area where the surface properties of temperature and salinity, and/or density are within the range associated with that water mass, with only the surface area during the period of effective subduction contributing to formation rates. Effective subduction begins when the buoyancy forcing changes sign (to positive) and the mixed layer begins to shoal (J. C. Marshall et al., 1993). Effective subduction in the subtropics typically ends 1-2 months after the change in the sign of the buoyancy forcing when the mixed layer depth matches that of the seasonal pycnocline (Gebbie, 2007; J. C. Marshall et al., 1993; O’Connor et al., 2002; Qiu & Huang, 1995). In the absence of buoyancy forcing data, O’Connor et al. (2002) estimate the formation area of water masses during effective subduction as the difference between the spring and summer sea surface areas with properties within a water mass density class. Multiplying this formation area times the annual subduction rate then gives the water mass formation rate.

4.2.2 Eddy subduction

Unlike the thermodynamic and water age methods, calculation of annual subduction using the kinematic method detailed above in Equation (4.5) does not take into account eddy contributions. Recent theoretical and modeling studies have shown that while eddy effects are relatively small in the subtropics, they are not negligible (D. Marshall, 1997; Qu et al., 2011). Following on the derivation by D. Marshall (1997), Gebbie (2007) derived eddy subduction rates for density classes using both a fixed and time variable mixed layer. Quantifications under both conditions are estimated here.
From Gebbie (2007), the surface \( A_h(\sigma) \) can be defined as the mixed layer depth with density less than \( \sigma \) (i.e bounded by both the ML and the isopycnal \( \sigma \)). Separating (4.1) into time mean (\( \overline{\cdot} \)) and time-varying (\( \cdot \)) components the mean subduction can be written as:

\[
\overline{S_h}(\sigma) = \int \overline{A_h(\sigma)} \left( \overline{w_h + \overline{u}_h \cdot \nabla \overline{h}} \right) dA + \int \overline{A_h(\sigma)} \left( \frac{\partial \overline{h}}{\partial t} + \overline{u}_h \cdot \nabla \overline{h} \right) dA + \int \overline{A_h(\sigma, t)} \overline{s(x,y,t)} dA
\]  
(4.6)

The first term on the right is the mean subduction rate, while the second and third terms are components of the eddy subduction. The second term represents eddy subduction due to a time-varying MLD and the third term is due to time-varying isopycnals.

Invoking the mixed layer demon of Stommel (1979) (the preferential transfer of winter mixed layer properties), the mixed layer depth, \( h \), in (4.6) is again fixed in time to the depth of the winter mixed layer, \( H \), yielding

\[
\overline{S_H}(\sigma) = \int \overline{A_H(\sigma)} \left( \overline{w_H + \overline{u}_H \cdot \nabla H} \right) dA + \int \overline{A_H(\sigma, t)} \left( \overline{w_H + u_H \cdot \nabla H} \right) dA
\]  
(4.7)

In practice, the eddy subduction rate in (4.7) can be calculated as the difference between the annual subduction rate calculated using annual mean fields and the rate estimated using fields from shorter time scales. Optimally interpolated mixed layer maps and satellite wind fields allow for the second term in (4.7) to be calculated every 7 days. Details of the data used and mapping are provided in section 4.3.1.

While the assumption of a fixed mixed layer follows easily from previous studies, it is likely that if eddy subduction is important, it will show up not just in anomalous velocity fields, but also in a time variable mixed layer field. The use of (4.6) is therefore likely a more realistic estimate of the eddy subduction, though the second term \( \int \overline{A_h(\sigma)} \left( \frac{\partial \overline{h}}{\partial t} + \overline{u}_h \cdot \nabla \overline{h} \right) dA \) is dominated by the seasonal cycle. To account for this, Gebbie (2007) uses the idea of the mixed layer demon
differently. Assuming that effective subduction only occurs in the later winter/early spring as the mixed layer shoals, the effective period of subduction is very short. Over the short effective subduction period, the seasonal cycle of \( \frac{\partial h}{\partial t} \) can be approximated as a linear function. Subtracting this linear model from the second term, eddy effects can be isolated from the seasonal cycle.

4.3 Data Description

4.3.1 Annual and eddy subduction in the SPURS-1 Area

Annual mean and eddy subduction in the SPURS-1 area were determined using satellite measurements of wind and velocity along with in situ observations in the SPURS-1 area. For the current study, we define the SPURS-1 area as a 2° latitude by 2° longitude area extending from 23.5°-25.5° N and 37°-39° W, centered roughly on the Woods Hole Oceanographic Institution (WHOI) central mooring. 107,158 in situ measurements of various types collected in the SPURS-1 area during the primary study period, 1 October 2012 to 30 September 2013, are used in the current study. The locations of these profiles are shown in Figure 4.2. Details about the satellite and in situ observations follow.

4.3.1.1 Mixed Layer Depth

MLD in the SPURS-1 area was calculated from profiles of temperature and salinity obtained from a variety of instruments deployed during the SPURS-1 field campaign. Consistent with Monthly Isopycnal/Mixed-Layer Ocean Climatology (MIMOC) climatological estimates, the density algorithm of Holte and Talley (2009) was used to determine the MLD from observations. This algorithm examines potential density changes across the thermocline to first classify the profile as summer or winter, and then compares 8 different MLD estimates, including common gradient and threshold methods, to determine a final MLD. The algorithm looks for clustering
among the various MLD estimates, which helps to avoid anomalously shallow or deep MLDs often found with gradient methods. For SPURS-1 data, the density algorithm returns slightly shallower MLDs than the temperature algorithm (not shown). The average temperature, salinity and density within the determined ML are also calculated. After MLDs were determined for all profiles, objective maps of the mixed layer depth and its properties were made every 7 days using a Gaussian covariance of 0.5° (~50km) and 5 days.

Errors associated with MLD estimates are generally larger than other variables in subduction calculations. The vertical resolution of the data sources varies which limits the ability to resolve the depth of the mixed layer horizontal surface to ~5 m. The Holte and Talley (2009) algorithm uses linear interpolation to estimate the exact depth where criteria are met. On the small vertical scale between observations, this is likely a good assumption and reduces the representativeness error. The errors associated with the mapping are thus assumed to be the largest source of error in the MLD calculation as the instrument error, on the order of 0.005 °C and 0.01 PSU, is orders of magnitude smaller for all of the sensors deployed on various platforms. As such, the root mean square error (rmse) of the map residuals (13±7 m) was used in the Monte Carlo error analysis. Details about the sources of temperature and salinity data follow.

**Central Mooring**

An important component of the SPURS-1 campaign was the central mooring deployed by WHOI. The central mooring was located at 24.58°N, 38.00°W (Figure 4.2). The mooring was heavily instrumented in the upper 200 meters, with 1-10 dbar (1 Pa = 10⁻⁴ dbar) instrument spacing for temperature and 2-10 dbar spacing for salinity. Instrument spacing increased slightly with depth. Temperature and salinity were measured with the following Seabird Electronics, Inc. (SBE) and RBR Ltd. (RBR) conductivity, temperature, and depth (CTD) instruments: SBE 16,
SBE 37, SBE 39 (temperature only), and RBR XR-420. Temperature and salinity values were recorded every 5 min, resulting in 99,654 moored profiles collecting during the study period.

**Seagliders**

6 Seagliders deployed by the University of Washington/University of Washington-Applied Physics Laboratory heavily surveyed the SPURS-1 study area. The Seagliders were deployed three at a time for 6-month missions. Seaglider turnaround (recovery of 3 Seagliders and deployment of 3 more) occurred in March 2013. The Seagliders operated in a nested horizontal sampling scheme with one glider sampling in a bowtie pattern around the central mooring, one in a larger diamond around the mooring, and the last in a larger box around the central mooring (Figure 4.2). All Seagliders dove from the surface to 1000 m and back continuously, sampling temperature and salinity on both the up and down dives. Data is available with 2 dbar vertical resolution. Each seesaw dive took ~6-7 hours to complete and covered ~4.5 km. 2,364 glider-based profiles were collected during the study period.

**Profiling Floats**

During the SPURS-1 field campaign, 18 Argo-type profiling floats were deployed in the SPURS-1 area. All floats were equipped with a primary SBE 41CP CTD and an auxiliary SBE STS CTD to measure temperature and salinity, as well as a PAL (Passive Acoustic Listener) that measures wind and rainfall (Yang et al., 2015). Data from the primary SBE 41CP CTD were used in this study. Floats were deployed between 9-30 September 2012 in a high-density ~0.5° grid surrounding the central mooring (Figure 4.2). Floats operated on a standard Argo-type float mission (drift at 1000 dbar, profile from 2000 dbar to 4 dbar) with the exception that profile
frequency was increased to 1-5 days. Additionally, a small number of floats completed fast cycle missions, where the floats were programmed to profile temporarily over the upper ~150 dbar continuously every 2-3 hours for periods of up to 2 months. Profiles of temperature and salinity from the SBE41CP CTD had a vertical resolution of 2 dbar in the upper 1000 dbar. The floats remained remarkably close to the central mooring (300 km) through mid-winter and half remained within 300 km for the duration of the primary study period. 556 Argo profiles were collected within the study area over this time. Velocity data from the central mooring is discussed in section 4.3.1.3

**PMEL Prawler**

2 Platform and Instrumentation for Continuous Observations (PICO) moorings were deployed with mean locations of 24.74°N, 322.05°W (PICO 1000) and 24.51°N, 322.19°W (PICO 3000) (Figure 4.2). Both moorings were equipped with a Prawler (Profiler + Crawler) CTD that profiles from ~8 m to 500 m while descending under buoyancy (Osse et al., 2015). Wave energy is then utilized to ascend. It takes ~2-4 hrs to complete one ascend/descend cycle. Pico 1000 was adrift from 19 February 2013 until 2 April 2013. Data collected during this time period were not used in the present study. Additionally, PICO 3000 did not collect data in the surface layer between 16 December 2012 and 2 April 2013. Only profiles where the upper 200 m was well sampled are used in this study. In total 4,584 samples of temperature and salinity were obtained. The vertical resolution of PICO data varies from profile to profile but is generally 1-3 dbar.

**4.3.1.2 Ekman Pumping**

Advanced scatterometer (ASCAT) estimates of wind speed and direction were used in calculating the Ekman pumping term (Equation 4). 7 day and monthly, 1/4° x 1/4° gridded,
global (90°N to 90°S), ASCAT wind vector data available from Remote Sensing Systems Inc. (RSS) are used here. Data collected during rainfall is not removed from the dataset since interference of rain with measurements in the radar band used by ASCAT (5.2 GHz, C-band) is small (Figa-Saldaña et al., 2002). The Large and Pond (1981) drag coefficient parameterization was used to calculate wind stress, $\tau$. Objective maps of ML density, used to identify the water mass being subducted as well in calculation of the Ekman pumping term, were created using the average density in the ML as determined using the Holte and Talley (2009) density algorithm and the same mapping procedure described in section 4.3.1.1. Sampling errors associated the spatial and temporally smoothed ASCAT data are $\sim 0.21 \pm 0.09$ (Schlax et al., 2001). Mapping errors associated with the density field ($0.034 \pm 0.016$ kg/m$^3$) as a percent of the signal are small in comparison.

4.3.1.3 Mixed Layer Velocities

Horizontal velocities in the mixed layer during the study period were obtained from two 300 kHz RD Instruments (RDI) acoustic Doppler current profilers (ADCP) deployed on the WHOI central mooring located at 24.58°N, 38.00°W (Figure 4.2). Two upward looking ADCP’s were affixed at 75 m and 145 m and measured hourly, zonal and meridional velocities in 2 m depth bins from $\sim 18$-140 m. Mooring GPS data was used to correct ADCP currents for mooring movement (0.05 cm/s). The ADCP accuracy, 0.5 % of water velocity or $\sim$0.5 cm/s, was used as an error estimate for both velocity components in the Monte Carlo analysis. Due to the limited availability of high quality velocity data, evaluation of annual and eddy subduction in the SPURS-1 area is limited to one point, the central mooring location. Satellite based velocity estimates were used to investigate the spatial variability of these processes beyond the central mooring, but the results
were not statistically significant due to large errors associated with the geostrophic velocities (Scharffenberg & Stammer, 2010) and are not presented here.

4.3.2 North Atlantic Climatology

Previous studies using kinematic methods to estimate annual subduction in the North Atlantic utilized climatologies based on temporally and spatially sparse ship and buoy measurements or smoothed reanalysis products (J. C. Marshall et al., 1993; O’Connor et al., 2005). To put the high resolution annual and eddy-varying SPURS-1 area subduction rates in context, annual mean subduction rates in the North Atlantic (5°-60°N and 0°-80°W) are revisited using climatologies constructed during the more recent, data rich era. Satellite measurements of surface winds and the unprecedented number of temperature and salinity profiles collected by the Argo program have allowed determination of new, higher spatial resolution wind, velocity, and mixed layer climatologies. All datasets were downsampled to the resolution of the coarsest dataset (1°x1°). Details of the datasets used to construct an updated climatological view follow.

Scatterometer Climatology of Ocean Winds (SCOW)

SCOW, a QuikSCAT based climatology, was used for ocean winds. SCOW was constructed via harmonic analysis from 10 years (1999-2009) of QuikSCAT data (Risien & Chelton, 2008). Monthly maps are available on a 0.25° x 0.25° grid from ~±70° N/S. The combined measurement and sampling errors for the spatiotemporally smoothed QuikSCAT fields is estimated to be ~0.11 ± 0.05 m/s (Schlax et al., 2001). These errors are assumed to be smaller than the errors associated with the representativeness of the data (due to the limited 10 year record and year to year variability). Risien and Chelton (2008) minimize the effects of this error by only using the first 4 terms of the harmonic analysis. While calculation of the curl amplifies
errors, the high spatiotemporal sampling of QuikSCAT reduces uncertainties compared to previous in situ climatologies as shown by the lack of nonphysical patterns in wind stress curl maps (Risien & Chelton, 2008).

**Monthly Isopycnal/Mixed-Layer Ocean Climatology (MIMOC)**

North Atlantic mixed layer maps and density were determined from the mixed layer pressure, potential temperature, and salinity data files available as part of the MIMOC suite of ocean property maps. MIMOC optimally interpolated fields are available on a monthly, 0.5° x 0.5° grid from 90°N to 80°S on 81 pressure surfaces (resolution 5 m, 0-100 m; 10 m, 100-350 m). The optimal interpolation scheme emphasizes data from the data rich Argo era (2007-2011), though data from Ice-Teathered Profiler CTDs and other hydrographic data platforms in the World Ocean Database (WOD09) are also included (Schmittko et al., 2013). MLD is determined using the Holte and Talley (2009) density algorithm where mixed layer pressures < 20 dbar are removed. Formal error estimates are not included in the MIMOC data set. Measurement errors are assumed to be much smaller than sampling, mapping, and representativeness errors. Since only the measurement errors are known, we assume errors in the MLD of 5 m. This represents the vertical resolution of the vertically gridded MIMOC dataset in the upper ocean and is 1-2 times the vertical resolution of most Argo floats.

**Absolute Geostrophic Velocities from Argo (AGVA)**

Mixed layer geostrophic velocities were obtained from AGVA, which uses Argo CTD and parking-depth drift data to compute dynamic height estimates on 29 pressure surfaces between 5 dbar and 2000 dbar, with a vertical resolution between 5-50 dbar in the upper 300 dbar. Geostrophic velocities are referenced to the velocity at 900 dbar as determined from float
trajectories. Global (69°N to 75°S), monthly AGVA data is available on a 1° x 1° degree grid from December 2004 to November 2010 (Gray & Riser, 2014). The arithmetic average of AGVA data over the 6-year period was calculated to determine a climatological value for each month. The mean and standard deviation of the meridional and zonal velocities is shown in Figure 4.3. Velocity components on the pressure surface closest to the mixed layer depth were used for calculation of the subduction rate. Provided error estimates for the gridded velocity fields (includes both measurement and sampling errors) are on the order of 0.006 m/s in the SPURS-1 area.

4.3.3 Error Analysis

Errors associated with annual subduction rates are difficult to obtain via formal error propagation methods. As such, previous studies, as well as this study, have not generally completed a satisfactory error budget. J. C. Marshall et al. (1993) assumed that the errors in vertical pumping and lateral induction components where each ~40%. In the middle of the North Atlantic gyre, the error was thus determined to be ~30% for annual subduction, 15 m/yr. O’Connor et al. (2005) assumed that the measurement errors were much less than the errors in the assumptions and estimated errors of 7-20% in subduction rates over the North Atlantic and further used the differences between the tracer and drifter methods as an estimate of the total error (22%) though this comparison also includes the effect of eddies.

Error estimates for this study were determined using a Monte Carlo simulation of the data. For both the climatological and SPURS-1 area subduction rates, error estimates for the data products or mapping were used to produce random perturbations to each dataset. The sampling and mapping errors are larger than instrument errors for both the satellite measurements and SPURS-
1 area assets. Errors associated with each data product are discussed along with the data description in sections 4.3.1 and 4.3.2.

In the Monte Carlo simulation all data product errors (sampling and mapping) were assumed to have a normal distribution, and $10^3$ random samples were drawn from a Gaussian distribution. The subduction rates were then recalculated using the randomly variable data product values. The error for each component of subduction is reported as the standard deviation of the resulting Monte Carlo histogram. The component of annual subduction with the largest error is lateral induction. This is due to large uncertainties in the MLD. ML maps are subject to errors associated with the vertical resolution of the temperature and salinity datasets as well as errors in the horizontal smoothing. Other components that utilize MLD maps also have higher errors. In general, error of the present study is ~15-50%.

4.4 Results and Discussion

4.4.1 SPURS-1 mixed layer properties and variability

Shown in Figure 4.4 is the depth of the ML in the SPURS-1 area determined using the Holte and Talley (2009) density algorithm on SPURS-1 observations. After the MLD was determined, the average temperature, salinity, and density over the MLD were also calculated. The annual cycle of mean values from the objective maps are described. When the SPURS-1 assets were deployed, the MLD in the SPURS-1 area was near its mean annual value, 47 m. The average ML temperature and salinity were at a maximum, 26.98 °C and 37.56 PSU, respectively. Potential density, primarily controlled by temperature, was at a minimum 24.64 kg/m$^3$. The ML continued to deepen throughout the fall and early winter until reaching a maximum spatial mean value of 96 m the first week of February 2013. Temperature and salinity reached their minimum values, 22.98 °C and 37.41 PSU shortly after. Density was at a maximum value of 25.77 kg/m$^3$. ML
properties during the maximum MLD were used in calculating the annual subduction rate. After reaching its maximum depth, the ML shoaled until April, before remaining relatively constant throughout the summer. ML temperature begins to increase in April, shortly after the ML has reached its minimum while the mean salinity starts to increase despite the signature of fresh pools.

The maximum mean MLD in the SPURS-1 region is 10 m deeper than the climatological average MLD in the SPURS-1 area from MIMOC. The 7-day objective maps show significant short-term variability; however, the annual mean value is 5 m shallower than climatology. Temperatures during the study period were warmer by 0.23 °C throughout the fall and winter than climatology. As a result, the ML was slightly less dense. ML mean salinity was identical to climatology, with more short-term variability.

The timing of the maximum MLD (early February) is similar to MIMOC. Previous studies have assumed that the maximum occurs slightly later, in March (J. C. Marshall et al., 1993; Qu et al., 2016). Modeling studies have determined that effective subduction begins the last week of February in this area (Gebbie, 2007). Figure 4.5 shows the month of the maximum MLD from the MIMOC dataset. Across the North Atlantic subtropics the month of maximum MLD varies from December to March. Since the time resolution of MIMOC is monthly, this may represent differences in MLD maximum timing of 2 to 16 weeks (last week of December/first week of January to first week of December/last week of March) across a few degrees of latitude/longitude.

The depth of the ML in the SPURS-1 region shows high temporal and spatial variability. While the general trend in MLD shows a deepening from September to January and a shallowing from February to June, there is large variability at shorter time scales. Figure 4.6 shows wind stress
and geostrophic velocities over the SPURS-1 domain. Qualitatively, it can be seen that changes to the MLD often occur following changes in the wind and velocity field. Salinity in the SPURS-1 area shows temporal variability in late May and early July of unknown origin. The fresh, warm signature of this variability is similar to events described by Busecke et al. (2014) earlier in the year that were the result of advection of water south of the region. Shown in Figure 4.7 are objective maps of MLD over the study period, which reveal large spatial variability. The MLD is spatially uniform when the floats are deployed. As the mixed layer begins to shoal in winter, there is large spatial variability in MLD (> 50 m over 2°). Significant variability is also present during the summer months. This horizontal variability was also observed by Busecke et al. (2014) in the temperature and salinity field. The small-scale variability of the MLD in the SPURS-1 area is much larger than interpreted from coarser resolution climatologies used by Marshall et al. (1993) and O’Connor et al. (2005). This could enhance lateral induction contributions to subduction in the subtropics.

4.4.2 Subtropical Underwater (STUW)

Subtropical Underwater (STUW) is lower density (26.0 kg/m³) mode water identified by its shallow salinity maximum. This maximum is found throughout the North Atlantic subtropics (O’Connor et al., 2005; Qu et al., 2016). Due to its unique salinity signature and density range, it has been proposed that STUW forms via subduction of sea surface salinity maximum (SSSmax) water during the late winter. The SPURS-1 region, located within the center of the SSSmax, could therefore be located within its source region. O’Connor et al. (2005) used World Ocean Database data to identify profiles containing a salinity maximum and then identify the average temperature, salinity, and density ranges associated with the maximum. The mean and range of STUW properties are 20.4 (20.4-22.2) °C, 36.73 (36.72-37.10) PSU, and 26.0 (25.6-26.3) kg/m³.
If it is assumed that no transformation occurs during the subduction process, areas with a surface expression of properties in these ranges can be used to identify STUW formation regions.

Shown in Figure 4.9 is the spatial extent of STUW property ranges identified with the MIMOC dataset. Regions with a STUW temperature range surface expression spread east to west across the basin during all months of the year. There is a seasonal migration northward in the summer/fall and southward in the spring/winter. Salinity ranges are located in the center of the basin throughout the year with a slight increase in surface area in the late summer. Overlap of the STUW temperature and salinity ranges occurs in the eastern portion of the basin beginning in October and spreads westward during the winter months before retreating east again in spring. From December to May, overlap of the temperature and salinity ranges lies just slightly north of the SPURS-1 region. STUW properties are found in the northern extent, but not over the entire study region from February to April. That there is not a surface expression of STUW properties in the SPURS-1 area (located in the core of the SSS$_{\text{max}}$) during the late winter when subduction occurs may indicate that STUW forms slightly to the north of the region. Modeling studies (Qu et al., 2013) indicated that water subducted in the SSS$_{\text{max}}$ region may circulate around the basin with a small portion upwelling in the tropics as part of the subtropical cell (shallow meridional overturning circulation), and most recirculating the basin before subducting again, this time as STUW, further north in the basin (Figure 4.1).

The ML properties of SPURS-1 observations also are not in STUW ranges of O’Connor et al. (2005). Figure 4.4 shows the average mixed layer properties in the SPURS-1 area throughout the study period. During all times of the year the temperature and salinity are warmer and saltier (by $\sim$0.5 °C and 0.3 PSU in the late winter) than the ranges associated with STUW. The size of the warming and salinification of the ML is on the order of observed 50 yr temperature and salinity,
trends in the North Atlantic (Durack et al., 2012) and may represent not only interannual variability, but also larger scale differences in upper ocean properties between the present study and the O’Connor et al. (2005) study.

Density of the ML in the study area does enter the ranges associated with STUW from the beginning of February to the end of April. In contrast, this may show that STUW does form in the SPURS-1 area, but the water mass mixes as it subducts. Temperature and salinity in the subtropics can be density compensating (de Boyer Montégut et al., 2004) and previous studies have shown the presence of spice anomalies, salinity and temperature variations on a surface of constant density (Kolodziejczyk et al., 2014). Fresher, cooler subsurface water may mix with the warmer, saltier SSS$_{max}$ along isopycnals during subduction with further (small) diapycnal mixing along the spreading path in the basin. Recently, Qu et al. (2016) used the criteria of a vertical salinity maximum $> 36.5$ PSU within the $24.5$-$26.5$ kg/m$^3$ density surfaces to identify the density most likely to contain the SSS$_{max}$ signature. The broader, lighter range of density surfaces $25.0$-$26.0$ kg/m$^3$ bound these salinity maxima and were associated with temperatures $> 23.0$ °C. This new definition of STUW fits all ML observations in the SPURS-1 area and thus would directly link STUW formation to the subduction of SSS$_{max}$ water without significant mixing required. It may be of more utility in understanding climatic changes to SSS$_{max}$ water (as a property extreme) to expand the property definition to one that is defined primarily by salinity and less sensitive to warming trends.

4.4.3 North Atlantic Climatological Subduction

Climatological annual subduction (Equation 5) for the Argo and satellite era was calculated using SCOW winds, AGVA velocities, and MIMOC mixed layer depths. It is only the vertical transfer of fluid below the depth of the deepest MLD in winter that contributes to subduction. As
such, for each grid point, the month of the deepest MLD was determined and the ML map for
that month used to calculate the annual rate at that grid point. Figure 4.5 shows the month in
which the deepest mixed layer occurred. Over much of the North Atlantic, the deepest mixed
layer occurs in January and February. Previous studies have used March ML maps in
determining subduction rates. While March is likely a good estimate for the active subduction
south of the Gulf Stream extension, it is too late for much of the subtropics. If the ML has
already begun to shoal before March, it is likely the annual subduction rates would be over or
underestimated. The use of a variable ML month helps to avoid this.

Total annual subduction and the magnitudes of contributing processes vary over the North
Atlantic (Figure 4.10). Controlled by atmospheric circulation patterns, Ekman pumping
contributes positively to subduction across the North Atlantic from 15-45 °N. Lateral induction
shows two regions of large positive contributions to subduction. The largest of these is located in
the northern extent of the basin and is associated with the ML variability south of the Gulf
Stream (J. C. Marshall et al., 1993; Trossman et al., 2009). There is a secondary center of
subduction in the subtropics associated with smaller mesoscale ML variability. This secondary
hotspot has also been observed using Lagrangian methods with World Ocean Database data and
the ECCO model (Qu et al., 2013). Upward motion associated with Sverdrup flow slightly
reduces the annual subduction rate north of ~25 °N. The total annual subduction varies over 150
m/yr over the North Atlantic. The sum of these terms can be generalized from (4.5) as

\[
Annual Subduction (S_{ann}) = 
\]

\[
Ekman Pumping (EP) - Severdrup (Sv) + Lateral Induction (LI) \quad (4.8)
\]

The average of each of these components, in m/yr, over the SPURS-1 box (Table 1) are

\[
41 \pm 6 (S_{ann}) =
\]
33 ± 6 (EP) − 11 ± 4 (Sv) + 19 ± 8 (LI)

Across the North Atlantic, the annual subduction rate and regions of enhanced subduction agree with previous studies. Subduction rates in the SPURS-1 area for this study and previous studies are shown in Table 1. Climatological annual subduction rates from this study are in agreement with those from previous climatology based studies (J. C. Marshall et al., 1993; O’Connor et al., 2005). While the total annual subduction rate is similar, the balances between the components are slightly different in the present study. The QuickSCAT based Ekman pumping component is 17 m/yr, lower than both J. C. Marshall et al. (1993) and O’Connor et al. (2005). This reduction to total subduction from Ekman pumping is compensated with an increase of 19 m/yr in the lateral induction term. Enhanced lateral induction contributions are thought to be the result of better resolving MLD variablility. MIMOC has twice the vertical resolution of the World Ocean Atlas (WOA94) climatology (Levitus et al., 1994; Levitus & Boyer, 1994) used by O’Connor et al. (2005), and the Holte and Talley (2009) algorithm may better represent the ML depth. The average ML gradient (deeper in north) combined with geostrophic velocities that are generally southward, are conducive to subduction. It is only due to smaller scale horizontal variability that lateral induction occurs. Error estimates for the lateral induction components are ~42 % due to uncertainties surrounding MLD mapping procedures (Table 1). Despite this large error, lateral induction is a climatologically significant contributor to subduction rates in the subtropics. Error estimates for the annual subduction rate are ~15 %.

4.4.4 Subduction in the SPURS-1 area

4.4.4.1 Annual Subduction

Annual subduction in the SPURS area was calculated at the central mooring location (24.58°N, 38.00°W) in the same manner as the climatological estimate. The winter MLD used in
the calculations was the maximum MLD at the central mooring location, interpolated from the objective maps. The maximum MLD occurred on the 9 February 2013 objective map. There is no net annual subduction at the central mooring location during the SPURS-1 observational period (Table 1). Obduction, the destructive process of entraining water from the permanent pycnocline back into the surface, dominates at this point in the study area. This is the result of smaller than normal or negative contributions from all terms. Ekman pumping is 80% smaller than most climatological estimates at 6 m/yr. The Sverdrup contribution again reduces the total rate (-30 m/s), but by a larger amount than normal due to higher velocities (Figure 4.6). Lateral induction has a very large negative contribution during the study year, -934 m/yr, due to northward net velocities. The errors associated with this term are the largest, due to uncertainties in the mixed layer objective maps. Negative lateral induction contributions were also observed by O’Connor et al. (2005), though of a much smaller size. Total annual subduction is -958 m/yr again with large uncertainty (50%) due to uncertainties in the lateral induction component (Table 1).

This means that in winter of 2013, no water in the 24-26 kg/m³ density class range was formed at the central mooring location. This disagrees with Qu et al., (2016) who observed positive, though lower than normal, net subduction and water mass formation in the region during the winter of 2013. In the larger SSS\textsubscript{max} region, vertical pumping was close to normal during the year but lateral induction was close to zero. It is unknown if net subduction took place at other points away from the central mooring in the SPURS-1 area during the winter of 2013. It is possible that large net positive lateral induction could be found at other points in the SPURS-1 region if southward velocities were present. Differences between the average velocity at the central mooring (in both sign and magnitude) and estimates from either purely geostrophic (dynamic
height) or dynamic height plus Ekman models of ocean velocity highlight the portion of velocity variance at the depth of the mixed layer not explained by these conceptual models or the assumption of slab dynamics (Ralph & Niiler, 1999). Capturing the full velocity variance could account for a portion of the observed obduction. Additionally while the annual subduction rate of Equation (4.5) does not formally incorporate eddy contributions, at smaller space scales, the effects of mesoscale eddies may begin to appear - even with a single time point ML map and annual mean velocities. Large ML gradients and velocity variability could be a result of mesoscale eddies. Calculation of the SPURS-1 area annual subduction rate with (4.5) utilizes a single map of the deepest winter mixed layer during the week of 9 February 2013. Due to the density of SPURS-1 observations as well as the short time period, our MLD map represents the mesoscale eddy field and consequently larger MLD gradients than multiyear averaged fields, which average over this variability. MLD maps here represent a snapshot of a highly time variable field. Use of fully instantaneous kinematic subduction rate would likely better represent subduction dynamics as suggested by the modeling work of Da Costa et al. (2005). While each jump in observational spatial resolution (inferred from the change in resolution between climatologies and SPURS-1 observations) increases MLD variability (and consequently lateral induction contributions) better resolution of the time variable field is needed to fully represent subduction dynamics. MLD time variability could explain why lateral induction is the largest contributor to year-to-year variability in the SSS$_{\text{max}}$ region (Qu et al., 2016).

4.4.4.2 Eddy subduction

We now try to more formally quantify eddy (time variable) subduction rates. Using observations, eddy subduction rates in the SSS$_{\text{max}}$ and SPURS-1 area are calculated directly for the first time. O’Connor et al. (2005) made an indirect observational estimate by comparing tracer and
kinematic methods. We examine eddy subduction using two methods. First, an estimate of the eddy subduction was undertaken using the standard estimate of eddy components as a difference between 7-day maps and the annual mean (Equation 7). Using this method, eddy subduction is 5 m/yr. This point value is larger than that found by (Gebbie, 2007) and similar to the 8 m/yr difference between tracer and kinematic methods determined by O’Connor et al. (2005). Averaged over long time periods, the difference between annual kinematic subduction rates and tracer studies may reflect eddy subduction contributions. The first eddy subduction method does not allow for the ML depth to vary however. Looking at Figure 4.4 large temporal variability in the MLD is evident, especially during the period of effective subduction. If there is a contribution from eddies to subduction, it is likely to come via MLD variations and lateral induction.

Allowing the MLD to vary in time, the annual subduction can be divided into mean and eddy components (Equation 6). These terms were calculated only during the effective period of subduction so that annual cycle does not dominate the signal. The effective subduction period was determined to start when the ML began to shoal, indicating the presence of buoyancy forcing, on 9 February 2013 and ended two months later on 30 March 2013, when the MLD stabilized. The seasonal cycle of $\frac{\partial h}{\partial t}$ was removed using a linear best fit over the two month period. Using this method, eddy subduction is -8,160 m/yr (net obduction) at the central mooring location. This is again the result of large MLD gradients during the effective subduction period as well as large northward velocities. While an order of magnitude larger, this obduction rate agrees with Gebbie (2007) who found locally higher eddy subduction/obduction rates in the subtropical Atlantic. The size of the SPURS-1 region is close to the size of mesoscale variability (50 km Rossby radius). It is likely that each hotspot of eddy subduction may be accompanied by
an eddy hotspot of obduction. Further, eddies in the SPURS-1 region may set up large gradients on which diffusion can then act. Busecke et al. (2017) found 2 Sv of transformation by eddies in the North Atlantic. Eddy kinetic energy begins to rise during the effective subduction period, which could mean transformation of $\text{SSS}_{\text{max}}$ water occurs concurrent to subduction. If the eddies bring cooler, less fresh water, this could also explain the property disconnect between $\text{SSS}_{\text{max}}$ values and STUW values.

4.5 Conclusions

Using a multitude of observational datasets, we examined mixed layer variability and subduction rates in the North Atlantic $\text{SSS}_{\text{max}}$ region. The mixed layer was spatially homogenous when the assets were deployed and remained relatively uniform as the mixed layer deepened. The maximum MLD was earlier in spring than in northern portions of North Atlantic. In spring, as the ML shoaled, there was high temporal variability and spatial variability was also at a maximum. Observed MLD gradients are much larger than those inferred from climatologies used in previous studies, which has large impacts on subduction rates. The SPURS-1 ML was slightly warmer and less dense than climatology but just as salty. A direct path from $\text{SSS}_{\text{max}}$ water to STUW formation was not seen in the SPURS-1 region. STUW either forms slightly north of the $\text{SSS}_{\text{max}}$ area, undergoes mixing during/after subduction, or the density range associated with STUW should be expanded to 25-26 kg/m$^3$ which represents waters of a broader temperature range with salinities >36.5 PSU.

Argo climatologies show similar net subduction rates when compared to previous studies but with enhanced lateral induction. Much larger increases to lateral induction rates were observed at the central mooring location in the SPURS-1 region. Increasing the resolved resolution to the mesoscale reveals lateral induction hundreds of m/yr larger than other studies. The net effect of
this increase and variability may be limited however, with each increase in subduction likely being accompanied by an increase in obduction. While subduction via lateral induction may be greatly enhanced on one side of an eddy, it could be greatly decreased on the other side, having a net neutral effect on subduction rates. While the signature of this appears to be present in MLD variability, high quality velocity data at a finer space and time resolutions is needed to confirm. Variability in MLD and subduction rates highlights the large interannual variability in the region (Qu et al., 2016). For subduction and water mass formation rates to be represented in models, improving the characterization of MLD variability-in both time and space-is required. Since the climatologies used in this study are from a limited time frame it is expected they are prone to representativeness errors of unknown size. Additional years of high quality satellite wind measurements and the continuation of the Argo program at its target density will be essential to determining the interannual variability and fully describing the MLD.
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Table 4.1. Subduction rates in the SPURS-1 area

<table>
<thead>
<tr>
<th>Model</th>
<th>Ekman Pumping (m/yr)</th>
<th>Sverdrup Pumping (m/yr)</th>
<th>Vertical Induction (m/yr)</th>
<th>Lateral Induction (m/yr)</th>
<th>Annual Subduction (m/yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marshall et al. [1993]</td>
<td>50</td>
<td>50</td>
<td>0-50</td>
<td>50-100</td>
<td></td>
</tr>
<tr>
<td>O'Connor et al. [2005] Drifters</td>
<td>49</td>
<td>-12</td>
<td>37</td>
<td>-1</td>
<td>36</td>
</tr>
<tr>
<td>O'Connor et al. [2005] Tracers</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>44</td>
</tr>
<tr>
<td>Updated Climatology</td>
<td>33 ± 6</td>
<td>-11 ± 4</td>
<td>22 ± 7</td>
<td>19 ± 8</td>
<td>41 ± 6</td>
</tr>
<tr>
<td>SPURS-1 Central Mooring</td>
<td>6 ± 1</td>
<td>-30 ± 7</td>
<td>-24 ± 7</td>
<td>-934 ± 471</td>
<td>-958 ± 477</td>
</tr>
</tbody>
</table>
Figure 4.1. Location and path of SSS$_{\text{max}}$ and STUW. The mean SSS$_{\text{max}}$ location (orange) is north of the E-P maximum (tan). Ekman and eddy convergence bring fresh water in the SSS$_{\text{max}}$ region. After subduction, SSS$_{\text{max}}$ water flows southwest until recirculating the basin or exiting to the tropics. Based on the schematic of (Gordon & Giulivi, 2014). SPURS study area (black box) and beta triangle study area (grey triangle) is also shown. Salinity data (Salinity > 37.1 PSU) from MIMOC (Schmittko et al., 2013). E-P (E-P > 1.2 m/yr) data from (Schanze et al., 2010)
Figure 4.2. Study area and location of profiles collected by SPURS assets. Teal diamonds indicate mooring locations, Seaglider profiles with orange circles, and Argo float profiles with purple squares (deployment locations are slightly larger). All profiles collected by a single Seaglider or Argo float are the same shade of orange or purple, respectively. Seagliders operated in a three tiered, nested, spatial mission consisting of an outer box, middle diamond, and interior bowtie.
Figure 4.3. AGVA mean (2004-2010) (gray) zonal and meridional components of velocity in the SPURS-1 area and individual year values (various colors).
Figure 4.4. Average temperature (a), salinity (b), and density (c) of the mixed layer in the SPURS-1 area. Depth of the mixed layer is shown in (d). Observational values from moorings, Seagliders, and Argo floats are indicated with colored dots. Mean values from the objective map in the SPURS-1 area (solid line) and MIMOC (dashed line) are also plotted.
Figure 4.5. Month of maximum MLD from MIMOC data. Location of SPURS-1 area indicated with black box.
Figure 4.6. (a) Wind stress curl averaged over the SPURS-1 area from SCOW climatology (dashed) and ASCAT during the study period (solid), (b) meridional (purple) and zonal (teal) geostrophic velocity at the depth of the winter mixed layer from AGVA (dashed) and velocity from the central mooring ADCP (solid).
Figure 4.7. Mixed layer depth (m) in the SPURS-1 area from monthly averaged objective maps.
Figure 4.8. Mixed layer average density (kg/m$^3$) in the SPURS-1 area from monthly averaged objective maps.
Figure 4.9. Monthly geographic extent of Subtropical Underwater (STUW) determined from MIMOC mixed layer data. Areas where the mixed layer properties are within ranges associated with STUW are shown for temperature only (blue), salinity only (green), and for both temperature and salinity (red). Mixed layer salinity is indicated with the colormap. SPURS study region is indicated with black box.
Figure 4.10. Contributions from (a) Ekman pumping, (b) lateral induction, and (c) Sverdrup flow to the (d) climatological annual subduction rate (m/yr). Positive values indicate subduction.
Appendix A

Conductivity Cell Thermal Mass Correction (CTM) for Seabird Surface Temperature and Salinity (STS) sensors

Conductivity, Temperature, Depth (CTD) is the general name given to a range of instruments that contain both a thermistor and a conductivity cell. Within the CTD unit, these two elements are physically separated wherein one element is located downstream of the other. Due to this physical separation as well as differences in the response time of each element, there is a temporal mismatch between when a water parcel is measured by each element. Additionally, the materials used for the conductivity cell influence the response time via thermal inertia. Several adjustments are commonly applied to raw CTD data to correct for these spatial and temporal mismatches including: thermistor response (identified as a blurring of sharp gradients), thermistor and conductivity cell physical separation (identified as salinity spikes), and conductivity cell thermal mass (CTM) (identified as artificial salting/freshening) (Johnson et al., 2007). Here we consider the last of these corrections, conductivity cell thermal mass (CTM), for the Surface Temperature and Salinity (SBE-STS) CTD manufactured by Seabird Electronics, Inc. (Seabird).

CTM errors, or the transfer of heat stored in the cell, manifest due to the physical properties of the conductivity cell as well as the flow rate through the cell. By assuming quasi-steady heat transfer, Lueck (1990) developed equations that describe the heat transfer effects on
conductivity. This result was then simplified into the following temperature adjustment (Morison et al., 1994):

$$T_T(n) = -bT_T(n-1) + a[T(n) - T(n-1)]$$  \hspace{1cm} (A.1)

which can then be used to calculate conductivity. $T_T$ is the temperature correction and $a$ and $b$ are defined by:

$$a = 4f_n\alpha\beta^{-1}(1 + 4f_n\beta^{-1})^{-1}$$  \hspace{1cm} (A.2)

$$b = 1 - 2aa^{-1}$$  \hspace{1cm} (A.3)

where $f_n$ is the Nyquist frequency, $\alpha$ is the initial magnitude of the temperature change, and $\tau_{CTM}$, the relaxation time, is equal to $\beta^{-1}$. Values of $\alpha$ and $\tau_{CTM}$ are dependent on the flushing rate of the cell where both $\alpha$ and $\tau_{CTM}$ grow exponentially as the velocity slows (Morison et al., 1994). Correction values for the unpumped STS unit which ascends at ~9 cm/s are thus likely to be larger than correction values determined for CTDs which are pumped with velocities an order of magnitude larger. Additionally, variable ascent rates on Argo floats require that values of $\alpha$ and $\tau_{CTM}$ are determined for each ascent rate instead of a singular pair for a constant pumping rate. CTM errors can be identified as artificial salting or freshening signals when moving from warm to cold or cold to warm water, respectively. Shown in Figure A.1 is a time series of SBE-STS temperature and salinity data collected by float 7742 in the subtropical Atlantic. The CTM error is identified as a fresh signal that is concurrent in depth and time with a large diurnal warming signal. A lack of rainfall in this region was confirmed with satellite precipitation data.

Since a CTM correction is not commonly determined in the laboratory for each CTD, we utilize the statistical approach applied to the pumped, SBE-41 CTD aboard Argo floats by Johnson et al. (2007) to determine values of $\alpha$ and $\tau_{CTM}$ for the SBE-STS CTD. In this approach, profiles with strong gradients underneath a well mixed layer (ML) are identified and a range of $\alpha$ (0-20) and...
\(\tau_{\text{CTM}}\) (0-75 (s)) pairs are used to calculated an adjustment to the temperature profile (Equation 1) and a new density profile. The combination of \(\alpha\) and \(\tau_{\text{CTM}}\) that minimizes the density gradient across the ML base are then determined for each profile. By repeating this process for many profiles, a singular value of \(\alpha\) and \(\tau_{\text{CTM}}\) can be determined statistically for a given flushing rate of the sensor. Applied to the SBE-STS unit, \(\alpha\) and \(\tau_{\text{CTM}}\) values which minimize the difference between the mean uncorrected ML density and the corrected bottom two ML samples were chosen. The flushing rate of the STS unit was determined as the average ascent rate of the float between \(\sim 3\) - \(25\) m for each profile. Shown in Figure A.2 is the range of \(\alpha\) and \(\tau_{\text{CTM}}\) determined using this method for float 7742. A clear relationship between ascent rate and \(\alpha/\tau_{\text{CTM}}\) is not found. This may be due to the highly variable ascent rate of the float (3-14 cm/s). Additionally, the theoretical curve of Morison et al. (1994) shows that a large range of \(\alpha\) and \(\tau_{\text{CTM}}\) values can be expected at slow flushing rates. Because of this, it may be more difficult to converge on \(\alpha\) and \(\tau_{\text{CTM}}\) due to the low ascent speeds of the SBE-STS equipped Argo floats.

The nonconvergence of \(\alpha\) and \(\tau_{\text{CTM}}\) values for float 7742 was also observed for other SBE-STS equipped Argo floats (not shown). Preliminary work completed by Seabird during STS development (Carol Janzen, person communication) estimated values of \(\alpha = 0.21\) and \(\tau_{\text{CTM}} = 6\) s by identifying values within the saddle of minimum squared residuals. Since multiple \(\alpha/\tau_{\text{CTM}}\) pairs fall in the saddle, final values are determined manually by comparing profiles corrected with each pair. Similarly, a manual adjustment was attempted for several highly affected SBE-STS profiles from deployed floats. The application of Seabird estimated corrections and several other, minor to extreme values of \(\alpha\) and \(\tau_{\text{CTM}}\) did not successfully remove the observed artificial freshening signal (when moving from cool to warm) (Figure A.3). It was concluded that a consistent CTM correction (\(\alpha/\tau_{\text{CTM}}\) pairs for each flushing rate) could not be determined for the
SBE-STS sensor using in situ data. This is likely due to either the variable ascent rate of the floats (flushing rate of the CTD) or another unknown physical process. The results from recent tank tests of the SBE-STS CTD by Seabird will be essential to determining the $\alpha$ and $\tau_{\text{CTM}}$ for idealized conditions as well as additional sensor corrections (Kim Martini, personal communication). The test tank experiments are limited in their range of tested ascent rates (flushing speeds) however, so application to in situ data may be difficult due to the highly variable, slow ascent rates of floats and other unknown confounding processes in the upper ocean. The CTM error is assumed to be small for the majority of profiles. If large diurnal warm layers are present, however, CTM errors may be significant.
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Figure A.1 Temperature and salinity for float 7742 (27.9°N, 40.7°W) deployed in the subtropical Atlantic.
Figure A.2 $\alpha$ and $\tau_{CTM}$ values determined by minimizing the gradient at the base of the mixed layer. Color indicates the average ascent rate of float 7742 (27.9°N, 40.7°W) during the profile.
Figure A.3 Example adjustment of temperature and conductivity for float 7742 (27.9°N, 40.7°W) on 8 March, 2013.
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