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Stochastic dynamical systems, as a rapidly growing area in applied mathematics, has been a successful modeling framework for biology, chemistry and data science. Depending upon the origin of uncertainties in an application problem, the theory of stochastic dynamics has two different mathematical representations: stochastic processes and random dynamical systems (RDS). RDS is a more refined mathematical description of the reality; it provides not only the stochastic trajectory following one initial condition, but also describes how the entire phase space, with all initial conditions, simultaneously changes with time. Stochastic processes represent the stochastic movement of individual system. RDS, however, describes the motions of many systems that experience a common deterministic law that is randomly changing with time due to extrinsic noises, which represent fluctuating environment or complex external signal. The dynamics of an RDS may exhibit a quite counterintuitive phenomenon called noise-induced synchronization: the stochastic motions of noninteracting systems under a common noise synchronize; their trajectories become close to each other, while the individual one remains stochastic. In Chapter 2, I establish some elementary contradistinctions between Markov chain (MC) and RDS descriptions of stochastic dynamical systems with discrete time and discrete state space setting. In particular I study the linear representation of the RDS and show the expectation of the matrix-valued random variable is in fact the transition probability matrix of the corresponding MC induced by i.i.d. RDS. In Chapter 3,
I study the metric entropy of MC and its corresponding RDS, and establish several inequalities about entropies and entropy productions. Next in Chapter 4 and Chapter 5, the theory of noise-induced synchronization is introduced together with a more intuitive version of the multiplicative ergodic theory, and then is applied to hidden Markov models for developing an efficient algorithm of parameter inference. In Chapter 6, The multi-dimensional Ornstein-Uhlenbeck process is used to study the dynamics of a free-draining polymer, in particular, the mean looping time. This work points to a future direction for stochastic model reduction.
TABLE OF CONTENTS

List of Figures .......................................................... iii

List of Tables ............................................................ v

Chapter 1: Introduction .................................................. 1

Chapter 2: Markov Chain and Finite Random Dynamical System ... 6
  2.1 RDS set-up ............................................................. 6
  2.2 RDS with finite state space ....................................... 8
  2.3 Linear Representation of Deterministic Maps ................. 12
  2.4 Finite i.i.d. RDS Representation of a MC ..................... 15

Chapter 3: Entropy and Entropy Production of Stochastic Dynamics ... 19
  3.1 Overview of Shannon Entropy and Relative Entropy .......... 20
  3.2 Metric Entropy of MC and Its i.i.d RDS Representations .... 24
  3.3 Entropy Production Rate of MC and Its i.i.d RDS Representations 28

Chapter 4: Synchronization .............................................. 46
  4.1 Synchronization in Finite i.i.d. RDS ............................ 46
  4.2 Synchronization in Continuous RDS ............................. 53
  4.3 Multiplicative Ergodic Theorem ................................ 59

Chapter 5: Application of RDS: Statistical Inference in Hidden Markov Model ... 68
  5.1 Overview of Hidden Markov Model ............................... 69
  5.2 Exponential Forgetting ........................................... 71
  5.3 Algorithm .......................................................... 76
  5.4 Statistical Inference .............................................. 82
# LIST OF FIGURES

<table>
<thead>
<tr>
<th>Figure Number</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>Random maps are generated via the Markov chain.</td>
</tr>
<tr>
<td>2.2</td>
<td>Random maps are generated via this Markov chain. This is the illustration of state transition diagram for the Markov chain.</td>
</tr>
<tr>
<td>3.1</td>
<td>$e(T_1) = M_{21}M_{31}$, $e(T_2) = M_{12}M_{31}$, $e(T_3) = M_{21}M_{13}$</td>
</tr>
<tr>
<td>3.2</td>
<td>A 3-state completely connected MC. The transition matrix of derived chain dynamics is in (3.20).</td>
</tr>
<tr>
<td>3.3</td>
<td>A 4-state MC with initial state 1.</td>
</tr>
<tr>
<td>4.1</td>
<td>The top left and bottom left figures are the histograms of the synchronization steps for Markov transition matrices $M_1$ and $M_2$ after 150,000 independent simulations in each representation. The top right and bottom right figures are the logarithm of the frequency scatter plots of the histograms with the linear fits.</td>
</tr>
<tr>
<td>4.2</td>
<td>The Lyapunov exponent of deterministic map $F(x)$</td>
</tr>
<tr>
<td>4.3</td>
<td>The Lyapunov exponent of RDS</td>
</tr>
<tr>
<td>4.4</td>
<td>The expanding and contracting regions for $a = 0.3$ and $a = 0.37$.</td>
</tr>
<tr>
<td>4.5</td>
<td>The noise-induced synchronization phenomenon for $a = 0.3$.</td>
</tr>
<tr>
<td>4.6</td>
<td>The non-synchronization phenomenon for $a = 0.37$.</td>
</tr>
<tr>
<td>4.7</td>
<td>Another example.</td>
</tr>
<tr>
<td>5.1</td>
<td>Starting with every point in the simplex, apply the same sequence of random matrices, and the triangle is contained within a small circle with radius $\epsilon$ after 40 steps.</td>
</tr>
<tr>
<td>5.2</td>
<td>Diagram of the projection from a point in the simplex $S^2$ to $\mathbb{R}^2$.</td>
</tr>
<tr>
<td>5.3</td>
<td>(a) We use algorithm 1 to estimate the gap of Lyapunov exponent with the observation sequence with length of 10000. (b) We sample 10 independent sequences for $\frac{1}{t}\log |\rho_t - \rho_t|_2$ and compare with the theoretical limit (black line). (c) We average 500 independent sample sequences and compare with the theoretical limit (black line).</td>
</tr>
</tbody>
</table>
5.4 Apply the Algorithm 2 to Example 5.1. The background is the contour plot of the log-likelihood function. In the left figure, $\mu_1$ and $\mu_2$ are unknown, the algorithm converges to (0.03, 0.48) starting from (0.8, −0.8). In the right figure, $\mu_1$ and $\sigma_1$ are unknown, the algorithm converges to (0.01, 0.94) starting from (−0.4, 1.4).

6.1 (a) Comparison of numerical calculation and analytical approximations for the end-to-end vector correlation function $\phi(t)$ under three different timescales for $N = 75$. (b) The approximated integrand $I_{H}(t)$ from Eq. 6.30 and compared to the numerical evaluation from Eq. 6.26 for $N = 75$ and $\epsilon = 0.75$. (c) The approximated integrand $I_{DS}(t)$ from Eq. 6.30 and compared to the numerical evaluation from Eq. 6.27 for $N = 75$ and $\epsilon = 0.75$.

6.2 Dependence of looping time on $N$ for two capture radius of $\epsilon = 0.1$ and $\epsilon = 0.5$. The looping time is estimated from a Monte Carlo simulation and compared to the numerical integration results in WF theory using Eq. 6.26 and Eq. 6.27.

6.3 (a,b) Comparison of results from regression fit and the WF theory. The fitted lines are plotted according to Eq. 6.35 and Eq. 6.36. The WF results are obtained from numerical integration using Eq. 6.26 and Eq. 6.27. (c,d) Comparison of regression fit with and without $N\sqrt{N}$ term for $\epsilon = 0.25$ and $50 \leq N \leq 100$.

6.4 Comparison of survival probability from WF theory with delta sink and from simulations for different $N$ and different $\epsilon$. The exponents of the exponential functions are the inverses of the looping time from WF theory in delta sink according to Eq. 6.27.

6.5 The memory kernel $-K(t)$ as the function of $t$ in log scale. Here the delta function part is ignored.
LIST OF TABLES

Table Number | Page
---|---
3.1 | The derived chain $\eta_t$ and the cycles formed for this sample trajectory $X_t$ [51]. 35
6.1 | Comparison of theoretical results and simulations for selected values of $N$ and the capture radius $\epsilon$. H. n. (Heaviside numerical) and DS. n. (Delta sink numerical) are obtained from the numerical integration in WF theory using Eq. 6.26 and Eq. 6.27. H. a. (Heaviside analytical) and DS. a. (Delta sink analytical) are analytical results from Eq. 6.32 and Eq. 6.33. SSS is the analytical result from Eq. 6.13. 109
ACKNOWLEDGMENTS

I would like to acknowledge many people who make this dissertation possible.

First, I would like to express my gratitude to my advisor, Professor Hong Qian, for his support and mentorship over my graduate study at University of Washington. His thought-provoking instruction motivates me to dive deep into the problem and to pursue the convincing answer. His foresight and vision helps me foresee the future of the field. I would like to thank my thesis committee. I appreciate Dr. Panos Stinis for his encouragement and insightful discussions. Many ideas were inspired during our deep conversations. I am also grateful to Professor Eric Shea-Brown, Professor Ioana Dumitriu and Professor Eli Shlizerman for providing valuable suggestions.

I am very fortunate to work with my group mates, as well as my collaborators, Dr. Yue Wang and Dr. Yian Ma. I would like to thank Dr. Wang to discuss rigorous mathematics many times with me on whiteboard and Dr. Ma to introduce a fascinating application to my theory. I would like to express my thanks to Dr. Nathan Baker for his mentorship during my internship in PNNL. I appreciate Professor Kevin Lin and Professor Anthony Quas for teaching me MET and writing letters for me. I also thank our department chair Professor Bernard Deconinck for his help and encouragement.

Most importantly, I would like to attribute my accomplishment to my family. My parents are always by my side to support me mentally and financially. Thank forever to my wonderful wife, Candy Yu, who has offered me great support and understanding. Our mutual trust overcomes all types of difficulties. Without them, I would not be able to accomplish this dissertation.
DEDICATION

This work is dedicated to Candy Yu, my wonderful wife,
to my parents for supporting me all the way and to my dreams.
Chapter 1

INTRODUCTION

Dynamic descriptions of a natural phenomenon is the foundation of modern science. Mathematical theories of dynamics are usually divided into deterministic and stochastic models. While the theory of deterministic dynamics, first articulated by Isaac Newton, has great impact on our understanding of natural and engineering world, there are growing interests in the latter descriptions of complex natural phenomena such as many-body physics, chemical kinetics, and biology. 80

The modern theory of deterministic, nonlinear dynamical system provides a qualitative view of global understanding of dynamics by looking at the evolution of the whole phase space. The goal of the theory of dynamical system is to understand the ensemble of solutions, as a function of either initial conditions, or as a function of parameters arising in the system. Dynamical systems with discrete or continuous times are usually referred to as iterative maps or flows, respectively. Phase portrait and local linear stability analysis of maps and differential equations are now routines of analyzing dynamics. Important concepts emerging from this type of studies are the notions of attractors, invariant manifolds, local and global vector field bifurcations, topological conjugacies and canonical forms, linear representations of nonlinear dynamics, Lyapunov exponents 48,120, among others. In particular, the “attractor” of a dynamical system should ideally contain the asymptotic dynamics of simultaneous trajectories with different initial conditions. It has been extensively studied in autonomous and non-autonomous dynamical system 22,46. In the latter case, a distinction between push forward attractor and pullback attractor has arisen. At the same time, the field of nonlinear deterministic dynamics has also witnessed a surge of activities in terms of Perron-Frobenius-Ruelle operator (or transfer operator) 9,67 and Koopman operator 3 as
the linear representations of nonlinear dynamics.

The stochastic processes perspective, particularly in terms of Markov processes, also have successful applications in engineering, chemistry, biology and physics \[35,97,115\]. For example, continuous time Markov process, like the multi-dimensional Ornstein-Uhlenbeck (OU) process, is one of the most frequently used mathematical models to describe the dynamics of free-draining polymers. It is not an overstatement that the theory of polymer dynamics is founded on the applied mathematics of stochastic processes. While the general theory of an OU process is well developed (see \[93\] and the references cited within), explicitly analytical results on the kinetics of the formation of an end-to-end loop are still highly sought after in theoretical chemistry and biochemistry \[111,126\].

On the other hand, a large class of stochastic models is based on discrete state discrete time Markov Chain (MC), with either finite or countable state space. Not only this setting reduces the technicality of the mathematical ideas for their introduction to a much broader audiences, but also many measurements in science and engineering are intrinsically discrete. One can find extensive literature on studies of the statistical properties of the sample trajectory, such as, invariant distribution, metric entropy, entropy production rate, mean first passage time and mixing time, etc \[1,51,67,118\].

The stochastic counterpart of dynamical systems theory is known as random transformation \[60\] or random dynamical system (RDS) \[4,61\]. The RDS theory has a mathematical setup that is rather different from the theory of Markov processes and it is currently accessible only to a small group of professional mathematicians. The existing theory is mostly based on continuous phase space. One of the goals of my work is to initiate an applied mathematical study of RDS with discrete state space. In particular, we like to establish the relation, as intuitively as possible, between the theory of MC and the theory of random transformation. In the mean time, many results in continuous state are compared.

The main idea of RDS is to pick deterministic transformation, one by one, from a set of possible transformations with certain probability and to apply the transformation on the current states. The simplest case is the iterations of random transformations are chosen
independently with identical distribution (i.i.d.). In this case, the one-point motion of RDS is statistically equivalent with the MC. However, the difference arises when simultaneous trajectories with different initial conditions are considered. These simultaneous motion of two or more points in RDS are not independent, and actually once they collide at some instance they will be together forever. In the continuous state space, trajectories of RDS subjected to the same randomness, but starting from different initial conditions may converge to a single random solution almost surely. This phenomenon is called noise-induced synchronization. Synchronization has been widely discovered as a relevant property in modeling of external noises [76]. In neurosciences, one observes this synchronization by common noise as a reliable response of one single neural oscillator on a repeatedly applied external pre-recorded input, which may be seen as a dynamical system driven by the same noise path but different initial conditions [66][73]. We note not every RDS possesses the synchronization property. Crudely speaking, in order to see synchronization, one needs two ingredients: local contraction so that nearby points approach each other; along with a global irreducibility condition. The local contraction condition is equivalent with the negative maximum Lyapunov exponents in RDS. The Lyapunov exponents in RDS that characterize the rate of separation of infinitesimally close trajectories, are defined by the Oseledeets multiplicative ergodic theorem (MET) [86]. This theorem is the most fundamental theorem in theory of RDS. Not only in neuroscience, but also other fields, including the data science, have discovered behavior and properties relevant to MET [8]. For example, in Chapter 5, it is utilized to develop an efficient statistical inference algorithm [124].

Through studying synchronization property in an RDS, one appreciates the fact that RDS formulation is a more refined model of stochastic dynamics than an MC. In other words, RDS itself contains more information (or randomness) than its corresponding MC. From statistical physics, entropy is exactly the quantity to measure the information (or randomness) of the system. It could reflect the information in the probability space \((\Omega, \mathcal{F}, \mathbb{P})\) if the random variable is properly chosen, such as \(-\log(\mathbb{P}(\omega))\). But in the dynamical system, the set of possible outcome \(\Omega\) in the probability space is all possible sequences. It is distinctly different from
physicists’ notion of dynamics as “step-by-step” motion. This difference brings two different choices of random variables: the current state $X_t$ for physicists and the sequence up to time $t$, $\{X_s\}_{0 \leq s \leq t}$ for mathematicians. In the mean time, entropy itself also has two choices: the Shannon entropy $S(\mathbb{P}(\omega)) = \mathbb{E}^{\mathbb{P}}(-\log \mathbb{P}(\omega))$ and the relative entropy $H(\mathbb{P}, \mathbb{P}') = \mathbb{E}^{\mathbb{P}}(\frac{d\mathbb{P}}{d\mathbb{P}'}(\omega))$. Now it has four different types of entropy. Statistical physicists consider the instantaneous distribution of the current state $\mathbf{p}(t)$, then $S(\mathbf{p}(t))$ and $H(\mathbf{p}(t), \pi)$ are identified as instantaneous Gibbs entropy and the free energy of the canonical system, respectively, where $\pi$ is the invariant distribution. The free energy describes how far the current state of the system is from its equilibrium state. Since the entropy of the infinitely long sequence is in general $+\infty$, one considers the entropy “produced” per step, which is a different class of quantity. The average Shannon entropy produced per step is called metric entropy. With the comparison, one would ask the connection with the change of instantaneous Gibbs entropy $\Delta S(\mathbf{p}(t))$. In fact, $\Delta S(\mathbf{p}(t))$ is shown less or equal that the Shannon entropy produced per step in Proposition 3.1. The choice of the reference measure in the relative entropy here is the probability measure of the time-reversed process. Then the average relative entropy produced per step is called entropy production rate, which quantifies the irreversibility of the system. So the notions of instantaneous Gibbs entropy, metric entropy and entropy production rate are three distinct concepts and each represents a different aspect of the same stochastic dynamics: The randomness in the system at an instance, the randomness generated in a step, and the randomness with respect to its time reversal [125]. In this work, we are interested in these concepts under the representations of finite i.i.d. RDS.

This dissertation is organized as follows: In Chapter 2, I provide the definition of a general RDS with a medium level of rigor, and provide some simple examples in finite state space. I discuss the linear representations of deterministic maps in an RDS and its corresponding MC. Then I introduce the stochastic Perron-Frobenius operator and stochastic Koopman operator. I show a finite i.i.d. RDS uniquely defines a MC, but a given MC is generally compatible with many possible RDS. In Chapter 3, I first provide a brief, but rather coherent presentation of the theory of entropy and entropy production of MC. Then I
use metric entropy to characterize the different RDS representations of an MC and the upper and lower bounds of the metric entropy of RDS associated with an MC are analyzed. At last, I establish several interesting relationships about entropy production between the MC and its corresponding maximum entropy RDS, and the doubly stochastic MC and its invertible RDS. In Chapter 4 I introduce the synchronization in discrete state setting and show the sufficient and necessary conditions for finite RDS and maximum entropy RDS respectively. I also compare existing results with the help of Lyapunov exponents and give one explicit example. At last, I discuss the Multiplicative ergodic theorem (MET) and the extension of my results to countable states. In Chapter 5 I observe that under certain mild conditions, the forward probability in a hidden Markov model exhibits synchronization, which yields an efficient estimation with subsequences. Here I develop a mini-batch gradient descent algorithm for parameter inference in the hidden Markov model. I first efficiently estimate the rate of synchronization, which was proven as the gap of top Lyapunov exponents, and then fully utilize it to approximate the length of subsequences in the mini-batch algorithm. I theoretically validate the algorithm and numerically demonstrate the effectiveness. In Chapter 6 I study the dynamics of a free-draining polymer, specifically the mean looping time. I reformulate and generalize the heuristic Wilemski-Fixman (WF) method, which was previously only known in the field of polymer physics, into a systematical model reduction method for the narrow escape problem in the multi-dimensional Ornstein-Uhlenbeck process. The asymptotic results of mean looping time are analytically extracted.
Chapter 2

MARKOV CHAIN AND FINITE RANDOM DYNAMICAL SYSTEM

The theory of random dynamical system (RDS) studies the action of random maps, drawn from a collection with prescribed probability, on a state space. Heuristically, the difference between an MC and an RDS is that the randomness in the former arises in a particular dynamics while in the latter is embedded in the “law of motion”. In this chapter, I present a brief overview of some essential concepts of RDS that are particularly relevant and follow the construction to rigorously define the RDS \[4,6,60,108\]. We shall start with general RDS and later specify each term for RDS with finite state space, and focus mainly on i.i.d. case. We establish the connection between the finite i.i.d. RDS and MC. For a given finite i.i.d. RDS, the transition probability on state space can be defined and it further induces a finite-state MC. In the mean time, for a given MC, it is shown that there exists a representation by means of i.i.d. random transformations. This RDS representation of an MC, however, is not unique. Different RDS representations of the same MC yield different behaviors, such as synchronization among trajectories of different initial states. The presentation is pedagogically self-contained.

2.1 RDS set-up

Let \( \mathcal{S} \) be the state space, \( \Gamma \) be a family of maps from \( \mathcal{S} \) into itself. Let \( Q \) be the probability measure on the \( \sigma \)-field of \( \Gamma \). The set \( \Gamma \) is interpreted as the set of all admissible laws of dynamics.

\[\textbf{Definition 2.1.} \quad (\Omega, \mathcal{F}, \mathbb{P}, \theta) \text{ is a metric dynamical system if } (\Omega, \mathcal{F}, \mathbb{P}) \text{ is a probability space} \]

\[\]1\text{The term metric is often used in the literature for historical reasons.}\]
and \(\theta(t) : \Omega \rightarrow \Omega, t \in \mathbb{Z}\) is a family of measure-preserving transformations such that

1. \(\theta(0) = \text{id}, \theta(s) \circ \theta(t) = \theta(s + t)\) for every \(s, t \in \mathbb{Z}\).

2. The mapping \((t, \omega) \rightarrow \theta(t)\omega\) is measurable.

3. \(\theta(t)\mathbb{P} = \mathbb{P}\) for every \(t \in \mathbb{Z}\).

The set of the map \(\theta(t)\) forms a commutative group and preserves the measure \(\mathbb{P}\). Distinctly different from physicists’ notion of dynamics as “step-by-step” motion, in stochastic process, the space \(\Omega\) contains all the possible paths, and \((\Omega, \mathcal{F}, \mathbb{P}, \theta(t))\) is a stationary process.

This two-sided discrete-time dynamical system \((\Omega, \mathcal{F}, \mathbb{P}, \theta(t)), t \in \mathbb{Z}\) is also known as base flow of random dynamical system. In many applications, the base flow is usually ergodic. If the property 3 is not fulfilled, then \((\Omega, \mathcal{F}, \mathbb{P}, \theta(t))\) is called measurable dynamical system.

Non-stationary dynamics belong to the latter, as illustrated next.

**Definition 2.2.** A measurable random dynamical system (RDS) on the complete separate metric space \((\mathcal{S}, d)\) over a metric dynamical system \((\Omega, \mathcal{F}, \mathbb{P}, \theta)\) is a map with one-sided time, \(\mathbb{N} \times \Omega \times \mathcal{S} \rightarrow \mathcal{S} : (t, \omega, i) \rightarrow \varphi(t, \omega)i\), with the following properties:

1. The map \((t, \omega, i) \rightarrow \varphi(t, \omega)i\) is \(\mathcal{B}(\mathbb{N}) \otimes \mathcal{F} \otimes \mathcal{B}(\mathcal{S})\)-measurable.

2. The map \(i \rightarrow \varphi(t, \omega)i\) satisfies the cocycle property:

\[
\varphi(0, \omega) = \text{id}, \varphi(s + t, \omega) = \varphi(s, \theta(t)\omega) \circ \varphi(t, \omega)
\] (2.1)

for every \(s, t \in \mathbb{N}\) and \(\omega \in \Omega\).

From the definition, the RDS is driven by the base flow and for one particular noise realization \(\omega\), one can treat \(i \rightarrow \varphi(t, \omega)i\) as a non-autonomous dynamical system, which defines one-point motion. The cocycle property is intuitively understood as follows: evolve some initial state \(i\) for \(s\) steps with particular noise realization \(\omega\) and then go through \(t\) more steps with the same noise from the \(s\) steps mark; it gives the same result as evolving the
same initial state $i$ for $t + s$ steps with the same noise realization $\omega$. The map $\varphi(t, \omega)$ may not be invertible, so the RDS is defined one-sided in time. We call an RDS *ergodic* if there exists a probability measure $\pi$ on $\mathcal{S}$, such that for any $i \in \mathcal{S}$, the law of the one-point motion $\varphi(t, \omega)i$ converges to $\pi$. We don’t assume this one-point motion is Markovian. It is possible to relax the metric dynamical system to measurable dynamical system, but the limiting behaviors of RDS will be unclear.

### 2.2 RDS with finite state space

In what follows, while all the mathematical definitions are general enough for a continuous state space $\mathcal{S}$, I will give explicit examples in terms of a finite state space $\mathcal{S} = \{1, 2, \cdots, n\}$. Here RDS with the finite state space is denoted as *finite RDS*. Any $\alpha \in \Gamma$ is called a deterministic transformation on $\mathcal{S}$. Note $\Gamma$ is a monoid with the composition of transformations as the operation. If the finite state space $\mathcal{S}$ has $n$ states, then there are $n^n$ possible deterministic transformations. Therefore the cardinality $|\Gamma| = n^n$. The i.i.d RDS can be intuitively described as follows \[15\]: As a dynamics in the state space, the system starts initially with some state $i_0$ in $\mathcal{S}$; a map $\alpha_1$ in $\Gamma$ is chosen according to the probability measure $Q$ and the system moves to the state $i_1 = \alpha_0(i_0)$ in step 1; again, independently of previous maps, another map $\alpha_1$ is chosen according to the probability measure $Q$ and the system moves to the state $i_2 = \alpha_1(i_1)$. The procedure repeats. The initial state $i_0$ can be a fixed state or an $\mathcal{S}$-valued random variable independent of all maps $\alpha_t$. The stochastic process $X_t$ is constructed by means of composition of independent random maps, $X_t = \alpha_{t-1} \circ \cdots \circ \alpha_0(i_0)$.

In terms of the language of the RDS defined in Sec. 2.1, each term has explicit expression. The space $\Omega$ is the full shift, $\Omega = \Gamma^\mathbb{Z}$, which is the set of all possible two sided infinitely long sequences of deterministic transformations.

$$\Omega = \left\{ \omega : (\cdots \alpha_{-1}, \alpha_0, \alpha_1, \alpha_2, \cdots, \alpha_k, \cdots) | \alpha_k \in \Gamma \right\}$$

The probability measure is the Bernoulli measure defined on the cylinder set,

$$\mathbb{P}(\{\alpha_0, \alpha_1, \alpha_2, \ldots, \alpha_k\}) = Q(\alpha_0)Q(\alpha_1)\cdots Q(\alpha_k)$$
From the construction, maps at different steps are chosen independently with the same probability measure $Q$.

The mappings $\theta(t)$ are the left Bernoulli shift for $t$ elements, i.e, $\theta(t)\omega = \alpha_t$. Define the time-one mapping $\varphi(1, \omega) = \alpha_0$ which is the first element of the sequence of deterministic transformations. Then the map $\varphi(t, \omega)$ is the composition of i.i.d. random maps, $\alpha_{t-1} \circ \cdots \circ \alpha_0$. If it applies to an initial state $i$, it generates a one-point motion $X_t(\omega) = \varphi(t, \omega)i$. Now I construct finite i.i.d. RDS rigorously. Clearly $X_t$ is a Markov chain (MC) and its transition probability is

$$\Pr(i, G) = Q(\alpha : \alpha(i) \in G) \quad (2.4)$$

for any $i \in \mathcal{S}$ and any measurable set $G \in \mathcal{B}(\mathcal{S})$.

Another example to generate random maps is via a Markov chain. Then the probability measure $\mathbb{P}$ is the Markov measure. The measure of a cylinder set is defined by

$$\mathbb{P}([\alpha_0, \alpha_1, \ldots, \alpha_k]) = \pi_{\alpha_0} \cdot p_{\alpha_0\alpha_1} \cdots p_{\alpha_{k-1}\alpha_k} \quad (2.5)$$

where $p_{\alpha_i\alpha_j}$ is the transition probability of the Markov chain from the map $\alpha_i$ to $\alpha_j$ and $\pi$ is the stationary probability of the Markov chain. One can check this Markov measure is still invariant with the Bernoulli shift map. However, the stochastic process induced $X_t = \varphi(t, \omega)i$ may not be a Markov chain in general. Even if one keeps as many steps of memory as possible, the Markov property may not hold any more. Here is the explicit example.

**Example 2.1.** Let the state space be $\mathcal{S} = \{1, 2, 3\}$ and the set of deterministic transformations $\Gamma$ be

$$\Gamma = \left\{ \begin{array}{c}
(1 \to 1),
(1 \to 3),
(1 \to 1),
(1 \to 2)
\end{array} \begin{array}{c}
2 \to 1,
2 \to 1,
2 \to 2,
2 \to 1
\end{array} \begin{array}{c}
3 \to 1,
3 \to 1,
3 \to 1,
3 \to 1
\end{array} \begin{array}{c}
\alpha_1
\alpha_2
\alpha_3
\alpha_4
\end{array} \right\}.$$
Define the transition probability between different maps as following:

\[ P_{\alpha_1 \rightarrow \alpha_1} = 0.5, \quad P_{\alpha_1 \rightarrow \alpha_2} = 0.5, \quad P_{\alpha_2 \rightarrow \alpha_1} = 1, \quad P_{\alpha_3 \rightarrow \alpha_3} = 0.5, \quad P_{\alpha_3 \rightarrow \alpha_4} = 0.5, \quad P_{\alpha_4 \rightarrow \alpha_3} = 1. \]

It is illustrated by the Figure 2.1.

Choosing the initiate map with equal probability (0.5) to be \( \alpha_1 \) or \( \alpha_3 \), i.e, \( p_{\alpha_1}(0) = 0.5 \) and \( p_{\alpha_3}(0) = 0.5 \). Then possible map sequences can be \( \alpha_1\alpha_1\alpha_1\alpha_2\alpha_1\alpha_2\alpha_1 \cdots \) or \( \alpha_3\alpha_4\alpha_3\alpha_4\alpha_3\alpha_3 \cdots \). Consider the RDS trajectory starting from state \( X_0 = 1 \), then the corresponding state sequences are \( \alpha_1\alpha_1\alpha_1\alpha_2\alpha_1\alpha_2\alpha_1 \cdots \) and \( \alpha_3\alpha_4\alpha_3\alpha_4\alpha_3\alpha_3 \cdots \). Notice that 2 and 3 cannot appear in the same sequence. Assume it is a Markov chain with respect to the memory of previous \( t \) elements. Then we find

\[
0.5 = \Pr \{ X_{s+1} = 2 | X_{s-t} = 2, X_{s-t+1} = \cdots = X_s = 1 \} = \Pr \{ X_{s+1} = 2 | X_{s-t+1} = \cdots = X_s = 1 \} = \Pr \{ X_{s+1} = 2 | X_{s-t} = 3, X_{s-t+1} = \cdots = X_s = 1 \} = 0,
\]

which is a contradiction. Thus the stochastic process \( X_t \) is not a Markov chain with any finite length of memory.

It is also possible to generate random maps via an independent but not identical process. Then the measure is defined by

\[
\mathbb{P}([\alpha_0, \alpha_1, \alpha_2, \ldots, \alpha_k]) = Q_0(\alpha_0)Q_1(\alpha_1)\ldots Q_k(\alpha_k)
\] (2.6)
Figure 2.2: Random maps are generated via this Markov chain. This is the illustration of state transition diagram for the Markov chain.

where $Q_0, Q_1, \ldots$ might be different measures. Shift maps $\theta(t)$ in general doesn’t preserve this measure and is no longer stationary. So it is only the measurable dynamical system. However, the stochastic process $X_t = \varphi(t, \omega)i$ is still well-defined and follows a time-inhomogeneous Markov chain with its transition probability at step $t$

$$\Pr_t(i, G) = Q_t(\alpha : \alpha(i) \in G) \quad (2.7)$$

Except for some special cases, different probability measures $Q_t$ will result in different transition probability $P_t$.

From these three examples, it seems that independence of random maps may be crucial to the Markov property of the stochastic process $X_t$. It turns out that’s not true. Here is the counter-example.

**Example 2.2.** Let the state space be $\mathcal{S} = \{1, 2\}$ and the set of deterministic transformations $\Gamma$ be

$$\Gamma = \left\{ \begin{pmatrix} 1 \to 1 \\ 2 \to 2 \end{pmatrix}_{\alpha_1}, \begin{pmatrix} 1 \to 2 \\ 2 \to 1 \end{pmatrix}_{\alpha_2}, \begin{pmatrix} 1 \to 1 \\ 2 \to 1 \end{pmatrix}_{\alpha_3}, \begin{pmatrix} 1 \to 2 \\ 2 \to 2 \end{pmatrix}_{\alpha_4} \right\}.$$

Then a MC with the transition matrix

$$M = \begin{pmatrix} 0.5 & 0.5 \\ 0.5 & 0.5 \end{pmatrix}$$
can be represented by i.i.d. RDS with probability $Q(\alpha_1) = 0.2, Q(\alpha_2) = 0.2, Q(\alpha_3) = 0.3, Q(\alpha_4) = 0.3$. It is possible to generate the random maps via a Markov chain, but the dynamics on the state space are still Markovian. If the initial distribution of the deterministic maps is $p_{\alpha_1}(0) = p_{\alpha_2}(0) = 0.5$ and the state transition diagram is illustrated in Fig. 2.2, then $p_{\alpha_1}(t) = p_{\alpha_2}(t), p_{\alpha_3}(t) = p_{\alpha_4}(t)$ at any steps. So the RDS induces a Markov chain in the state space with the transition matrix $M$. On the other hand, if I consider two-point motion $X_0 = 1, Y_0 = 2$ and apply the same sequence of maps, it is impossible to have $X_0 = 1, X_1 = 1, X_2 = 2$ and $Y_0 = 2, Y_1 = 2, Y_2 = 1$ since $\alpha_1$ cannot go to $\alpha_2$ in the single step.

For a given finite i.i.d. RDS, Eq. 2.4 uniquely defines an induced Markov chain. From stochastic dynamics perspective, there is no difference between an i.i.d. RDS and its induced MC if only a single sample trajectory is simulated. In other words, the one-point motion in this RDS is the Markov chain with transition probability $P(i,G)$. The difference between them comes out when one is interested in two simultaneous sample trajectories with different initial states (but same $\{\alpha_n\}$) since two sequences $\{X_n\}$ in the RDS are not independent, as was showed in Example 2.2. This is sometimes called “identical noise realizations” or “two-point motion”. The difference in the two theories has been described as “two cultures” in [6].

### 2.3 Linear Representation of Deterministic Maps

We first start with the linear representation of deterministic maps. An RDS on a $n$-dimensional vector space $X$ is called a linear RDS if $\varphi(t,\omega) \in \mathcal{L}(X)$ for each $t \in \mathbb{N}, \omega \in \Omega$, where $\mathcal{L}(X)$ is the space of linear operators of $X$. If state $i$ denotes the standard basis $e_i$ in $n$-dimensional vector space $\mathbb{R}^n$, the deterministic transformation $\alpha \in \Gamma$ has a linear representation in the $n \times n$ matrices, called deterministic transition matrix.

$$
(P)_{ij} \triangleq \begin{cases} 
1, & j = \alpha(i), \\
0, & \text{otherwise},
\end{cases} \quad i, j \in \mathcal{I} 
$$
The dynamics of the map $\alpha$ applying on the state $i$ is represented by the multiplication $e_i P_\alpha$. Note that $e_i$ is a row vector. Moreover, $e_i$ can be considered as the probability concentrated on state $i$. Now $P_\alpha$ is a 0-1 matrix and has exactly one entry 1 in each row and 0s otherwise. So $P_\alpha$ is the representation of $\varphi(t,\omega)$ in the space of linear operators of $\mathbb{R}^n$. Among all deterministic transition matrices, there are $n!$ permutation matrices and they correspond to all invertible maps of the finite state space $\mathcal{S}$ to itself; all other $n^n - n!$ matrices correspond to non-invertible maps, which necessarily have at least one column of 0s. Some results on eigenvalues and singular values are discussed on Appendix A.

Second, composition of transformations is represented by the matrix multiplication, i.e., $P_{\alpha_1} \cdot P_{\alpha_2} = P_{\alpha_1 \circ \alpha_2}$. In addition, this linear RDS $\varphi(t,\omega)$ has the form of random matrices production and it is easy to see the cocycle property (2.1). The stochastic process $X_t$ starting from $X_0 = i$ is $X_t(\omega) = \varphi(t,\omega)i$, and its linear representation is

$$v(t) = e_i P_{\alpha_0} \cdot P_{\alpha_1} \cdots P_{\alpha_{t-1}}$$

(2.9)

It is defined in the push-forward sense. Define another stochastic process $Y_t$ starting from $Y_0 = i$, $Y_t(\omega) = \varphi(t,\theta(-t)\omega)x_0$ and its linear representation is

$$u(t) = e_i P_{\alpha_{t-1}} \cdot P_{\alpha_{t-2}} \cdots P_{\alpha_1}$$

(2.10)

$Y_t(\omega)$ is defined in the pullback sense. If the RDS is i.i.d. and ergodic, $X_t(\omega)$ follows a MC and $Y_t(\omega)$ has the same distribution as $X_t(\omega)$ for each $t$. But $X_t(\omega)$ and $Y_t(\omega)$ have different behaviors: $X_t(\omega)$ moves ergodically through the state space $\mathcal{S}$ along $t$; $Y_t(\omega)$ could converge to a limit as $t \to +\infty$. Similar idea was discussed in iterative random functions [33]. Although $P_{\alpha_i}$ is picked randomly for $Y_t$, it is multiplied on the left hand side which is the beginning of the matrices sequence, and the rest of the matrices remain the same. Roughly speaking, the random matrix multiplication may have the memory decay effect along the time and the last couple matrices which are fixed may determine the vector $u(t)$. Here is an elementary example to illustrate the significant difference between a push-forward matrix multiplication and a pullback matrix multiplication: Consider $3 \times 3$ deterministic transition
matrices and their random products: If the matrix

\[ P^* = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 1 & 0 \end{pmatrix} \]

is chosen, then the product of any deterministic transition matrix multiplied on the left of \( P^* \) will be invariant. This is not the case if a deterministic transition matrix is multiplied on the right of \( P^* \):

\[ P^* \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad P^* \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix}. \]

The pullback product has a limit, while the push forward product does not.

Finally, from the definition of Perron-Frobenius-Ruelle operator (or transfer operator) for deterministic map \( \alpha, F : \mathbb{R}^n \rightarrow \mathbb{R}^n, (Fv)_j = \sum_{i: \alpha(i) = j} v_i, v \in \mathbb{R}^n \). So \( P_\alpha \) is the representation of Perron-Frobenius operator for the deterministic transformation \( \alpha \), and \( v \rightarrow vP_\alpha \) can also be interpreted as the evolution of probability mass \( v \) corresponding to the mapping \( \alpha \). From the definition of Koopman operator for \( \alpha, K : \mathbb{R}^n \rightarrow \mathbb{R}^n, (Ku)_j = u_{\alpha(j)}, u \in \mathbb{R}^n \). So \( P_\alpha^T \) is the representation of Koopman operator for \( \alpha \). We introduce the stochastic Perron-Frobenius operator family and stochastic Koopman operator family associate with a finite RDS.

**Definition 2.3.** The stochastic Perron-Frobenius operator \( F_{s,t} : \mathbb{R}^n \rightarrow \mathbb{R}^n \) for every \( 0 \leq s \leq t \) associate to finite RDS \( \varphi \) is defined by

\begin{equation}
(F_{s,t}v)_j \triangleq \mathbb{E}^\varphi \left[ \sum_{i: \varphi(t-s,\theta(s)\omega)i=j} v_i \right]\end{equation}

The stochastic Koopman operator \( K_{s,t} : \mathbb{R}^n \rightarrow \mathbb{R}^n \) for every \( 0 \leq s \leq t \) associate finite RDS \( \varphi \) is defined by

\begin{equation}
(K_{s,t}u)_j \triangleq \mathbb{E}^\varphi \left[ u_{\varphi(t-s,\theta(s)\omega)j} \right]\end{equation}
The expectation is taken with respect to probability measure $\mathbb{P}$. We refer the family of operators $F_{s,t}, K_{s,t}$, parametrized by time $s$ and $t$, as the stochastic Perron-Frobenius operator family and the stochastic Koopman operator family respectively.

If $\theta$ is the stationary process, $K_{s,t}$ and $F_{s,t}$ are also stationary, i.e, both family of operators can be expressed by the time difference, $K_{t-s}$ and $F_{t-s}$. Furthermore, if the stochastic process $X_t$ is a MC, then both family of operators form semigroups, i.e, one-parameter family of linear operators with the properties, $F_0 = id$ and $F_{t+s} = F_t \circ F_s$. Here the semigroups are characterized through their generators, $F_1$ and $K_1$, which are corresponding stochastic Perron-Frobenius operator and Koopman operator for time-one random map $\varphi(1, \omega)$. In terms of matrix representation (2.8), the generator $M$ is represented by $M = \mathbb{E}^Q[P_\alpha]$, which is exactly the same as Markov transition matrix for $X_t$. The operator composition is also represented by matrix multiplication, so the stochastic Perron-Frobenius operator $F_t = M^t$. Then the stochastic Koopman operator is then represented by the adjoint of the matrix $M$.

More importantly, this adjoint property is also true for general case.

**Theorem 2.1.** For every $v, u \in \mathbb{R}^n$,

$$\langle F_{s,t}v, u \rangle = \langle v, K_{s,t}u \rangle$$

where $\langle v, u \rangle = vu^*$.

**Proof.** We first check $v = e_i$ and $u = e_j$.

$$\langle F_{s,t}e_i, e_j \rangle = \mathbb{E}^p \left[ \sum_{i : \varphi(t-s, \theta(s)\omega)i = j} e_i \right] = \mathbb{P} \left[ \omega : \varphi(t-s, \theta(s)\omega)i = j \right]$$

$$\langle e_i, K_{s,t}e_j \rangle = \mathbb{E}^p \left[ (e_j)_{\varphi(t-s, \theta(s)\omega)i} \right] = \mathbb{P} \left[ \omega : \varphi(t-s, \theta(s)\omega)i = j \right]$$

Both operators are linear, so the adjoint property is true for any vector $v, u \in \mathbb{R}^n$. 

**2.4 Finite i.i.d. RDS Representation of a MC**

In the present work, I am interested in the reverse question: Can, and how, a Markov chain be represented by the compositions of i.i.d. random transformations? In the world
of stochastic modeling, this provides a more refined stochastic description of dynamics that is consistent with a Markov model. In more precise mathematical writings: Given the transition probability $P(i, \cdot)$, $i \in \mathcal{S}$, does there exist a probability measure on $\Gamma$, such that $Q\{\alpha : \alpha(i) \in G\} = P(i, G)$, for all $i \in \mathcal{S}$ and any measurable set $G \in B(\mathcal{S})$? There is a proof of the “can” for a general continuous transformations, given in [17] and [60]. Quas also showed the sufficient conditions for the representation of a MC on a manifold by smooth maps [95]. Here I will particularly discuss the finite state situation.

In the finite state situation, it follows the Theorem 2.2, which is an analog of the Birkhoff-von Neumann theorem in the theory of doubly stochastic matrices [16] and [79].

**Theorem 2.2.** The set of $n \times n$ Markov transition matrices forms a convex polyhedron with deterministic transition matrices as its vertices.

The proof is based on a min-max algorithm. Here is a scratch of the algorithm: at each step the weight $\alpha$ is the minimum of maximum entry in each row of the matrix $M$ and the corresponding deterministic matrix $P$ is the index of maximum entry in each row; then redefine $M - \alpha P$ as $M$ and keep this iteration until $M$ becomes a zero matrix.

In more plain words, if matrix $M$ is a Markov transition matrix, then there exists a probability measure $Q$ on $\sigma$-field of $\Gamma$, such that

$$M = \mathbb{E}^Q[P_\alpha].$$

This implies that there always exists at least one RDS representation for any finite Markov chain with the probability measure $Q$.

Such representation in general is not unique. This gives rise to the question of “how”: Which representation is reasonable under some prior information or requirements. This will be answered in Sec. 3.2. Here is an example that illustrates the existence and proves non-uniqueness.

**Example 2.3.** If the state space $\mathcal{S} = \{1, 2\}$ and Markov transition probability matrix is

$$M = \begin{pmatrix} 0.4 & 0.6 \\ 0.7 & 0.3 \end{pmatrix}$$
It can be decomposed by min-max algorithm,
\[
M = 0.6 \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} + 0.3 \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + 0.1 \begin{pmatrix} 1 & 0 \\ 1 & 0 \end{pmatrix}.
\]
(2.17)

In the mean time, another decomposition could be
\[
M = 0.18 \begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix} + 0.28 \begin{pmatrix} 1 & 0 \\ 1 & 0 \end{pmatrix} + 0.42 \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} + 0.12 \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]
(2.18)

The reason for non-uniqueness is that a transition probability only determines the statistical property of the one-point motion of a possible RDS, while an RDS also describes the simultaneous motion of two or more points. We will elaborate this in detail here.

Here I assume that the \( n \)-state MC \( X_t \) with the transition probability matrix \( M_{ij} = \Pr\{X_{t+1} = j|X_t = i\} \) is irreducible and aperiodic. Then there exists a unique stationary distribution \( \pi \) and for any initial distribution \( p(0) \), the MC will converge to the stationary distribution, i.e, \( \lim_{t \to +\infty} p(t) = \lim_{t \to +\infty} p(0)M^t = \pi \).

For the entire path, a more rigorous construction of MC is to consider a measurable dynamical system \((\Omega', F', \mathbb{P}', \theta(t))\), where \( \Omega' = \mathcal{S}^\mathbb{N} \), the set of one-sided infinite long sequences of states, \( \theta \) is again the shift map. The probability measure \( \mathbb{P}' \) is defined on the cylinder set \([i_0, i_1, \ldots, i_t] \),
\[
\mathbb{P}'([i_0, i_1, \ldots, i_t]) = p_{i_0}(0)M_{i_0i_1} \cdots M_{i_{t-1}i_t}
\]
(2.19)

Since \( p(0) \) may be not necessarily its stationary distribution, \( \mathbb{P}' \) is not \( \theta \)-invariant. But marginalizing states at previous steps \( 0, 1, \ldots, t - 1 \), it gives the probability at step \( t \), i.e, 
\[
\sum_{i_0, \ldots, i_{t-1}} \mathbb{P}'([i_0, i_1, \ldots, i_t]) = p_t(t) = p(0)M^t.
\]
The stochastic process \( X_t \) is defined as \( X_t(\omega) \triangleq \theta(t)\omega = \omega_t \).

It would be interesting to discuss the relationship between measurable dynamical system \((\Omega, F, \mathbb{P}, \theta(t))\) in finite i.i.d RDS and measurable dynamical system \((\Omega', F', \mathbb{P}', \theta(t))\) in its induced MC. Each element \( \omega_1 = \cdots \alpha_0\alpha_1\alpha_2 \cdots \alpha_t \cdots \) in the product space \( \Omega \) is a sequence of deterministic transformations. If this sequence is applied to \( n \) different initial conditions,
it simultaneously produces $n$ different sequences in the product space $\Omega'$. At the same time, multiple elements in $\Omega$ apply on the same initial conditions may have exactly the same sequence of states. So this provides a more refined stochastic description of dynamics that is consistent with the MC. This also implies that knowing one sample trajectory in the MC may not be enough to fully determine which transformation was picked in the i.i.d RDS view. We use “may” because in some special situations, this can actually be uniquely determined. We shall call such RDS’s having no common dynamics.

Another question arises is in how many ways can a given Markov transition probability matrix be expressed in the form of (2.16). In fact, one can ask the following combinatorial question: In the representations of a Markov transition matrix in the form (2.16), what is the least possible number of deterministic transition matrices, $\kappa_*(M)$? Some results of upper bounds for $\kappa_*(M)$ can be obtained. Unlike a stochastic differential equation which has a well-defined deterministic counterpart, a Markov chain doesn’t have an unambiguous deterministic reference. The “least”, therefore, could be interpreted as the “closest to a deterministic dynamics”.

The following theorem gives an upper bound estimation.

**Theorem 2.3.** If $M$ is $n \times n$ Markov transition matrix, then

$$\kappa_*(M) \leq n^2 - n + 1. \quad (2.20)$$

**Proof.** There are $n$ linear conditions on the row sums of a $n \times n$ Markov transition matrix. Therefore, the dimension is $n^2 - n$. Carathodory theorem shows that every Markov transition matrix is in a convex hull of $n^2 - n + 1$ deterministic transition matrices. Then $\kappa_*(M) \leq n^2 - n + 1$. \hfill \qed

Notice that in Example 2.3 this upper bound has been reached. For irreducible periodic Markov transition matrices, the upper bound can be further improved by using the period of the matrix 77.
Chapter 3

ENTROPY AND ENTROPY PRODUCTION OF STOCHASTIC DYNAMICS

Entropy and entropy production are two distinctly different key concepts originated in thermodynamics, the study of Newtonian particles in terms of their stochastic motions — called heat. In physicists’ theory, entropy is a function of the state of a system. Entropy production, however, is associated with the amount of heat being generated in a process; it is path dependent in general. In fact, the physicists of the earlier time carefully introduced the notations of $dA$ and $d\bar{Q}$, where $dA$ represents a change in a state function $A$ that is path independent, and $d\bar{Q}$ is associated with the accumulation of heat $Q$ (or work $dW$) that is a function of a path. The celebrated First Law of Thermodynamics states that $d\bar{Q} + d\bar{W} = dE$, where $E$ is called internal energy. We see that if the work $dW = \mathbf{F} \cdot dx$ is due to a force $\mathbf{F}$ with a potential, $\mathbf{F} = -\nabla U(x)$, then $d\bar{Q} = d(E + U)$. In terms of the nonlinear stochastic dynamics, therefore, entropy, as a state function, should be a functional of the instantaneous probability distribution $p(t)$, but entropy production is associated with the transition probability.

The entropy and entropy production introduced above can be rigorously established in the theory of Markov chains. The notions of instantaneous Gibbs entropy, metric entropy \cite{118}, and entropy production rate \cite{51} are three distinct concepts, each represents a different aspect of the same stochastic dynamics. In the present work, I am interested in these concepts and the connections with the representation of finite i.i.d. RDS. From now on, I assume the MC is irreducible and aperiodic, unless otherwise stated.
3.1 Overview of Shannon Entropy and Relative Entropy

The Shannon entropy for the probability measure \( p \) is the expectation of the information content,

\[
S(p) \triangleq \mathbb{E}^p[-\log(p(\omega))].
\]  

(3.1)

One also can consider the relative entropy or Kullback-Leibler divergence of \( p \) with respect to \( \mu \), \( H(p, \mu) \),

\[
H(p, \mu) \triangleq \begin{cases} 
\mathbb{E}^p \left[ \log \left( \frac{dp}{d\mu}(\omega) \right) \right] & p \ll \mu \\
+\infty & \text{Otherwise}
\end{cases}
\]  

(3.2)

From the definition, \(-\log(p(\omega))\) and \(\log \left( \frac{dp}{d\mu}(\omega) \right)\) are random variables on the probability space \((\Omega, \mathcal{F}, p)\). But there is no natural reference measure \( \mu \) to define for the relative entropy here. The random variable \(-\log(p(\omega))\) is very special because it directly uses the probability measure to reflect the probability space. But in applied science, it is not always (in fact mostly not) possible to know the explicit expression for the probability space. In most cases, I only have the observable of the probability space and it could be a biased one, which is the random variable \( X(\omega) \). But the information content \(-\log(\Pr(X(\omega)))\) gives the best estimate of \(-\log(p(\omega))\). In particular, if the map \( \omega \to X(\omega) \) is one-to-one, then the Shannon entropy of this random variable is the same as the Shannon entropy of the probability space, i.e, \( S(\Pr(X)) = -\sum_{X(\omega)} \Pr(X(\omega)) \log \Pr(X(\omega)) = -\sum_\omega p(\omega) \log p(\omega) = S(p) \). If the map is surjective, then \( S(\Pr(X)) \leq S(p) \) due to the convexity of the log function.

In the MC, I specify the probability space \((\Omega', \mathcal{F}', \mathbb{P}')\) for the stochastic process in Sec. 2.4. The random element \( \omega' \in \Omega' \) is the infinite long sequence of the MC. The probability space is equipped with the filtration \( \{\mathcal{F}'_t\}_{t \geq 0} \) with \( \mathcal{F}'_t \subseteq \mathcal{F}' \) where \( t \) is non-negative and \( t_1 \leq t_2 \to \mathcal{F}'_{t_1} \subseteq \mathcal{F}'_{t_2} \). The process \( X_t \) is called to be adapted to the filtration \( \{\mathcal{F}'_t\}_{t \geq 0} \) if the random variable \( X_t : \Omega' \to \mathcal{S} \) is a \((\mathcal{F}_t', \mathcal{B}(\mathcal{S}))\)-measurable function for each \( t \geq 0 \).

For the MC, applying (3.1) to the finite time distribution of MC restricted to \( \sigma \)-field \( \mathcal{F}'_0 \),
the Shannon entropy $S(P'_0, t)$, where $\mathcal{F}_0^t = \sigma(X_s : 0 \leq s \leq t)$,

$$S(P'_0, t) = -\sum_{i_0, \ldots, i_t} p_{i_0}(0) M_{i_0i_1} \cdots M_{i_{t-1}i_t} \log \left( p_{i_0}(0) M_{i_0i_1} \cdots M_{i_{t-1}i_t} \right)$$  \hfill (3.3)

So the entropy $S(P')$ for the probability space, can be calculated as the time goes to $+\infty$,

$$S(P') = \lim_{t \to +\infty} S(P'_0, t)$$  \hfill (3.4)

But the problem is that this quantity $S(P')$ is $+\infty$.

Then physicists use the random variable $X_t$, the current state, as the observable for the probability space. Then the entropy of the instantaneous distribution $p(t)$ is $S(p(t)) = -\sum_i p_i(t) \log p_i(t)$ which is finite. This quantity $S(p(t))$ doesn’t have monotonicity as $t \to \infty$, instead, the relative entropy $H(p(t), \pi)$ has. Unlike previous case, this unique invariant measure $\pi$ is the most important one in the MC so this relative entropy becomes a natural choice. Then I have \[94, 117\]:

**Theorem 3.1.** $H(p(t), \pi)$ is a non-increasing function of $t$.

**Proof.** For $t \geq 1$,

$$\Delta H(p(t - 1), \pi) = H(p(t), \pi) - H(p(t - 1), \pi)$$

$$= \sum_{i \in \mathcal{X}} p_i(t) \log \left( \frac{p_i(t)}{\pi_i} \right) - \sum_{i \in \mathcal{X}} p_i(t - 1) \log \left( \frac{p_i(t - 1)}{\pi_i} \right)$$

$$= \sum_{i, j \in \mathcal{X}} [p_j(t - 1) M_{ij} \log \left( \frac{p_i(t)}{\pi_i} \right) - p_i(t - 1) M_{ij} \log \left( \frac{p_i(t - 1)}{\pi_i} \right)]$$

$$= \sum_{i, j \in \mathcal{X}} p_i(t - 1) M_{ij} \log \left( \frac{\pi_i p_j(t)}{p_i(t - 1) \pi_j} \right)$$

$$\leq \sum_{i, j \in \mathcal{X}} p_i(t - 1) M_{ij} \left( \frac{\pi_i p_j(t)}{p_i(t - 1) \pi_j} - 1 \right)$$

$$= \sum_{i, j \in \mathcal{X}} \frac{\pi_i M_{ij} p_j(t)}{\pi_j} - \sum_{i, j \in \mathcal{X}} p_i(t - 1) M_{ij} = 1 - 1 = 0.$$
Here $\Delta H(p(t-1), \pi)$ is defined as the change of the relative entropy w.r.t. the stationary distribution. It signifies the non-stationarity of the MC.

For a doubly stochastic MC, the invariant distribution is the uniform distribution, $\pi_i = 1/n$, $S(p(t)) = \log(n) - H(p(t), \pi)$. Therefore, the above theorem becomes the statement “entropy never decreases”. This setting is known as microcanonical system in statistical physics.

For any MC, the change of Shannon entropy of the instantaneous distribution $\Delta S(p(t)) \triangleq S(p(t+1)) - S(p(t))$ satisfies

$$
\Delta S(p(t)) = \sum_{i,j \in \mathcal{S}} p_i(t) M_{ij} \log \left( \frac{p_i(t)}{p_j(t+1)} \right) + \sum_{i,j \in \mathcal{S}} p_i(t) M_{ij} \log \left( \frac{M_{ij}}{M_{ji}} \right). \quad (3.5)
$$

If the MC is detailed balance, $\pi_i M_{ij} = \pi_j M_{ji}$, then the second term on the right-hand-side can be expressed as $\Delta E(p(t)) = \overline{E}(p(t+1)) - \overline{E}(p(t))$, which is defined as

$$
\overline{E}(p(t)) = \sum_{i \in \mathcal{S}} p_i(t) \left( - \log \pi_i \right). \quad (3.6)
$$

Note that $\Delta S$ and $\Delta \overline{E}$ are changes in functions of state, $S(t)$ and $\overline{E}(t)$. This setting is known as Gibbsian canonical system in statistical physics. $\overline{E}$ should be identified with the internal energy; and the relationship (3.6) between internal energy and equilibrium measure is known as the Boltzmann distribution.

In statistical physics, $S$ is called Gibbs entropy. Then $\overline{E} - S$ should be identified with the notion of free energy there. The Theorem 3.1 thus becomes “free energy of a canonical system never increases; it reaches its maximum when a system is at its equilibrium”.

The identification of the non-negative term in (3.5) with the concept of entropy production rate in nonequilibrium thermodynamics appeared repeatedly in physics and chemistry literature, see [13,30,52,103]. For MC without detailed balance, the last term in (3.5) cannot be expressed as the change of a state function, but it can be identified with heat exchange.
rate. Then in the stationary state, when $\Delta S = 0$, there is positive entropy production rate that is balanced with the heat dissipation. Such a state is called a nonequilibrium steady state \[51\].

On the other hand, mathematicians study how the Shannon entropy $S(P'_{[0,t]})$ restricted to $\sigma$-field $\mathcal{F}_0^t$ increases with time. Define the Shannon entropy of a step as $dS(P'_{[0,t]}) \triangleq S(P'_{[0,t+1]}) - S(P'_{[0,t]})$. So $dS(P'_{[0,t]}) = -\sum_{i,j} p_i(t) M_{ij} \log M_{ij}$ is the Shannon entropy generated at step $t$. Then the asymptotic limit of $dS(P'_{[0,t]})$ is $\lim_{t \to +\infty} dS(P'_{[0,t]}) = -\sum_{i,j} \pi_i M_{ij} \log M_{ij}$.

In the meantime, this limit also quantifies the average randomness generated per step in an MC.

$$\lim_{t \to +\infty} \frac{S(P'_{[0,t]})}{t} = -\sum_{i,j} \pi_i M_{ij} \log M_{ij}. \quad (3.7)$$

This limit is called the metric entropy of the MC.

The concept of metric entropy itself was first introduced by Kolmogorov and further improved by Sinai \[36,85,118\]. It has been very successfully used in solving the isomorphism, or conjugacy, of dynamical systems. The metric entropy measures the maximal rate of information production a system is capable of generating \[57\]. It is a well-developed subject but can be technical in nature. Some mathematical derivations, in a heuristic fashion, can be found in Appendix B.

The Shannon entropy of the instantaneous distribution $S(p(t))$ and the metric entropy $h_{MC}$ are two different classes of stochastic quantities since the first one is the Shannon entropy and the second one is the Shannon entropy production. What should be compared are the Shannon entropy of a step $dS(P'_{[0,t]})$ and the difference of Shannon entropy of the instantaneous distribution $\Delta S(p(t))$ because both quantify the entropy produced at time $t$. However, the current state $X_t$ as the observable of the probability space, without the information of past history, is biased. In fact, the family of probability distributions of current state $p(t)$ itself doesn’t have the information of the probability of the sequence, i.e, the marginal probability $p(t)$ cannot uniquely determine the joint probability. So simply knowing $p(t)$ doesn’t guarantee the process is Markovian, even though there exists a matrix
$M$ which fulfills the requirement of transition matrix, such that $p(t)M = p(t + 1)$ for all $t \geq 0$. On the other hand, if one uses the the sequence up to $t$ as the random variable, then it is one-to-one map from the probability space restricted to the $\sigma$-field $F_t$. It can accurately reflect the Shannon entropy generated at each step.

A better analogy is: starting with many indistinguishable particles, they follow some unknown stochastic dynamics; taking the snapshots at time 0, time 1 and etc, they give the instantaneous distributions. Then color these particles with different colors, rerun the dynamics and take the snapshots at time 0, time 1 and etc again. This time not only the instantaneous distributions are known, but also the past histories of each particle at the current time. Not surprisingly, the second picture generates more randomness each step than the first picture.

**Proposition 3.1.**

$$\Delta S(p(t)) \leq dS(P_{[0,t]})$$

The equality is reached when the dynamic is the deterministic transformation.

**Proof.** We know $\sum_k p_k(t)M_{kj} = p_j(t + 1) \geq p_i(t)M_{ij}$ for all $i$. The equality is reached when $M_{ij} = 1$ for all $i$. So $\frac{p_i(t)}{p_j(t+1)} \leq \frac{1}{M_{ij}}$ if $p_j(t+1) > 0$.

$$\Delta S(p(t)) = \sum_{i,j \in \mathcal{S}} p_i(t)M_{ij} \log \left( \frac{p_i(t)}{p_j(t+1)} \right) \leq p_i(t)M_{ij} \log \left( \frac{1}{M_{ij}} \right) = dS(P_{[0,t]})$$

\[\square\]

### 3.2 Metric Entropy of MC and Its i.i.d RDS Representations

In the finite i.i.d RDS, there is a i.i.d process to choose the deterministic transformation at each step. This i.i.d process is isomorphic to the 1-sided $(a_1, a_2, \ldots, a_N)$ Bernoulli shift, so the entropy for this i.i.d process is naturally defined as $h = -\sum_{i=1}^N a_i \log(a_i)$. Moreover, the deterministic transformation with finite state has zero metric entropy once it is chosen.
Therefore, the randomness of this system is solely generated by the i.i.d process. So the metric entropy for this RDS is $h_{\text{RDS}} = -\sum_{\alpha \in \Gamma} Q(\alpha) \log Q(\alpha)$.

It is worth mentioning that the metric entropy of the RDS in many cases can be infinite. This is mainly because when there are countably infinite transformations in $\Gamma$, the infinite sum in the entropy may not converge. A different notion of entropy of i.i.d. RDS that remedies the difficulty is defined as the weighted mean of the metric entropy for all deterministic transformations with probability mass as their weight \[60\]. We do not need to be concerned with this since our $\mathcal{S}$ is always finite.

We are now in the position to address the question that for a given MC, which RDS representation is reasonable according to certain requirement. In fact, the metric entropy of its corresponding RDS becomes a good characterization for different representations. It is natural to ask the lower bound and upper bound of them for a given MC.

3.2.1 Lower Bound of Metric Entropy

Kifer notified this question and gave the result that $h_{\text{RDS}} \geq h_{\text{MC}}$ \[60\]. In the finite i.i.d RDS, different sequences of deterministic transformations applies on a same initial condition might induce the same MC trajectory, as I discussed in Sec. 2.4. That means more information is required to determine which deterministic transformation is chosen at each step. In other words, the RDS generates more information than the MC at each step. With this intuition, Kifer’s result becomes clear; a general proof can be found in his book \[60\]. We will provide an elementary proof here for the finite i.i.d RDS and illustrate the condition under which the equality is attained.

Denote a deterministic transition matrix $P$ as $P_{i_1,i_2,\ldots,i_n}$, if the corresponding map $1 \to i_1, 2 \to i_2, \ldots, n \to i_n$ which is denoted as $\alpha_{i_1,i_2,\ldots,i_n}$.

**Definition 3.1.** The deterministic transformations $\alpha_1$ and $\alpha_2$ have common dynamics if there exists a state $s$ in the space $\mathcal{S}$ such that $\alpha_1(s) = \alpha_2(s)$.

By the representation of deterministic transition matrices $P_{i_1,i_2,\ldots,i_n}$ and $P_{j_1,j_2,\ldots,j_n}$, the
definition is equivalent with \( P_{i_1, i_2, \ldots, i_n} - P_{j_1, j_2, \ldots, j_n} \) has at least one row being all zeroes. In our notation, that is, \( \exists k \) such that \( i_k = j_k \). If two deterministic transformations have no common dynamics, then \( P_{i_1, i_2, \ldots, i_n} - P_{j_1, j_2, \ldots, j_n} \) has no rows that being all zeroes. This definition can be extended to multiple deterministic transformations. If no pair of two deterministic transformations has common dynamics, I call all these deterministic transformations have no common dynamics.

**Theorem 3.2.** In the finite state space \( \mathcal{S} \), \( h_{RDS} \geq h_{MC} \). The equality is reached if and only if deterministic transformations with positive probability have no common dynamics.

**Proof.** The metric entropy of the Markov chain is

\[
h_{MC} = - \sum_{j,k=1}^{n} \pi_j M_{jk} \log M_{jk}
\]

\[
= - \sum_{j,k=1}^{n} \pi_j \left( \sum_{i_j = k} Q(\alpha_{i_1, i_2, \ldots, i_n}) \right) \log \left( \sum_{i_j = k} Q(\alpha_{i_1, i_2, \ldots, i_n}) \right)
\]

\[
\leq - \sum_{j,k=1}^{n} \pi_j \sum_{i_j = k} \left( Q(\alpha_{i_1, i_2, \ldots, i_n}) \log Q(\alpha_{i_1, i_2, \ldots, i_n}) \right)
\]

\[
= - \sum_{i_1, i_2, \ldots, i_n} Q(\alpha_{i_1, i_2, \ldots, i_n}) \log Q(\alpha_{i_1, i_2, \ldots, i_n}) \sum_{j} \pi_j
\]

\[
= - \sum_{i_1, i_2, \ldots, i_n} Q(\alpha_{i_1, i_2, \ldots, i_n}) \log Q(\alpha_{i_1, i_2, \ldots, i_n}) = h_{RDS}.
\]

The equality holds if \( M_{jk} \) is positive, among all deterministic transition matrices satisfying \( i_j = k \), only one has positive probability mass and others are 0. This positive probability of course is \( M_{jk} \). Therefore, all deterministic transformations with positive probability have no common dynamics.

In the case that the equality is attained, and when simulating a trajectory in the state space \( \mathcal{S} \) with such RDS, the deterministic transformation is uniquely identified in each step. The following corollaries illustrate more about the RDS and its induced Markov chain as the equality attained.
Corollary 3.1. If \( h_{RDS} = h_{MC} \), the cardinality of the deterministic matrices with positive probability is no greater than \( n \), i.e., \( \| \Gamma \| \leq n \).

Corollary 3.2. If \( h_{RDS} = h_{MC} \), each row of the induced Markov transition matrix is a permutation of the first row.

In fact, \( h_{RDS} = h_{MC} \) if and only if I can recover the RDS map sequence from the MC trajectory. For a given Markov transition probability matrix, it is not necessarily true that there exists an RDS representation whose metric entropy is the same as that of the MC. In fact, for most Markov transition matrices, it is not reachable. If exists, such RDS might not be unique as well. Nevertheless, it provides a possible lower bound of the metric entropy. In order to give a reachable lower bound, it usually need to solve a non-convex problem and no desirable solution is available.

### 3.2.2 Upper Bound of Metric Entropy

It is natural to ask what is the upper bound of the metric entropy of all RDS representations given a finite MC. Such representation is uniquely attainable since a strictly concave function over a convex hull has the unique maximum \([98]\). It turns out I can find an analytic expression for the decomposition.

Lemma 3.3. \( \sum_{i_1,i_2,\ldots,i_n=1}^n M_{1i_1}M_{2i_2}\cdots M_{ni_n} = 1. \)

So there exists a probability measure \( Q \), that is, \( Q(\alpha_{t_1,t_2,\ldots,t_n}) = M_{1t_1}M_{2t_2}\cdots M_{nt_n}. \)

Theorem 3.4. The metric entropy \( h_{RDS} \leq -\sum_{j,k} M_{kj} \log M_{kj} \) and the equality holds if and only if \( Q(\alpha_{i_1,i_2,\ldots,i_n}) = \Pi_k M_{kk}. \)
Proof. We can show

\[- \sum_{k,j} M_{kj} \log M_{kj} - h_{\text{RDS}} = - \sum_{k,j} \left( \sum_{i_k=j} Q(\alpha_{i_1,i_2,...,i_n}) \right) \log M_{kj} - h_{\text{RDS}} \]

\[= - \sum_{i_1,i_2,...,i_n} Q(\alpha_{i_1,i_2,...,i_n}) \log (\Pi_k M_{ki_k}) - h_{\text{RDS}} \]

\[= \sum_{i_1,i_2,...,i_n} Q(\alpha_{i_1,i_2,...,i_n}) \log \frac{Q(\alpha_{i_1,i_2,...,i_n})}{\Pi_k M_{ki_k}} \geq 0 \]

The Gibbs inequality is applicable since \(Q(\alpha_{i_1,i_2,...,i_n})\) and \(\Pi_k M_{ki_k}\) are probability mass functions. The equal sign holds if and only if these two functions are identical, i.e., \(Q(\alpha_{i_1,i_2,...,i_n}) = \Pi_k M_{ki_k}\). \(\square\)

The example in (2.18) is the maximum entropy representation for the given Markov transition matrix \(M\). It is easy to see if all entries of the transition matrix \(M\) are positive, then all \(n^n\) deterministic matrices will have positive probability. Furthermore, the most probable deterministic transition matrix corresponds to the deterministic transformation that maps to the state with the largest probability given the current state, i.e., its deterministic matrix has entry one in the position that is maximum in each row of the transition matrix \(M\). It is a very insightful result since this is the most reasonable “deterministic counterpart” for a given MC with transition probability matrix \(M\).

### 3.3 Entropy Production Rate of MC and Its i.i.d RDS Representations

The entropy production rate of MC is another quantity that measures the dynamical asymmetry w.r.t. its time reversal. It is in the same class as the metric entropy which both reflect the entropy production.

#### 3.3.1 Entropy Production Rate of MC

From now on, I consider the transition probability matrix \(M\) satisfies the condition \(M_{ij} > 0 \iff M_{ji} > 0\) for any \(i,j \in \mathcal{S}\), then it is possible to define the relative entropy of the
distribution of the process with respect to its time reversal restricted to \( \sigma \)-field \( \mathcal{F}_t^t \). The time-reversed process \( X^- \) is defined as follows,

\[
X_s^-(\omega) = X_{t-s}(\omega), \quad \forall s \in [0, t]
\]  
(3.8)

So \( X^- \) is \( \mathcal{F}_0^t \) measurable. The time-reversed process is also called adjoint process of the MC. For the sample sequence \( i_0, i_1, \ldots, i_t \), the time-reversed process gives \( i_t, i_{t-1}, \ldots, i_0 \). Define \( \mathbb{P}^-_{[0,t]} \) as the probability measure for the time-reversed process \( X^-_s(\omega) \). The probability measure for the time-reversed process \( \mathbb{P}^- \) on this cylinder set is

\[
\mathbb{P}^-([i_0, i_1, \ldots, i_t]) = p_{i_t}(0)M_{i_t i_{t-1}} \cdots M_{i_1 i_0}
\]  
(3.9)

Here I assume \( p_i(0) > 0 \) for all \( i \).

**Proposition 3.2.** The time-reversed process of a Markov chain \((M, \pi)\) is Markovian. Moreover, the transition matrix of the time-reversed process is

\[
M^-_{ij} = \frac{p_j(0)M_{ji}}{p_i(0)}, \quad i, j \in \mathcal{S}
\]  
(3.10)

**Proof.** The Markovian property means \( P(X_{t+1}^- = i_{t+1} | \mathcal{F}_0^t) = P(X_{t+1}^- = i_{t+1} | X^-_t) \) for any \( t \geq 0 \). The left-hand-side is

\[
\Pr(X_{t+1}^- = i_{t+1} | \mathcal{F}_0^t) = \frac{\mathbb{P}^-([i_0, \ldots, i_t, i_{t+1}])}{\mathbb{P}^-([i_0, \ldots, i_t])} = \frac{p_{i_{t+1}}(0)M_{i_{t+1} i_t}}{p_{i_t}(0)}
\]

The right-hand-side is

\[
\Pr(X_{t+1}^- = i_{t+1} | X^-_t) = \frac{\mathbb{P}^-([i_t, i_{t+1}])}{\mathbb{P}^-([i_t])} = \frac{p_{i_{t+1}}(0)M_{i_{t+1} i_t}}{p_{i_t}(0)}
\]

Moreover

\[
\mathbb{P}^-([i_0, i_1, \ldots, i_t]) = p_{i_0}(0)M_{i_0 i_{t-1}} \cdots M_{i_1 i_0} = p_{i_0}(0) \left( \frac{p_{i_1}(0)M_{i_1 i_0}}{p_{i_0}(0)} \right) \cdots \left( \frac{p_{i_t}(0)M_{i_{t-1} i_t}}{p_{i_{t-1}(0)}} \right)
\]

the probability measure can be rewritten as the Markov measure with the transition matrix

\[
M^-_{ij} = \frac{p_j(0)M_{ji}}{p_i(0)}.
\]

\( \square \)
In particular, for the stationary MC, the transition matrix for the time-reversed process is $M_{ij} = \frac{\pi_j M_{ji}}{\pi_i}$. The stationary distribution of the time-reversed process is also $\pi$. Moreover, this time-reversed process has the same metric entropy as the original MC.

Since $p_i(0) > 0$, $\mathbb{P}_0'$ is absolutely continuously with respect to $\mathbb{P}_{0}^-$. Then the relative entropy of the measure of Markov chain w.r.t. the measure of time-reversed process, $H(\mathbb{P}_0', \mathbb{P}_{0}^-)$ is

$$H\left(\mathbb{P}_0', \mathbb{P}_{0}^-\right) = \sum_{i_0, \ldots, i_t \in \mathcal{S}} p_{i_0}(0) M_{i_0i_1} \cdots M_{i_{t-1}i_t} \log \left(\frac{p_{i_0}(0) M_{i_0i_1} \cdots M_{i_{t-1}i_t}}{p_{i_t}(0) M_{i_{t-1}i_{t-1}} \cdots M_{i_0i_0}}\right)$$

(3.11)

Similarly, it relates to the stationary entropy production rate of MC via

$$e_p = \lim_{t \to +\infty} \frac{1}{t} H\left(\mathbb{P}_0', \mathbb{P}_{0}^-\right)$$

(3.12)

So the $e_p$ is intuitively understood as the asymptotic average of entropy produced per step with respect to its time-reversed probability. It is also a property for a stationary MC. It has the following explicit expression [51].

**Theorem 3.5.**

$$e_p = \sum_{i,j \in \mathcal{S}} \pi_i M_{ij} \log \left(\frac{M_{ij}}{M_{ji}}\right)$$

(3.13)

**Proof.** From the Definition 3.12

$$e_p = \lim_{t \to +\infty} \frac{1}{t} H\left(\mathbb{P}_0', \mathbb{P}_{0}^-\right)$$

$$= \lim_{t \to +\infty} \frac{1}{t} \left\{ \sum_{i \in \mathcal{S}} (p_i(0) - p_i(t)) \log p_i(0) + \sum_{s=0}^{t-1} \sum_{i,j \in \mathcal{S}} p_i(s) M_{ij} \log \left(\frac{M_{ij}}{M_{ji}}\right) \right\}$$

$$= \sum_{i,j \in \mathcal{S}} \pi_i M_{ij} \log \left(\frac{M_{ij}}{M_{ji}}\right)$$

\[\square\]

One in fact has a result stronger than (3.12): The relative entropy in (3.11) of a step is

$$dH\left(\mathbb{P}_0', \mathbb{P}_{0}^-\right) = H\left(\mathbb{P}_{0,t+1}', \mathbb{P}_{0,t+1}^-\right) - H\left(\mathbb{P}_0', \mathbb{P}_{0}^-\right)$$

$$= \sum_{ij} p_i(t) M_{ij} \log \left(\frac{p_i(0)M_{ij}}{p_j(0)M_{ji}}\right).$$

(3.14)
One can show that the asymptotic relative entropy of a step in (3.14) is also the $e_p$. Note that for a stationary MC, the entropy production rate is exactly the time-averaged relative entropy, i.e, $e_p = \frac{1}{t} H(P^t_{[0,t]}, P^-_{[0,t]})$ for any $t > 0$. There are many other equivalent expressions for the entropy production rate. For instance,

$$e_p = \sum_{i,j} \pi_i M_{ij} \log \left( \frac{\pi_i M_{ij}}{\pi_j M_{ji}} \right), \quad \text{or} \quad e_p = \sum_{i,j} \pi_i M_{ij} \log \left( \frac{M_{ij}}{M^{-}_{ij}} \right),$$

or

$$e_p = \frac{1}{2} \sum_{i,j} (\pi_i M_{ij} - \pi_j M_{ji}) \log \left( \frac{\pi_i M_{ij}}{\pi_j M_{ji}} \right).$$

So the entropy production rate $e_p = 0$ if and only if the MC is detailed balance, $\pi_i M_{ij} = \pi_j M_{ji}$.

As I have discussed earlier in Sec. 3.1, both $dS(P^t_{[0,t]})$ and $dH(P^t_{[0,t]}, P^-_{[0,t]})$ belong to the same class of stochastic quantity. As their asymptotic limits, the metric entropy $h_{MC}$ and the entropy production rate $e_p$ characterize the average randomness generated in the dynamic stepping from $t$ to $t + 1$ and average dynamic asymmetry with respect to time reversal, respectively.

### 3.3.2 Cycle Distributions and Maximum Entropy RDS

Besides expressing the entropy production rate in terms of the transition matrix $M$ and its corresponding stationary distribution $\pi$, a different representation can be given in terms of a collection of cycles $C$ and weights $\{w_c : c \in C\}$ on these cycles. These are regarded as cycle distributions of the MC [54]. In addition, there is an associated graph-based diagram method to compute the weight $w_c$ which was first discovered by T. L. Hill [49] and proved by Qians [51]. In the setting of maximum entropy RDS, this graphical method can be further formulated as a function on the probability coefficient of the deterministic map with the single attractor. The entropy production rate $e_p$ of the MC can be expressed in terms of the cycle weights as,

$$e_p = \sum_{c \in C} w_c \log \frac{w_c}{w_{c-}}. \quad (3.15)$$
Here $c_{-}$ is denoted the reversed cycle of $c$. The previous proof given in [51] is quite involved. Here I will give a shorter, combinatorial proof for Eq. (3.15).

We start with discussing a related graphical method to solve the invariant distribution for the MC, i.e. to solve $\pi$ for $\pi M = \pi$. The MC can be viewed as a directed graph with the transition probability as edge weight. Firstly, construct the complete set of spanning directed rooted trees which all edges are directed toward the root. A tree has the maximum possible edges without forming any loops. A tree with $n$ nodes has $n - 1$ edges and each node, except the root, has exactly one outgoing edge. If one views the directed graph as a discrete map for a dynamical system, the directed rooted tree gives a single fixed point. Second, assign the weight of previous directed rooted tree $T$ as the product of its edge weights, $e(T)$. In fact, this weight connects with the coefficient of the corresponding map $\alpha$ (with root state goes to itself) under maximum entropy RDS as follows, $Q(\alpha) = e(T)M_{ii}$, where $i$ is the root state. Finally, the weight of a set of graphs is the sum of their weights. Then the invariant distribution $\pi$ can be expressed by $e(T)$ [21,49,62].

**Theorem 3.6.** The invariant distribution for the irreducible and aperiodic MC is given by

$$\pi_i = \frac{e(T_i)}{\Sigma}, \ i = 1, \ldots, n. \tag{3.16}$$

where $T_i$ is the set of directed rooted trees whose root is state $i$ and the normalization factor $\Sigma = \sum_{i=1}^{n} e(T_i)$.

The original proof was based on Cramer’s rule but Hill discovered an elegant proof which is included here.

**Proof.** Consider the equation to solve $\sum_i \pi_i M_{ij} = \pi_j$. It is equivalent with solving the following equation

$$\sum_{k=1\atop k \neq j}^{n} \pi_k M_{kj} = \pi_j - \pi_j M_{jj} = \sum_{i=1\atop i \neq j}^{n} M_{ji} \pi_j \tag{3.17}$$

Let $G_j$ be the set of directed graphs that have exactly one limit cycle and $j$ is contained in that cycle. If a directed rooted tree $T \in T_j$, adding the edge $j \to i$ will create an element
Figure 3.1: $e(\mathcal{T}_1) = M_{21}M_{31}, e(\mathcal{T}_2) = M_{12}M_{31}, e(\mathcal{T}_3) = M_{21}M_{13}$

$G \in \mathcal{G}_j$ and $e(G) = M_{ji}e(T)$. If a directed graph $G \in \mathcal{G}_j$, deleting the edge $j \to i$ will create an element $T \in \mathcal{T}_j$ and $M_{ji}e(T) = e(G)$. So I have $\sum_{i \neq j}^n M_{ji}e(\mathcal{T}_j) = e(G_j)$. Here I am considering the outgoing edge from $j$ and I can consider the incoming edge $k \to j$ as well. Similarly, $\sum_{k \neq j}^n M_{kj}e(\mathcal{T}_k) = e(G_k)$. So $\pi_j \propto e(\mathcal{T}_j)$. After renormalization, the solution (3.16) is the invariant distribution.

We will give one example for the theorem.

**Example 3.1.** If the MC has the transition matrix

$$M = \begin{bmatrix} M_{11} & M_{12} & M_{13} \\ M_{21} & M_{22} & 0 \\ M_{31} & 0 & M_{33} \end{bmatrix},$$

each set $\mathcal{T}_i$ has only one element. The directed rooted trees and their weights are shown in Fig. 3.1. So the invariant distribution is

$$\pi = \left( \frac{M_{21}M_{31}}{\Sigma}, \frac{M_{12}M_{31}}{\Sigma}, \frac{M_{21}M_{13}}{\Sigma} \right)$$

(3.18)

where $\Sigma = M_{21}M_{31} + M_{12}M_{31} + M_{21}M_{13}$.

The connection between two proofs is the matrix-tree theorem and is discussed in Appendix C. From the proof, it gives the insight for the following proposition to connect the RDS picture.
We call the attractor of the deterministic map $\alpha$, $A(\alpha)$, is single if the attractor is either exactly one fixed point or one limit cycle. The size of the single attractor $\|A(\alpha)\|$ is the period of the limit cycle or just one for the fixed point. If the attractor is not single, denote $A(\alpha) = \emptyset$ and the size of it is 0.

Let $G_i$ be the set of directed graphs that has exactly one limit cycle and $i$ is contained in that cycle. Unlike the set of directed rooted trees $T_i$, for any $G \in G_i$, $e(G)$ is exactly the probability of the corresponding deterministic map under maximum entropy RDS. So the set of directed graph corresponds to the deterministic maps with single attractor is $\cup_i\{G_i, T_i\}$. For convenience, denote $A(G)$ as the single attractor of this corresponding deterministic map for $G \in \cup_i\{G_i, T_i\}$.

**Proposition 3.3.** The normalization factor $\Sigma$ is equal to the expected size of the single attractor of the deterministic map under maximum entropy RDS, i.e,

$$\sum_{i=1}^{n} e(T_i) = \mathbb{E}^Q(\|A(\alpha)\|) \quad (3.19)$$

**Proof.** From appendix $C$, I know $\sum_{j=1, j \neq i}^{n} M_{ij} e(T_i) = e(G_i)$. So

$$\sum_{i=1}^{n} e(T_i) = \sum_{i=1}^{n} \sum_{j=1}^{n} M_{ij} e(T_i) = \sum_{i=1}^{n} \left( e(G_i) + M_{ii} e(T_i) \right)$$

$\sum_{i=1}^{n} M_{ii} e(T_i)$ is the probability of the deterministic maps whose attractor is exactly one fixed point. It can be rewritten as $\sum_{T \in \cup_i T_i} M_{A(T)} A(T) e(T)$. Here $A(T)$ is the root state. For any $G \in G_i$, $e(G)$ is counted $\|A(G)\|$ times in $\sum_{i=1}^{n} e(G_i)$. So it can rewritten as $\sum_{i=1}^{n} e(G_i) = \sum_{G \in \cup_i G_i} \|A(G)\| e(G)$ and can be interpreted as the expected size of the single limit cycle. In total, it is the expected size of the single attractor of the deterministic map under maximum entropy RDS.

The MC will generate an infinite sequence of cycles almost surely. The set of cycles $C$ contains all possible directed cycles along almost all sample paths of $X_t$ and the weight $w_c$ is
Table 3.1: The derived chain $\eta_t$ and the cycles formed for this sample trajectory $X_t$.

<table>
<thead>
<tr>
<th>$t$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_t(\omega)$</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$\eta_t(\omega)$</td>
<td>[2]</td>
<td>[2,1]</td>
<td>[2,1,3]</td>
<td>[2,1]</td>
<td>[2,1,3]</td>
<td>[2,1]</td>
<td>[2,1]</td>
<td>[2]</td>
<td>[2]</td>
</tr>
<tr>
<td>cycles</td>
<td>(1,3)</td>
<td>(3,1)</td>
<td>(1)</td>
<td>(1,2)</td>
<td>(2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the mean occurrences of the directed cycle $c$ for almost all sample paths. The main reason to introduce this graphic method is it can be extended to find the cycle weight $w_c$. Here I present the method, the basic idea of the proof and the insight in RDS picture.

Start with the sample sequence $\omega$, decompose cycles along the sequence by discarding the cycles formed at step $t$ and keep the track of the remaining states in the sequence. The remaining sequence is called derived chain $\eta_t(\omega)$ and $w_{c,t}(\omega)$ is the number of occurrences of the cycle $c$ up to step $t$. The cycle weight $w_c(\omega)$ is defined as average rate of occurrence $w_c(\omega) = \lim_{t \to +\infty} \frac{w_{c,t}(\omega)}{t}$. The weight also enjoys the ergodicity, i.e. the limit converges almost surely to a constant $w_c$. The precise definition is given in [51]. Here is one example to illustrate the idea. If I give the trajectory $\omega = (2,1,3,1,1,3,1,2,\ldots)$ of $X_t(\omega)$, where the transition matrix is

$$M = \begin{bmatrix}
M_{11} & M_{12} & M_{13} \\
M_{21} & M_{22} & M_{23} \\
M_{31} & M_{32} & M_{33}
\end{bmatrix}.$$  

The derived chain dynamics and cycles are counted as in Table 3.1.

Note the self-loop $2 \to 2$ here is regarded as a degenerated cycle. Without loss of generality, I include such self-loops to $C$. Cycles are recorded by the ordered sequence $c = (i_1, \ldots, i_t)$ with $i_s$ are distinct for $1 \leq s \leq t$. The reverse of the cycle $(i_1, \ldots, i_t)$ is defined as $c_- = (i_t, \ldots, i_1)$. So $(1,3)$ and its reverse $(3,1)$ are the same cycle, but $(2,1,3)$ and its reverse $(3,1,2)$ are different. These cycles are the single attractors of deterministic
maps, $\mathcal{C} = \mathcal{A}(\cup_i \{G_i, T_i\})$.

In fact, the dynamic of the derived chain itself also deserves a look. $\eta_t$ follows another MC with state space as all possible distinct ordered sequences. From the example, one can see that the first element in the derived chain state is always the initial state. Here the MC for the derived chain has 15 states. The transition matrix $\tilde{M}$ is reducible with 3 classes based on the initial state. For the class starting with state 2, the set of all possible states are $\mathcal{S}_2 = \{[2], [2, 1], [2, 3], [2, 1, 3], [2, 3, 1]\}$. The submatrix of $\tilde{M}$ on $\mathcal{S}_2$ is

$$
\tilde{M}^{[2]} = \begin{pmatrix}
2 & M_{22} & M_{21} & M_{23} & M_{23, 1} \\
[2, 1] & M_{12} & M_{11} & M_{13} & M_{13, 1} \\
[2, 3] & M_{32} & M_{33} & M_{33, 1} & M_{33, 1} \\
[2, 1, 3] & M_{32} & M_{31} & M_{33} & M_{33, 1} \\
[2, 3, 1] & M_{12} & M_{13} & M_{11} & M_{11, 1}
\end{pmatrix}
$$

(3.20)

The directed graph corresponds to $\tilde{M}^{[2]}$ is shown in Fig. 3.2. There is another example of derived chain dynamics in Fig. 3.3. The transition matrix of the MC is

$$
M = \begin{pmatrix}
0 & M_{12} & 0 & M_{14} \\
M_{21} & 0 & M_{23} & M_{24} \\
0 & M_{32} & 0 & M_{34} \\
M_{41} & M_{42} & M_{43} & 0
\end{pmatrix}
$$

(3.21)

Here are the properties of the derived chain dynamics on the connectivity and cycle formation. Reader can refer Fig. 3.2 and Fig. 3.3 for more intuitive ideas. Denote the size of the derived chain state $[i_1, \ldots, i_t]$ as $t$. Then the largest possible size of the derived chain state is $n$.

First, the number of states in derived chain is much more than the original MC and not every state is connected in derived chain dynamics even when the original MC is completely connected. The derived chain state with size of $t$ can only go to the state with size of $s \leq \min(t + 1, n)$. There is no connection between states with the same size except with
itself. Each state with the last element \(i_t\) implies there is a path in the original MC from \(i_1\) to \(i_t\) without forming a cycle. So the number of such paths is the same as number of states with the last element \(i_t\). Furthermore, Each states with size \(n\) gives a Hamiltonian path in the original MC from \(i_1\) which is the path from \(i_1\) visits each state exactly once. Since the last element of the derived chain state is the current state in the original MC, the weight of each edge \([i_1, \ldots, i_t][i_1, \ldots, i_s]\) if exists, is the transition probability \(M_{i_ti_s}\). Therefore the invariant distribution for the derived chain state \(\Pi^i([i_1, \ldots, i_t])\) satisfies the following equation,

\[
\Pi^i([i_1, \ldots, i_t]) = \Pi^i([i_1, \ldots, i_{t-1}])M_{i_{t-1}i_t} + \Pi^i([i_1, \ldots, i_t])M_{i_ti_s} \sum_{j_1, \ldots, j_r} \Pi^i([i_1, \ldots, i_t, j_1, \ldots, j_r])M_{j_1i_t} \tag{3.22}
\]

Second, in the original MC the current state cannot tell which cycle could be possibly formed at next step, but the derived chain state can. The derived chain has the past history on the path from \(i_1\) to the current state of the original MC after removing cycles. Each time the derived chain state \([i_1, \ldots, i_t]\) goes to the state with the same or less size \([i_1, \ldots, i_s]\), \(s \leq t\), a cycle \((i_s, i_{s+1}, \ldots, i_t)\) in the original MC sequence is formed. In particular, any cycle contained with \(i_1\), i.e, \((i_1, \ldots, i_t)\), can only be formed by the derived chain state \([i_1, i_2, \ldots, i_t]\) going to \([i_1]\).

From these properties, one can pick the suitable class to calculate the weight of cycles. In particular, for the cycle \(c = (i_1, i_2, \ldots, i_t)\), it is much convenient to use the class \([\mathcal{S}]_{i_1}\), i.e, the initial state of the original MC is \(i_1\). Hence the average rate of the occurrence for this cycle is same as the average frequency of the pair \([i_1, \ldots, i_t][i_1]\) in the derived chain dynamics. Since the average frequency of state \([i_1, \ldots, i_t]\) goes to \(\Pi^i([i_1, i_2, \ldots, i_t])\), the average frequency of the pair \([i_1, \ldots, i_t][i_1]\) is \(w_c = \Pi^i([i_1, i_2, \ldots, i_t]) \cdot M_{i_1i_t}\).

**Proposition 3.4.** The directed graph \(G_2\) corresponds to the derived chain on \([\mathcal{S}]_{i_1}\), is homomorphomorphic to the directed graph \(G_1\) to the MC on \(\mathcal{S}\).

**Proof.** Consider the function from \([\mathcal{S}]_{i_1}\) to \(\mathcal{S}\), \(f([i_1, \ldots, i_t]) = i_t\). For any edge \([i_1, \ldots, i_t][i_1, \ldots, i_s] \in E(G_2)\), the weight of the edge is \(M_{i_ti_s}\) and it means there is an edge from \(i_t\) to \(i_s\) in \(G_1\). So \(f([i_1, \ldots, i_t])f([i_1, \ldots, i_s]) \in E(G_1)\). 
\[\square\]
Figure 3.2: A 3-state completely connected MC. The transition matrix of derived chain dynamics is in (3.20).

Figure 3.3: A 4-state MC with initial state 1.

The Fig. 3.2 and Fig. 3.3 demonstrate the homomorphism of the directed graph $G_2$ (left) to $G_1$ (right). The homomorphism $f$ induces the equivalent class on $[\mathcal{S}]_{i_t}$ by using the pre-image $f^{-1}(i_t)$ for any $i_t \in \mathcal{S}$. These equivalent classes are colored in the same color in these two examples. In fact, the invariant measures on both dynamics are also connected by the pre-image of the homomorphism as shown in the following theorem.

A directed rooted tree is denoted as $T_{[i_1, \ldots, i_t]}$ if it has root $i_t$ and has edges $i_1i_2, \ldots, i_{t-1}i_t$. By convention, if $t = 1$, $T_{[i_1]} = T_{i_1}$. And $\mathcal{T}_{[i_1, \ldots, i_t]}$ is the set of all such directed rooted trees $T_{[i_1, \ldots, i_t]}$. 
Theorem 3.7. The invariant distribution for the derived chain dynamics is given by

\[ \Pi^i([i_1, \ldots, i_t]) = \frac{e(T_{[i_1, \ldots, i_t]})}{\Sigma}, \quad [i_1, \ldots, i_t] \in [\mathcal{S}]_{i_t}. \tag{3.23} \]

where the normalization factor is \( \Sigma = \sum_{i=1}^{n} e(T_i) \). Moreover, \( \Pi^i(f^{-1}(i_t)) = \pi(i_t) \).

Proof. The first part is to show \( \Pi^i([i_1, \ldots, i_t]) \propto e(T_{[i_1, \ldots, i_t]}) \). The technique is similar with the proof of Theorem 3.6. Based on Eq. (3.22), it is equivalent with solving the following equation,

\[ \sum_{i_s=1}^{i_{t-1}} \Pi^i([i_1, \ldots, i_t])M_{i_t i_s} = \Pi^i([i_1, \ldots, i_{t-1}])M_{i_{t-1} i_t} + \sum_{j_1, \ldots, j_r} \Pi^i([i_1, \ldots, i_t, j_1, \ldots, j_r])M_{j_t i_t} \tag{3.25} \]

Let \( G_{[i_1, \ldots, i_t]} \) be the set of directed graphs that have exactly one limit cycle with \( i_t \) contained and the graphs have edges \( i_1 i_2, \ldots, i_{t-1} i_t \). It has the following six steps.

1. \( T_{[i_1, \ldots, i_t]} + i_t i_s \subset G_{[i_1, \ldots, i_t]} \) If a directed rooted tree \( T \in T_{[i_1, \ldots, i_t]} \), adding an edge \( i_t i_s \) will create an element \( G \in G_{[i_1, \ldots, i_t]} \), where \( i_s = i_1, \ldots, i_{t-1} \).

2. \( G_{[i_1, \ldots, i_t]} - i_t i_s \subset T_{[i_1, \ldots, i_t]} \) If a directed graph \( G \in G_{[i_1, \ldots, i_t]} \), deleting the edge \( i_t i_s \) will create an element \( T \in T_{[i_1, \ldots, i_t]} \), where \( i_s = i_1, \ldots, i_{t-1} \).

3. \( T_{[i_1, \ldots, i_{t-1}]} + i_{t-1} i_t \subset G_{[i_1, \ldots, i_t]} \) If a directed rooted tree \( T \in T_{[i_1, \ldots, i_{t-1}]} \), adding an edge \( i_{t-1} i_t \) will create an element \( G \in G_{[i_1, \ldots, i_t]} \) because \( i_t \) has a path to \( i_{t-1} \) in the tree and now with the edge \( i_{t-1} i_t \), it must have a limit cycle with \( i_t \) contained.

4. \( T_{[i_1, \ldots, i_t, j_1, \ldots, j_r]} + j_t i_t \subset G_{[i_1, \ldots, i_t]} \) If a directed rooted tree \( T \in T_{[i_1, \ldots, i_t, j_1, \ldots, j_r]} \), adding an edge \( j_t i_t \) will create a limit cycle \( (i_t, j_1, \ldots, j_r) \), which is an element in \( G_{[i_1, \ldots, i_t]} \).
5. \( G_{[i_1, \ldots, i_t]} - j_r i_t \subset \mathcal{T}_{[i_1, \ldots, i_t, j_1, \ldots, j_r]}, j_r \neq i_{t-1} \) If a directed graph \( G \in G_{[i_1, \ldots, i_t]} \) has the limit cycle \((i_t, j_1, \ldots, j_r), r \geq 1\), where \( j_1, \ldots, j_r \) have no common elements with \( i_1, \ldots, i_{t-1} \), deleting the edge \( j_r i_t \) will create an element \( T \in \mathcal{T}_{[i_1, \ldots, i_t, j_1, \ldots, j_r]} \) since the root is \( j_r \) and apart from the path from \( i_1 \) to \( i_t \), there is another path from \( i_t \) to \( j_r \): \( i_t j_1, \ldots, j_{r-1} j_r \).

6. \( G_{[i_1, \ldots, i_t]} - i_{t-1} i_t \subset \mathcal{T}_{[i_1, \ldots, i_{t-1}]} \) If a directed graph \( G \in G_{[i_1, \ldots, i_t]} \) has the limit cycle \((i_s, \ldots, i_t, j_1, \ldots, j_r), r \geq 1\), where \( 1 \leq s < t \) and where \( j_1, \ldots, j_r \) have no common elements with \( i_1, \ldots, i_s \), deleting the edge \( i_{t-1} i_t \) will create an element \( T \in \mathcal{T}_{[i_1, \ldots, i_{t-1}]} \) because the root is \( i_{t-1} \).

From 1 and 2, the RHS of Eq. (3.25) is

\[
\text{RHS} = \sum_{i_s = i_1}^{i_{t-1}} e(\mathcal{T}_{[i_1, \ldots, i_t]})M_{i_s} = e(G_{[i_1, \ldots, i_t]}).
\]

From 3-6, the LHS of Eq. (3.25) is

\[
\text{LHS} = e(\mathcal{T}_{[i_1, \ldots, i_{t-1}]})M_{i_{t-1}i_t} + \sum_{j_1, \ldots, j_r} e(\mathcal{T}_{[i_1, \ldots, i_t, j_1, \ldots, j_r]})M_{j_r i_t} = e(G_{[i_1, \ldots, i_t]}).
\]

Now I have proved \( \Pi^1([i_1, \ldots, i_t]) \propto e(\mathcal{T}_{[i_1, \ldots, i_t]}) \).

The second part is to prove the normalization factor is \( \Sigma = \sum_{i=1}^{n} e(\mathcal{T}_i) = e(\cup_i \mathcal{T}_i) \), which is the same as the normalization factor in calculating the invariant distribution of the original MC. By the definition, \( \Sigma = \sum_{[i_1, \ldots, i_t] \in [S]_1} e(\mathcal{T}_{[i_1, \ldots, i_t]}) = e(\cup_{i_2, \ldots, i_{t-1}} \mathcal{T}_{[i_1, i_2, \ldots, i_{t-1}, i_t]}). \) If a directed rooted tree with root \( i_t \), \( T \in \mathcal{T}_{i_t} \), there exists a path from \( i_1 \) to \( i_t \). If \( t = 1 \), the path degenerates to a point. So \( T \in \cup_{i_2, \ldots, i_{t-1}} \mathcal{T}_{[i_1, i_2, \ldots, i_{t-1}, i_t]} \). If a directed rooted tree \( T \in \cup_{i_2, \ldots, i_{t-1}} \mathcal{T}_{[i_1, i_2, \ldots, i_{t-1}, i_t]} \), then \( T \) has root \( i_t \) and \( T \in \mathcal{T}_{i_t} \). So I have

\[
e(\cup_{i_2, \ldots, i_{t-1}} \mathcal{T}_{[i_1, i_2, \ldots, i_{t-1}, i_t]})) = e(\mathcal{T}_{i_t}). \quad (3.26)
\]

That implies the weights of the union of set on \( i_t \) are the same, i.e, \( e(\cup_i \mathcal{T}_{i_t}) = e(\cup_{i_2, \ldots, i_{t-1}} \mathcal{T}_{[i_1, \ldots, i_t]}). \) This proves the normalization factor is \( \Sigma = \sum_{i=1}^{n} e(\mathcal{T}_i) \) and the invariant distribution \( \Pi^1([i_1, \ldots, i_t]) \) is given by Eq. (3.23).
Moreover, if divide $\Sigma$ on both hand-side of Eq. (3.26), it gives the following relationship on both invariant distributions by using the pre-image of the homomorphism, $\Pi^i(f^{-1}(i_t)) = \pi(i_t)$.

By using Theorem 3.7, I built a bridge between the cycle coordinates $(C, w_c)$ and the maximum entropy RDS of the MC.

**Corollary 3.3.** The mean number of occurrences of the cycle $c$ per step, $w_c$ is

$$w_c = \frac{Q(\alpha : \mathcal{A}(\alpha) = c)}{\mathbb{E}^Q(\|\mathcal{A}(\alpha)\|)}$$

(3.27)

where $Q(\alpha : \mathcal{A}(\alpha) = c)$ is the probability of the deterministic map with single attractor $c$ under maximum entropy RDS.

**Proof.** From the previous discussion, if $c = (i_1, \ldots, i_t)$, $w_c = \frac{e^{\langle T_{i_1, \ldots, i_t} \rangle} M_{i_t i_1}}{\Sigma}$. The numerator $e^{\langle T_{i_1, \ldots, i_t} \rangle} M_{i_t i_1}$ is equal to the weight of the set of directed graph with the only one limit cycle $(i_1, \ldots, i_t)$ and it can also be interpreted as the probability of the deterministic map with single attractor $c$, i.e, $Q(\alpha : \mathcal{A}(\alpha) = c)$. The denominator $\Sigma = \mathbb{E}^Q(\|\mathcal{A}(\alpha)\|)$ is proven in Proposition 3.3.

Instead of dividing the step size $t$ in finding the cycle weight $w_c$, divide the total number of cycles formed and I will have the following ergodic theorem. Though the proof is straightforward and elementary, the result in fact is very interesting.

**Corollary 3.4.** The frequency of the cycle $c$ along the sample sequence almost surely converges to the probability of the deterministic map with the attractor $c$ given the attractor of the map is single,

$$\lim_{t \to +\infty} \frac{w_{c,t}(\omega)}{\sum_{c \in C} w_{c,t}(\omega)} = p_c, \text{ almost surely}$$

(3.28)

where $p_c = Q(\alpha : \mathcal{A}(\alpha) = c \mid \mathcal{A}(\alpha) \text{ is single})$. 
Proof. We know \( \lim_{t \to +\infty} \frac{w_{c,t}(\omega)}{t} = w_c \) almost surely. After using Eq. (3.27) I have

\[
\lim_{t \to +\infty} \frac{w_{c,t}(\omega)/t}{\sum_{c \in \mathcal{C}} w_{c,t}(\omega)/t} = \frac{w_c}{\sum_{c \in \mathcal{C}} w_c} = \frac{Q(\alpha : \mathcal{A}(\alpha) = c)}{\sum_{c \in \mathcal{C}} Q(\alpha : \mathcal{A}(\alpha) = c)}.
\]

So \( \sum_{c \in \mathcal{C}} w_c \) is the mean number of occurrences of any possible cycle per step. Then the reciprocal of this quantity, denoted \( \lambda = \frac{1}{\sum_{c \in \mathcal{C}} w_c} \), will be the mean steps to generate a cycle and is the “time unit” of forming the cycle.

Corollary 3.5.

\[
\lim_{t \to +\infty} \frac{\sum_{c \in \mathcal{C}} w_{c,t}(\omega)\|c\|}{\sum_{c \in \mathcal{C}} w_{c,t}(\omega)} = \lambda \text{ almost surely.} \tag{3.29}
\]

Proof. We know \( \sum_{c \in \mathcal{C}} w_c \|c\| = 1. \)

\[
\lim_{t \to +\infty} \frac{\sum_{c \in \mathcal{C}} w_{c,t}(\omega)\|c\|/t}{\sum_{c \in \mathcal{C}} w_{c,t}(\omega)/t} = \frac{\sum_{c \in \mathcal{C}} w_c \|c\|}{\sum_{c \in \mathcal{C}} w_c} = \frac{1}{\sum_{c \in \mathcal{C}} w_c}.
\]

For each sample sequence \( X_t(\omega) \), it induces a sequence of cycles and \( w_{c,t}(\omega) \) counts the number of cycles \( c \) occurred up to \( t \). Instead of studying \( X_t(\omega) \), I try to study the dynamics of cycles. Unfortunately, the dynamics of cycle is not Markovian and seemingly complicated, but it is still ergodic with invariant distribution \( \mathbf{p}_c \). The cycle weight \( w_c \) can be express by \( w_c = \mathbf{p}_c / \lambda \).

With the expression of the cycle weight \( w_c \), now I can connect the cycle coordinates with the edge coordinates \( M_{ij} \) and invariant distribution \( \mathbf{\pi} \).

Corollary 3.6.

\[
\sum_{c \in \mathcal{C}} w_c J_c(i) = \mathbf{\pi}_i, \quad \sum_{c \in \mathcal{C}} w_c J_c(i, j) = \mathbf{\pi}_i M_{ij} \tag{3.30}
\]

where \( J_c(i) = \begin{cases} 
1 & \text{if } i \in c \\
0 & \text{Otherwise}
\end{cases} \)

\[ J_c(i, j) = \begin{cases} 
1 & \text{if } ij \text{ is an edge of } c \\
0 & \text{Otherwise}
\end{cases} \]
Proof. The RHS of the first equality is
\[
\sum_{c \in C} w_c J_c(i) = \lim_{t \to +\infty} \frac{\sum_{c \in C} w_{c,t} J_c(i)}{t}
\]
The numerator is the number of occurrences of the state \(i\) up to \(t\) without counting the derived chain. But the maximum length of the derived chain is \(n\).
\[
\frac{\#\text{state } i - n}{t} \leq \frac{\sum_{c \in C} w_{c,t} J_c(i)}{t} \leq \frac{\#\text{state } i}{t}.
\]
Taking the limit \(t \to +\infty\), it gives \(\sum_{c \in C} w_c J_c(i) = \pi_i\).

Since \(ij\) is an edge of \(c\), I can write it out RHS of the second equality explicitly,
\[
\sum_{c \in C} w_c J_c(i,j) = \sum_{i_1, \ldots, i_t} \frac{e(T_{i_1, \ldots, i_t})}{\Sigma} M_{ij} = \pi_i M_{ij}
\]
From Eq. (3.26), \(\sum_{i_1, \ldots, i_t} \frac{e(T_{i_1, \ldots, i_t})}{\Sigma} = \frac{e(T_i)}{\Sigma} = \pi_i\) \(\Box\)

**Theorem 3.8.** The entropy production rate \(e_p\) is represented by the cycle coordinates \((C, w_c)\) and furthermore, by the invariant distribution of cycle dynamics \(p_c\) and \(\lambda\)
\[
e_p = \sum_{c \in C} w_c \log \frac{w_c}{w_{c-}}, \quad e_p = \frac{H(p_c, p_{c-})}{\lambda}
\] (3.31)

Proof. Use the second equality of Eq. (3.30) in the expression of entropy production rate in (3.13), assume the cycle \(c = (i_1, \ldots, i_t)\). Due to the Eq. (3.24), I have \(w_c = M_{i_1 i_2} \cdots M_{i_t i_1} \frac{e(T_{i_1, \ldots, i_t})}{\Sigma}\)
and \(w_{c-} = M_{i_1 i_t} \cdots M_{i_2 i_1} \frac{e(T_{i_1, \ldots, i_t})}{\Sigma}\).

\[
e_p = \sum_{i,j} \left( \sum_{c \in C} w_c J_c(i,j) \right) \log \frac{M_{ij}}{M_{ji}} = \sum_{c \in C} w_c \log \frac{M_{i_1 i_2} \cdots M_{i_t i_1}}{M_{i_1 i_t} \cdots M_{i_2 i_1}} = \sum_{c \in C} w_c \log \frac{w_c}{w_{c-}}.
\]
Use the expression I get in Eq. (3.27)
\[
e_p = \sum_{c \in C} w_c \log \frac{w_c}{w_{c-}} = \sum_{c \in C} \frac{Q(\alpha : A(\alpha) = c)}{E_Q(||A(\alpha)||)} \log \frac{Q(\alpha : A(\alpha) = c)}{Q(\alpha : A(\alpha) = c_-)}
= \sum_{c \in C} Q(\alpha : A(\alpha) = c) \frac{p_c \log p_c}{p_{c-}} = \frac{H(p_c, p_{c-})}{1/(\sum_{c \in C} w_c)}
\] \(\Box\)
From the theorem, entropy production rate $e_p$ is proportional to the relative entropy of the invariant distribution of cycle dynamics with respect to its reverse cycle. The extra constant term $1/\lambda$ is the average number of cycle occurrences per step which bridges from the cycle dynamics back to the original MC.

### 3.3.3 Entropy Production of Doubly Stochastic MC and its invertible RDS

Entropy production characterizes dynamic randomness, which can be divided conceptually as “uncertainties in the past” and “uncertainties in the future”. The former is represented by non-invertible, “many-to-one” maps while the latter is best represented by stochastic, “one-to-many” dynamics. In connection to the entropy production in non-invertible dynamics, Ruelle has introduced the notion of folding entropy $[100]$.

In Sec. 3.3.2, the entropy production is discussed in terms of maximum entropy representation of the MC. Here I establish a relationship between the discrete state, finite RDS with only invertible transformations, invertible RDS, and the entropy production rate of its corresponding MC, which is always doubly stochastic: Both the rows and columns of the MC transition matrix sum to 1. Thus the invariant distribution is uniform, i.e, $\pi_i = 1/n$.

From the Birkhoff-Von Neumann theorem, the set of doubly stochastic matrices is the convex hull of the set of $n \times n$ permutation matrices, and the vertices are precisely permutation matrices $[127]$. In other words, for every doubly stochastic MC, one can assign the probability measure $Q(\alpha)$ on the the set of invertible maps $\Delta$, such that $\sum_{\alpha \in \Delta} Q(\alpha) = 1$ and $Q(\alpha : \alpha(i) = j) = M_{ij}$. It provides an invertible RDS representation for a doubly stochastic MC through an i.i.d. process. Such representation is different from the maximum entropy representation, and it may not be unique. For the invertible RDS, each invertible map $\alpha$ has a well-defined inverse map $\alpha^{-1}$; its matrix representation is the inverse of its permutation matrix, $P_{\alpha^{-1}} = P_{\alpha}^{-1}$. So the cycle of the inverse map is reversed compared with the original map.

With this set up, one can introduce a time-reversal dual probability measure on the set of permutation matrices $\Delta$, $Q^{-}(\alpha) = Q(\alpha^{-1})$. The probabilities of the invertible map and its
inverse are flipped. \( Q^- \) define a dual RDS through an i.i.d. process, and its corresponding MC is exactly the time-reversed process with transition matrix \( M_{ij}^- = M_{ji} \).

**Theorem 3.9.** The entropy production rate of a doubly stochastic MC has an upper bound in terms of the relative entropy of measure \( Q \) with respect to \( Q^- \).

\[
e_p \leq H(Q, Q^-).
\]

The equality holds if and only if \( Q = Q^- \).

**Proof.** The entropy production rate \( e_p = \frac{1}{n} \sum_{ij} M_{ij} \log \frac{M_{ij}}{M_{ji}} \). Based on the log-sum inequality, which states that for two sets of non-negative numbers \( (a_1, \ldots, a_n) \) and \( (b_1, \ldots, b_n) \),

\[
\sum_{i=1}^n a_i \log \frac{a_i}{b_i} \geq \left( \sum_{i=1}^n a_i \right) \log \left( \frac{\sum_{i=1}^n a_i}{\sum_{i=1}^n b_i} \right)
\]

The equality holds if and only if \( a_i = b_i \).

\[
e_p = \frac{1}{n} \sum_{ij} \left( \sum_{\alpha: \alpha(i) = j} Q(\alpha) \right) \log \frac{\sum_{\alpha: \alpha(i) = j} Q(\alpha)}{\sum_{\alpha: \alpha(j) = i} Q(\alpha)}
\]

\[
= \frac{1}{n} \sum_{ij} \left( \sum_{\alpha: \alpha(i) = j} Q(\alpha) \right) \log \frac{\sum_{\alpha: \alpha(i) = j} Q(\alpha)}{\sum_{\alpha: \alpha(i) = j} Q^-(\alpha)}
\]

\[
\leq \frac{1}{n} \sum_{ij} \sum_{\alpha: \alpha(i) = j} \left( Q(\alpha) \log \frac{Q(\alpha)}{Q^-(\alpha)} \right)
\]

\[
= \sum_{\alpha} Q(\alpha) \log \frac{Q(\alpha)}{Q^-(\alpha)}. \tag{3.33}
\]

The last equality (3.33) is because the term \( Q(\alpha) \log \frac{Q(\alpha)}{Q^-(\alpha)} \) sums up exactly \( n \) times for each \( \alpha \) which is the number of edges. The equality holds if and only if \( Q(\alpha) = Q^-(\alpha) \).

The condition that the equality holds is the sufficient condition of the doubly stochastic MC being detailed balance, i.e, \( M^- = M \).

Theorem 3.9 should be compared and contrasted with an earlier result from Kifer and Ye et al. \[60, 127\]: \( h_{RDS} \geq h_{MC} \), i.e, the metric entropy of MC in (3.7) is upper bounded by the metric entropy of RDS, \( h_{RDS} = -\sum_{\alpha} Q(\alpha) \ln Q(\alpha) \). \( h_{RDS} \) exists unique finite upper bound which is maximum entropy RDS, but \( H(Q, Q^-) \) here could be \( +\infty \).
Chapter 4
SYNCHRONIZATION

Each realization of an RDS is a non-autonomous dynamical systems \[4\]. Synchronization is a well-developed concept in the theory of non-autonomous ODEs \[71,73\]. Through studying synchronization in an RDS, one appreciates the fact that RDS formulation is a more refined model of stochastic dynamics than an MC. The same phenomenon has also been terms as random sink \[10,73\] in neuron dynamics applications. It has a deep relation to the concept of coupling in the theory of MC \[72,113\].

4.1 Synchronization in Finite i.i.d. RDS

In finite i.i.d RDS defined in Sec. \[2.4\], if we apply the sequence of deterministic transformations on multiple initial conditions simultaneously, then it induces multiple sequences of states. These sequences are not independent; actually once they collide at some instance, they will be together forever. This phenomenon is called synchronization. In fact, it is easy to see that if any pair of sequences synchronize in the finite step almost surely, any multiple sequences will synchronize to one single sequence almost surely. So we can reduce this to the study of two-point motion \[10\].

We shall first give a mathematical definition for synchronization: remind $\varphi(1, \omega) = \alpha_0$ for $\omega = (\ldots, \alpha_{-1}, \alpha_0, \alpha_1, \ldots)$ and the map $\varphi(t, \omega) = \alpha_{t-1} \circ \alpha_{t-2} \ldots \alpha_1 \circ \alpha_0$.

**Definition 4.1.** The finite i.i.d. RDS on the state space $\mathcal{S}$ over the metric dynamical system $(\Omega, \mathcal{F}, \mathbb{P}, \theta)$ synchronizes if for any two different initial states $i_0$ and $j_0$ in $\mathcal{S}$, i.e., $i_0 \neq j_0$,

$$
\lim_{t \to +\infty} \Pr \left\{ \omega : \varphi(t, \omega)i_0 = \varphi(t, \omega)j_0, t \in \mathbb{N} \right\} = 1
$$

(4.1)
There are always some sequences that they will never synchronize but we claim the probability of these sequences is 0. So they are insignificant.

We note, however, that not every RDS will possess such property. Given a Markov chain with the transition probability matrix $M$, we would like to have a survey on the synchronization of its RDS representations. We are particularly interested in the maximum metric entropy representation, i.e., $Q(\alpha_{i_1,i_2,\ldots,i_n}) = M_{i_1}M_{2i_2}\ldots M_{ni_n}$.

In studying synchronization, one needs simultaneous construction of two infinite sequences by applying the sequence $\omega$ on the two initial states as a pair $(x_0, y_0)$, so the product space will be $\Omega' \otimes \Omega'$ and the shift map can be induced from $\theta$ in the RDS. It describes a two-point motion.

In terms of this RDS, it becomes a new Markov chain $(X,Y)$ whose state space is $\mathcal{S} \times \mathcal{S}$. Its transition probability matrix $W$ is defined as

$$ W_{(s,j)\rightarrow (k,\ell)} = \begin{cases} 
\sum_{i_s=k, i_j=\ell} \alpha_{i_1,i_2,\ldots,i_n} & \text{when } s \neq j, \\
M_{sk} & \text{when } s = j \text{ and } k = \ell, \\
0 & \text{otherwise.}
\end{cases} \quad (4.2) $$

$W$ is an $n^2 \times n^2$ stochastic matrix. Each component of this new Markov chain is the one-point motion in the RDS, namely the original Markov chain, since summing out the probability of the other component will degenerate the transition probability $W$ into the original transition probability matrix $M$.

The synchronization of the RDS means that only the states $\{(1,1), (2,2), \ldots, (n,n)\}$ are possibly recurrent, while all other states are transient. Moreover, the transition probability among these recurrent states are exactly the same as the original transition probability because the two-point motion collapses down to a copy of the one-point motion. In the
maximum entropy RDS, the previous expression can be further simplified as

$$W_{(s,j) \rightarrow (k,\ell)} = \begin{cases} M_{sk}M_{j\ell} & \text{when } s \neq j, \\ M_{sk} & \text{when } s = j \text{ and } k = \ell, \\ 0 & \text{otherwise.} \end{cases}$$  \hfill (4.3)$$

In probability theory, Eq. 4.3 is the transition probability of a Markov chain, as the most basic example of coupling of two Markov chains, first used by Wolfgang Doeblin. This Markov chain \((X,Y)\) behaves as follows: if \(X_n \neq Y_n\), then the two components make independent movements according to the transition matrix \(M\) at each step; if \(X_n = Y_n\), they make the same movements. Thus, \(\{(1,1),(2,2),\ldots,(n,n)\}\) is absorbing.

Actually, in terms of Eq. 4.4 below, it is very clear why Doeblin’s coupling is different from two independent Markov chains: The transition probability matrix \(W’\) for the two-point motion of two independent Markov chains is

$$W’_{(s,j) \rightarrow (k,\ell)} = M_{sk}M_{j\ell}. \hfill (4.4)$$

\(W\) is the same as \(W’\) except at these \(n\) rows of \((1,1),(2,2),\ldots,(n,n)\).

With the introduction of \(W\), we can find the precise condition under which an RDS synchronizes. We have the following theorem.

**Theorem 4.1.** For a Markov chain, its corresponding RDS with the maximum-metric-entropy representation synchronizes if and only if this MC has unique absorbing communicating class, and the MC restricted on this communicating class is aperiodic.

**Remark 1.** From this theorem, it is easy to see that if a Markov chain is irreducible and aperiodic, then the maximum entropy RDS synchronizes.

**Proof.** \(\Rightarrow:\) Remember that once a trajectory falls into an absorbing communicating class, it will never get out again. If the Markov chain has at least two absorbing communicating classes, then states from these two classes will never synchronize.
If the MC restricted on an absorbing communicating class is $k$-periodic, then this communicating class can be divided into $k$ subclasses. Each time the MC jumps from one subclass to the next. States from different subclasses will never synchronize.

⇐: Denote the absorbing communicating class by $\mathcal{C}$. Since the absorbing communicating class is unique, there exists a positive integer $n_1$ such that for any state $i \in \mathcal{S} \setminus \mathcal{C}$, there exists a state $j \in \mathcal{C}$ to make $p^{n_1}(i, j) > 0$. Since the Markov chain restricted on $\mathcal{C}$ is irreducible and aperiodic, there exists a positive integer $n_2$ such that for any two states $i, j \in \mathcal{C}$, $p^{n_2}(i, j) > 0$. Set $n = n_1 + n_2$, then for any two states $i \in \mathcal{S}, j \in \mathcal{C}$, $p^n(i, j) > 0$.

Now for any two initial states $i_0, j_0 \in \mathcal{S}$, we can find admissible sequences to reach any state $k_0 \in \mathcal{C}$ after $n$th step:

\[ i_0, i_1, i_2, \ldots, i_{n-1}, i_n = k_0 \quad \text{and} \quad j_0, j_1, j_2, \ldots, j_{n-1}, j_n = k_0. \]

If this two sequence collide before the step $n$, i.e., $m = \min\{k : i_k = j_k\} < n$, we truncate the sequence up to $m$ steps. Now there are two admissible sequences which reach the same state at step $m$ in the first time. So in the intermediate states, $i_k \neq j_k$, for $1 \leq k \leq m - 1$. The probabilities of both sequences in MC are strictly positive.

Now we want to calculate the probability for both sequences with initial states $i_0$ and $j_0$, $p(i_0, j_0)$, in the maximum-metric-entropy representation RDS.

\[
p(i_0, j_0) = \Pr\{\omega : \varphi(m, \omega)i_0 = i_k, \varphi(m, \omega)j_0 = j_k, 1 \leq k \leq m\}
\]
\[
= (M_{i_0,i_1}M_{j_0,j_1}(M_{i_1,i_2}M_{j_1,j_2})\ldots(M_{i_{m-1},i_m}M_{j_{m-1},j_m})
\]
\[
= \Pr\{i_0, i_1, i_2, \ldots, i_{m-1}, i_m\} \Pr\{j_0, j_1, j_2, \ldots, j_{m-1}, j_m\}.
\]

This probability is strictly positive. $p(i_0, j_0)$ gives a lower bound of the probability of sequences starting with $i_0$ and $j_0$ synchronize within $n$ steps. For convention, if $i_0 = j_0$, $p(i_0, j_0) = 1$. Among all different pairs of initial states, define $p = \min_{i,j} p(i, j)$, which is the lower bound of the probability for any two initial states to synchronize within $n$ steps. The
probability that any two sequences don’t synchronize within $t$ steps is $P_{\text{non-sync}} = \Pr\{\omega : \varphi(t, \omega)i_0 \neq \varphi(t, \omega)j_0\} \leq (1 - p)$. So the probability for any two sequences do not synchronize within $kt$ steps is $P_{\text{non-sync}}^k < (1 - p)^k$. It implies any two sequences do not synchronize in finite steps has probability 0. Thus, the finite i.i.d RDS synchronizes by definition.

We shall show several examples of synchronization through numerical simulations. We consider a Markov chain with $4 \times 4$ transition matrix, thus $||\Gamma|| = 256$. We will simulate four sample trajectories in the RDS setting and these trajectories start from four different initial conditions and stop once all four collide into one trajectory; count down steps required. We are interested in two questions: first, given a Markov transition matrix, what kind of RDS representation will synchronize and what kind will not?; second, if it synchronizes, what is the probability distribution of the synchronization steps (or coupling time)? A more rigorous definition for the random variable $N_s$, the synchronization steps is

$$N_s(\omega) = \min \left\{ t : \varphi(t, \omega)s_1 = \varphi(t, \omega)s_2 = \varphi(t, \omega)s_3 = \varphi(t, \omega)s_4, t \in \mathbb{N} \right\}$$  (4.5)

where $s_1, s_2, s_3, s_4$ are four different initial conditions.

For the first question, we have shown the sufficient and necessary condition for the maximum-metric-entropy representation. It is possible that an irreducible and aperiodic MC in other RDS representations will not synchronize. A trivial example is an irreducible and aperiodic doubly stochastic Markov matrix that is decomposed into a convex combination of permutation matrices. However, if $\Gamma$ contains non-permutation matrices, it is still possible that RDS will not synchronize.

**Example 4.1.** Consider the $4 \times 4$ Markov transition matrix $M$ which is decomposed into
the following way,

\[
\begin{pmatrix}
0.4 & 0.3 & 0.1 & 0.2 \\
0.3 & 0.4 & 0.2 & 0.1 \\
0.1 & 0.2 & 0.4 & 0.3 \\
0.2 & 0.1 & 0.6 & 0.1
\end{pmatrix}
= 0.3
\begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}
+ 0.1
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}
\]

\[+0.2
\begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}
+ 0.1
\begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix}
+ 0.3
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}
\]

(4.6)

The first four deterministic matrices are permutation matrices and the last one is not. In such RDS representation, it is easy to see that two trajectories starting from state 1 (or state 2) and state 3 (or state 4) will not synchronize into one, even though the Markov transition matrix is irreducible and aperiodic.

For the second question, it is very hard to calculate the distribution of synchronization steps due to deterministic transition matrices being non-commutative. We simulate various examples of Markov transition matrices in maximum metric entropy representation and min-max representation and histogram the frequency of synchronization steps. In Figure 4.1, we give two examples of Markov transition matrices \(M_1\) and \(M_2\). They are

\[M_1 = \begin{pmatrix}
0 & 0.38 & 0.41 & 0.21 \\
0 & 0 & 0 & 1 \\
0.18 & 0.30 & 0.44 & 0.08 \\
0.39 & 0.11 & 0 & 0.5
\end{pmatrix}, \quad M_2 = \begin{pmatrix}
0 & 0 & 0.86 & 0.14 \\
0.14 & 0.51 & 0 & 0.35 \\
0.09 & 0 & 0.38 & 0.53 \\
0 & 0.47 & 0.46 & 0.07
\end{pmatrix}. \quad (4.7)
\]

Both matrices are irreducible and aperiodic so maximum-metric-entropy representation will synchronize. We also verified min-max representations synchronize through finding the absorbing states after constructing the 16 \(\times\) 16 matrixes \(W\) in (4.2). From the Figure 4.1, the maximum-metric-entropy representation synchronizes faster than the min-max representation on average for the first Markov transition matrix; however, the min-max one is faster
Figure 4.1: The top left and bottom left figures are the histograms of the synchronization steps for Markov transition matrices $M_1$ and $M_2$ after 150,000 independent simulations in each representation. The top right and bottom right figures are the logarithm of the frequency scatter plots of the histograms with the linear fits. On average for the second. The tail frequency for both representations shows an exponential decaying, as illustrated by the semi-log linear fits of the tail probability $p(x) \propto a \exp(-bx)$. The slope $b$ is related to the second largest eigenvalue of the transition matrix of the two-point motion, $W$.

This synchronization has found an application in sampling. Here is the short overview of perfect sampling. In Eq. [2.10] we discuss the pullback product may have the limit, however, the push forward doesn’t. Consider $Y_t(\omega)$ starting with the whole state space $\mathcal{S}$, $Y_t(\omega) = \varphi(t, \theta(-t)\omega)\mathcal{S}$, which are $n$ simultaneous sequences starting with state $1, \ldots, n$, $\text{supp}(Y_t(\omega))$ is non-increasing. Once multiple sequences collide at some instance, they will be together forever. For a fixed $\omega$, $\lim_{t \to +\infty} \text{supp}(Y_t(\omega))$ may be smaller than $\mathcal{S}$, even can be a...
singleton (with some assumptions). This means these \( n \) simultaneous sequences synchronize into one sequence. If the support of \( Y_t(\omega) \) as \( t \to +\infty \) is almost surely a singleton, it is equivalent with the RDS synchronization, i.e, for any different initial states \( x_1 \) and \( x_2 \), i.e, \( x_1 \neq x_2 \), \( \lim_{t\to+\infty} \Pr(\omega : \varphi(t,\omega)x_1 = \varphi(t,\omega)x_2) = 1 \). Then the limit \( Y_\infty(\omega) = \lim_{t\to+\infty} Y_t(\omega) \) exists almost surely and is \( \omega \)-dependent. Moreover, \( Y_\infty(\omega) \) follows the invariant distribution \( \pi \) since \( X_t(\omega) \) follows the invariant distribution \( \pi \) as \( t \to +\infty \), but the limit doesn’t exist. This is exactly the idea of the coupling from the past or perfect sampling \([90]\). The algorithm works because \( Y_\infty(\omega) \) can be sampled in finite time. There exists some finite \( t_0(\omega) \) such that \( \varphi(t,\theta(-t)\omega)\mathcal{I} \) is singleton for all \( t \geq t_0(\omega) \) almost surely. Then this singleton is \( Y_\infty(\omega) \) for this given \( \omega \) and exactly has the law of \( \pi \). So this method is also called perfect sampling.

However, not every finite RDS have such properties and one sufficient condition is the RDS is monotone and ergodic \([101]\).

### 4.2 Synchronization in Continuous RDS

Here I give an example on one-dimensional continuous space RDS and illustrate the connection between the synchronization and the Lyapunov exponents.

**Example 4.2.** Let \( f : \mathbb{S}^1 \to \mathbb{S}^1 \) be a smooth map and \( F : \mathbb{R} \to \mathbb{R} \) a lift of \( f \). Here \( F(x) = x + a \sin(2\pi x) \) with \( a > 0 \) and identify \( \mathbb{S}^1 \) with \( \mathbb{R} \setminus \mathbb{Z} \). \( x \) here is identified as the angle of rotation which has the domain \([0, 1)\). We define the family of the map \( f_\phi(x) = F(x + \phi) - \phi \mod 1 \) with \( \phi \in [0, 1) \). It can be considered as the conjugation of the map \( F \) by the rotation \( \phi \), i.e, rotating \( \phi \) angle, applying the map \( F \) and rotating \( -\phi \) angle back. Define the i.i.d RDS \( \varphi(t, \omega) : \mathbb{S}^1 \to \mathbb{S}^1 \) as follows,

\[
\varphi(t, \omega) = f_{\phi_{t-1}} \circ \cdots \circ f_{\phi_0} \tag{4.8}
\]

where \( \omega = (\ldots, \phi_0, \phi_1, \ldots, \phi_{t-1}, \ldots) \) and the probability measure is \( P = \lambda^\mathbb{Z} \) such that these angles are sampled in the i.i.d. manner with the uniform distribution. It is clear that the Lebesgue measure \( \lambda \) on \( \mathbb{S}^1 \) is a stationary distribution for the Markov transition probabilities
associate to RDS $\varphi(t, \omega)$. In fact, as far as $F$ is not the rational rotation, the Lebesgue measure is the only stationary distribution. The Lyapunov exponent is defined as

$$
\lambda(\omega) = \lim_{t \to +\infty} \frac{1}{t} \log \|d \varphi(t, \omega)x_0\|
$$

(4.9)

In fact,

$$
\frac{1}{t} \log \|d \varphi(t, \omega)x_0\| = \frac{1}{t} \log \|f'_{\phi_{t-1}}(x_{t-1})f'_{\phi_{t-2}}(x_{t-2}) \cdots f'_{\phi_0}(x_0)\|
$$

(4.10)

$$
= \frac{1}{t} \sum_{i=0}^{t-1} \log |f'_{\phi_i}(x_i)| = \frac{1}{t} \sum_{i=0}^{t-1} \log |f'(x_i + \phi_i)|
$$

(4.11)

So, by ergodic theorem, the time average is equal to the space average for almost every $\omega$,

$$
\lim_{t \to +\infty} \frac{1}{t} \sum_{i=0}^{t-1} \log |f'_{\phi_i}(x_i)| = \int_0^1 \log(|f'(x)|)dx, \text{ a.s.}
$$

(4.12)

So the Lyapunov exponent $\lambda(\omega)$ is the constant $\int_0^1 \log(|f'(x)|)dx$ almost surely.

Here in this example, $|F'(x)| = |1 + 2a\pi \cos(2\pi x)|$. This deterministic map $F(x)$ has different properties with different $a$ value, as summarized as follows,

1. $0 < a < \frac{1}{2\pi}$, $F'(x) > 0$ so the map $F$ is diffeomorphism. The fixed point $x = 1/2$ is stable since $|F'(x)| < 1$.

2. $\frac{1}{2\pi} < a < \frac{1}{\pi}$, $F'(x)$ could be negative, so the map is an injective map. The fixed point $x = 1/2$ is still stable since $|F'(x)| < 1$.

3. $\frac{1}{\pi} < a < a^*$, the map $F$ has the period doubling property, i.e, the value will oscillations among $2^n$ values.

4. $a^* < a$, the dynamics with most values of $a$ beyond this region will exhibit chaotic behavior. Some of the value will have positive Lyapunov exponents.

In Fig. 4.2, it plots the Lyapunov exponents for this deterministic map with the parameter $a$. 
On the other hand, the Lyapunov exponent \( \lambda = \int_0^1 \log(|F'(x)|)dx \), is negative when \( a < \frac{1}{\pi} \) and is positive when \( a > \frac{1}{\pi} \). So \( a = \frac{1}{\pi} \) is the critical point for the noise-induced synchronization and when the parameter \( a \) is beyond this point, the synchronization phenomenon disappears. Because after a little bit calculus drill, you can show \( \int_0^1 \log|1+2\cos(2\pi x)|dx = 0 \) and \( \int_0^1 \log|1+\cos(2\pi x)|dx = -\log 2 \). Fig. 4.3 shows the Lyapunov exponents for RDS with the parameter \( a \). Although this deterministic map is considered as one sample sequence in RDS, Lyapunov exponent for the deterministic map is not relevant with the one for RDS. Because this sequence is not typical in RDS. In Fig. 4.4, \( a = 0.3 \) is in the synchronization region and \( a = 0.37 \) is not. Even though for both \( a \), the fixed point or the period-2 cycle are in the contracting region which is stable, the weighted expanding region in the right figure is more than the weight contracting region. The left figure is not. The random angle rotation \( \phi \) in RDS will take the state out of the stable region again and again. In fact, since the invariant measure is Lesbegue, each expanding or contracting region will be visited with the equal probability. Therefore, during the competition of expanding and contracting in the RDS, more contracting than expanding will result in noise-induced synchronization. In Fig. 4.5 and Fig. 4.6, we sampled two sample trajectories \( X_1(t) \) and \( X_2(t) \) driven by the same sequence of maps, but starting from different initial points. For \( a = 0.3 \), the distance of these two trajectories decreases asymptotically, while at some steps it may increases. In the end, the contraction in the dynamics dominates the expansion. On the other hand, for \( a = 0.37 \), the expansion in the dynamics dominates the contraction and it shows the non-synchronization behavior.

One may wonder that the connection between the bifurcation point from fixed point to period-2 cycle is also \( a = \frac{1}{\pi} \). In fact, it is purely coincident. I can give another example, such that the attractor is the fixed point but doesn’t have synchronization behavior. In Fig. 4.7, the slopes of this piecewise linear function are \( \frac{13}{5}, -\frac{3}{5} \) and \( \frac{13}{5} \). The Lyapunov exponent of RDS is positive and RDS doesn’t synchronize, however, the deterministic map has the single stable fixed point.
Figure 4.2: The Lyapunov exponent of deterministic map $F(x)$

Figure 4.3: The Lyapunov exponent of RDS
Figure 4.4: The expanding and contracting regions for $a = 0.3$ and $a = 0.37$

Figure 4.5: The noise-induced synchronization phenomenon for $a = 0.3$. 
Figure 4.6: The non-synchronization phenomenon for $a = 0.37$.

Figure 4.7: Another example.
4.3 Multiplicative Ergodic Theorem

In Sec. 4.2, I discussed the one-dimensional RDS and the Lyapunov exponent is constant almost surely due to ergodic theorem. In particular, in Eq. 4.10, $f_{\phi_i}(x_i)$ is a scalar and I can rearrange the order. After taking the logarithm, it turns the multiplication into addition such that ergodic theorem can be applied. However, in multiple-dimension case, the ergodic theorem is not enough. It is important to study the asymptotic properties of products of a large number of random matrices [31].

The degenerate case is to consider the product of deterministic matrix, i.e, $A^t$, then, one can show $\lim_{t \rightarrow +\infty} \frac{1}{t} \log \|A^t\| = \max_i \log(|\sigma_i|)$, where $\sigma$ is the spectrum of $M$. Here the matrix norm is generic. It implies that the largest (in modulus) eigenvalue determines the growth of the vector with nonzero projection on the eigenvector corresponding to the eigenvalue. Another simple case is given by the family of commutative diagonalizable matrices, $M_i$, with probability $p_i$, i.e., $A_iA_j = A_jA_i$. Each $A_s = S\Sigma(s)S^{-1}$ performs a simultaneous diagonalization, where $\Sigma_i$ is the diagonal matrix. The products of i.i.d. random matrices has the following expression, $\Pi_{s=1}^t M_s = (S\Pi_{s=1}^t \Sigma(s))S^{-1}$. Due to law of large number, $\lim_{t \rightarrow +\infty} \frac{1}{t} \log \|\Pi_{s=1}^t M_s\| = \max_i \sum_s \log |\sigma_i(s)| p_s$ where $\sigma_i(s)$ is the $i$-th entry of the diagonal matrix.

The surprising fact is this can be generalized to the case of independent random matrices, even with noncommuting random matrices $A_i$. The ordering becomes important and the arguments for scalar don’t apply any more. First, I need to define it more rigorously.

Consider the state space $\mathcal{X} = \mathbb{R}^n$, $\Gamma$ is the family of maps from $\mathbb{R}^n$ to $\mathbb{R}^n$. The cardinality of $\Gamma$ can be finite, countable or continuum. Let $Q$ be the probability measure on the $\sigma$-field of $\Gamma$. The map $\varphi(t, \omega)u_0 = \alpha_{t-1} \cdots \alpha_0(u_0)$ with $u_0 \in \mathbb{R}^n$. The derivative of the map is $d\varphi(t, \omega)u_0$, which is $\frac{d\alpha_{t-1}}{dx}(u_{t-1})\frac{d\alpha_{t-2}}{dx}(u_{t-2}) \cdots \frac{d\alpha_0}{dx}(u_0)$ and $\frac{d\alpha_i}{dx}(u_i)$ is the Jacobian matrix of the map $\alpha_i$ evaluated at $u_i$. In the simplest case, these maps are linear maps and the probability measure $\mathbb{P}$ is Bernoulli measure, $\mathbb{P} = Q^Z$, then $\frac{d\alpha_i}{dx}(u_i)$ is the constant matrix. Therefore, the derivative of the map $d\varphi(t, \omega)u_0$ is the production of i.i.d. random matrices.
Define these matrices $A : \Omega \to M_{n \times n}(\mathbb{R})$, $d\varphi(t,\omega)\mathbf{u}_0 \triangleq P_t(\omega) = \prod_{i=1}^t A_i$ where $A_i$ are i.i.d. random matrices with probability measure $Q$. Starting with the nonzero test vector $v$, the Lyapunov exponent defined as
\[
\lambda_1 = \lim_{t \to +\infty} \frac{1}{t} \log \|P_t(\omega)v\|
\] (4.13) exists and is a nonrandom quantity almost everywhere. The quantity is called maximum Lyapunov exponent. This is the called Furstenberg-Kesten theorem [41, 42]. The only condition needed here turns out to be $\log^+ \|A\omega\|$ is integrable, i.e, $\int \log^+ \|A\omega\|dP < \infty$, where $\log^+ \|A\| = \max\{\log \|A\|, 0\}$. Roughly speaking, there is a subclass $\Omega^*$ of typical sequences which has full measure over $\Omega$ and a generic vector $v$ grows exponentially with rate $\lambda_1$. Although there exist very improbable sequences in $\Omega$ which lead to a different asymptotic limit of the growth rate, they don’t change the almost sure convergence in (4.13) [31]. Later in this section, I will discuss their relevance for other growth rate in multiplicative ergodic theorem. But in general, it is difficult to determine a particular sequence $\omega$ belongs to or not to $\Omega^*$ without knowing the explicit value of its asymptotic growth rate. Moreover, in most cases, the analytical results are out of reach. To get an idea of the difficulties, here is an example.

**Example 4.3.** Consider the random matrix $A$ by setting $A = R_{\pi/2} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ with probability $p \leq 1$, and $A = H_2 = \begin{pmatrix} 2 & 0 \\ 0 & 1/2 \end{pmatrix}$ with probability $1-p$. Let $\{A_i\}$ be an i.i.d. sequence with the same law as $A$. It turns out the maximum Lyapunov exponent for $p > 0$ is 0.

To understand this, we will apply a test vector $\mathbf{v}_0 = (0,1)^T$ and let $\mathbf{v}_t = P_t\mathbf{v}_0$. The nature of $R_{\pi/2}$ and $H_2$ leads to one of entries of $\mathbf{v}_t$ is 0. Denote $\mathbf{v}_t$ in state 1 if the first entry is non-zero and $\mathbf{v}_t$ in state 2 if the second entry is non-zero. This two states dynamics is a Markov Chain. The Markovian property is given as follows: The matrix $R_{\pi/2}$ takes one state to another and the matrix $H_2$ remains the same state. The diagram above illustrates
this Markov Chain. The transition matrix $M$ is

$$M = \begin{pmatrix} 1 - p & p \\ p & 1 - p \end{pmatrix}$$

(4.14)

In each sequence in the Markov chain, the pair of 11 doubles the vector norm $\|v\|$ due to the first entry of $H_2$ and the pair of 22 cuts the vector norm by half. So for each $\omega'$,

$$\lim_{t \to +\infty} \frac{1}{t} \log \|v_t\| = \lim_{t \to +\infty} \frac{1}{t} (\#(11) \log(2) - \#(22) \log(2))$$

(4.15)

Moreover,

$$\lim_{t \to +\infty} \frac{1}{t} \#(11) \log(2) \to \pi_1 M_{11} \log(2)$$

(4.16)

$$\lim_{t \to +\infty} \frac{1}{t} \#(22) \log(2) \to \pi_2 M_{22} \log(2)$$

(4.17)

where $\pi_1$ and $\pi_2$ are stationary density of state 1 and state 2. This limit is because MC is irreducible and aperiodic and the time average is replaced by the space average. So

$$\lim_{t \to +\infty} \frac{1}{t} \log \|v_t\| = \pi_1 p_{11} \log(2) - \pi_2 p_{22} \log(2) = 0.$$

One can get the same result for another test vector $v_0' = (1, 0)^T$. In addition,

$$\lim_{t \to +\infty} \frac{1}{t} \log \|A_{n-1} \ldots A_0\| \leq \lim_{t \to +\infty} \max \left\{ \frac{2}{t} \log \|P_t v_0\|, \frac{2}{t} \log \|P_t v_0'\| \right\} = 0$$

(4.18)

So we can proof the maximum Lyapunov exponent is 0. On the other hand, when $p = 1$, the Lyapunov exponent is $\lambda = \log 2$. So the Lyapunov exponent is a discontinuous function of $p$. In fact, more recent results show that in i.i.d. case, the Lyapunov exponent is in general continuous with respect to $p$ and the matrix $A$ as far as $p$ doesn’t vanish [18,116].

In most cases, the top Lyapunov exponent will be positive and there are very few cases that have zero Lyapunov exponent. But the eigenvalues of these matrices are irrelevant with the Lyapunov exponents [31]. Here is the example to illustrate this fact.

**Example 4.4.** Consider the random matrix $A$ by setting $M_1 = \begin{pmatrix} x & -1 \\ 1 & 0 \end{pmatrix}$ with probability $1/2$, and $M_2 = \begin{pmatrix} y & -1 \\ 1 & 0 \end{pmatrix}$ with probability $1/2$ with $|x| < 2$ and $|y| < 2$. Let $\{A_t\}$ be an
i.i.d. sequence with the same law as $A$. The eigenvalues of $A$ are complex with modulus 1, so $v_t = M_1^t v_0$ and $v'_t = M_2^t v_0$ don’t increase exponentially with $t$. But from Furstenberg’s result [42], the Lyapunov exponent $\lambda_1$ is positive. The basic ideas are both matrices are in the group of $SL(2, \mathbb{R})$, i.e, $\det(M_1) = \det(M_2) = 1$. The criteria for positive Lyapunov exponents here are:

1. There is no $C \in \text{GL}(2, \mathbb{R})$ such that $CMC^{-1}$ is an orthogonal matrix for $M_1, M_2$.

2. There is no finite set $L$ in the unit circle, such that $M(L) = L$ for $M_1, M_2$. In the previous example, there exists a set $L = \{0, \pi/2, \pi, 3\pi/2\}$ and $A(L) = L$ for all $A$.

Now I will present the idea of Furstenberg’s theorem for product of i.i.d. random $2 \times 2$ matrices. The effect of the vector multiplying the matrix $v_1 = Av_0$ can be decomposed into two part: the stretch of the vector norm $\|v_0\| \rightarrow \|v_1\|$ and the rotation of the argument $\Theta_0 \rightarrow \Theta_1$. It is well expressed in the polar coordinate representation of $v$. We can consider $v$ and $-v$ are in the same equivalent class since the sign will not matter with the matrix norm. That means $\Theta = \Theta + \pi$. First, I am interested in the dynamics of the rotation of the argument on the projective space $P^1 = [0, \pi)$ of $\mathbb{R}^2$. The projective space here is simply the half unit circle. The dynamics of argument as follows,

$$u_{\Theta_{t+1}} = A_t u_{\Theta_t} \quad (4.19)$$

Here I write $u_{\Theta} = (\cos(\Theta), \sin(\Theta))$ and for $v \in \mathbb{R}^2 \setminus \{0\}$, I write $\overline{v} \in P^1$ for the equivalence class of $v$. Then $\Theta_t$ follows the Markov chain which is referred as the projective Markov chain for the matrix product $P_t$.

The transition probability $\Pr(\Theta, \cdot)$ for the projective Markov chain with $\Theta \in P^1$ is given by

$$\Pr(\Theta, G) = Q(A : \overline{Au_\Theta} \in G) \quad (4.20)$$

where $G \subset P^1$. The invariant measure $\mu$ for the projective Markov chain is defined as follows,

$$\int_{P^1} P(\Theta, G) d\mu(\Theta) = \mu(G) \quad (4.21)$$
If the projective Markov chain is ergodic, then the law of argument $\Theta_t$ will converge to this invariant measure $\mu$. For the given matrix sequence $\omega$, the stretch of the vector norm
$$
\log \frac{\|A_0(\omega)v\|}{\|v\|} = \log \|A_0(\omega)u_\Theta\| \ 	ext{is a function of the argument of } v, \text{ which is } \Theta, \text{ denoted as } f(\omega, \Theta). \text{ Then the asymptotic growth of the vector norm is,}
$$
$$
\frac{1}{t} \log \|A_{t-1} \ldots A_0 u_\Theta\| = \frac{1}{t} \left( f(\omega, \Theta_0) + f(\theta(1)\omega, \Theta_1) + \cdots + f(\theta(t-1)\omega, \Theta_{t-1}) \right) \quad (4.22)
$$
where $\Theta_t$ is given by Eq. [4.19] and $\theta$ is the left shift operator. By ergodic theorem, the time-averaging is equal to the space-averaging.
$$
\lim_{t \to +\infty} \frac{1}{t} \sum_{i=0}^{t-1} f(\theta(i)\omega, \Theta_i) = \int \int f(\omega, \Theta) dP d\mu = \int_A \int \log \|Au_\Theta\| dQ(A) d\mu(\Theta) = \lambda \quad (4.23)
$$

$\int_A \log \|Au_\Theta\| dQ(A)$ is understood as the average stretch of vector norm at the fixed argument $\Theta$. This averaging is taken on the matrices weighted with the probability. Then the second integral is the averaging with respect to the invariant measure of the argument. The Eq. [4.23] demonstrates the limit exists and is independent with $\omega$ almost surely.

But the Furstenberg-Kesten theorem neglects the finer structure given by the lower growth rate connected to the eigenvalues of $(P^*_t P_t)^{1/2}$, which is the singular values of $P_t$, different from the largest one. In the degenerate case, that is $A$ is a fixed matrix and assume the spectrum of the matrix $\sigma$ is not degenerate, the eigenvalues of $(P^*_t P_t)^{1/2}$ tend to be $|\sigma|^t$, so Eq. [4.13] will give $n$ different values. If a nonzero vector $v$ orthogonal to the eigenvector corresponding to the largest eigenvalue $\sigma_1$, then the limit in Eq. [4.13] will be $\leq \log |\sigma_2|$. The equal sign holds only if $v$ has nonzero component on the second eigenvector. In general, if $v$ has zero component on the eigenvectors corresponding to first $k - 1$ eigenvalues, and nonzero on the others, then the limit is given by $\log |\sigma_k|$. Oseledec shows that such a hierarchy of the exponential growth of the vector norm can be extended to the random matrices production, which is called Lyapunov spectrum. Of course, the largest one is $\lambda_1$ in the Furstenberg-Kesten theorem.

The Oseledets multiplicative ergodic theorem has many versions: invertible, non-invertible [4] and semi-invertible [44].
Theorem 4.2. (Invertible version) Let $\theta$ be an invertible ergodic measure-preserving transformation of a probability space $(\Omega, \mathbb{P})$. Let $A : \Omega \to GL(d, \mathbb{R})$ satisfy $\int \log \|A_\omega\| d\mathbb{P} \leq \infty$. Then there exist $\lambda_1 > \lambda_2 > \cdots \lambda_k > -\infty$ and subspaces $V_1(\omega), \ldots, V_k(\omega)$ such that:

1. $V_i$ is a decomposition of $\mathbb{R}^d$: $V_1(\omega) \oplus \cdots V_k(\omega) = \mathbb{R}^d$.
2. $A(\omega)V_i(\omega) = V_i(\theta \omega)$, $\mathbb{P}$-a.s.
3. $\lim_{t \to +\infty} \frac{1}{t} \log \|P_t(\omega)v\| = \lambda_i$, $\mathbb{P}$-a.s and all $v \in V_i(\omega) \setminus \{0\}$, where $P_t(\omega) = A(\theta(t - 1)\omega) \ldots A(\omega)$.

Theorem 4.3. (Non-invertible version) Let $\theta$ be a not-necessarily invertible ergodic measure-preserving transformation of a probability space $(\Omega, \mathbb{P})$. Let $A : \Omega \to M(d, \mathbb{R})$ satisfy $\int \log \|A_\omega\| d\mathbb{P} \leq \infty$. Then there exist $\lambda_1 > \lambda_2 > \cdots \lambda_k \geq -\infty$ and subspaces $U_1(\omega), \ldots, U_k(\omega)$ such that:

1. $U_i$ is a flag: $\mathbb{R}^d = U_1(\omega) \supset U_2(\omega) \supset \cdots \supset U_k(\omega) = \{0\}$.
2. $A(\omega)U_i(\omega) \subset U_i(\theta \omega)$, $\mathbb{P}$-a.s.
3. $\lim_{t \to +\infty} \frac{1}{t} \log \|P_t(\omega)v\| = \lambda_i$, $\mathbb{P}$-a.s and all $v \in U_i(\omega) \setminus U_{i+1}(\omega)$, where $P_t(\omega) = A(\theta(t - 1)\omega) \ldots A(\omega)$.

Sometimes these random matrices are singular but $\theta$ is still invertible. So here is the semi-invertible version, whose result is as strong as the invertible one.

Theorem 4.4. (Semi-invertible version) Let $\theta$ be an invertible ergodic measure-preserving transformation of a probability space $(\Omega, \mathbb{P})$. Let $A : \Omega \to M(d, \mathbb{R})$ satisfy $\int \log \|A_\omega\| d\mathbb{P} \leq \infty$. Then there exist $\lambda_1 > \lambda_2 > \cdots \lambda_k \geq -\infty$ and subspaces $V_1(\omega), \ldots, V_k(\omega)$ such that:

1. $V_i$ is a decomposition of $\mathbb{R}^d$: $V_1(\omega) \oplus \cdots V_k(\omega) = \mathbb{R}^d$.
2. $A(\omega)V_i(\omega) = V_i(\theta \omega)$, $\mathbb{P}$-a.s.
In terms of finite RDS, these random matrices are deterministic transition matrices, which in general singular. So we have more refined result,

**Proposition 4.1.** Let $P$ be the induced linear cocycle over $(\Omega, \mathcal{F}, \mathbb{P}, \theta)$ in finite RDS acting on the state space $\mathbb{R}^n$ equipped with the standard Euclidean norm $\| \cdot \|$. Then for any $\omega \in \Omega$ and any $v \in \mathbb{R}^n$,

$$
\lambda(\omega, v) := \lim_{t \to +\infty} \frac{1}{t} \log \| P_t(\omega)v \|
$$

exists and equals either $0$ or $-\infty$, and consequently, the Lyapunov exponents of $P$ take at most two values $\lambda_1 = 0$ or $\lambda_2 = -\infty$. Moreover, the corresponding multiplicities of $\lambda_1, \lambda_2$ satisfy inequalities

$$
m_1(\omega) \geq 1, \ m_2(\omega) \leq k - 1, \ \mathbb{P} - a.e. \ \omega \in \Omega, \tag{4.24}
$$

i.e., the Lyapunov exponent $\lambda_1 = 0$ is always attained.

**Proof.** We note that with $n, \omega$ varying, there are only a finite number of choices of $P_t(\omega)$. It follows that for any $v \in \mathbb{R}^n$, $\| P_t(\omega)v \|$ only take a finite number of different values for all $t \in \mathbb{N}$, $\omega \in \Omega$. Now we let $\omega \in \Omega$ be fixed.

If $P_t(\omega)v \neq 0$ for all $n \in \mathbb{N}$, then $\| P_t(\omega)v \|$ have uniform positive upper and lower bounds, i.e., there exist constants $0 < \kappa_1 < \kappa_2 < +\infty$ independent of $t, \omega$ such that $\kappa_1 \leq \| P_t(\omega)v \| \leq \kappa_2$ for all $t \in \mathbb{N}$. Thus, $\lim_{t \to +\infty} \frac{1}{t} \log \| P_t(\omega)v \|$ exists and equals 0.

If there exists $t \in \mathbb{N}$ such that $P_t(\omega)v = 0$, then $P_s(\omega)v = 0$ for any $s \geq t$. Thus $\lim_{t \to +\infty} \frac{1}{t} \log \| P_t(\omega)v \| = -\infty$.

We now argue that $m_1(\omega) \geq 1$ for $\mathbb{P}$-a.e. $\omega \in \Omega$, i.e., the Lyapunov exponent $\lambda_1 = 0$ is always attained. For otherwise, there exists an $t \in \mathbb{N}$ such that $P_t(\omega)v = 0$ for all $v \in \mathbb{R}^n$. This is impossible since $P_t(\omega)$ is not a zero matrix. Since $m_1(\omega) \geq 1$ and $m_1(\omega) + m_2(\omega) = n$, we obtain the other inequality in (4.24). \[\square\]
Similar results are being extended to countable state RDS as well. These are still in preparation. The Lyapunov spectrum can be used to characterize the sufficient and necessary condition for synchronization in finite RDS.

**Theorem 4.5.** The finite RDS synchronizes if and only if \( P \) admits precisely two Lyapunov exponents \( \lambda_1 = 0, \lambda_2 = -\infty \) with respective multiplicities
\[
m_1(\omega) = 1, \quad m_2(\omega) = n - 1, \quad \mathbb{P} - \text{a.e. } \omega \in \Omega. \tag{4.25}
\]

if \( \lambda_2 \) exists, then for \( \mathbb{P} \)-a.e. \( \omega \in \Omega \), the spectral subspace
\[
V(\omega) =: \{ \mathbf{v} \in \mathbb{R}^n : \lambda(\omega, \mathbf{v}) = -\infty \} \tag{4.26}
\]
exists and \( m_2(\omega) = \dim V(\omega) \). To prove this theorem, we need to start with the following lemma,

**Lemma 4.6.** If \( \lambda_2 \) exists, then for \( \mathbb{P} \)-a.e. \( \omega \in \Omega \),
\[
V(\omega) \subseteq E_0 =: \{ \mathbf{v} = (v_1, \cdots, v_n) : \sum_{i=1}^{n} v_i = 0 \}. \tag{4.27}
\]

**Proof.** Let \( \mathbf{v} = (v_1, \cdots, v_n)^\top \in V(\omega) \). Then there exists \( t \in \mathbb{N} \) such that \( P_t(\omega)\mathbf{v} = \mathbf{0} \). If we denote \( P_t(\omega)\mathbf{v} = \mathbf{u} = (u_1, \cdots, u_n)^\top \), then \( \sum_{i=1}^{n} u_i = \sum_{i=1}^{n} v_i \). Hence \( \mathbf{v} \in E_0 \). \( \square \)

Now it is ready to prove Thm. 4.5.

**Proof.** Suppose the finite RDS synchronizes. Then for \( \mathbb{P} \)-a.e. \( \omega \in \Omega \), there are integers \( t_\omega \in \mathbb{N}, \ell_\omega \in \{1, \cdots, n\} \) such that for all \( s \geq t_\omega \),
\[
P_t(\omega)s_i = s_{\ell_\omega}, \quad i = 1, \cdots, n.
\]

For given \( \omega \) and \( s \geq t_\omega \), it follows that the matrix \( P_s(\omega) \) has every entries on the \( \ell_\omega \)-th row being 1 and all other entries being 0. Let \( \mathbf{v} \in E_0 \), where \( E_0 \) is the co-dimension-1 hyperplane defined in (4.27). We then have \( P_s(\omega)\mathbf{v} = \mathbf{0} \), i.e., \( \mathbf{v} \in V(\omega) \), where \( V(\omega) \) is the spectral subspace defined in (4.26). Hence \( E_0 \subseteq V(\omega) \), and by Lemma 4.6, we actually have
\[
V(\omega) = E_0. \tag{4.28}
\]
It follows that $m_2(\omega) = \dim V(\omega) = \dim E_0 = n - 1$ and $\lambda_2 = -\infty$ is attained. By Proposition 4.1, the Lyapunov exponent $\lambda_1 = 0$ is always attained. Since $m_2(\omega) = n - 1$, we have $m_1(\omega) = 1$.

Now suppose (4.25) holds. Then $\dim V(\omega) = n - 1$, $P$-a.e. $\omega \in \Omega$. It follows from Lemma 4.6 that (4.28) holds. Let $s_i, s_j$ be any two distinct elements of $\mathcal{S}$ and denote by $e_i$, respectively $e_j$, the $i$-th, respectively the $j$-th, standard unit vector in $\mathbb{R}^n$. Since $e_i - e_j \in E_0$, we have by (4.28) that $e_i - e_j \in V(\omega)$ for $P$-a.e. $\omega \in \Omega$. It follows from (4.26) that, for a fixed such $\omega$, there exists $t(\omega)$ sufficiently large such that for all $t \geq t(\omega)$,

$$P_t(\omega)(e_i - e_j) = 0,$$

i.e.,

$$P_t(\omega)e_i = P_t(\omega)e_j.$$

This show that any pair of elements in $\mathcal{S}$ synchronizes, hence the finite RDS synchronizes. \hfill \Box

Similar results could be extended to countable state RDS as well.
Chapter 5

APPLICATION OF RDS: STATISTICAL INFEERENCE IN HIDDEN MARKOV MODEL

Hidden Markov model (HMM) and its variants have seen wide applications in time series data analysis. It is assumed in the model that the observation variable $Y$ probabilistically depends on the latent variables $X$ with emission distribution $p(y_t|x_t)$ at each time $t$. The underlying probability of the discrete random variables $X$ follows a Markov chain with transition probability $p(x_t|x_{t-1})$. HMM is the simplest dynamic Bayesian network and has proven a powerful model in many applied fields including speech recognition, computational biology, machine translation, cryptanalysis, and finance. Model parameters and hidden variables are inferred for prediction or classification tasks.

Traditionally, model parameters and hidden variables are estimated iteratively for the HMMs through the celebrated Baum-Welch algorithm. For this maximum likelihood estimation, a forward-backward procedure is used which computes the posterior marginals of all hidden state variables given a sequence of observations. Later, Bayesian algorithms are also developed through forward filtering backward sampling algorithm and variational Bayes method which handles conjugate emission models on the natural parameter space in a similar vein as the Baum-Welch algorithm.

In all the aforementioned approaches for inference in HMMs, marginalization over hidden variables is involved. This step is the crux of the computation burden. For long observation sequences, this step causes problems of scalability, computation error, and even numerical stability in inference for HMMs. Hence an important question is: can one only use part of the data to approximate marginal likelihood over hidden variables of the entire chain, so that stochastic algorithms can be developed with controllable error?
To economize on computational cost at each iteration, we will take advantage of the memory loss property for the filtered state probability. The key idea is that successive blocks of sufficiently long subsequence observations can be considered almost independent of each other. In this paper, we make use of this memory loss property to approximate the predictive distribution of hidden states $p(x_t | y_{1:t})$ by only using part of the observation sequence $p(x_t | y_{t-B+1:t})$. This is achieved by formulating $p(x_t | y_{1:t-1})$ as a long sequence of heterogeneous matrices (comprised of emission probabilities and the transition probability) applied successively on an initial probability vector.

However, a critical question that needs to be answered is how long should the subsequence be? Though previous theory exists to quantify the length, the resulting lengths are often longer than the entire sequence which is practically not useful. So one needs to evaluate the rate of memory loss accurately and efficiently to control the length of the subsequence. If we recall the process of calculating filtered state probability, it can be considered as independent and identically distributed random matrix production if we treat observations as random events. We thereby make use of the random dynamical system (RDS) theory and describe the long-time behavior of random matrices production with multiplicative ergodic theorem (MET), or Oseledec’s theorem [4]. In particular, there exists the Lyapunov spectrum. Previous results showed the rate of memory loss is upper bounded by the gap of the top two Lyapunov exponents, $\lambda_2 - \lambda_1$ and is in fact realized almost surely [7,8,28]. In particular, the memory loss property requires the Markov chain to be irreducible and aperiodic and the emission distribution to be positive, such that the gap is strictly negative [68,69]. In this work, we develop an algorithm to accurately and efficiently calculate this gap and the length of subsequence.

\subsection{5.1 Overview of Hidden Markov Model}

Hidden Markov models (HMM) are a class of discrete-time stochastic process $\{X_t, Y_t, t \geq 0\}$: $\{X_t\}$ is a latent discrete valued state sequence generated by a Markov chain, with values in the finite set $\{1, 2, \ldots, n\}$; $\{Y_t\}$ is corresponding observations generated from distributions
determined by the latent states $X_t$. Here it assumes $Y_t$ taking values in $\mathbb{R}^d$, but it can easily extended to discrete states.

We can use the forward algorithm to compute the joint distribution $p(x_t, y_{1:t})$ by marginalizing over all other state sequences $x_{1:t-1}$. $Y_t$ is conditionally independent of everything but $X_t$ and $X_t$ is conditionally independent of everything but $X_{t-1}$, i.e., $p(y_t|x_{1:t}, y_{1:t-1}) = p(y_t|x_t)$ and $p(x_t|x_{t-1}, y_{1:t-1}) = p(x_t|x_{t-1})$. The algorithm takes advantage of the conditional independence rules of HMM to perform the calculation recursively. With Bayes’s rule, it follows,

$$p(x_t, y_{1:t}) = \sum_{x_{t-1}=1}^n p(y_t|x_t)p(x_t|x_{t-1})p(x_{t-1}, y_{1:t-1})$$

(5.1)

In Eq. 5.1, $p(y_t|x_t)$ is called emission distribution with emission parameter $\{\phi_i\}_{i=1}^n$, $p(x_t|x_{t-1})$ is the transition probability of the Markov chain which is represented by a transition matrix $M$. In most cases, we assume $M$ is primitive, i.e., the corresponding Markov chain is irreducible and aperiodic. We denote the parameter of interest as $\theta = \{M, \phi\}$. If the emission distribution is Gaussian distribution, then the emission parameters are the mean $\mu$ and the covariance $\sigma$. By using notation of vectors and matrix operations, this joint distribution can be represented by a row vector $p_t = p(x_t, y_{1:t}|\theta)$ with $j$th component is $p(x_t = j, y_{1:t}|\theta)$. The forward algorithm can be calculated by the following non-homogenous matrix product.

$$p_t = p_0MD_1MD_2\ldots MD_t$$

(5.2)

where $p_0$ is the initial state distribution. $D_t$ is a diagonal matrix with $j$th entry as $D_{jj}(y_t) = p(y_t|x_t = j, \phi_j)$ which is the emission distribution assuming the current state is at $j$. Moreover, if one treats the observation $y_t$ as random events, then $D(y_t)$ are random matrices sampled independently at each step. If one starts with invariant distribution of the Markov chain initially, $\pi$, then these matrices are sampled in i.i.d. manner with probability density distribution $f(y)$.

$$f(y) = \sum_j \pi_j p(y|x_t = j, \phi_j)$$

(5.3)

If the initial distribution is not $\pi$, after an appropriate number of time steps, the distribution follows the invariant distribution and one can assume these matrices are sampled
in i.i.d. manner anyway. Now it is turned into a product of random matrices problem and these diagonal matrices randomly rescale the columns of $M$. $p_t$ is called forward probability.

If we normalize the vector $p_t$, it obtains the filtered state probability, $\rho_t = p(x_t|y_{1:t}, \theta)$, which is not the invariant distribution of the Markov chain, 

$$\rho_t = \frac{p(x_t, y_{1:t}|\theta)}{p(y_{1:t}|\theta)} = \frac{p_t}{p_t \cdot 1} \quad (5.4)$$

This process is called filtering. The normalization constant $(p_t \cdot 1)$ gives the total probability for observing the given sequence up to step $n$ irrespective of the final states, which is also called marginal likelihood $p(y_{1:t}|\theta)$. Not only this process ensures the numerical stability of random matrices production, but also $\rho_t$ provides the scaled probability vector of being each state at step $t$. Note the probability vector $\rho_t$ lives in a simplex, $S^{n-1}$, which is also called projective space in dynamical system, or space of measure in probability theory. Instead, the joint probability $p_t$ is in $\mathbb{R}^{n+}$.

Another joint probability column vector $b_t = p(y_{i+1:t}|x_i, \theta)$ is the probability of observing all future events starting with a particular state $x_i$. It can be computed by the backward algorithm similarly and it is called backward probability. We begin with $b_t = 1$, and it gives 

$$b_t = MD_{i+1} \cdots MD_1 1 \quad (5.5)$$

It is again a product of random matrices. One can similarly renormalize the backward probability vector for better numerical stability, $\beta_t = b_t/(b_t \cdot 1)$ such that $\beta_t \propto p(y_{i+1:t}|x_i, \theta)$. In fact, with forward and backward probability, we can calculate the probability $p(x_i|y_{1:t}, \theta) \propto \rho_t^T \circ \beta_t$ which is the Hadamard product of two vectors. In fact, the highest entry of this probability vector can give rough idea which latent state at step $i$ lies.

### 5.2 Exponential Forgetting

Heuristically, in this very long heterogenous matrix multiplication $[5.2]$, one observes that the final vector is irrelative to the initial vector and almost determined by the last several matrices multiplications, up to a normalization constant. As a matter of fact, if one is not
interested in the precise value of the final vector, the subsequence of matrices with length $B$ are sufficient to approximate the vector. In more mathematical precise writings: Start any two different initial state probability vector $p_0$ and $p'_0$ and after applying exactly the same sequence of matrices, they generate two sequence of filtered state probability $\rho_t$ and $\rho'_t$. The distance of two sequence goes to 0 asymptotically almost surely, i.e,

$$\lim_{t \to +\infty} \|\rho_t - \rho'_t\| = 0 \text{ a.s.} \quad (5.6)$$

This phenomenon is called exponential forgetting of prediction filter or loss of memory of HMM.

**Example 5.1.** In the figure 5.1 Markov chain has three state, emission distribution is a one-dimensional Gaussian on each state and the parameter $\phi$ is

$$M = \begin{bmatrix} 0.005 & 0.99 & 0.005 \\ 0.01 & 0.03 & 0.96 \\ 0.95 & 0.005 & 0.045 \end{bmatrix}, \mu = [0, 0.5, -0.5], \sigma = [1, 1, 1]$$

Starting with every point in the simplex as initial conditions, we apply these points by the same sequence of random matrices. One observes that the triangle consisting all points starts to shrink along $n$ and after 40 steps, the triangle is contained within a small circle with radius $\epsilon$. As $n$ goes to $+\infty$, it will synchronize into a random fixed point, since it is sequence dependent. That implies if one allows error of $\epsilon$, it may only requires the last 40 matrices which is irrelevant with the initial condition. So it significantly simplifies computational complexity.

If the diagonal matrices $D_i$ are homogenous, it degenerates to the corollary of Perron-Frobenius theorem for primitive matrices. Now natural questions to arise are: what are conditions for such phenomenon and under these conditions, what is the rate of convergence. This rate in fact answers the critical question that how long the length $B$ should be for a given $\epsilon$. More questions about the rate are how to estimate the rate numerically or even
analytically and does the rate continuously depends on the parameter $\theta$. In fact, the sufficient conditions for this phenomenon are given in Le Gland et al. \cite{68,69},

**Theorem 5.1.** If Markov transition matrix is primitive and the emission distribution $p(y_t|x_t)$ is strictly positive, then for any $p_0, p'_0 \in S^{n-1}$, there exists a strictly negative $-c$ such that

$$\limsup_{t \to +\infty} \frac{1}{t} \log \|\rho_t - \rho'_t\| \leq -c, \quad \text{almost surely} \quad (5.7)$$

The theorem implies the filtered state probability forget almost surely their initial conditions exponentially fast and the rate is at least $c$. The techniques they used are Hilbert metric and Birkhoff contraction coefficient $\tau(M)$, which are extensively applied in non-negative matrix theory \cite{47,104}. Definitions of both terms are included in the Appendix D where it is also shown that $\tau(M) < 1$ for positive matrix $M$ which is a sub-class of primitive matrix. It is a bit surprising that eigenvalues of each matrix in the heterogenous matrix production have little to do with this asymptotic behavior. In particular, one can construct a matrix sequence that spectrum radius of each is uniformly less 1, but the product doesn’t even converge to 0. It is because the spectral radius doesn’t process sub-multiplicity property, on
the other hand, this Birkhoff contraction coefficient does. Moreover, \( \tau(M) = 0 \) if and only if each row of \( M \) is a scalar multiple of the first row, which is also called weak ergodicity. At last, this coefficient is invariant with rescaling rows and columns of matrix. From these three properties, one immediately concludes when \( M \) is positive, the heterogeneous matrix production in Eq. 5.2 has the weak ergodicity and the exponential forgetting of the prediction filter follows with convergence rate \( \log \tau(M) \). To further relax the positive matrix to primitive matrix, the approach is rather technical.

On the other hand, the long time behavior of random matrices production is well studied in *multiplicative ergodic theorem* (MET) through Lyapunov exponent in Chapter 4. It is the heart of RDS. Lyapunov exponent is exactly the generalization of absolute value of eigenvalues in the terms of random matrices production. Atar *et al.* 8 and Collet *et al.* 28 gave the exact convergence rate by Lyapunov exponents,

**Theorem 5.2.** The rate of convergence of filtered state probability is the gap of the top two Lyapunov exponents almost surely,

\[
\limsup_{t \to +\infty} \frac{1}{t} \log \| \rho_t - \rho'_t \| = \lambda_2 - \lambda_1, \quad \text{almost surely} \tag{5.8}
\]

So the convergence rate is upper bounded by the gap between the first two Lyapunov exponents of the products of random matrices in (5.2) and in fact realized for almost all realizations. Furthermore, they showed this gap is strictly negative when the transition matrix is primitive and the emission distribution is positive. Then it recovered Le Gland’s results. There is a nice connection between two results: Peres 88 proved the gap of the first two Lyapunov exponents, \( \lambda_2 - \lambda_1 \) in i.i.d random matrices production is upper bounded by \( \log \tau(M) \). So for positive matrices, these two results connect with each other naturally.

The asymptotic limit of the rate of growth for the product of independent random matrices, \( \lim_{t \to +\infty} \frac{1}{t} \log \frac{\| p_t \|}{\| p_0 \|} \), is as been studied started at the beginning of the 60s. It has great relevance for development of the ergodic theory of dynamical system. Furstenberg and Kesten 41,42 showed
Theorem 5.3.

\[ \lambda_1 = \lim_{t \to +\infty} \frac{1}{t} \log \frac{\|p_t\|}{\|p_0\|}, \quad \text{almost surely} \]  
(5.9)

This limit \( \lambda_1 \) exists almost surely, moreover, it is nonrandom quantity and independent of the choice of metric and initial condition.

It is considered as the extension of strong law of large number to i.i.d random matrices [31]. This limit is called maximum Lyapunov exponent. It is rather surprising result since the order of sequence seems not much important even for non-commutative matrix multiplication. However, the Furstenberg-Kesten theorem neglects the finer structure given by the lower growth rates, other than the maximum Lyapunov exponent. Later Oseledets [86] showed there exists Lyapunov spectrum \( \Lambda \), like eigenvalue spectrum, from the multiplicative ergodic theorem (MET). Similarly Lyapunov spectrum doesn’t depend on the choice of sequence almost surely and thus it is a global property for this random matrix multiplication. For a given initial vector, such set of sequences that gives different asymptotic limit of growth rate has zero measure. Analog with eigenvector, it also has Lyapunov vector which describes characteristic expanding and contracting directions, but it depends on the particular ergodic sequence. It is discussed in Chap. [4]

The filtered state probability \( \rho_t \) is projected onto the simplex \( S^{n-1} \) in (5.4) and the dynamics of it will be an induced RDS. There is a nice theorem connecting Lyapunov spectrum of both RDS. [4]

Theorem 5.4. Lyapunov spectrum of the induced RDS is that of the corresponding RDS minus the maximum Lyapunov exponent, i.e, \( \Lambda' = \Lambda - \lambda_1 \).

Specifically, when the condition in theorem [5.1] is fulfilled, then maximum Lyapunov exponent of the induced RDS, \( \lambda'_1 = 0 \) with multiplicity 1 and the next one is \( \lambda'_2 = \lambda_2 - \lambda_1 \) which is what we desire to estimate.

In the framework of RDS, the exponential forgetting property defined above is equivalent with synchronization by noise discussed in Chap. [4]
However, we note not every RDS processes this property. Specifically, Newman showed the necessary and sufficient conditions for stable synchronization in continuous state RDS. Crudely speaking, in order to see synchronization, one needs two ingredients: local contraction (negative maximum Lyapunov exponents) so that nearby points approach each other; along with a global irreducibility condition. In discrete state RDS, conditions for synchronization are discussed as well. In HMM, the global irreducibility holds since the transition matrix is primitive and the local contraction is guaranteed by this gap $\lambda_2 - \lambda_1$. It recovers the results previously obtained. A more intuitive picture will be presented in the next section. So the 2-norm of difference for two nearby trajectories has the following behavior,

$$\|\rho_t - \rho'_t\| \leq C \exp\left((\lambda_2 - \lambda_1)t\right)\|p_0 - p'_0\| \leq \epsilon$$

(5.10)

where $C$ is some constant. If one would like to have the error within the radius of $\epsilon$, then the length of the subsequence should be $B \approx \frac{\ln(\epsilon)}{\lambda_2 - \lambda_1}$. However, from the previous literature, the explicit analytical estimate of the gap $\lambda_2 - \lambda_1$ for a given parameter is either too loose or still difficult to find. So the numerical estimation is needed.

### 5.3 Algorithm

In fact, one could sample two sequences of $\rho$ and $\rho'$ with the same matrix sequence and monitor the maximum length needed to achieve $\epsilon$ error. However, it suffers numerical instability and lack of robustness, such that some rare events can ruin the estimate. Or one use QR decomposition directly to find the Lyapunov spectrum for (5.2) which takes about $O(n^3)$ order of multiplications per each iteration. But what needed is merely the second largest one instead of the whole spectrum. Then it is possible to have a more efficient algorithm and may provide some new insight as to why this gap governs the exponential forgetting rate. In a realistic case, one may have access to the forward probability $p_t$ or the filtered state probability $\rho_t$, or at least some portion of them. We would like to take advantage of this information without redoing this time-consuming filtering process.
If \( \rho = [a_1, a_2, \ldots, a_n] \), define a projection \( \Pi \) from simplex \( S^{n-1} \) to \( \mathbb{R}^{n-1} \) as the log ratio relative to the last component. The projection is illustrated for the example in figure 5.2.

\[
\Pi : \rho = [a_1, a_2, \ldots, a_n] \rightarrow r = \left[ \log\left( \frac{a_1}{a_n} \right), \log\left( \frac{a_2}{a_n} \right), \ldots, \log\left( \frac{a_{n-1}}{a_n} \right), 0 \right] \tag{5.11}
\]

Denote \( r_n = 0 \) as convention, such that \( r \) is embedded in \( \mathbb{R}^n \). Since \( M \) is primitive, \( a_n \) cannot be 0 except for at most \( n \) initial steps. In the mean time, \( \rho \) will be in the interior of the simplex. Such projection from compact space to non-constraint space, illustrated in figure 5.2 is relatively common in numerical optimization which is called soft-max parametrization. It directly implies the constraint condition \( \sum_i a_i = 1 \) and \( a_i > 0 \). The inverse of the projection, \( \Pi^{-1} \) is

\[
\Pi^{-1} : r = [r_1, r_2, \ldots, r_{n-1}, 0] \rightarrow \rho = \left[ \frac{\exp(r_1)}{\sum_i \exp(r_i)}, \frac{\exp(r_2)}{\sum_i \exp(r_i)}, \ldots, \frac{\exp(r_n)}{\sum_i \exp(r_i)} \right] \tag{5.12}
\]

The index of the summation is from 1 to \( n \). This projection naturally defines an induced RDS for the dynamics of \( r \). Furthermore,
Theorem 5.5. If the coordinate transformation is one-to-one, the derivative and its inverse exists, then Lyapunov spectrum is invariant under such coordinate transformation.

Then the projection preserves the Lyapunov spectrum. It also means the synchronization with the variable $r$ implies the synchronization with $\rho$ and vice versa. Heuristically understanding, $\lambda'_1 = 0$ is due to the constraint condition and after the parametrization, the condition is inherited in the last component $r_n = 0$. If we only study the dynamics for the first $n - 1$ unconstrained coordinates, it removes this particular Lyapunov exponent of the induced RDS but keeps the rest of the spectrum the same. Now the maximum Lyapunov exponent is the desired difference $\lambda_2 - \lambda_1$.

In addition, the dynamics of $r$ has the following nice property. The random map for $r$ has the form as

$$r_{t+1} = d(y_{t+1}) + F(r_t), \ t \geq 0 \tag{5.13}$$

It is composed of a random translation $d$ and a deterministic map $F(r)$. Each component of the map $F$ is explicitly given as

$$F_i(r) = \log \left( \frac{\sum^n_{j=1} \exp(r_j) M_{ji}}{\sum^n_{j=1} \exp(r_j) M_{jn}} \right), \ 1 \leq i \leq n - 1 \tag{5.14}$$

$$= \log \left( \frac{\exp(r) \cdot m_i}{\exp(r) \cdot m_n} \right), \ 1 \leq i \leq n - 1 \tag{5.15}$$

If we denote $m_i$ as the $i$-th column of the transition matrix $M$ and $\exp(r)$ as component-wise exponent, then Eq. 5.14 is written by the inner product form Eq. 5.15.

The random translation is similarly defined as the log ratio of diagonal of $D$ relative to the last component,

$$d(y_t) = \left[ \log \left( \frac{p(y_t|x_t=1)}{p(y_t|x_t=n)} \right), \ldots, \log \left( \frac{p(y_t|x_t=n-1)}{p(y_t|x_t=n)} \right) \right]. \tag{5.16}$$

Since the emission distribution is positive, the log ratio is well defined. The random map is the translation of the deterministic smooth map $F$ by the i.i.d. random variable $d(y_t)$ and $F$ is solely dependent on the transition matrix $M$. It is even more interesting to notice the
Jacobian of this random map is independent with \(d\), it is \(J(r) = \nabla F(r)\) since the random translation will not affect the local contraction or expansion.

The \((n - 1)\)-by-\((n - 1)\) Jacobian matrix \(J(r)\) can be explicitly expressed as follows,

\[
J_{ij}(r) = \frac{\exp(r_j) M_{ji}}{\exp(r_i) \cdot m_i} - \frac{\exp(r_j) M_{jn}}{\exp(r) \cdot m_n}, \quad 1 \leq i, j \leq n - 1
\]  

Then we will have the corollary following by Theorem 5.4 and Theorem 5.5

**Corollary 5.1.** The top Lyapunov exponent of the random matrix production \(J(r_i)\) is \(\lambda_2 - \lambda_1\),

\[
\lambda_2 - \lambda_1 = \limsup_{t \to +\infty} \frac{1}{t} \log \|J(r_t)J(r_{t-1}) \cdots J(r_1))\| \tag{5.18}
\]

Now the maximum Lyapunov exponent \(\lambda_2 - \lambda_1\) is approximated by the finite time Lyapunov exponent. Instead of using QR decomposition, the maximum Lyapunov exponent can be estimated by averaging finite time approximations which is much faster and easier to implement. One can start with a unit test vector, apply these Jacobian matrices sequentially and renormalize the vector at each step. Averaging all these renormalization constants along the timeline will give the approximation of maximum Lyapunov exponent. It is not a concern that all vectors are alignment along the direction of maximal expansion because we are not interested in finer structure of the spectrum. The order of multiplication needed is \(O(n^2)\) per each iteration which is faster than QR decomposition. More importantly, if one already has partial data set of the filtered state probability, they can be projected to \(r\) and estimate the Lyapunov exponent directly without further information on observed sequences.

The maximum Lyapunov exponent for this induced random map \(\lambda_2 - \lambda_1\) characterizes the rate of separation of infinitesimally close trajectories in \(\mathbb{R}^{n-1}\). If two vectors \(r'\) and \(r\) are close enough, one could use their difference to approximate the 2-norm of the difference of \(\rho'\) and \(\rho\), \(\|\rho' - \rho\|_2 \leq \frac{1}{4} \|r' - r\|_2\). Then the rate of separation for \(\rho\) in fact is upper bounded by the gap \(\lambda_2 - \lambda_1\), which is the estimation of exponential forgetting rate. This algorithm provides some new insight for the analytical justification for the gap.

We apply this algorithm to approximate the gap of Lyapunov exponent in the previous example. In the figure 5.3, the estimated gap is \(\lambda_{\text{max}} = -0.1944\) with data of 10000 and the
Figure 5.3: (a) We use algorithm 1 to estimate the gap of Lyapunov exponent with the observation sequence with length of 10000. (b) We sample 10 independent sequences for $\frac{1}{t} \log \| \rho_t - \rho'_t \|_2$ and compare with the theoretical limit (black line). (c) We average 500 independent sample sequences and compare with the theoretical limit (black line).
length $B$ needed for $\epsilon = 10^{-15}$ is about 178. On the other hand, one starts with two different initial conditions $p_0$ and $p'_0$ and applies the same sequences of random matrices to obtain $\rho$ and $\rho'$ after normalization. We plot $\frac{1}{t} \log \|\rho_t - \rho'_t\|_2$ along $n$ for ten independent sequences and they roughly converge to the theoretical limit $-0.1944$. However, as $n$ increases, $\|\rho_t - \rho'_t\|_2$ reaches the machine epsilon and becomes numerically unstable, such that some sequences are cut off beyond $t = 150$. So we are not able to visualize the strong convergence directly. If we average 500 sample sequences, then we can clearly visualize the convergence in mean. With the uniform integrability, convergence in mean is granted by the strong convergence.

Right now, it seems one needs to estimate the gap for each parameter $\theta$. One related result is if matrices are nonsingular and maximum Lyapunov exponents are simple, then it depends continuously on the probability [88]. Bocker and Viana [18] showed Lyapunov spectrum depend continuously on matrices and probability for 2-dimensional case, as far as all probabilities are positive. Moreover, a few of Avila’s deepest results [116] that are still in preparation with Eskin and Viana, extend the statement to arbitrary dimension [123]. The book [116] gives a nice introduction on this most recent approach. The direct consequence for this result is it doesn’t need to estimate the gap every time and it is safe to reuse the previous estimation for couple steps in parameter inference. The pseudocode of estimating the length $B$ is given in Algorithm 1.

\begin{algorithm}
\caption{Estimate the length $B$}
1: $a \leftarrow 0$, initialize $p_0$ and $e$,
2: for $i = 0, 1, \ldots, t$, Do
3: \hspace{1em} $p_{i+1} \leftarrow p_i M D_{i+1}$, $D_{i+1}$ is given in (5.2),
4: \hspace{1em} $\rho_{i+1} \leftarrow p_{i+1}/(p_{i+1} \cdot 1)$, update $r_{i+1}$ according to (5.11),
5: \hspace{1em} $e \leftarrow J(r_{i+1}) e$, $a \leftarrow a + \log \|e\|$, $e \leftarrow e/\|e\|$.
6: end for
7: $\lambda \leftarrow a/t$, $B \leftarrow \log(\epsilon)/\lambda$.
\end{algorithm}
5.4 Statistical Inference

Traditionally, EM, variational inference or MCMC are used to perform inference over \( \theta \). These algorithms have found widespread use in statistics and machine learning [40, 81]. However, it is a computational challenge in terms of scalability and numerical stability, to marginalize all hidden state variables given a long sequence of observations. There are many other gradient based algorithms to obtain the maximum likelihood estimator (MLE) or maximum a posteriori (MAP), for instance, stochastic gradient descent method. We must be able to efficiently estimate the gradient of the log-likelihood function or log-posterior function, \( \ln p(\theta|y_{1:t}) \).

With the prior function \( p(\theta) \), the gradient is written as

\[
\frac{\partial \ln p(\theta|y_{1:t})}{\partial \theta_i} = \frac{\partial \ln p(y_{1:t}|\theta)}{\partial \theta_i} + \frac{\partial \ln p(\theta)}{\partial \theta_i} = \sum_{j=1}^{t} \frac{\rho_{j-1}}{\rho_n \cdot \beta_n} \frac{\partial M_D}{\partial \theta_i} \beta_j + \frac{\partial \ln p(\theta)}{\partial \theta_i} \tag{5.19}
\]

The complexity of matrix multiplication needed to calculate one component of the gradient is \( O(t) \) and the space needed is also \( O(t) \). So it is prohibitively expensive to compute directly in space and time when \( t \) is very large. Moreover, this direct computation is not numerically stable since the numerator and denominator are usually extremely small in such massive matrix multiplication. In fact, there are various algorithms to reduce the complexity, including the following mini-batch gradient descent method, which employs noisy estimates of the gradient based on mini-batch of data [38, 75].

First, instead of summing over all index \( j \) from 1 to \( t \), uniformly sample a subset of summand \( S \) with cardinality \( s \) at each step and use the following estimator for the direction of the full gradient. Here we assume the prior distribution \( p(\theta) \) as uniform for the sake of simplicity,

\[
\frac{\partial \ln \tilde{p}(\theta|y_{1:t})}{\partial \theta_i} = \frac{t}{s} \sum_{j \in S} \frac{\rho_{j-1}}{\rho_j M_D} \frac{\partial M_D}{\partial \theta_i} \beta_j \tag{5.20}
\]
Then we expect $E(\frac{\partial \ln \tilde{p}(\theta \vert y_{1:t})}{\partial \theta_i}) = \frac{\partial \ln p(\theta \vert y_{1:t})}{\partial \theta_i}$. This is typically referred to mini-batch gradient descent based techniques and it is very effective in the case of large-scale problems.

Second, instead of computing normalized forward and backward probability $\rho_j$ and $\beta_j$ recursively, we introduce a buffer of length $B$ on left and right ends of the subsequence of random matrices and both vectors are estimated by this much shorter subsequence,

$$
\tilde{p}_{LB} = p_0MD_{j-B} \ldots MD_{j-1}, \quad \tilde{\rho}_{j-1} = \tilde{p}_{LB}/(\tilde{p}_{LB} \cdot 1) \quad (5.21)
$$

$$
\tilde{b}_{RB} = MD_{j+1} \ldots MD_{j+B+1}, \quad \tilde{\beta}_j = \tilde{b}_{RB}/(\tilde{b}_{RB} \cdot 1) \quad (5.22)
$$

The reason to use the same buffer length for forward and backward probability is that Lyapunov spectrums for forward algorithm and backward algorithm are exactly the same. Therefore, the gap of the top two Lyapunov exponents are the same and the buffer of length is the same.

**Theorem 5.6.** Let $\theta$ be an invertible ergodic measure-preserving transformation of a probability space $(\Omega, \mathbb{P})$, where $\mathbb{P} = Q^\mathbb{Z}$ is the Bernoulli measure. Let $A : \Omega \to M(d, \mathbb{R})$ satisfy $\int \log \|A^{\pm 1}\| \, d\mathbb{P} < \infty$. Let $P_t(\omega)$ be the induced linear cocycle, $P_t(\omega) = A(\theta(t-1)\omega) \ldots A(\omega)$. Then the Lyapunov spectrums of these two linear cocycles

$$
\lambda := \lim_{t \to +\infty} \frac{1}{t} \log \|uP_t(\omega)\|, \quad \lambda' := \lim_{t \to +\infty} \frac{1}{t} \log \|P_t(\omega)v\| \quad (5.23)
$$

are equal $\mathbb{P}$-a.s.

The proof is straight forward. The left multiplication and the right multiplication will not change the Lyapunov spectrum but the subspaces $U_i(\omega)$ will be different for two cocycles.

So the gradient (5.20) is approximated as

$$
\frac{\partial \ln \tilde{p}(\theta \vert y_{1:t})}{\partial \theta_i} = \frac{t}{s} \sum_{j \in S} \tilde{\rho}_{j-1} \frac{\partial MD_i}{\partial \theta_i} \tilde{\beta}_j \quad (5.24)
$$

Note that (5.24), the matrix multiplication required is $O(2Bs)$ after using the buffer and the space needed is $O(s)$. When $2Bs \ll t$, this results in significant computational
speedups over the full batch inference algorithm. This techniques is exactly due to the memory decaying property and the buffer length $B$ is calculated in Algorithm 1. In order to be consistent with this technique, we can uniformly sample the subset of summand in the domain $[B + 1, t - B - 1]$. Moreover, one can enforce no overlap among the sampled subsequences. In pseudocode, the algorithm is presented in Algorithm 2.

**Algorithm 2** Mini-batched based inference for HMM

```
1: initialize the parameter $\theta = \{M, \phi\}$ and learning rate $\eta$
2: for $i = 0, 1, \ldots, N_{\text{iter}}$, Do
3:   Periodically estimate the buffer length $B$ according to Algorithm 1
4:   i.i.d sample $s$ integers in the subset $[B + 1, t - B - 1]$ with uniform distribution.
5:   Calculate $\partial \ln \tilde{p}(\theta|y_{1:t}) / \partial \theta$ according to (5.24).
6:   $d = \frac{\partial \ln \tilde{p}(\theta|y_{1:t})}{\| \partial \ln \tilde{p}(\theta|y_{1:t}) \|}$
7:   $\theta \leftarrow \theta + \eta d$
8: end for
```

This memory decay property not only can be taken advantage of in mini-batched gradient descent based inference on MLE or MAP, but also be used in stochastic gradient-MCMC [74, 75], stochastic variational inference [38], stochastic EM and online learning [59]. There are many more algorithms could be built based on this fundamental property in HMM. No matter what mini-batched based algorithm is used, it is important to estimate the buffer length efficiently and accurately.

**Example 5.2.** In order to demonstrate the algorithm, we sampled a long observation sequence with length $t = 10^7$ and the parameter given in Example 5.1. We assume we know all parameters except $\mu_1$ and $\mu_2$. In the algorithm, we use the same left and right buffer length $B_2 = B_1 = 200$ and sample size $s = 100$.

The learning rate $\eta$ starts with 0.05 and decays with the rate of 0.95 along the steps to prevent oscillations. After 25 steps, the algorithm will restart with the latest parameter,
Figure 5.4: Apply the Algorithm 2 to Example 5.1. The background is the contour plot of the log-likelihood function. In the left figure, $\mu_1$ and $\mu_2$ are unknown, the algorithm converges to $(0.03, 0.48)$ starting from $(0.8, -0.8)$. In the right figure, $\mu_1$ and $\sigma_1$ are unknown, the algorithm converges to $(0.01, 0.94)$ starting from $(-0.4, 1.4)$. 

until the difference of parameter from the previous restart is within the threshold, which in this case is 0.02. From the figure 5.4, the parameter reaches the desire MLE $(0.03, 0.48)$ after 8 starts from the initial guess $(0.8, -0.8)$. Note from the contour plot of the log-likelihood function, there is a region around $(0.5, 0)$ which is the flip of the mean, is very flat and our algorithm is able to escape it due to the stochastic nature. Also, the number of matrix multiplications needed is is about $8 \times 10^6$ which is less than the length observation sequence $L = 10^7$. It implies the algorithm has reached MLE even before the filtering procedure is finished in single iteration in EM or gradient descent algorithms. So it significantly speed up the inference procedure.

Although traditionally the EM algorithm has monotonic convergence, ensures parameters constraints implicitly and generally easier to be implemented, the convergence of EM can be very slow in terms of time for each iteration and total iteration steps. Our method can significantly reduce the time for each iteration since we only utilize part of the data by harnessing the memory loss property, but the steps needed is still comparable with EM
algorithm. In fact, one could extend our idea to efficiently estimate the Hessian matrix such that much faster quadratic convergence can be achieved with second-order method. Moreover, one can calculate observed fisher information which is the negative Hessian matrix of the log-likelihood evaluated at MLE. It will give curvature information at MLE and help to decide which MLE may be better without calculating the likelihood explicitly. Another natural extension of our method is to discrete state Kalman filter, which is continuous time version of HMM. Similar exponential forgetting property and the rate being the gap of top two Lyapunov exponents are discussed in [8] for the Wonham filter, but the proof is harder and evolves different techniques, in particular, the naive time discretization may be challenging since one needs to justify the change order of the limit.

In the era of big data, data analysis methods in machine learning and statistics, such as hidden Markov models, play a central role in industry and science. The growth of the web and improvements in data collection technology in science have lead to a rapid increase in the magnitude and complexity of these analysis tasks. This growth is driving the need for the scalable algorithms that can handle the “Big Data”. However, we don’t need that the whole massive data, instead small portion of data could serve as good as the original. One successful examples are mini-batched based algorithms. Despite the simple chain-based dependence structure, apply such algorithms in HMM are not obvious, since subsequences are not mutually independent. However, with the data set being abundant, we are able to harness the exponential memory decay in filtered state probability and appropriately choose the length of the subchain with the controlled error, to design mini-batched based algorithms. We proposed an efficient algorithm to accurately calculate the gap of the top two Lyapunov exponents, which helps to estimate the length of the subchain. We also prove the validity of the algorithm theoretically and verified it by numerical simulations. In the example, we also proposed the mini-batched gradient descent algorithm for MLE of log-likelihood function and it significantly reduces the computation cost.
Chapter 6

APPLICATION OF STOCHASTIC PROCESS: POLYMER LOOPING

The theory of polymer dynamics is one of the most successful stochastic-process models in chemical science [35, 37]. Polymer dynamics in an aqueous solution is naturally stochastic. A polymer molecule dissolved in the so-called theta solvent, known also as free-draining, can be mathematically represented in terms of a multi-dimensional Ornstein-Uhlenbeck (OU) process. While the general theory of an OU process is well developed (see [93] and the references cited within), explicitly analytical results on the kinetics of the formation of an end-to-end loop are still highly sought after in theoretical chemistry and biochemistry. The problem is essentially a perturbation of a linear operator [25, 56, 119].

In the literature, “polymer looping” has been a classic problem with important biological applications. It is an essential step in various intra-cellular processes, including gene regulation, DNA replication, protein and RNA folding [78, 91, 102]. In some biological systems, two reacting molecules may bind distal target sites along a single polymer chain and a biological function requires the polymer to “spontaneously” form a loop structure that brings the two in contact [70]. This polymer-loop-mediated phenomena is due to thermal fluctuations and the loop formation consists of two steps: the “encounter” of the two ends of the polymer defined by a small capture distance, followed by a bond formation between the two ends when they are within the capture radius. When the time scale of the former is much longer than the latter, the loop formation is called diffusion controlled: The diffusive Brownian motion of the chain is then the rate determining step.

As an in-depth study of a multi-dimensional stochastic process, the problem was first discussed by Jacobson and Stockmayer in 1950 even before the dynamic Rouse model [50, 99].
They formulated the free energy cost of looping in terms of an equilibrium distribution. It is quantified as the ratio of respective equilibrium constants for intermolecular and intramolecular synapsis reactions when studying the polymer melts, which is called the J factor. The J factor is directly proportional to the statistical fraction of polymer conformations within the capture radius $a$, which is the ratio of the rate constants of the cyclization reaction, $k_{\text{coil} \rightarrow \text{loop}}/k_{\text{loop} \rightarrow \text{coil}}$. The J factor is mainly discussed in the more complicated case where the effect of bending and twisting rigidity is taken into account and so the polymer is no longer flexible \[105\]. The rate $k_{\text{coil} \rightarrow \text{loop}}$ is the inverse of the mean time for the two ends of a polymer to meet within the capture radius $a$ (or simply looping time $\tau$) from some configurations.

The study of the kinetics of loop formation is a classical problem in polymer dynamics. It has led to intense theoretical and numerical research, even for the simplest case, of a Rouse chain. Though seemingly simple, the problem is actually challenging \[87\]. The mathematical formulation of the kinetics of this looping process involves a non-simple boundary-value problem of a linear PDE in a high dimensional space.

There were two major theoretical approaches in the early stage of the polymer looping investigation; they led to seemingly contradicting results. First, Wilemski and Fixman (WF) \[121,122\] and Doi \[34\] estimated that the looping time for long polymer chains scales as $\sim N^2$, where $N$ is the number of monomers. Surprisingly, according to this result, the looping time does not depend on the capture radius $a$ (more details of this method will appear in later sections). On the other hand, Szabo, Schulten and Schulten (SSS) \[110\] estimated the looping time scales as $\sim N^{3/2}/a$. They approximated the dynamics of the end-to-end distance of the polymer as a single Brownian particle diffusing in a potential of mean force. Recent numerical simulations, however, indicated these time scales are showing up in different time regimes but the prediction from WF is more accurate than that from SSS theory \[24,87\].

In fact, more recent theoretical advances show that the looping time may follow a mixed scaling law with $\tau \approx c_1 N \sqrt{N}/a + c_2 N^2$. Toan et al. \[114\] proposed an effective space-dependent diffusion coefficient in SSS theory, such that both theories could be unified into one and the mixed scaling law was revealed. However, it has been difficult to verify whether
this space dependency is really a mathematical approximation of a multi-dimensional OU process, or a different mathematical model all together. Very recently Amitai et al. \[2\] also discovered a similar scaling law, based on the expansion of the eigenvalues of the Fokker-Planck equation in the limit of small capture radius. The first order perturbation in a of the largest eigenvalue matches the SSS result and the next order perturbation roughly scales as $N^2$. But their theory works well only when $N$ is relatively small ($N < 64$), and the contribution from other eigenvalues is unclear. Guérin et al. \[11\] and Bénichou et al. \[12\] adapted the renewal equation method on the non-Markovian process of the end-to-end vector and reviewed other previous approaches. The numerical result they obtained is better than previous theories but an analytic scaling law is currently out of reach.

Within the OU process framework and in terms of analytical results, the mean first passage time is a solution to a boundary value problem associated with a high dimensional backward equation. Significant progress has been made in recent years on the asymptotic of passage-time problem associated with three-dimensional diffusion processes with a small exit boundary \[20,25,27\], crossing an unstable limit-cycle barrier \[32\], and rigorous lower bound on the density of the passage-time of the OU process \[112\]. The WF theory distinguishes itself from these other works in dealing with a high-dimensional OU process, which is equivalent to a low-dimensional non-Markovian process. With this in mind, the WF theory is currently the only analytically feasible approximation for the non-Markovian process of the end-to-end vector.

Here I discuss the WF theory rigorously and articulate the assumptions behind it. Specifically, I show that the assumption for the Delta sink is weaker than the Heaviside sink, so that the Delta sink gives better approximation results. The integrand appearing in WF theory in the expression for the looping time is not a genuine survival probability. We extract the postulated mixed scaling laws directly from WF theory in the limit of small dimensionless $\epsilon$, the ratio of capture radius $a$ to the Kuhn length $b$, with the help of perturbation methods. The mixed scaling law I find includes an extra term $N\sqrt{N}$ which will be dominated by $N^2$ term as $N \to +\infty$. Then I use Monte Carlo simulations to estimate the looping time for various $N$
and the capture radius $\epsilon$. In general, WF theory overestimates the looping time but agrees very well with the simulation in the small $\epsilon$ regime (irrespective of the value of $N$). We also verify the mixed scaling law numerically through regression. Last but not least, the WF theory naturally gives a direction to the stochastic model reduction of high-dimensional OU process. We will briefly discuss the connection to the celebrated Mori-Zwanzig formalism.

### 6.1 Overview of Rouse Model

The Rouse model is the simplest flexible polymer model which uses beads and springs to represent the polymer chain in a viscous fluid. It assumes beads have no excluded volume and no hydrodynamic interactions among them. Actually, the notion of a theta solvent is defined as an exact cancellation between these two opposing effects. Two adjacent beads are connected with a harmonic spring with the same spring constant $k$ and in total there are $N+1$ beads and $N$ springs. The potential energy of the entire mechanical system is given by $E(\mathbf{R}) = \frac{1}{2} k \sum_{n=1}^{N} (\mathbf{R}_n - \mathbf{R}_{n-1})^2$, where $\mathbf{R}_n$ is the position of $n$th bead in three-dimensional space. Let $b$ denote the Kuhn segment length or effective bond length, that is defined as the mean square length of the bond. Then, if $k = 3/b^2$ in $k_B T$ units, the Boltzmann distribution of the conformation and the end-to-end vector distribution will be the same as the ones for the Gaussian chain. In addition to the Hookean force from its connecting springs, a bead experiences a frictional force when it moves. Each bead is assumed to have the same friction coefficient $\zeta$. Inertia is negligible since the motion is overdamped. The diffusion coefficient of a monomer is $D_0 = 1/\zeta$ in $k_B T$ units as dictated by the Einstein relation. The dynamics are described by Langevin equations [6.1] with Gaussian white noise [115].

\[
\frac{d\mathbf{R}_i}{dt} = -D_0 \nabla_{\mathbf{R}_i} E(\mathbf{R}) + \mathbf{f}_i, \quad i = 0, 1, \ldots, N, \quad \langle \mathbf{f}_n(t)\mathbf{f}_m(t') \rangle = 2D_0 \delta_{nm} \delta_{tt'} \quad (6.1)
\]
Through a normal mode transformation \[6.2\], the Langevin equations \[6.3\] for the modes \(X_p\) are decoupled and each mode evolves independently but not identically to the others.

\[
\theta_p = \frac{p\pi}{2(N+1)}, \quad \gamma_p = 12\sin^2(\theta_p),
\]

\[
X_p = \frac{1}{N+1} \sum_{n=0}^{N} R_n \cos \left((2n+1)\theta_p\right), \quad R_n = X_0 + 2 \sum_{p=1}^{N} X_p \cos \left((2n+1)\theta_p\right), \tag{6.2}
\]

\[
\frac{dX_p}{dt} = -\gamma_p X_p + F_p, \quad \langle F_p(t)F_q(t') \rangle = \frac{1}{N+1} \delta_{pq}\delta_{tt'} \text{ for } p+q > 0 \quad \tag{6.3}
\]

Here \(\gamma_p\) are eigenvalues of the Laplacian matrix of the Rouse chain. The zeroth mode of the chain represents the dynamics of the center of mass for the chain which is Brownian motion. The dynamics is also called a reversible Ornstein-Uhlenbeck process [93] and its equilibrium distribution is the Boltzmann distribution \(P_e(X)\) in Eq. \[6.4\] [92].

\[
P_e(X) = \prod_{p \text{ odd}} \left(\frac{(N+1)\gamma_p}{\pi}\right)^{3/2} \exp\left(-\frac{(N+1)\gamma_p X_p^2}{2}\right) \tag{6.4}
\]

Nondimensionalize the system with the Kuhn length \(b\) as the characteristic length and \(b^2/D_0\) as the characteristic time, one can define a dimensionless parameter as the ratio of capture radius to the Kuhn length, \(\epsilon = a/b\). It specifies the capture radius in the unit of the Kuhn length so I will call \(\epsilon\) as capture radius as well. From now on, all quantities and equations are nondimensionalized unless otherwise specified.

The end-to-end vector \(R_{ee}\) can be expressed as the linear combination of the odd order terms of \(X_p\) with coefficient \(c_p\) (see Eq. \[6.5\]). All even order modes do not contribute if the chain has a homogenous spring constant. The equilibrium distribution of the end-to-end vector is also a Gaussian with variance \(N\).

\[
R_{ee} = R_0 - R_N = \sum_{p \text{ odd}} c_p X_p, \quad c_p = 4\cos(\theta_p), \tag{6.5}
\]

\[
P_r(R_{ee}) = \left(\frac{3}{2\pi N}\right)^{3/2} \exp\left(-\frac{3R_{ee}^2}{2N}\right) \tag{6.6}
\]

The relaxation time \(\tau_p\) for the odd modes \(X_p\) is \(\tau_p = 1/\gamma_p\). Specifically, \(\tau_1\) is the largest, \(\tau_1 \approx \frac{(N+1)^2}{3\pi^2}\). So the relaxation time for the end-to-end vector \(R_{ee}\) is dominated by \(\tau_1\).
The corresponding Fokker-Planck equation for the Langevin equation describes the time evolution of the probability density \( P(X, t) \). This linear operator is denoted as \( L_F \). The Green function of the Fokker-Planck equation is the probability propagator, \( G(X, t|X^0, 0) \), and is a Gaussian function.

\[
\frac{\partial P(X, t)}{\partial t} = \nabla \cdot \left( \Gamma P(X, t) \right) + \frac{1}{2(N+1)} \nabla \cdot \left( \nabla P(X, t) \right) = L_F P(X, t),
\]

in which \( \Gamma \) is a diagonal matrix with elements \( \gamma_p \). But the dynamics of the end-to-end vector \( R_{ee} \), being a projection of a \( N \)-dimensional OU process, is non-Markovian. One could sample from Boltzmann (canonical) distribution polymer configurations with fixed \( R_{ee} = r_0 \) and study the average end-to-end vector dynamics. These dynamics follow a non-Markovian Gaussian process with the conditional probability \( T(r, t|r_0, 0) \). The probability at time \( t \) on location \( r \) is also w.r.t. the canonical ensemble. It is determined by the time correlation function of the end-to-end vector, \( \phi(t) \), which is the summation of the correlation functions of the odd modes. The conditional probability \( T(r, t|r_0, 0) \) looks like a probability propagator, but it doesn’t satisfy the Kolmogorov-Chapman equation, i.e.,

\[
\int T(r, t|r', t') T(r', t'|r_0, 0) dr' \neq T(r, t|r_0, 0), \quad \text{for } t > t' > 0.
\]

\[
\phi(t) = \frac{(R_{ee}(t)R_{ee}(0))}{(R_{ee}^2(0))} = \frac{2}{N(N+1)} \sum_{p \text{ odd}} \tan^2(\theta_p) \exp(-\gamma_p t)
\]

\[
T(r, t|r_0, 0) = \left( \frac{3}{2\pi N(1-\phi^2(t))} \right)^{3/2} \exp \left( -\frac{3}{2N} \frac{(r-\phi(t)r_0)^2}{1-\phi^2(t)} \right)
\]

Once the two ends of the chain get close (within the capture distance \( \epsilon \)), the reaction may start. So this reactive surface is described as a tubular neighborhood \( S_{\epsilon} = \{ X : \|R_{ee}\| = \epsilon \} \). In the ideal case, every time the two ends get closer than \( \epsilon \), the reaction happens and this corresponds to the absorbing boundary condition \( P(X, t) = 0 \) on the surface \( S_{\epsilon} \). Once the reaction term is imposed, the modes are no longer independent.

In the literature, when addressing the looping problem, it is assumed that the initial distribution is the Boltzmann distribution \( P_e(X) \). But the initial condition doesn’t fulfill the boundary condition. Physically all configurations that are in a looped state react immediately, so the initial condition becomes the normalized Boltzmann distribution outside
the reactive surface and zero inside the surface. The difference between these two initial conditions are negligible since the probability inside the surface is very small compared with outside. It is worth noting that the polymer chain sampled from the Boltzmann distribution doesn’t imply all internal modes of the chain are fully relaxed.

If the PDE 6.7 with the boundary condition specified could be solved, one could integrate the solution $P(X, t)$ over the configuration space $X$ and get the probability that the chain hasn’t formed a loop at time $t$, the survival probability $\Sigma(t)$. Then $1 - \Sigma(t)$ is the cumulative probability distribution for the random time of capturing, and the mean looping time $\tau$ is the time integral of survival probability through the time domain with some mild assumptions, which can be fully determined. $\tau$ is a function of the number of beads $N$ and the dimensionless capture radius $\epsilon$. One intuitively expects that $\tau \to \infty$ as $N \to \infty$, or $\epsilon \to 0$.

### 6.2 Markovian Approximation

A simple approach is to consider that the two ends of the polymer behave as if they were diffusing apart from the rest of the chain, such that no memory effect is expected. We can project all these internal modes of the polymer into a 1D single variable, the end-to-end distance $r = \|R_{ee}\|$ (after angular components are averaged). This is the theory first developed by Szabo, Schulten and Schulten [110]. Suppose that the end-to-end distance obeys a reduced Langevin equation of the form with diffusion coefficient $D$ in the unit of $D_0$,

$$
\frac{dr}{dt} = -D \frac{dU(r)}{dr} + \xi(t), \quad \langle \xi(t)\xi(t') \rangle = 2D \delta(t - t'),
$$

(6.10)

where the effective potential $U(r)$ of the mean field is given by $U(r) = -\ln P_e(r)$, where $P_e(r) = 4\pi r^2 \left(\frac{3}{2\pi N}\right)^{3/2} \exp \left(-\frac{3r^2}{2N}\right)$. One can calculate the mean first passage time $\tau(r)$ starting from the fixed end-to-end distance $r$ and integrate this space dependent function w.r.t. the equilibrium distribution to get the looping time $\tau$.

The dynamics can be considered those of a single particle diffusing in the effective potential. The looping problem becomes a standard first passage time problem which can be
addressed by solving the adjoint operator equation, 
\[ D \left( \frac{d^2\tau(r)}{dr^2} - \frac{dU}{dr} \frac{d\tau(r)}{dr} \right) = -1, \]
with boundary condition \( \tau(\epsilon) = 0 \). One can assume a reflective boundary condition when the chain is fully stretched, i.e. \( \frac{d}{dr}\tau(N) = 0 \). In fact, the difference with the natural boundary condition here is negligible since the probability of the chain reaching that far is very small for the flexible chain. It is easy to show the solution of the adjoint equation is
\[ \tau(r) = \int_{\epsilon}^{r} \frac{1}{D \exp(-U(x))} dx \int_{x}^{\infty} \exp(-U(y)) dy \quad (6.11) \]

Averaging over the equilibrium distribution of the end-to-end distance and find,
\[ \tau = \int_{\epsilon}^{\infty} \tau(r) P_e(r) dr = \int_{\epsilon}^{\infty} \frac{1}{DP_e(x)} dx \left( \int_{x}^{\infty} P_e(y) dy \right)^2 \quad (6.12) \]

Eq. 6.12 is known as the SSS theory of polymer looping. It can be simplified through the Laplace method if I assume that the potential barrier at \( r = \epsilon \) is very high. In SSS theory, the diffusion coefficient \( D \) is chosen as the relative diffusion coefficient of the two end monomers, \( D = 2 \). (in Sec. 6.4, it is shown that this choice of diffusion coefficient is related to a short time approximation for the end-to-end correlation function \( \phi(t) \)). For the Rouse model, the looping time becomes
\[ \tau_{SSS} \approx \frac{1}{8\pi \epsilon P_e(0)} = \frac{\sqrt{\pi}}{6\sqrt{6}} \frac{N\sqrt{N}}{\epsilon} \quad (6.13) \]

Specifically, \( P_e(0) \) is exactly proportional to the J factor of the Gaussian chain. Another way to derive the SSS result is to coarse grain the polymer chain to a dumbbell model with the effective spring constant \( k_{eff} = 3/N \).

It turns out that the equilibrium assumption about the chain is not an accurate one. Not all internal modes of the polymer chain have relaxed before the looping process starts. So when \( \tau_1 \gg \tau_{SSS} \), the effective potential is no longer time independent. The motion of all internal modes has be taken into consideration in the problem of looping. If \( \epsilon \ll 1/\sqrt{N} \), the looping time \( \tau \) is longer than the relaxation time of the chain, so all internal modes are fully relaxed before the two ends meet and SSS theory works well.
Amitai et al. [2] calculate the perturbation of the spectrum for the Fokker-Planck equation 6.7 and estimate the looping time accordingly. If I assume the natural boundary condition, the system is detailed balanced with the Boltzmann distribution as unique stationary density [93]. Also, in this case, the operator $L_F$ in the linear PDE 6.7 is hermitian in the Hilbert space $L^2(X)$ with the inner product defined as $\langle f, g \rangle = \int_{\mathbb{R}^{3N+3}} \frac{f(X)g(X)}{P_e(X)} dX$ [115]. The linear operator can be rewritten as

$$L_F P(X, t) = \nabla \cdot \left( P_e(X) \nabla \left( \frac{P(X, t)}{P_e(X)} \right) \right) \quad (6.14)$$

Therefore it has a discrete real spectrum $\{-\lambda^0_i\}$ with complete orthogonal eigenfunction basis $\{\phi^0_i\}$. The spectrum consists of nonnegative integer-weighted sums of eigenvalues of the Laplace matrix, $-\gamma_p$, and the eigenfunctions are products of the corresponding Hermite polynomials. The top eigenvalue $\lambda^0_0 = 0$ and the corresponding eigenfunction is the stationary density function. The next two are $\lambda^0_1 = \gamma_1$ and $\lambda^0_2 = \gamma_2$.

But with the absorbing boundary condition, the spectrum $\{-\lambda^\epsilon_i\}$ is shifted due to removing the small tubular neighborhood $S_\epsilon$ and there is no longer a stationary density. If $\epsilon$ is small enough, the spectrum will be still distinct discrete and real. The time dependent solution can still be expressed as an expansion in the eigenfunctions $\{\phi^\epsilon_i\}$ with coefficients $c_i$,

$$P(X, t) = \sum_{i=0}^{\infty} c_i \phi^\epsilon_i(X) \exp(-\lambda^\epsilon_i t).$$

If the initial condition is the previous stationary density, i.e. the Boltzmann distribution, the eigenfunction $\phi^\epsilon_0$ is close to the Boltzmann distribution so that most of the energy is contributed by this zeroth mode, i.e, $c_0 \approx 1$. The survival probability $\Sigma(t) = \int_{\mathbb{R}^{3N+3}-S_\epsilon} P(X, t) dX$, is in fact the summation of infinitely many exponential distributions. If the survival probability decays to 0 sufficiently fast, i.e, $\lim_{t \to +\infty} t \Sigma(t) = 0$, then the mean first passage time $\tau$ is simply the integral of the survival probability from 0 to $+\infty$,

$$\tau = \int_0^{+\infty} \Sigma(t) dt = \sum_{i=0}^{\infty} \frac{C_i}{\lambda^\epsilon_i} \approx \frac{1}{\lambda^0_0}. \quad (6.15)$$

Amitai et al. [2] discovered that the first passage time roughly follows one single exponential distribution for relatively small $N$ ($N < 64$) by numerical simulation, so the zeroth mode in
Eq. 6.15 is enough. We will discuss the distribution of the first passage time in Sec. 6.5. When $\epsilon$ is small enough, the first order perturbation of the zeroth eigenvalue is proportional to the ratio of the partition function of the closed polymer chain to the whole configuration space. This ratio is again exactly the J factor and the proportionality spatial factor is $8\pi\epsilon$.

\begin{equation}
\lambda_0^\epsilon = 0 + 8\pi\epsilon J + O(\epsilon^2)
\end{equation}

The series expansion of the eigenvalues follows results in \cite{25}. The J factor in the scaling of $N$ appears in the expression was discussed in \cite{45}. If one uses Eq. 6.16 in Eq. 6.15 then the first order perturbation result exactly matches the SSS Markovian approximation, i.e, the looping time is exactly Eq. 6.13.

In summary, the SSS theory describes the kinetics of loop formation as a diffusion process in an effective potential of mean force that is derived from the equilibrium distribution for the end-to-end distance $P_e(r)$. It approximates the non-Markovian dynamics of the end-to-end distance $r$ by these simple Markovian dynamics. It assumes that the internal modes have relaxed before the looping process starts (this is called the local equilibrium assumption). The condition for this to hold is $\epsilon \ll 1/\sqrt{N}$. As far as the spectrum of the linear operator is concerned, this Markovian approximation corresponds to the first order perturbation of the zeroth mode. In Sec. 6.5, it is shown that the SSS result significantly underestimates the looping time (it can also be proved through a variational principle \cite{89}). Roughly speaking, the Markovian estimate ignores the case that two ends meet each other due to fluctuation, but the center of mass of the chain may be far away from the two ends. Intuitively, this case is more likely to happen for relatively large $\epsilon$ or large $N$. This drawback brings us to a more comprehensive method, Wilemski-Fixman theory.

### 6.3 WF Theory

One could incorporate a distance-dependent reaction term in the Fokker Planck equation 6.7 with a microscopic rate constant $\kappa$ and relate the looping time with the time integral of a normalized sink-sink time correlation function. This is the celebrated Wilemski-Fixman
(WF) approximation \cite{121, 122}. Instead of solving a Fokker-Planck equation \ref{eq:6.7} with a complicated boundary condition, the modified equation is of convection-diffusion-reaction type in free space (see Eq. \ref{eq:6.17}) and one can express the solution in terms of the Green function \( G(X,t|X',0) \) for Eq. \ref{eq:6.7}. This method can also be applied to study the Fokker-Planck equation with other difficult boundary conditions, like diffusion-limited catalytically-activated chemical reactions with a special catalytic subvolume \cite{11}, facilitated diffusion and looping with a heterogenous Rouse chain. The microscopic rate constant \( \kappa \), which measures the effectiveness of the reaction, is not the same as the coefficient in the partially absorbing boundary condition in Collins and Kimball’s kinetic theory. In fact, Szabo et al. \cite{109} shows that the partially absorbing boundary condition is equivalent to the use of a delta sink on the reactive surface in conjunction with a reflecting boundary condition. However, as I will show later, if I let \( \kappa \to +\infty \) in the WF approximation, the absorbing boundary condition can be recovered under some assumptions.

\[
\frac{\partial W(X,t)}{\partial t} = L_F W(X,t) - \kappa S(X) W(X,t), \quad W(X,0) = P_e(X) \tag{6.17}
\]

Two popular choices for the sink function are the Heaviside function and the radial delta function. For a given configuration \( X \), the Heaviside function is \( S_1(X) = \begin{cases} 1, & \text{if } \| R_{ee} \| \leq \epsilon \\ 0, & \text{Otherwise} \end{cases} \). Intuitively, it corresponds to the Brownian particle starting to react once inside the reactive surface \( S_\epsilon \). The delta function is \( S_2(X) = \frac{1}{4\pi \epsilon^2} \delta(\| R_{ee} \| - \epsilon) \). It is also called the Smoluchowski reaction sink. The reactive spherical surface is in three-dimensional space and it separates the whole space into two regions, inside and outside of the reactive surface. But this sink doesn’t allow the Brownian particle to pass the surface. Both types of sinks have a three-dimensional representation in terms of the end-to-end vector \( r \).

The solution of Eq. \ref{eq:6.17} starting with the equilibrium distribution \( P_e(X) \) can be expressed with the help of Dyson’s formula as

\[
W(X,t) = P_e(X) - \kappa \int_0^t dt' \int dX' G(X,t|X',t') S(X') W(X',t'). \tag{6.18}
\]
The inner space integral gives the probability density at time $t$ in the original Fokker-Planck equation 6.7 if the initial distribution at time $t'$ is $S(X)W(X,t')$. The meaning of Eq. 6.18 is as follows: the probability of a chain to have the configuration $X$ at time $t$, is the probability to observe the configuration $X$ without sink, minus the probability of reaching the configuration $X$ at time $t$ starting in the sink at some point $t'$ between 0 to $t$. The advantage of this approach is that the Green function for Eq. 6.7 is known. The survival probability $\Sigma(t)$ is given by $\Sigma(t) = 1 - \kappa \int_0^t dt' \int dX'S(X')W(X',t')$.

To solve analytically for $W(X,t)$ is still very difficult. The WF theory takes advantage of the conditional probability $T$ to reduce the dimensionality from $\mathbb{R}^{3N+3}$ to $\mathbb{R}^3$. One can multiply $S(X)$ on both sides of Eq. 6.18 and integrate w.r.t. $X$ to get Eq. 6.19. If one multiplies with a sink form other than $S(X)$, the result will be an unbalanced sink-sink correlation.

$$\int W(X,t)S(X)dX = \int P_e(X)S(X)dX - \kappa \int_0^t dt' \int dX'S(X) \times \int dX'G(X,t|X',t')S(X')W(X',t')$$

If $S(X)W(X,t)$ is the canonical ensemble with the Boltzmann distribution for the end-to-end vector $r$, one could rewrite Eq. 6.19 in terms of $T(r,t|r_0,0)$. Specifically, for the Heaviside sink, the space and time dependencies of $W(X,t)$ are separated inside the sink, $W(X,t) = P_e(X)g(t,\kappa)$ when $\|r\| \leq \epsilon$; for the delta sink, $W(X,t)$ only requires the same space and time separation on the reactive surface, i.e, $W(X,t) = P_e(X)g(t,\kappa)$ when $\|r\| = \epsilon$.

The condition for the delta sink is weaker than for the Heaviside sink, so one would expect that the delta sink performs better than the Heaviside sink. Note that both are weaker than the original WF assumption which requires time and space separation in the whole space. In either case, $W(X,t)$ is not homogenous on the reactive surface. In fact, WF theory allows non-Markovian dynamics for the end-to-end vector of the chain but doesn’t capture the full non-Markovian effect.

With the help of the sink-sink correlation function $C(t)$, Eq. 6.19 can be rewritten into
a more compact form Eq. 6.20 and Eq. 6.21, if the separation condition is satisfied.

\[ C(t) = \langle S(r, 0), S(r, t) \rangle = \int dr \int dr' S(r) T(r, t|r', 0) S(r') P_r(r') \quad (6.20) \]

\[ g(t, \kappa) P_0 = P_0 - \kappa \int_0^t g(t', \kappa) C(t - t') dt', \quad P_0 = \int P_r(r) S(r) dr. \quad (6.21) \]

One observes that \( C(\infty) = (P_0)^2 \) for both sinks. For the delta sink, \( C(t) \) has a singularity at \( t = 0 \); for the Heaviside sink, \( C(0) = P_0 \), the probability of the looped state at equilibrium.

In general, there is no closed form expression for \( C(t) \).

Assume that on the reactive surface, the time function \( g(t, \kappa) \) is asymptotically \( q(t)/\kappa + O(1/\kappa^2) \). If I let the microscopic rate constant \( \kappa \to +\infty \), then \( W(X, t) \to 0 \) on the reactive surface asymptotically and the absorbing boundary condition is recovered. Under this assumption, the survival probability will be \( \Sigma(t) = 1 - \left( \int_0^t P_0 q(t') dt' \right) \). In this limit, the left hand side of Eq. 6.21 vanishes and I find that

\[ P_0 = \int_0^t q(t') C(t - t') dt'. \quad (6.22) \]

Eq. 6.22 is valid inside the sink for the Heaviside sink and on the reactive surface for the delta sink respectively, and looping time only requires the solution in these regions. This defines a deconvolution problem with the kernel given by \( C(t) \). This is an inverse problem and one way to solve it is to use the Laplace transform. The Laplace transform of \( q(t) \) and \( \Sigma(t) \) are, \( \hat{q}(s) = \frac{P_0}{sC(s)} \) and \( \hat{\Sigma}(s) = \frac{1}{s} - \frac{(P_0)^2}{s^2C(s)} \) respectively. The looping time is given by \( \tau = \lim_{s \to 0} \hat{\Sigma}(s) \).

Since \( C(t) \) is a decreasing function to \( C(\infty) \), in the transform variable I have \( \hat{C}(s) > C(\infty)/s \).

If one approximates \( \hat{\Sigma}(s) \) in the denominator by \( sC(\infty) \), then \( \tau \leq \lim_{s \to 0} \frac{\hat{C}(s)}{C(\infty)} - \frac{1}{s} \). In fact, I can show the inequality is an equality as follows.

Define \( I(t) = \frac{C(t)}{C(\infty)} - 1 \). The improper integral of \( I(t) \) from 0 to \( +\infty \) is finite, and it is equivalent with \( \hat{I}(0) < \infty \) in Laplace transform. The looping time \( \tau \) is given by

\[ \tau = \lim_{s \to 0} \frac{s\hat{C}(s) - (P_0)^2}{s^2\hat{C}(s)} = \lim_{s \to 0} \frac{\hat{I}(s)}{s\hat{I}(s) + 1} = \hat{I}(0) = \int_0^\infty dt \left( \frac{C(t)}{C(\infty)} - 1 \right) = \lim_{s \to 0} \frac{\hat{C}(s)}{C(\infty)} - \frac{1}{s}. \quad (6.23) \]
Finally, the integral $\int_{0}^{\infty} dt \left( \frac{C(t)}{C(\infty)} - 1 \right)$ is the famous WF approximation formula which one can evaluate numerically. But the integrand $\frac{C(t)}{C(\infty)} - 1$ is clearly not the survival probability $\Sigma(t)$ because this small alteration in the Laplace domain would change the integrand function significantly in the time domain.

We can provide a probabilistic interpretation of the WF formula for the Heaviside sink. $C(0) = P_0$ is the fraction of the polymer that has already formed the loop initially. If one only takes this fraction of the polymers to start the process, the polymer will start to un-loop gradually. We assume that once they are un-looped, these polymers will not form the loop again under the time scale of interest. After sufficiently long time, the distribution of end-to-end vector will be the Gaussian distribution with normalization factor $P_0$ and the fraction of polymers that is still in the loop state will be $C(\infty) = P_0^2$. So $C(t)$ describes the fraction of the polymer that is still in the loop state at time $t$ if the process starts with the looped polymer. The process of the polymers un-looping themselves is intimately related to the looping problem. We can rewrite the integrand as follows

$$\tau = \frac{1 - C(0)}{C(0)} \int_{0}^{\infty} \frac{C(t) - C(\infty)}{C(0) - C(\infty)} dt.$$  \hspace{1cm} (6.24)

The expression $\frac{C(t) - C(\infty)}{C(0) - C(\infty)}$ is taken as the approximation of the survival probability for the un-looping process. The integral calculates the expected un-looping time. If one considers this looping process as the dynamical process in a bi-stable system, the ratio $\frac{1 - C(0)}{C(0)}$ is the relative stability of the two potential wells, which builds the connection from un-looping time to looping time. A disadvantage with this argument is that it does not work for the delta sink case.

In summary, the approximations made are:

(i) The solution $W(X, t)$ of Eq. 6.17 has the space and time separation inside the sink for the Heaviside sink and on the reactive surface for the delta sink. This approximation is the key step for the construction of this conditional probability w.r.t. canonical ensemble and the reduction in dimension. It is a plausible assumption because the canonical ensemble of polymers will behave as quasi-stationary, at least for the small capture radius case. In order
to go beyond the WF approximation, one has to relax this condition.

(ii) The time function \( g(t, \kappa) \) is analytic with respect to the variable \( 1/\kappa \), such that the absorbing boundary is recovered. Although the assumption is difficult to verify, it is reasonable physically. As the microscopic rate constant \( \kappa \) increases, the reaction is more and more likely to happen once the two ends are within the capture radius. In the limit, the reaction will happen immediately which corresponds to the absorbing condition.

(iii) Instead of solving the deconvolution problem numerically, the WF theory approximates the denominator in the Laplace domain, and it gives a semi-analytical form for the looping time \( \tau \) directly, but the analytical form for the survival probability is unknown. We will address this issue in Sec. 6.5 and solve numerically for the survival probability \( \Sigma(t) \) there.

6.4 Perturbation Method

Although the WF theory provides a good estimate of the looping kinetics, the numerical integration neither provides a reduced model nor gives the scaling law in the two parameters \( N \) and \( \epsilon \). We are going to apply perturbation techniques on the time integral to extract asymptotic estimates of the looping time.

The sink-sink correlation function \( C(t) \) can be expressed as a double integral over two radial variables \( r \) and \( r' \), after averaging out the azimuthal and polar angles. It uses the fact that \( \int dr \int dr_0 \exp(rr') = \int dr \int dr' 4\pi r r' \frac{\sinh(rr')}{rr'} \).

\[
C(t) = \frac{(3/2\pi N)^3}{(1 - \phi^2)^3/2} \int_0^\infty dr 4\pi r^2 S(r) \int_0^\infty dr' 4\pi r'^2 S(r') \exp \left( -\frac{3}{2N} \frac{r^2 + r'^2}{1 - \phi^2} \right) \times \sinh \left( \frac{3\phi rr'}{N(1 - \phi^2)} \right) / \frac{3\phi rr'}{N(1 - \phi^2)}
\]

(6.25)

We introduce the small dimensionless quantity \( x_0 = \frac{3\epsilon^2}{2N} \ll 1 \). \( x_0 \) is a small quantity since the nature of the looping assumes the capture radius \( \epsilon \) is much smaller than the average end-to-end distance \( \sqrt{N} \). Using \( x_0 \) I can find explicit expressions for the integrand \( I(t) \).

For the Heaviside sink, the double integral is evaluated by expanding in powers of \( x_0 \),

\[
C(t) = \frac{16\pi^3}{9\pi(1 - \phi^2)^3/2} \left( 1 - \frac{6\epsilon_0}{5(1 - \phi^2)} + \ldots \right).
\]

To match the similar form in [34], Pastor et al. [87]
proposed the closed form $C(t) \approx \frac{16x_0^3}{9\pi} \left(1 - \phi^2 + \frac{4}{5}x_0\right)^{-3/2}$, which matches the first two order of the expansion in $x_0$. Then

$$I_H(t) = \frac{C(t)}{C(\infty)} - 1 \approx \left(1 + \frac{4}{5}x_0 \frac{1}{1 - \phi^2(t) + \frac{4}{5}x_0}\right)^{3/2} - 1 \quad (6.26)$$

The time integral of $I_H(t)$ is roughly approximated in two different time scales. First, in the short time scale, $\phi \approx 1$, the denominator is approximated by $2(1 - \phi) + \frac{4}{5}x_0$. The integrand in this time scale is much larger than 1 since $x_0$ is sufficiently small. The approximation of $I_H(t)$ is, $I_H(t) \approx \left(\frac{1 + \frac{4}{5}x_0}{2(1 - \phi(t)) + \frac{4}{5}x_0}\right)^{3/2}$. Second, in the long time scale, $\phi \approx 0$, one could estimate the asymptote as the integrand goes to 0 by exploiting that the quantity $\frac{\phi^2(t)}{1 - \phi^2(t) + \frac{4}{5}x_0}$ is small. So the approximation of $I_H(t)$ under this time scale is, $I_H(t) \approx \frac{3}{2} \frac{\phi^2(t)}{1 + \frac{4}{5}x_0}$.

For the delta sink, the double integral is evaluated exactly

$$C(t) = \frac{12x_0/N\pi}{\phi\sqrt{1 - \phi^2}} \exp(-2x_0) \sinh\left(\frac{2x_0\phi}{1 - \phi^2}\right), C(\infty) = \frac{24x_0^2}{N\pi} \exp(-2x_0)$$

$$I_{DS}(t) = \frac{C(t)}{C(\infty)} - 1 = \frac{\exp\left(2x_0\phi/(1 + \phi)\right) - \exp\left(-2x_0\phi/(1 - \phi)\right)}{4x_0\phi\sqrt{1 - \phi^2}} - 1. \quad (6.27)$$

Similarly to the Heaviside sink case, it can be approximated in two different time scales. First, in the short time scale, $\phi \approx 1$, so the approximation of $I_{DS}(t)$ is given by $I_{DS}(t) \approx \frac{\exp(x_0) - \exp(-2x_0/(1 - \phi))}{4\sqrt{2x_0}\sqrt{1 - \phi}}$. Second, in the long time scale, $\phi \approx 0$, one can use a Taylor expansion to estimate the limit of the integrand. So the approximation of $I_{DS}(t)$ is $I_{DS}(t) \approx \frac{3}{2} \phi^2$.

Since the time correlation function for the end-to-end vector $\phi(t)$ doesn’t have a closed analytical form, the integral is still not feasible analytically. We will approximate $\phi(t)$ in three different time scales: First, when the time scale is within the relaxation time for the largest mode, $t \leq \tau_N = \frac{1}{12}$, take the approximation $\exp(-\gamma_pt) = 1 - \gamma_pt + O(t^2)$. Then $\phi(t)$ can be approximated by $\phi(t) \approx 1 - \frac{64}{N}$. Second, when time $t$ between two time scales, $\tau_N \ll t \ll \tau_3 = \frac{N^2}{27\pi^2}$, the approximation will be based on $\frac{1}{\tan^2(\theta_p)} \approx \frac{1}{\theta_p^2}$ and $\gamma_p \approx p^2\gamma_1$. Both approximations work well on small $p$ that also contribute the most to the correlation function, $\phi(t) \approx 1 - \frac{8}{\pi^2} \sum_{p \text{ odd}} \frac{1}{p^2} \left(1 - \exp(-p^2\gamma_1t)\right)$. One has to further approximate by turning the summation into the integral. Define $x = p\sqrt{\gamma_1t}$, the coefficient $N^{-1} \ll \sqrt{\gamma_1t} \ll 1$ is a small
quantity, \( \phi(t) \approx 1 - \frac{4}{3\pi} \sqrt{\gamma_1 t} \int_0^{+\infty} \frac{1}{\sqrt{\pi}} (1 - \exp(-x^2)) \, dx = 1 - \frac{4}{3N} \sqrt{\frac{3t}{\pi}}. \) Last, when the time \( t \gg \tau_3 \), all other modes are relaxed except the first mode. Then it can be approximated by \( \phi(t) \approx \frac{8}{\pi^2} \exp(-\gamma_1 t) \). In summary, the end-to-end vector correlation function \( \phi(t) \) has the following analytical approximation

\[
\phi(t) \approx \begin{cases} 
1 - \frac{6t}{N} & \text{Short Timescale} \\
1 - \frac{4}{N} \sqrt{\frac{3t}{\pi}} & \text{Median Timescale} \\
\frac{8}{\pi^2} \exp(-\gamma_1 t) & \text{Long Timescale}
\end{cases}
\] (6.28)

The effective diffusion coefficient \( D_{\text{eff}} \) for the end-to-end vector is defined by the end-to-end correlation function \( \phi(t) \),

\[
D_{\text{eff}}(t) = \frac{\langle (\mathbf{R}_{ee}(t) - \mathbf{R}_{ee}(0))^2 \rangle}{6t} = \frac{N(2 - 2\phi(t))}{6t} \] (6.29)

In the short timescale, \( D_{\text{eff}} = 2 \) which is time homogeneous. It also verifies the choice of diffusion coefficient in SSS theory. SSS theory doesn’t capture the behavior from other timescales, so it cannot reproduce the mixed scaling law.

Numerical simulations show that all three asymptotic results perform very well under the appropriate timescale. Specifically, for \( N = 75 \), the short timescale approximation works better than the median for \( t \leq t_1 = \frac{4}{3\pi} \approx 5.1\tau_N \) and the long timescale approximation is better than the median for \( t \geq 2.8\tau_3 \). Notice when \( t \approx \tau_3 \), the correlation function \( \phi \) is about 0.76, so one can still treat \( \phi \approx 1 \) under the median timescale. Then \( I_H \) and \( I_{DS} \) have analytical approximations \( \bar{I}_H \) and \( \bar{I}_{DS} \) as follows,

\[
\bar{I}_H(t) = \begin{cases} 
\left( \frac{1 + \frac{4}{3\pi} x_0}{\frac{8}{N} + \frac{4}{3\pi} x_0} \right)^{3/2} & \text{Short Timescale} \\
\left( \frac{1 + \frac{4}{3\pi} x_0}{\frac{8}{N} \sqrt{\frac{3t}{\pi}} + \frac{4}{3\pi} x_0} \right)^{3/2} & \text{Median Timescale} \\
\frac{96}{\pi^3(1 + \frac{4}{3\pi} x_0)} \exp\left(-\frac{6\pi^2 t}{(N+1)^2} \right) & \text{Long Timescale}
\end{cases}
\] (6.30)
\[ I_{DS}(t) = \begin{cases} 
\frac{\exp(x_0) - \exp\left(\frac{N x_0}{\sqrt{3}}\right)}{8\sqrt{3}x_0 \sqrt{\frac{1}{N}}} & \text{Short Timescale} \\
\frac{\exp(x_0) - \exp\left(-\frac{N x_0}{\sqrt{2\pi}}\right)}{8\sqrt{2}x_0 \sqrt{\frac{1}{N} \frac{\sqrt{2\pi}}{\pi}}} & \text{Median Timescale} \\
\frac{96}{\pi^2} \exp\left(-\frac{6\epsilon^2 t}{(N+1)^2}\right) & \text{Long Timescale}
\end{cases} \] (6.31)

Specifically, for \( N = 75 \) and \( \epsilon = 0.75 \), the analytical approximations perform very well for both sinks. The time range within which they deviate most is on the boundary of the short timescale and the median timescale. In terms of numerical integration, most of deviation is contributed by the median timescale and its boundaries as expected (figure not shown). The advantage of the approximation is that the integral which provides an estimate of the looping time can be evaluated analytically. Set the two timescale break points as \( t_1 = \frac{4}{3\pi} \) and \( t_2 = 3\tau_3 \). The second breakpoint between the median and long timescales depends on the number of beads, \( N \). We roughly choose \( 3\tau_3 \) as the second breakpoint but this will not change the behavior of scaling law qualitatively.

For the Heaviside sink, one can compute the mixed scaling law explicitly,

\[
\int_0^\infty I_H(t)dt = \frac{N\sqrt{N}}{\epsilon} \left( \frac{1}{6} \sqrt{\frac{5}{6}} \left(1 + \frac{4}{5} x_0 \right)^{3/2} \right) \left( 1 - \sqrt{\frac{6\epsilon^2/5}{16/\pi + \epsilon^2/5}} \right) + (N+1)^2 \frac{16}{\pi^6 (1 + \frac{4}{5} x_0)} \exp\left(-\frac{2}{3} \frac{N^2}{(N+1)^2}\right) + N\sqrt{N} \left( \frac{\pi}{48} (1 + \frac{4}{5} x_0)^{3/2} \right) \times \left( \sqrt{\frac{8N}{\pi}} \sqrt{\frac{1}{3\pi}} + \frac{6\epsilon^2}{5} - \sqrt{16/\pi + \epsilon^2/5 + \frac{6\epsilon^2/5}{\sqrt{8N/\pi} \sqrt{1+\frac{6\epsilon^2}{5}}}} - \frac{6\epsilon^2/5}{\sqrt{16/\pi + \epsilon^2/5}} \right) \right. \] (6.32)

When the capture radius \( \epsilon \ll 1 \), this integral is \( \int_0^\infty I_H(t)dt \approx h_1 \frac{N\sqrt{N}}{\epsilon} + h_2 N\sqrt{N} + h_3 N^2 \) where \( h_1, h_2 \) and \( h_3 \) are constants. In the limit of \( N \to +\infty \), I can ignore the middle term \( h_2 N\sqrt{N} \) and recover the mixed scaling law hypothesized before.
Figure 6.1: (a) Comparison of numerical calculation and analytical approximations for the end-to-end vector correlation function $\phi(t)$ under three different timescales for $N = 75$. (b) The approximated integrand $\bar{I}_H(t)$ from Eq. 6.30 and compared to the numerical evaluation from Eq. 6.26 for $N = 75$ and $\epsilon = 0.75$. (c) The approximated integrand $\bar{I}_{DS}(t)$ from Eq. 6.30 and compared to the numerical evaluation from Eq. 6.27 for $N = 75$ and $\epsilon = 0.75$. 
For delta sink, the integral is much more complicated,

\[
I_1 = \frac{N\sqrt{N}}{\epsilon^2} \frac{1}{9\sqrt{\pi}} \left( \exp(x_0) - \exp\left(-\frac{3\pi\epsilon^2}{8}\right) \right) + \frac{N\sqrt{N}}{\epsilon} \frac{\sqrt{\pi}}{6\sqrt{6}} \left( 1 - \text{erf}\left(\sqrt{\frac{3\pi\epsilon^2}{8}}\right) \right)
\]

\[
I_2 = \frac{N^3}{\epsilon^2} \frac{\sqrt{\pi}}{2^{1/2}3^{15/4}\pi^{5/4}} \left( \exp(x_0) - \exp\left(-\frac{\sqrt{3\pi^3}}{2}x_0\right) \right) - \frac{N\sqrt{N}}{18} \frac{\sqrt{\pi}}{\epsilon^2} \left( \exp(x_0) - \exp\left(-\frac{3\pi\epsilon^2}{8}\right) \right)
\]

\[
+ N^2 \frac{\sqrt{\pi}}{18\sqrt{2}} \exp\left(-\frac{\sqrt{3\pi^3}}{2}x_0\right) - \frac{N\sqrt{N}}{\epsilon^2} \frac{2}{27\sqrt{\pi}} \left( \exp(x_0) - \exp\left(-\frac{3\pi\epsilon^2}{8}\right) \right)
\]

\[
+ N\sqrt{N} \frac{\epsilon}{12\sqrt{6}} \left( \text{erf}\left(\frac{\epsilon}{\sqrt{N}}\frac{(3\pi)^{3/4}}{2}\right) - \text{erf}\left(\frac{(3\pi)^{1/2}}{2\sqrt{2}}\epsilon\right) \right).
\]

\[
I_3 = (N + 1)^2 \frac{16}{\pi^6} \exp\left(-\frac{2}{3} \frac{N^2}{(N + 1)^2}\right)
\]

\[
\int_0^\infty I_{DS}(t) dt = I_1 + I_2 + I_3
\]  \hspace{1cm} (6.33)

Similarly when \( \epsilon \ll 1 \), one can use Taylor expansions for \( \exp(x) \) and \( \text{erf}(x) \) functions at \( x = 0 \). The integral is roughly \( \int_0^\infty I_{DS}(t) dt \approx d_1 \frac{N\sqrt{N}}{\epsilon} + d_2 N\sqrt{N} + d_3 N^2 \) as well, where \( d_1, d_2 \) and \( d_3 \) are constants. In the limit \( N \to +\infty \), it recovers the mixed scaling law again. Specifically, \( d_1 \) is mostly contributed by the short timescale approximation in \( I_1 \) and is about \( \frac{\sqrt{\pi}}{6\sqrt{6}} \). It exactly matches the SSS result as predicted in [87]. It implies that the SSS and WF theories give the same asymptotic result \( \frac{N\sqrt{N}}{\epsilon} \) in the limit \( \epsilon \to 0 \) for given \( N \). In practice, this asymptotic result is realized when \( \epsilon \) is extremely small. \( d_2 \) and \( d_3 \) are mostly contributed by the median and long timescale approximations. This is also predicted by Doi in [34] and Doi provided a dynamical explanation as well. So both \( N\sqrt{N} \) and \( N^2 \) term are considered as the next order approximation result when \( \epsilon \) is still relatively small. One would insightfully rewrite the looping time with the mixed scaling law as \( \tau = \frac{N\sqrt{N}}{\epsilon} \left( d_1 + (d_2 + d_3\sqrt{N})\epsilon + O(\epsilon^2) \right) \).

Note in the derivation of this scaling law, I assume \( N \) as a constant is much larger than 1, i.e, \( N \gg 1 \). From the scaling law, two seemingly contradicting results from Doi and SSS are the consequence of the non-uniforming convergence of \( \epsilon \to 0 \) and \( N \to +\infty \). Such results are typical in singular perturbation problems.
Figure 6.2: Dependence of looping time on $N$ for two capture radius of $\epsilon = 0.1$ and $\epsilon = 0.5$. The looping time is estimated from a Monte Carlo simulation and compared to the numerical integration results in WF theory using Eq. 6.26 and Eq. 6.27.

6.5 Numerical Simulation

The Monte Carlo simulation algorithm is based on [87] but with more sample points and smaller time step. The simulation results are also within the range of their paper. The numerical solver is the Euler-Maruyama method, and the initial condition is sampled from the equilibrium distribution. The trajectory is terminated once the end-to-end distance is within the capture radius and record the passage time. The time step is chosen adaptively: when the end-to-end distance is within 2 Kuhn lengths, much finer time step is picked to prevent overshooting; but a larger time step is permitted when the end-to-end distance is outside of the range. The time step defined is

$$\Delta t = \begin{cases} 
\Delta_t + \Delta_h \sin \left( \frac{\pi}{2} \left( \frac{\|r\| - \epsilon}{2 - \epsilon} \right)^2 \right) & \epsilon \leq \|r\| \leq 2 \\
\Delta_t + \Delta_h & \|r\| > 2 
\end{cases} \quad (6.34)$$
with $\Delta t = 10^{-6}$ and $\Delta h = 10^{-3}$. This choice of time step is finer than that in [87]. For each parameter set, there are at least $n = 2000$ samples. The passage time is considered to follow a single exponential distribution in [87], so the 95% confidence interval for the mean passage time is $\bar{\tau} \pm \frac{1.96}{\sqrt{n}}\bar{\tau}$. We include this confidence interval for comparison. In fact, one can use the Lilliefors test, which is an improvement of the Kolmogorov-Smirnov test, to return a test decision for the null hypothesis that the passage time comes from an exponential distribution. The result is 1 if the test rejects the null hypothesis at 1% significant level, 0 otherwise [29]. We applied the test to our simulation data for various parameters (I used $N = 20, 25, 35, 45, 50, 65, 75, 85, 100, 115, 125, 150$ and $\epsilon = 0.1, 0.25, 0.5, 0.75, 1, 2$ for a total of 72 parameter combinations). The test shows: when $\epsilon = 0.1$ for all $N$ and $\epsilon = 0.25$ with $N \geq 100$, the test does not reject the null hypothesis at 1% significant level; for other parameter ranges, the test rejects the null hypothesis and that means the data do not fit an exponential distribution. Our result is different from Amitai’s result for large $N$, where they claim that the passage time does not follow a single exponential distribution when $N > 64$. In fact, I can visualize the survival probability for the large $N$ case in Fig. 6.4.

Table 6.1 and Fig. 6.2 show that the WF theory overestimates the mean passage time, as can also be proved by using a variational principle [89]. They also verify our argument that the delta sink should perform better than the Heaviside sink. The analytical results underestimate the numerical integration at various points in the parameter range, by less than 15 percent for Heaviside sink and by less than 10 percent for delta sink. From Table 6.1 and Fig. 6.2, I see that the delta sink results are in remarkable agreement with the simulation for small capture radius $\epsilon$. This implies that the space and time separation approximation relies mostly on the small capture radius assumption and not on the large number of beads. So, it is reasonable to use the WF theory as the simulation results when $\epsilon \ll 1$. At the same time, both analytical results predict that the WF theory has the mixed scaling law with $N\sqrt{N}, \frac{N\sqrt{N}}{\epsilon}$ and $N^2$. We use the WF theory for both sinks under the parameter range $0.1 \leq \epsilon \leq 0.15$ and $100 \leq N \leq 150$ to fit the scaling law. One could use simulation results to fit but the computational cost is enormous. The coefficient $d_1$ is estimated as 0.1225, very
<table>
<thead>
<tr>
<th>$N, \epsilon$</th>
<th>Sample points</th>
<th>Simulation</th>
<th>H.n.</th>
<th>H.a.</th>
<th>DS. n.</th>
<th>DS. a.</th>
<th>SSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>50, 0.1</td>
<td>8000</td>
<td>563±12</td>
<td>677</td>
<td>632</td>
<td>564</td>
<td>530</td>
<td>426</td>
</tr>
<tr>
<td>50, 0.5</td>
<td>8000</td>
<td>184±4</td>
<td>233</td>
<td>200</td>
<td>205</td>
<td>186</td>
<td>85</td>
</tr>
<tr>
<td>50, 1.0</td>
<td>8000</td>
<td>113±2</td>
<td>163</td>
<td>143</td>
<td>141</td>
<td>134</td>
<td>43</td>
</tr>
<tr>
<td>75, 0.1</td>
<td>4000</td>
<td>1117±34</td>
<td>1314</td>
<td>1230</td>
<td>1107</td>
<td>1048</td>
<td>783</td>
</tr>
<tr>
<td>75, 0.5</td>
<td>4000</td>
<td>396±12</td>
<td>498</td>
<td>437</td>
<td>447</td>
<td>414</td>
<td>157</td>
</tr>
<tr>
<td>75, 1.0</td>
<td>4000</td>
<td>261±8</td>
<td>368</td>
<td>330</td>
<td>326</td>
<td>317</td>
<td>783</td>
</tr>
<tr>
<td>100, 0.1</td>
<td>2000</td>
<td>1790±76</td>
<td>2114</td>
<td>1984</td>
<td>1796</td>
<td>1710</td>
<td>1206</td>
</tr>
<tr>
<td>100, 0.5</td>
<td>2000</td>
<td>681±29</td>
<td>858</td>
<td>762</td>
<td>778</td>
<td>733</td>
<td>241</td>
</tr>
<tr>
<td>100, 1.0</td>
<td>2000</td>
<td>466±20</td>
<td>655</td>
<td>595</td>
<td>590</td>
<td>581</td>
<td>121</td>
</tr>
</tbody>
</table>

Table 6.1: Comparison of theoretical results and simulations for selected values of $N$ and the capture radius $\epsilon$. H. n. (Heaviside numerical) and DS. n. (Delta sink numerical) are obtained from the numerical integration in WF theory using Eq. 6.26 and Eq. 6.27. H. a. (Heaviside analytical) and DS. a. (Delta sink analytical) are analytical results from Eq. 6.32 and Eq. 6.33. SSS is the analytical result from Eq. 6.13.
Figure 6.3: (a,b) Comparison of results from regression fit and the WF theory. The fitted lines are plotted according to Eq. 6.35 and Eq. 6.36. The WF results are obtained from numerical integration using Eq. 6.26 and Eq. 6.27. (c,d) Comparison of regression fit with and without $N^{3/2}$ term for $\epsilon = 0.25$.

close to the analytically predicted result $\frac{\sqrt{\pi}}{6\sqrt{6}} \approx 0.1206$.

\[
\int_0^\infty I_H(t)dt = 0.1536 \frac{N\sqrt{N}}{\epsilon} - 0.0982 N\sqrt{N} + 0.0677 N^2 + \epsilon_1 \quad (6.35)
\]

\[
\int_0^\infty I_{DS}(t)dt = 0.1225 \frac{N\sqrt{N}}{\epsilon} - 0.1060 N\sqrt{N} + 0.0677 N^2 + \epsilon_2 \quad (6.36)
\]

With the scaling law at hand, I use the regression equation 6.35 and 6.36 to test other parameter ranges given by $\epsilon = 0.25, 0.75$ and $50 \leq N \leq 100, 150 \leq N \leq 200$ (see Fig. 6.3). When $\epsilon = 0.25$, which is relatively small, the fit agrees remarkably well with the WF approximation for both sinks and in both ranges of $N$. However, when $\epsilon = 0.75$, the fit
starts to deviate from the WF theory for both sinks and the difference grows with $N$. Since I know that the WF theory can overestimate the looping time and the predictions from the regression fit are larger than those of the WF theory, I conclude that the predictions of the regression fit are not accurate for $\epsilon = 0.75$. For $\epsilon = 0.25$, if one omits the new term $N \sqrt{N}$, Fig. 6.3 shows that for both sinks the regression lines deviate from the numerical integration points in this parameter range and also the values of the Akaike information criterion (AIC) are much higher. The AIC is a measure of the relative quality of a statistical model for a given set of data and and the lower AIC model is better. This indicates that the $N \sqrt{N}$ term needs to be included in the model.

In the previous section, it was mentioned that WF approximates the denominator in the Laplace transform domain to get a semi-analytic form for the looping time and, as a result, the integrand is not a survival probability $\Sigma(t)$. However, the Volterra integral equation 6.22 can be solved numerically by the trapezoidal method. Correspondingly, the survival probability is found numerically and each moment of passage time can be calculated. The most useful moment of passage time, of course, is the mean.

Rewrite Eq. 6.22 to get

$$1 = \int_0^t \left( P_0 q(t') \right) \left( \frac{C(t - t')}{C(\infty)} \right) dt'$$

(6.37)

The kernel $C(t)/C(\infty)$ is the renormalized sink-sink correlation function and $P_0 q(t)$ is the function to solve for. The survival probability is $\Sigma(t) = 1 - \int_0^t P_0 q(t') dt'$. There is a difficulty because the kernel has a singular point at $t = 0$ and the numerical integration is very stiff. With the perturbation result in Eq. 6.30 I know the order of the singularity is 1/2, so careful handling of the kernel function at short time range $t$ is needed.

We plot in Fig. 6.4 the survival probability $\Sigma(t)$ predicted by the WF theory for two different values of $N$ and two different capture radius values $\epsilon$. As expected, the time integral of the survival probability recovers looping time from the WF theory in Eq. 6.23. In addition, I compare with the survival probability from the simulation data. This is computed by creating the histogram for the passage time and calculating the cumulative probability
Figure 6.4: Comparison of survival probability from WF theory with delta sink and from simulations for different $N$ and different $\epsilon$. The exponents of the exponential functions are the inverses of the looping time from WF theory in delta sink according to Eq. 6.27.

function for it. Then, the survival probability is one minus the cumulative probability function of the passage time. If the passage time follows a single exponential distribution, the survival probability will be an exponential function with the exponent given by the inverse of the looping time. For small capture radius $\epsilon = 0.1$, the survival probability function from WF agrees with the one from the simulation extremely well. It is interesting to note that the survival probability function obtained through simulation is an exponential function, even for large $N$. This was also verified previously. The exponent of the exponential function is the inverse of the WF looping time. However, for large capture radius $\epsilon = 1$, the survival probability function from the WF theory is clearly no longer an exponential function and it deviates from the simulation results which also do not show exponential behavior.

6.6 Stochastic Model Reduction

The WF theory as a general method of model reduction deserves further attention. One of the reasons that WF being successful is that it fully utilizes the properties of Gaussian process. In specific, the conditional probability for end-end vector $T(r, t|r_0, 0)$ is explicitly given in
Eq. 6.9 But \( T \) is not a probability propagator since it doesn’t satisfy the Kolmogorov-Chapman equation. This also indicates the reduced model of the end-end vector \( \mathbf{r} \) is non-Markovian. Even with the conditional probability \( T \), it doesn’t mean the dynamics of the end-end vector is known. Particularly, it will be interesting to study the memory kernel in this non-Markovian dynamics.

One possible description is given by the generalized Langevin equation \( \text{[39]} \).

\[
M \frac{d}{dt} \mathbf{r}(t) = -\int_0^t K(t-s) \mathbf{r}(s) ds + \mathbf{F}(t)
\]  

(6.38)

where \( K \) is the memory kernel. The fluctuating force \( \mathbf{F}(t) \) links with the memory kernel \( K \) through the fluctuation-dissipation theorem.

\[
\langle \mathbf{F}_i(t) \mathbf{F}_j(s) \rangle = 2K(|t-s|) \delta_{ij}, \quad \langle \mathbf{F}(t) \rangle = 0
\]

(6.39)

If \( K(t-s) = \text{const} \cdot \delta(t-s) \), then it goes back to the Markovian approximation in Sec. 6.2. The probability distribution of this generalized Langevin equation 6.38 follows the Gaussian process. It is the simplest dynamical model of non-Markovian Gaussian process, which plays an important role in understanding the stochastic model reduction.

The stochastic force satisfies \( \langle \mathbf{r}(0) \mathbf{F}(t) \rangle = 0 \) and it can be interpreted as a manifestation of the causality \( \text{[107]} \). Multiply \( \mathbf{r}(0) \) and average over the equilibrium ensemble we get

\[
M \frac{d}{dt} \langle \mathbf{r}(t) \mathbf{r}(0) \rangle = -\int_0^t K(t-s) \langle \mathbf{r}(s) \mathbf{r}(0) \rangle ds + \langle \mathbf{F}(t) \mathbf{r}(0) \rangle
\]

(6.40)

Using Laplace transform, one can get

\[
\hat{K}(z) = M \frac{1 - z \hat{\phi}(z)}{\hat{\phi}(z)}
\]

(6.41)

The conditional probability \( P(\mathbf{r}, t|\mathbf{r}_0, 0) \),

\[
P(\mathbf{r}, t|\mathbf{r}_0, 0) = \left( 2\pi M \left( 1 - \phi^2(t) \right) \right)^{-3/2} \exp \left( - \frac{1}{2} M \frac{(\mathbf{r} - \phi(t) \mathbf{r}_0)^2}{1 - \phi^2(t)} \right)
\]

(6.42)
Compare with $T(r,t|r_0,0)$ in Eq. \[6.9\] I can identify $M = 3/N$, which is the effective spring constant for dumbbell model. So

$$\hat{K}(z) = \frac{3}{N} \left( 1 - \frac{z}{\phi(z)} \right).$$  

(6.43)

$$= \frac{3}{N} \sum_{p \text{ odd}} \frac{1}{\tan^2(\theta_p) \frac{z}{z+\gamma_p}} = \frac{3}{N} \left( \frac{6}{N} + \frac{f(z)}{g(z)} \right).$$  

(6.44)

where $f(z), g(z)$ are polynomials and the highest order of $f(z)$ is smaller than the highest order of $g(z)$.

The inverse Laplace transform of Eq. [6.43] is very difficult to find analytically. But $K(t)$ has the following form,

$$K(t) = \frac{3}{N} \left( \frac{6}{N} \delta(t) - \sum_i a_i \exp(-b_i t) \right).$$  

(6.45)

where $a_i$ and $b_i$ are some positive constants determined by $\theta_p$ and $\gamma_p$. Then the generalized Langevin equation \[6.38\] is

$$\frac{d}{dt} r(t) = -\frac{6}{N} r(t) + \int_0^t \sum_i a_i \exp(-b_i (t-s)) r(s) ds + F(t)$$  

(6.46)

where $F$ has the following correlation,

$$\langle F(t)F(s) \rangle = -\frac{4N}{3} \sum_i a_i \exp(-b_i |t-s|) + 4\delta(|t-s|).$$  

(6.47)

Associated with this generalized Langevin equation is the following partial differential equation,

$$\frac{\partial}{\partial t_2} T(r_2, t_2|r_1, t_1) = -\frac{\dot{\phi}(t_2-t_1)}{\phi(t_2-t_1)} \nabla \cdot \left( r_2 T(r_2, t_2|r_1, t_1) \right) - \frac{N}{3} \frac{\dot{\phi}(t_2-t_1)}{\phi(t_2-t_1)} \nabla^2 T(r_2, t_2|r_1, t_1)$$  

(6.48)

with initial condition $T(r_2, t_1|r_1, t_1) = \delta(r_2 - r_1)$. This is not a Fokker-Planck equation because of the time-dependent coefficient $\frac{\dot{\phi}(t_2-t_1)}{\phi(t_2-t_1)}$.

The delta kernel corresponds to the Markovian contribution, and the exponential kernel corresponds to the non-Markovian contribution. The Markovian contribution coincides with
the Markovian approximation in Eq. 6.10. Note the effective diffusion coefficient is also recovered as $2D_0$.

Although the analytical result is out of reach at this point, the inverse Laplace transform is possible to calculated numerically. In Fig. 6.5 I plotted $-K(t)$ in the positive $t$ region for $N = 50, 75, 100, 150$. One can tell the kernel is the summation of exponential functions and the tail is governed by the smallest exponential. The kernel memory is quite long for large $N$, in particular, when $N = 150$, the estimate tail slope is about $-1/83$. So the relaxation time 83 is even longer than $N/3 = 50$. On the other hand, when $N = 50$, the estimated tail slope is about $-1/10$ so the relaxation time is smaller than $N/3$. Therefore, it is necessary to consider this memory term for large $N$. The form in Eq. 6.46 is very similar with the Mori-Zwanzig formalism [26]. The Mori-Zwanzig formalism was discussed for the deterministic systems, but in some applications, the system might be intrinsically stochastic, like Rouse model. It will be interesting to see how to use this formalism to reduce the stochastic models from the Langevin equation 6.1 for the position of bead $R_i$ to the generalized Langevin equation 6.46 for the end-end vector $r$. One possible way is to treat the noise $\omega$ as the pre-recorded signal and apply the Mori-Zwanzig formalism for this time-inhomogeneous differential equation with $r$ as the resolved variable. After averaging the canonical ensemble of all possible sequences, the generalized Langevin equation 6.46 may be deducted directly. This may point to a future direction for stochastic model reduction.
Figure 6.5: The memory kernel $-K(t)$ as the function of $t$ in log scale. Here the delta function part is ignored.
Chapter 7

CONCLUSION AND FUTURE WORK

The RDS theory can be described as the intersection of stochastic processes with dynamical systems. It is an example for the fact that a symbiosis of two mathematical disciplines at the right moment amounts to opening a scientific gold mine, both conceptually and as far as significant applications are concerned [5].

From a dynamical system point of view, RDS deals with measure-preserving dynamical system. It is characteristic feature of the theory of RDS that the problem evolves some ergodic theory and ergodic theorems. The most important one is multiplicative ergodic theorem, which is at the heart of RDS. The Lyapunov spectrum defined from this theorem is the random substitute of the spectrum in linear algebra. From a stochastic process point of view, RDS gives much richer structure than a family of stochastic processes, each evolving for a given initial value. In fact, RDS gives us a family of random transformations. Hence, it makes the study of simultaneous sequences starting from multiple initial values possible. In addition, many quantities previously studied in stochastic process, are also represented in the corresponding RDS.

In the era of BIG DATA, a quote from [23], which has also partially inspired my work, is still very relevant: “[I]n the study of deterministic dynamical systems, environmental noise tends to be suppressed or, at most, plays a secondary role, whereas in the study of statistics the deterministic dynamic kernel of the random generating mechanism tends to give way to the more macroscopic characterization such as the mean functions, the covariance functions, the spectral functions and so on.”

In the present work, we have seen that environmental noise which we termed extrinsic noise, actually play very different roles in a stochastic dynamics with the intrinsic noise. It
turn out that RDS is very good modeling framework for extrinsic noise. One interesting property of the extrinsic noise, the noise-induced synchronization, is well studied in the setting of RDS. The possible future direction is to set up the mathematical framework for random Markov systems (RMS) which will be the generalization of RDS. At each step, the Markov process is picked instead of the deterministic transformation. A key motivation of this class of models is to distinguish intrinsic noise and extrinsic noise.

One of the particularly attractive features of the discrete state formulation of RDS is the possibility of various in-depth investigations of complex dynamics using a broad spectrum of mathematical tools that are accessible to biologists, chemists, engineers and data scientists. In the present work, the noise-induced synchronization has been found application in efficient inference in the hidden Markov model, which is the discrete state model. The natural extension will be the continuous state version of HMM. This is also known as nonlinear filters. In particular, if all latent and observed variables have Gaussian distributions, it is the celebrated Kalman filter. Then it needs the infinite-dimensional version of multiplicative ergodic theorem which is more technical. But such idea of block sampling is still valid. It will be interesting to estimate the length of the block of the observation sequence such that each block is almost independent.
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Appendix A

EIGENVALUES AND SINGULAR VALUES OF DETERMINISTIC TRANSITION MATRIX

If a deterministic transition matrix $M$ is invertible, and I denote its transpose as $M^T$, then $MM^T$ is the identity matrix. In fact, $M^T = M^{-1}$ is the inverse of the corresponding one-to-one transformation. Therefore, invertible deterministic transition matrix has all eigenvalues on the unit circle and singular value being 1. If $M$ is a non-invertible deterministic transition matrix, then its eigenvalues are either on the unit circle or zero. It necessarily has at least one column of 0’s. Note, however, that both

\[
M_1 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \end{pmatrix} \quad \text{and} \quad M_2 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \end{pmatrix}
\]  

have one column of 0’s. However, eliminating the transient state 2 yields

\[
\begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}.
\]

This indicates that state 3 in $M_2$ is also a transient state; in fact state 4 is also transient. The deterministic dynamics represented by $M_2$ is $2 \rightarrow 3 \rightarrow 4 \rightarrow 1 \rightarrow \circ$. It has a global “attractor” with a single state 1; thus its zero eigenvalue has a multiplicity of 3. In contrast, the deterministic transformation represented by $M_1$ is $2 \rightarrow 3 \rightarrow 4 \rightarrow 1 \rightarrow 3$. Its global “attractor” is a 3-state cycle. This is the dynamical reason why the zero eigenvalue of $M_1$ has only multiplicity of 1. We can rearrange rows and columns of $M_1$ to make it block upper triangular, then the above statement is clear. The singular values of a non-invertible
deterministic transition matrix \( M_i, i = 1, 2 \), provide different kind of information on the dynamics: The square of the singular values are the number of pre-image of a state that are also exactly the eigenvalues of the diagonal matrix, \( M_i M_i^T \). For example, both \( M_1 \) and \( M_2 \) have a same set of singular values \((\sqrt{2}, 1, 1, 0)\).
Appendix B

METRIC ENTROPY AND TOPOLOGICAL ENTROPY

In this section, I review some important concepts in connection with metric entropy. This material can be found in standard textbooks \[36, 57, 60, 118\]; it is presented for the convenience of the readers.

Let \( T \) be a measure preserving transformation of a probability space \((\mathcal{S}, \mathcal{F}, \mu)\). A good motivation for the notion of metric entropy \( h_T \), associated with \( T \), is in terms of measurements. A measurement is a finite partition of the space \( \mathcal{S} \), \( P = \{P_1, \ldots, P_k\} \). All these measurable sets \( P_i \) are disjoint and their union is \( \mathcal{S} \). Now consider a finite portion of an orbit, with length \( t \), generated by \( T \), starting from an initial condition \( s \in \mathcal{S} \),

\[
s, T(s), T^2(s), \ldots, T^{t-1}(s).
\]

Each of the points \( T^i(s) \) belongs to exactly one of the sets of the partition \( P \),

\[
s \in P_{k_0}, T(s) \in P_{k_1}, \ldots, T^{t-1}(s) \in P_{k_{t-1}}.
\]

We say \( k = \{k_0, k_1, \ldots, k_{t-1}\} \) the address of \( s \) with respect with the partition \( P \). It is possible that another orbit will have the same address as \( k \) with respect with the partition \( P \) so I can collect all initial points such their orbits have the same address \( k \).

\[
P^t(k) = \{s \in \mathcal{S} : \text{address of } s = k \} \quad \text{(B.1)}
\]

In fact, \( P^t = \{P^t(k) : k \text{ is any address of length } t\} \) is also a partition of \( \mathcal{S} \). Moreover, it can be shown that \( P^t \) is the join of the partitions \( P, T^{-1}P, \ldots, T^{-(t-1)}P \). One likes to quantify the amount of information in an address of an orbit with length \( t \). This is given by the Gibbs-Shannon entropy

\[
H(P^t) = -\sum_{j=1}^{m} \mu(P^t_j) \log \mu(P^t_j) \quad \text{(B.2)}
\]
where \( m \) is the number of partitions of \( P_t \).

The amount of information per unit is then \( \frac{1}{t}H(P_t) \). Therefore, the information per unit in a measurement \( P \) is defined as \( H(P,T) = \lim_{t \to \infty} \frac{1}{t}H(P_t) \) and the metric entropy is the supremum of this value over all possible finite measurements, \( h_T = \sup_P H(P,T) \). A discovery due to Sinai helps the computation: The supremum is attained for all partitions are *generators*. A generator is a partition \( P \) such that two different points of \( S \) have a different address.

In the case of a Bernoulli sequence of only finite states, e.g., “symbols”, with probability \((p_1, \ldots, p_m)\), the generator is simply the natural partition \( P = (1, 2, \ldots, m) \) since an address of \( s \) is \((s_0, s_1, s_2, \ldots)\) which is \( s \) itself. For each address of length \( n \), \( k = (k_0, k_1, \ldots, k_{t-1}) \), I will have \( \mu(P_t(k)) = p_{k_0}p_{k_1} \cdots p_{k_{t-1}} \) and hence

\[
H(P_t) = -\sum_k \mu(P_t(k)) \log \mu(P_t(k)) = -t \left( \sum_{i=1}^{m} p_i \log p_i \right).
\]  

(B.3)

Therefore the metric entropy is \( h(T) = -\sum_{i=1}^{m} p_i \log p_i \). Bernoulli trial is a sequence of i.i.d. random variables; one can similarly derive for the metric entropy of a Markov chain.

The metric entropy \( h \) of a Markov chain with transition probability \( M_{ij}, i, j \in \mathcal{S} \), is the asymptotic exponent of the vanishing probability for a single stochastic trajectory \( i_0 i_1 i_2 \cdots i_t \) with increasing \( t \), \( e^{-ht} \) \([58]\):

\[
M_{i_0 i_1} M_{i_1 i_2} \cdots M_{i_k i_{k+1}} \cdots M_{i_{t-1} i_t} = \exp \left( \sum_{k=1}^{t} \log M_{i_{k-1} i_k} \right) = e^{-ht},
\]

(B.4)

and

\[
h = \lim_{t \to \infty} -\frac{1}{t} \sum_{k=1}^{t} \log M_{i_{k-1} i_k} = -\sum_{i, j \in \mathcal{S}} \pi_i M_{ij} \log M_{ij}.
\]

(B.5)

Here I stipulate that \( 0 \log 0 = 0 \).

The last step to replace time average by expectation from invariant distribution, is based on the ergodicity of the MC: As \( t \to \infty \), the frequency of the state \( i \) in the sequence goes to \( \pi_i \) and the frequency of the pair \( ij \) becomes \( \pi_i M_{ij} \).
Note that for a deterministic transformation with probability 1 for transition $i_k \rightarrow i_{k+1}$, the probability in (B.4) is a constant. Therefore, its metric entropy $h = 0$.

The topological entropy of a Markov chain $\eta$ characterizes what is possible and what is not; it is independent of actual values of transition probabilities. Two Markov chains with transition probabilities $M_{ij}$ and $M'_{ij}$, $i, j \in \mathcal{S}$, has a same topological entropy when $M_{ij} = 0$ if and only if $M'_{ij} = 0$. They both induce a same SFT, and the topological entropy $\eta$ simply counts the number of possible trajectories generated by the Markov process. Consider an $n \times n$ irreducible binary matrix $A$, $n = \|\mathcal{S}\|$, satisfying $A_{ij} = 1$ when $M_{ij} > 0$, $A_{ij} = 0$ when $M_{ij} = 0$. We call it the “topological skeletal matrix” of this MC. The number of possible trajectories increases asymptotically with $\ell$:

$$
\Omega_B(t) \triangleq (1, 0, \ldots, 0)A^t \rightarrow C_1 e^{(\log \lambda_A)t},
$$

in which $\lambda_A$ is the largest positive eigenvalue of the matrix $A$. The topological entropy $\eta$, following Boltzmann’s notion of entropy

$$
\eta = \lim_{t \to \infty} \frac{\log \Omega_B(t)}{t} = \log \lambda_A.
$$

It is easy to show that $\eta \geq h$. For a Markov chain with all $M_{ij} = \frac{1}{n}$, the equality is attained $\eta = h = \log n$.

The definition of topological entropy according to (B.6) also clearly indicates that $\eta$ is the same for a stochastic process with “increasing number of distinct trajectories” and an endomorphism with “increasing number of distinct pre-image”.

For an MC, its topological entropy $\eta$ is intimately related to how many connected neighbours a state has, or “dimensions” in a lattice system. For an MC with exact $\nu$ non-zero elements in each and every row of its transition matrix, $\nu < n$, then the largest eigenvalue of its “topological skeletal matrix” $A$ is $\lambda_A = \nu$. The corresponding right eigenvector is clearly $(1, 1, \cdots, 1)$. This is the “topology” of the MC, which is also the metric entropy.
of the Markov chain with \( M_{ij} = A_{ij}/\nu \). Its corresponding invariant distribution, e.g. the left-eigenvector is \((\frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n})\):

\[
\sum_{i=1}^{n} \frac{1}{n} A_{ij} = \frac{1}{n}.
\]  

(B.8)

Then I have the following result which could be very useful for sparse Markov networks:

**Proposition B.1.** The metric entropy of a Markov chain

\[
h \leq \sum_{i \in \mathcal{S}} \pi_i \log \nu_i,
\]

where \( \nu_i \) is cardinality of \( \{ j : M_{ij} > 0 \} \), and \( \{ \pi_i \} \) is the stationary distribution. In particular, if the MC has the maximal number of neighboring states being \( \nu \), then \( h \leq \log \nu \).

**Proof.** Let us now consider all the possible Markov chains with state state \( \mathcal{S} \) which have the same “topological skeletal matrix” \( A \): \( M_{ij} = M_{ij} A_{ij} \). Denote \( \nu_i = \sum_j A_{ij} \). Then for each \( i \), the transition probability \( M_{ij} \) has lower entropy than the uniform \( A_{ij}/\nu_i \) whose entropy is simply \( \log \nu_i \). The metric entropy for the Markov chain then is:

\[
h = - \sum_{i,j \in \mathcal{S}} \pi_i M_{ij} \log M_{ij} \leq \sum_{i \in \mathcal{S}} \pi_i \log \nu_i.
\]
Appendix C

MATRIX-TREE THEOREM

The matrix-tree theorem is a refined formula that gives the complete symbolic series for directed rooted trees with specified roots and more generally for forests with specified roots. We introduce variable $M_{ij}$ for all $i, j \in \mathcal{S}$ and define the monomial $x_T$ for the directed rooted trees $T$ to be the product of the variables $M_{ij}$ for all directed edges $i \to j$ in $T$. For the example above in Fig. 3.1, they are

$$x_{T_1} = M_{21}M_{31}, x_{T_2} = M_{12}M_{31}, x_{T_3} = M_{21}M_{13} \tag{C.1}$$

Note the weight of the trees I defined before is exactly evaluated in the monomial for given $M_{ij}$. Moreover, the directed rooted tree are determined by its monomial $x_T$. Similarly, it can be extended to rooted forests.

Given a subset $I \subset \mathcal{S}$, I define $F_{n,I}$ to be the sum of the monomials for all forests $G$ whose set of roots is $I$, which is called the generating function for $G$.

$$F_{n,I} = \sum_{G:\text{roots}(G)=I} x_G. \tag{C.2}$$

The matrix-tree theorem is stated as follows,

**Theorem C.1.** In $MC$, the generating function $F_{n,I}(M)$ for all forests rooted at $I$, with edges directed towards the roots, is given by the determinant

$$F_{n,I}(M) = \det D(\{I\}^c) \tag{C.3}$$

where $D = I - M$ and $D(\{I\}^c)$ is the submatrix of the matrix $D$ by deleting the rows and columns with indices $i \in I$. 
In the previous example, the matrix \( D \) is

\[
\begin{bmatrix}
M_{12} + M_{13} & -M_{12} & -M_{13} \\
-M_{21} & M_{21} & 0 \\
-M_{31} & 0 & M_{31}
\end{bmatrix}.
\]

If \( I = \{2\} \), then \( \det D(\{2\}) = (M_{12} + M_{13})M_{31} - M_{31}M_{13} = M_{12}M_{31} \). It agrees with the expression for \( x_{T_2} \).

The generating function \( F_{n,(i)}(M) \) evaluated at given transition matrix \( M \) is equal to \( e(T_i) \) the weight of the set of directed rooted trees whose root is state \( i \). Then the Eq. (3.16) can be rewritten as

\[
\pi_i = \frac{D(\{i\}^c)}{\sum_i D(\{i\}^c)}.
\]
Appendix D

BIRKHOFF CONTRACTION COEFFICIENT

We will introduce Hilbert metric and Birkhoff contraction coefficient on positive matrices, especially on positive stochastic matrices [47,104].

Let $x$ and $y$ be positive vectors in $\mathbb{R}^n$, the Hilbert metric is defined as
$$d(x, y) = \ln \frac{\max_i x_i/y_i}{\min_j x_j/y_j}.$$

But Hilbert metric is not a metric in $\mathbb{R}^n$ since one could check when $x = cy$ for some constant $c$, $d(x, y) = 0$. Actually, for each positive probability vector in the interior of the simplex $S^{K-1}$, $d$ determines a metric on them.

The advantage of Hilbert metric for the positive stochastic matrix $M$ is one can show for two different positive probability row vectors, $x$ and $y$, the distance between $x$ and $y$ under $M$ monotonically decreases, $d(xM, yM) < d(x, y)$. This is not guaranteed for other metrics due to the possible non-normal behavior of the matrix. The Birkhoff contraction coefficient $\tau(M)$ is defined as the supreme of the contraction ratio under the matrix $M$,
$$\tau(M) = \sup \frac{d(xM, yM)}{d(x, y)} \quad (D.1)$$

This coefficient indicates how much $x$ and $y$ are drawn together at least after multiplying by $M$. Actually, there is an explicit formula for computing $\tau(M)$ in terms of the entries of $M$. Define $\phi(M)$ as
$$\phi(M) = \min_{pqrs} \frac{M_{pq}M_{rs}}{M_{rq}M_{ps}} \quad (D.2)$$

The term $\frac{M_{pq}M_{rs}}{M_{rq}M_{ps}}$ is cross ratios of all $2 \times 2$ sub matrices of $M$ and $\phi(M)$ is the minimum amount of them. If there is a row with both zero and positive elements, $\phi(M) = 0$. The formula for $\tau(M)$ is
$$\tau(M) = \frac{1 - \sqrt{\phi(M)}}{1 + \sqrt{\phi(M)}} \quad (D.3)$$

As expected, for positive stochastic matrix $M$, $\tau(M) < 1$. 