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The field of post-selection inference focuses on developing solutions for problems in which a researcher uses a single dataset to both identify a promising set of hypotheses and conduct statistical inference. One promising heuristic for adjusting for model/hypothesis selection in inference is that of conditioning on the selection event (conditional inference), where the data is constrained to a subset of the sample space that guarantees the selection of a specific model. Two major obstacles to conducting valid and tractable conditional inference are that the conditional distribution of the data does not converge to a normal distribution asymptotically, and that the likelihood itself is often intractable in multivariate problems. A key idea underlying most recent works on conditional inference in regression is the polyhedral lemma which overcomes these difficulties by conditioning on information beyond the selection of a model to obtain a tractable inference procedure with finite sample guarantees. However, this extra conditioning comes at a hefty price, as it results in oversized confidence intervals and tests with less power. Our goal in this dissertation is to propose alternative approaches to conditional inference which do not rely on any extra conditioning.

First we tackle the problem of estimation following model selection. To overcome the intractable conditional likelihood, we generate noisy unbiased estimates of the post-selection score function and use them in a stochastic ascent algorithm that yields correct post-selection maximum likelihood estimates. We apply the proposed technique to the problem of estimating linear models selected by the lasso. In an asymptotic analysis the resulting estimates
are shown to be consistent for the selected parameters, and in a simulation study they are shown to offer better estimation accuracy compared to the lasso estimator in most of the simulation settings considered.

In Chapter 3 we consider the problem of inference following aggregate tests in regression. There, we formulate the polyhedral lemma for inference following model selection with aggregate tests, but also propose two alternative approaches for conducting valid post-selection inference. The first is based on conducting inference under a conservative parametrization, and the other a regime switching method which yields point-wise consistent confidence intervals by estimating the post-selection distribution of the data. In a simulation study, we show that the proposed methods control the selective type-I error rate while offering improved power.

In Chapter 4 we generalize the regime switching approach to a more general setting of conducting inference after model selection in regression. We propose a modified bootstrap approach in which we seek to consistently estimate the post-selection distribution of the data by thresholding small coefficients to zero and taking parametric bootstrap samples from the estimated conditional distribution. In an asymptotic analysis we show that the resulting confidence intervals are point-wise consistent. In a simulation study we show that our modified bootstrap procedure obtains the desired coverage rate in all simulation settings considered while producing much shorter confidence intervals with improved power to detect true signals in the selected model.
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Chapter 1

INTRODUCTION

1.1 Inference after model selection

Consider the linear regression model

\[ y = X \beta + \varepsilon, \]

where \( y \in \mathbb{R}^n \) is a response vector, \( X \in \mathbb{R}^{n \times p} \) is a matrix of covariate values and \( \varepsilon \in \mathbb{R}^n \) is a noise vector. When the number of available covariates \( p \) is large, it is often desirable or even necessary to specify a more succinct model for the data. This is commonly done by selecting a subset of the columns of \( X \) to serve as predictors for \( y \).

Model selection in regression is a well studied problem. Frequently used methods include exhaustive search based on information criteria such as AIC (Akaike, 1973) or BIC (Schwarz, 1978), stepwise regression (Hocking, 1976), univariate screening (Fan and Lv, 2008), and regularization methods that induce sparsity via a variety of penalty functions (Hastie et al., 2015).

The topic of this dissertation is inference after model selection, a well known yet not as well understood problem. In particular, it is known that confidence intervals for parameters in selected models often do not achieve target nominal coverage rates, hypothesis tests tend to suffer from an inflated type-I error rate and point estimates are often biased. A simple Gaussian example serves well to illustrate the issues that may arise when using the same data for selection and inference.

Example 1.1. Let \( Y_1, \ldots, Y_n \sim f \) i.i.d., with \( \mathbb{E}_f(Y_i) = \mu \) and \( \text{Var}_f(Y_i) = 1 \). Furthermore, suppose that estimation of \( \mu \) is of interest only if a statistical test provides evidence that it
is nonzero. Specifically, suppose that at a 5%-level, we reject $H_0 : \mu = 0$ if $|\bar{y}| > 1.96/\sqrt{n}$.

In this setting, if $|\mu| < 1.96/\sqrt{n}$, the uncorrected estimator $\hat{\mu} = \bar{y}$ will overestimate the magnitude of $\mu$ whenever we choose to estimate it.

An example of early work emphasizing the fact that data-driven model selection may invalidate standard inferential methods is the article by Cureton (1950), with its aptly chosen title ‘validity, reliability and baloney’. Subsequently, this problem has been studied in the context of regression modeling. In particular, it has been shown that it is impossible to uniformly approximate the post-selection distribution of linear regression coefficient estimates (Leeb and Pötscher, 2005, 2006; Pötscher, 1991).

The field of post-selection inference is concerned with developing statistical methods that account for model selection in inference. Conditional post-selection inference is one promising approach for conducting post-selection inference, and it can be defined as:

**The practice of conditioning on a specific and well defined selection event in order to adjust for model selection.**

To introduce the premise of conditional post-selection inference, suppose that we observe a $p$ dimensional random vector $y \sim f$ taking values in $\Omega$ and that we have a pre-determined model selection function $S : \Omega \rightarrow M$. The model selection function selects a model $M$ from a set of candidate models $M$ based on the observed vector $y$, where each model comes paired with a corresponding parameter of interest $\theta^M$. Then, were we able to construct a level $q$ confidence interval $\text{CI}(M)$ that satisfies

$$P(\theta^M \in \text{CI}(M)|S(Y) = M) \geq q,$$

we would be able to guarantee that for any realization of $y$, our confidence intervals will have the correct coverage rate for the selected parameter

$$P\left(\theta^{S(y)} \in \text{CI}(S(y))\right) = \sum_{M \in M} P\left(\theta^M \in \text{CI}(M)|S(Y) = M\right) P(M) \geq q \sum_{M \in M} P(M) = q.$$
One of the first published work utilizing conditional techniques in the context of selective inference is the seminal paper by Weinstein et al. (2013) who construct confidence intervals for selected univariate normal means. The majority of the subsequent developments in the field of conditional post-selection have been based on the polyhedral lemma or affine framework first introduced by Lee et al. (2016). In the next section we will give an overview of the conditional inference techniques in the relatively simple univariate case, and give a brief description of the polyhedral lemma. There, we will also mention some important generalizations of the polyhedral lemma as well as highlight some of its drawbacks. In Section 1.3 we will give an overview of the novel material presented in this dissertation.

1.1.1 Notation

Throughout the dissertation we will use the following set of notations. We denote a random variable by a capital letter \( Y \) and its realization in lower case \( y \). Matrices are denoted in boldface \( X \). We use the notation \( X_{i,j} \) to denote the entry in the \( i \)th row and \( j \)th column of \( X \). Similarly, we use the notations \( X_{i,} \) and \( X_{,j} \) to denote the \( i \)th row and \( j \)th column of \( X \). We denote the \( j \)th coordinate of a vector \( x \) by \( x_j \) and by \( x_{-j} \) the vector \( x \) with the \( j \)th coordinate removed. We denote by \( e_j \) the unit vector with 1 at the \( j \)th coordinate and zeros everywhere else.

The model selection function \( S : \Omega \to \mathcal{M} \) maps from the sample space of an observation \( Y, \Omega \), to a countable set of candidate models \( \mathcal{M} \). We denote a specific selected model by \( M \in \mathcal{M} \). When conditioning on a selection event \( S(Y) = M \), we will often shorten notation by writing \( P(A|M) \) in place of \( P(A|S(Y) = M) \). In the context of regression, \( M \) will usually denote the set of columns of \( X \) that are included in the selected model, and in such cases we denote by \( X_M \) the sub-matrix of \( X \) consisting of the selected columns, and by \( X_{-M} \) the matrix consisting of the columns which are not included in \( M \).

We denote the parameters of probability distributions in the usual manner using greek characters (e.g., \( \mu, \theta \)) and their estimates using the usual hat notation (e.g., \( \hat{\mu}, \hat{\theta} \)). In some cases it will be useful to explicitly differentiate between an arbitrary parameter value and
the true value of the parameter, in such cases we will denote the true parameter value with an asterisk (e.g. \( \mu^* \)).

We denote the pdf of a random variable by \( f(y) \) and its CDF by \( F(y) = P(Y < y) \), regardless of whether a random variable is univariate or multivariate. We denote the pdf and CDF of a normal distribution with parameter \( \mu \) and covariance \( \Sigma \) by \( \phi(y; \mu, \Sigma) \) and \( \Phi(y; \mu, \Sigma) \), respectively.

1.2 **Conditional post-selection inference**

1.2.1 **Conditional inference in univariate problems**

Before jumping off the deep end and describe complex solutions for complex post-selection problems it may be worth asking, why do standard inference techniques fail post-selection? The problem of inferring on a single selected normal mean, while relatively simple, is sufficient to exemplify most of the problems we will run into when conducting post-selection inference in more complex settings.

Recall Example 1.1 where we observed \( Y_1, \ldots, Y_n \sim N(\mu, \sigma^2) \) and estimated \( \mu \) iff \( |\bar{Y}| = |n^{-1} \sum_{i=1}^{n} Y_i| > c/\sqrt{n} > 0 \) for some predetermined critical value \( c \). The standard unbiased estimator for \( \mu \) in the normal model is \( \bar{Y} \). However, post-selection the distribution of \( \bar{Y} \) is truncated normal and not normal, because we only observe extreme values of \( \bar{Y} \). This is exemplified in Figure 1.1 where we plot the densities of some normal distribution, as well as truncated normal distributions where the observed value \( \bar{y} \) is forced to fall above a threshold \( c = 1 \) in absolute value. So, post-model selection inference can be viewed as a model misspecification problem where we attempt to estimate a parameter of a truncated distribution based on a misspecified likelihood.

In many other statistical problems model misspecification can be resolved to some extent by relying on M-estimation theory and Sandwich type variance estimates. For such techniques to work, we require that our estimates are approximately normal for large enough sample sizes. This condition is not necessarily satisfied post-selection. For example, suppose
that \(Y_1, \ldots, Y_n \sim N(0, \sigma^2)\) and that, as before, we estimate \(\mu\) if \(|\overline{Y}| > c/\sqrt{n}\). Then, it is easy to see that \(\sqrt{n}Y\) remains truncated regardless of the sample size \(n\).

Since we are unable to rely on standard large-sample theory when conducting post-selection inference, it appears necessary to work with the truncated (conditional) distribution directly. This is the approach taken by Weinstein et al. (2013) for constructing post-selection confidence intervals which we describe next. The CDF of the truncated normal distribution of \(Y\) is given by (for \(n = 1\)):

\[
F_\mu(y \mid |Y| > c) = \frac{\Phi(\min(y, -c); \mu, \sigma^2) + [\Phi(y; \mu, \sigma^2) - \Phi(c; \mu, \sigma^2)] I\{y > c\} \Phi(-c; \mu, \sigma^2) + 1 - \Phi(c; \mu, \sigma^2)}{\Phi(-c; \mu, \sigma^2) + 1 - \Phi(c; \mu, \sigma^2)}. \tag{1.1}
\]

The CDF described in (1.1) is pivotal in the sense that \(F_\mu^*(Y \mid |Y| > c) \sim U(0, 1)\) post-selection. Thus, we can construct a level \(q\) confidence interval for \(\mu\)

\[
\text{CI}(|Y| > c) := \{\mu : 1 - q/2 \leq F_\mu(y \mid |Y| > c) \leq q/2\}
\]
Figure 1.2: Conditional estimates and confidence intervals for a univariate normal mean under selection. The conditional estimates (red line) and confidence intervals (grey lines) are plotted as a function of the (truncated) normal observation. The diagonal line is the \( x = y \) line and the dashed vertical line is the \( c = 1.65 \) threshold used for selection. In the lefthand panel we plot the estimates for two-sided selection \(|y| > 1.65\) and in the righthand panel we plot the estimates for one-sided selection \( y > 1.65\).

which has the correct post-selection coverage rate for \( \mu \) by definition. In Figure 1.2 we plot the conditional confidence intervals for one-sided selection \( y > 1.65 \) and two-sided selection \(|y| > 1.65\). The conditional confidence intervals are adaptive to selection in the sense that they tend to be wider when the observed value is close to the threshold, and narrower when the observed value is far away from the threshold and the distribution of the estimate is less likely to be affected by selection.

It is also possible to adjust for model selection in point-estimation by maximizing the conditional likelihood instead of the normal density. The concept of estimation has been introduced in the context of post-selection inference independently and in close succession by Reid et al. (2014), Benjamini and Meir (2014), and Routtenberg and Tong (2015). However, the conditional MLE was proposed in other contexts in much earlier works such as those by Hedges and Olkin (1985) and Iyengar and Greenhouse (1988). Define the univariate
conditional maximum likelihood estimator of \( \mu \):

\[
\hat{\mu} = \arg \max_{\mu} \frac{\phi(y; \mu, \sigma^2)}{P_\mu(|Y| > c)} I\{|y| > c\}.
\]

The conditional MLE can in most cases be found via line search on a bounded set, as the following theorem shows.

**Theorem 1.1.** Suppose that \( Y \sim N(\mu, \sigma^2) \) and that we estimate \( \mu \) iff \( y < c_1 \leq 0 \) or \( y > c_2 \geq 0 \). Assume w.l.o.g that we observed \( y > c_2 \). Then if \( -\infty < c_1 \leq c_2 < \infty \),

\[
\hat{\mu} \in \left[ \frac{c_1 + c_2}{2}, y \right]
\]

Otherwise, if \( c_1 = -\infty \) then \( \lim_{y \to c_2} \hat{\mu} = -\infty \).

We defer the proof of the theorem to the appendix. We plot the conditional MLE for truncated normal observations in Figure 1.2. The conditional MLE acts as an adaptive shrinkage estimator, shrinking observed values that are close to the threshold, and leaving large observe values where they are.

Conditional post-selection inference is simple enough to implement in univariate problems. However, things become difficult once we attempt to extend the inference techniques described here to multivariate problems. The following example serves well to demonstrate the difficulties that may arise.

**Example 1.2.** Suppose that a data vector \( Y \in \mathbb{R}^p \) is generated from \( N_p(\mu, \Sigma) \) and that the model selection function selects a set of means for estimation \( M \) based on the rule \( S(y) = \{j : |y_j| > c_j\} \), so \( \mathcal{M} \) is the power set of \( \{1, \ldots, p\} \). The conditional likelihood is now given by:

\[
\mathcal{L}(\mu|M) = \frac{\phi(y; \mu, \Sigma)}{P_\mu(M)} I\{S(y) = M\}, \tag{1.2}
\]

where \( P_\mu(M) \) is a \( p \) dimensional integral over \( 2^{|M|} \) disjoint regions. Because \( P_\mu(S(Y) = M) \) is difficult to evaluate, maximizing the conditional likelihood becomes a non-trivial task for
large $p$. Similarly, computing confidence intervals becomes difficult because quantities such as $P_\mu(Y_j < y_j|M)$ are also intractable. To make things worse, the truncated multivariate normal distribution is not location invariant, meaning that even if we are only interested in constructing a confidence intervals for a single coordinate $\mu_j$, the unknown values of the other coordinates $\mu_{-j}$ will often have a large influence on the conditional distribution of $Y_j$.

In the next section we describe the Polyhedral Lemma which was introduced by Lee et al. (2016) to resolve the aforementioned computational and non-invariance problems.

1.2.2 The affine framework and the polyhedral lemma

To describe the Polyhedral Lemma, we will again consider a normal vector $Y \sim N(\mu, \Sigma)$ where $\Sigma$ is arbitrary and known, and $\mu$ is unknown. For the affine framework to be applicable we must be able to write the event of selecting a specific model as an affine constraint:

$$V(M)y \leq b(M)$$

where $V(M)$ and $b(M)$ are a matrix and a vector that are determined by the selected model $M$. For each model $M \in \mathcal{M}$ we assume that there exists a set linear functions of the form $\theta^M = \eta^T \mu$, that we are interested in estimating $\eta, \mu \in \mathbb{R}^p$. Next, we make these quantities explicit for the normal means problem.

**Example 1.2. Continued.** We select a coordinate $j$ of $\mu$ for estimation if $|y_j| > c_j$. This event is impossible to encode as an affine constraint, but by conditioning on the signs of the selected coordinates $s = \text{sign}(y)$ in addition to $M$, we can define the $j$th row of a matrix $V^1$ and the $j$th coordinate of a vector $b^1$ which encode the affine constraints for the selected coordinates:

$$V^1(M, s)_{j\cdot} = -s_j e_j, \quad b^1_j = -c_j,$$

where $e_j$ is the unit vector with 1 at the $j$th coordinate and zeros everywhere else. To encode the event $S(y) = M$ for the coordinates which were not selected we require two sets
of matrices and vectors:
\[
V^0_1(M, s)_{j.} = e_j, \quad b^0_{1j} = c_j,
\]
\[
V^0_2(M, s)_{j.} = -e_j, \quad b^0_{2j} = c_j.
\]
We can now write the selection event as an affine constraint:
\[
\{ S(Y) = M, \text{sign}(Y) = s \} = \{ V^1(M, s)Y < b^1, V^0_1(M, s)Y < b^0_1, V^0_2(M, s)Y < b^0_2 \}.
\]
We estimate the linear functions \( \theta_j = \eta_j^T \mu = e_j^T \mu \), for all \( j \in M \).

For the rest of this section we will fix a model \( M \) and suppress the dependence of \( V \) and \( b \) on \( M \) in our notation. As we already mentioned, the selection event constrains the data to a subspace of the original sample space giving rise to an intractable truncated likelihood. The Polyhedral Lemma resolves this issue by conditioning on extra information beyond the selection event, giving rise to a tractable univariate truncated normal likelihood. Set a linear contrast \( \eta \in \mathbb{R}^p \) and define:
\[
\tau := \frac{\Sigma \eta}{\eta^T \Sigma \eta}, \quad Z := \tau \eta^T Y, \quad W := (I - \tau \eta^T)Y.
\]
This construction provides us with a representation \( y = z + w \), where \( \eta^T Z \perp W \).

**Proposition 1.1.** Let \( T \sim N(\mu, \Sigma) \) and let \( Z \) and \( W \) be as defined in (1.3). Then \( \text{Cov}(\eta^T Z, W) = 0 \).

The next step in the derivation of the polyhedral lemma is to notice that we can now write the selection event of \( M \) as:
\[
V y = V z + V w < b.
\]
Examining a single arbitrary row $j$ of the selection event in (1.4),

\[
V_{j,.}z + V_{j,.}w < b_j \iff \begin{cases} 
\eta^T y < (b_j - V_{j,.}w)/(V_{j,.}\tau) & \text{if } V_{j,.}\tau > 0, \\
\eta^T y > (b_j - V_{j,.}w)/(V_{j,.}\tau) & \text{if } V_{j,.}\tau < 0, \\
V_{j,.}w < b_j & \text{if } V_{j,.}\tau = 0.
\end{cases}
\] (1.5)

Defining,

\[
\nu^- := \max_{j: V_{j,.}\tau < 0} \frac{b_j - V_{j,.}w}{V_{j,.}\tau}, \quad \nu^+ := \min_{j: V_{j,.}\tau > 0} \frac{b_j - V_{j,.}w}{V_{j,.}\tau},
\]

we are now ready to state and prove the Polyhedral Lemma.

**Proposition 1.2.** Suppose that $Y \sim N(\mu, \Sigma)$, and that $M$ is selected iff

\[
V_{Y} < b
\]

for some fixed $V$ and $b$. Then,

\[
\eta^T Z|S(Y) = M, W = w \sim TN(\eta^T \mu, \eta^T \Sigma \eta, \nu^-(w), \nu^+(w)),
\]

where $TN(\mu,\sigma^2,a,b)$ denotes a univariate normal distribution truncated to the interval $(a,b)$.

**Proof.** The pdf of $\eta^T y$ given $M$ and $w$ is

\[
f(\eta^T y|S(Y) = M, W = w) = \frac{P(M|\eta^T y, W = w)\varphi(\eta^T y; \eta^T \mu, \eta^T \Sigma \eta)}{P(M|W = w)} = \frac{\varphi(\eta^T y; \eta^T \mu, \eta^T \Sigma \eta)}{\Phi(\nu^+; \eta^T \mu, \eta^T \Sigma \eta) - \Phi(\nu^-; \eta^T \mu, \eta^T \Sigma \eta)} I\{\nu^- \leq \eta^T y \leq \nu^+\}.
\] (1.6)

In (1.6), $\varphi$ and $\Phi$ denote the pdf and CDF of the univariate normal distribution. The second equality in (1.6) is by Proposition 1.1 and equation (1.5). \(\Box\)

Proposition 1.2 provides us with an easy to follow recipe for constructing conditional confidence intervals.
Figure 1.3: Polyhedral Confidence Intervals for the top 20 normal coordinates selected out of 100. Black dots mark the normal means, red triangles the coordinates of the mean vector that we are trying to estimate, and the vertical black lines mark the polyhedral confidence intervals. The polyhedral confidence intervals cover 19 out of the 20 selected means, and reject the null hypothesis of two coordinates at a 5% significance level.

**Proposition 1.3.** Define the Polyhedral confidence interval for a contrast of the mean vector $\eta^T \mu$ as

$$\text{CI}_{\eta}(M, w) = \{\eta^T \mu : 1 - \alpha/2 < F_{\eta^T \mu}(\eta^T y|M, W = w) < \alpha/2\}.$$ (1.7)

Then

$$P(\eta^T \mu^* \in \text{CI}_{\eta}(M, w)|M) = 1 - \alpha.$$

**Proof.** Conditioning on $w$ in addition to $M$, it easy to see that the confidence interval has the correct coverage rate because at the true parameter value $\eta^T \mu^*$, $F_{\eta^T \mu^*}(\eta^T y|M, W = w) \sim U(0, 1)$. Marginalizing over the distribution of $w$, we have:

$$P(\eta^T \mu \in \text{CI}_{\eta}(M, w)|M) = \int P(\eta^T \mu \in \text{CI}_{\eta}(M, w)|M, W = w)f(w|M)dw$$

$$= \int (1 - \alpha)f(w|M)dw = 1 - \alpha.$$
To demonstrate the polyhedral confidence intervals, we apply them to a normal means problem. We generate data vectors from $N_{100}(\mu, \Sigma)$ with $\Sigma_{i,j} = 0.3^{|i-j|}$, and $\mu$ a vector of zeros except for five coordinates selected at random that were sampled from a $N(0,2)$ distribution. We select the 20 largest coordinates of $y$ in absolute value for estimation. We set our threshold $c$ in an ad-hoc manner to the middle point between the $|y_{(20)}|$ and $|y_{(21)}|$; this is a refinement of the selection event which maintains the validity of the post-selection confidence intervals (Fithian et al., 2014). The data and the confidence intervals are plotted in Figure 1.3. The polyhedral confidence intervals cover 19 out of the 20 selected means.

Even though they achieve the desired coverage rate, the polyhedral confidence intervals leave something to be desired. The polyhedral confidence intervals tend to be oversized. In Figure 1.3 the confidence intervals are orders of magnitude wider than 95% non-selective confidence intervals that have a width of $\approx 4\sigma$. This however is not a glitch, but an artifact of conditioning on $W$ and $s$ as demonstrated by Kivaranovic and Leeb (2018) who show that for model selection by the Lasso, the expected width of the confidence intervals is infinite. As partial solution to this issue Liu et al. (2018) proposed a method for constructing polyhedral confidence intervals for the Lasso without conditioning on the signs of the selected regression coefficients. This however, does not resolve the issue as polyhedral confidence intervals tend to be oversized even if one does not condition on signs.

1.2.3 Extensions and alternatives

After its formulation and application to the Lasso by Lee et al. (2016), the polyhedral lemma was applied in a large number of additional settings where the selection event can be represented as an affine selection event. Lee and Taylor (2014) conduct inference after model selection with marginal screening; Tibshirani et al. (2016b) apply the polyhedral lemma to sequential model selection procedures; Hyun et al. (2016) conduct inference following change point detection; Chen and Bien (2017) conduct valid inference following outlier removal; Reid
et al. (2016a) leverage post-selection techniques to conduct data adaptive aggregate testing; Heller et al. (2017a) conduct post-selection inference for groups of independent p-values.

Some notable generalizations of the polyhedral lemma are those by Taylor and Tibshirani (2016) who propose a heuristic for applying the polyhedral lemma to generalized linear models. Loftus and Taylor (2015) and Yang et al. (2016) generalize the polyhedral lemma to quadratic selection events, and Tian and Taylor (2018) and Tian et al. (2016) develop methods and theory for conducting post-selection inference following model selection with randomization. Some notable theoretical works focusing on conditional inference are those by Fithian et al. (2014) who show that the inference methods based on orthogonal projection methods such as the polyhedral lemma are the only admissible unbiased testing methods, and formulate optimal unbiased post-selection tests; Tibshirani et al. (2015) and Tian and Taylor (2015) develop asymptotic theory for conducting post-selection inference with the polyhedral lemma when the data is not gaussian.

Polyhedral type approaches which project the post-selection distribution onto a line are by far the most ubiquitous in conditional post-selection inference, and relatively few alternatives have been proposed to date. Some notable examples of works that do take an alternative approach to conditional post-selection inference are those by Charkhi and Claeskens (2018) who construct confidence regions for parameters of regression models selected using AIC based on the full conditional distribution, Benjamini et al. (2016) compute confidence intervals for selected regions in DNA Methylation data based on a profile likelihood type heuristic and Panigrahi et al. (2016) and Panigrahi et al. (2017) conduct inference based on an approximation of the conditional likelihood, though the quality of this approximation is unknown.

1.2.4 Related problems

When conducting post-selection inference we assume the existence of a known and fixed model selection procedure $S$ for which we are able to tailor a post-selection inference solution. However, more often than not the model selection function $S$ is not well defined or
is dependent on the whims of a researcher who examines the data and identifies a model that seems subjectively appropriate. To protect against selection in such situations Berk et al. (2013) and Bachoc et al. (2016), among others, propose to widen the naive confidence intervals in such a way as to ensure that the post-selection confidence intervals will have the desired coverage rate regardless of the model selection procedure used. These methods are similar in spirit to the well known Scheffe confidence intervals (Scheffé, 1999), except that they are less conservative as they protect against selection of any possible regression models rather than any possible linear contrast.

Post-selection inference is closely related to the problem of selective inference where the goal is to identify sets of interesting hypotheses, usually with statistical guarantees. One of the first works to consider the problem of inferring on parameters selected based on data is that by Benjamini and Yekutieli (2005) who define the concept False Coverage Rate Control (FCR). The technique they propose shares a duality with the concept of False Discovery Rate (FDR) Control (Benjamini and Hochberg, 1995), in the sense that confidence intervals corresponding to hypotheses that were selected by the Benjamini-Hochberg procedure do not cover zero.

A relatively new set of techniques for conducting selective inference, and that are closely related to conditional post-selection techniques, are those based on Knockoff variables. The Knockoff method first proposed by Barber et al. (2015) uses a set of ‘fake’ covariates that are exchangeable with the original study variables under the null in order to differentiate between covariates that are truly associated with a response of interest, and those who are not. See also Candes et al. (2016) and Barber et al. (2018). In the multiple testing literature, Lei and Fithian (2016) and Lei et al. (2017) use similar masking techniques in order to allow for interactive hypothesis testing. The key ingredient of the knockoff techniques is the act of leaving out an important piece of information that is orthogonal to the information used by the researcher for decision making. In that sense, Knockoff methods can be viewed as data splitting methods that condition on all of the information used in determining which hypotheses are to be tested.
1.3 Outline of the dissertation

In the rest of the dissertation we seek to address some of the issues we highlighted in the introduction. In Chapter 2 we address the problem of post-selection estimation, a subject that has received comparatively little attention in the post-selection inference literature. There, we propose a stochastic optimization algorithm for computing the conditional maximum likelihood estimate in multivariate problems, and apply it to the normal means problem and the problem of estimating the regression coefficients in a linear model selected by the Lasso. We also propose a method for computing post-selection confidence intervals based on a quadratic approximation heuristic.

In Chapter 3 we consider the problem of conducting inference following aggregate tests. There, we introduce two methods for conducting post-selection inference with less conditioning. One based on conducting inference based on conservative parametrization, and the other a regime switching procedure which is guaranteed to consistently estimate the post-selection distribution of the data asymptotically in a point-wise manner.

In Chapter 4 we generalize the regime switching method proposed in Chapter 3 to a more general regression setting. Specifically, we will propose a conditional bootstrap method for approximating the post-selection distribution of selected regression coefficients. To do so, we build on the work of Chatterjee and Lahiri (2011) on bootstrapping the Lasso estimators to construct consistent post-selection confidence intervals in selected regression models.

In Chapter 5 we conclude, and discuss some interesting open problems.

1.A Proof of Theorem 1.1

Suppose that $Y \sim N(\mu, \sigma^2)$ and that we estimate $\mu$ iff $Y < c_1 \leq 0$ or $Y > c_2 \geq 0$. Assume w.l.o.g that we observed $y > c_2$. Furthermore, assume that $c_1 = -\infty$. The log-likelihood of this problem is given by:

$$
\log \varphi(y; \mu, \sigma^2) - \log P_\mu(Y \in (-\infty, c_1) \cup (c_2, \infty))
$$
The first term of the log-likelihood is the normal log-likelihood and it is maximized at $\hat{\mu} = y$. The second term of the conditional log-likelihood is minus the log probability of observing $y$. The probability is minimized at the center of the interval $[c_1, c_2]$: $\hat{\mu} = \frac{c_1 + c_2}{2}$.

It also holds that:

$$\log \varphi(y; \mu', \sigma^2) < \log \varphi(y; (c_1 + c_2)/2, \sigma^2), \quad \forall \mu' < \frac{c_1 + c_2}{2},$$

$$- \log P_{\mu'}(M) < \log P_y(M), \quad \forall \mu' > y.$$

Thus, it must be that

$$\hat{\mu} \in \left[\frac{c_1 + c_2}{2}, y\right].$$

We now explain why the conditional estimator for a normal mean that has been selected via one-sided testing tends to minus infinity as the observed value approaches the threshold. Let $Y \sim N(\mu, \sigma^2)$, and assume that we estimate $\mu$ if and only if $Y > c$. According to Lemma 2.1, the conditional estimator $\hat{\mu}$ given that $Y > c$ solves the equation:

$$y - \mathbb{E}_{\hat{\mu}}(Y | Y > c) = 0.$$

The expectation $\mathbb{E}_{\mu}(Y | Y > c)$ is strictly increasing in $\mu$ because

$$\frac{\partial}{\partial \mu} \mathbb{E}_{\mu}(Y | Y > c) = I_\mu(Y | Y > c) > 0,$$

where $I_\mu$ is the information. For any finite $\mu \in \mathbb{R}$, we have $\mathbb{E}_{\mu}(Y | Y > c) > c$ as $P(Y > c) > 0$ for any $\mu \in \mathbb{R}$. Thus, as $y \rightarrow c$, it must be the case that $\hat{\mu} \rightarrow -\infty$. \qed
Chapter 2
TRACTABLE POST-SELECTION MAXIMUM LIKELIHOOD INFERENCE

This Chapter was adapted from an arXiv draft paper co-written with Mathias Drton (Meir and Drton, 2017).

2.1 Introduction

I was first introduced to the problem of post-selection inference by Yoav Benjamini during an internship at the end of the first year my PhD studies. In our first joint project we tackled the problem of post-selection estimation following voxel-wise selection in fMRI studies (Benjamini and Meir, 2014). That project was motivated by the work of Vul et al. (2009) who point to the fact that correlations reported in behavioral neuroscience studies between measured brain activation and experimental conditions are implausible, given the expected magnitude of the measurement error and the underlying biological processes.

As we already pointed out, univariate conditional estimation is a relatively simple problem. However, in multivariate problems of non-trivial size the conditional likelihood appeared to be hopelessly intractable. Perhaps this is the reason that the post-selection estimation problem has received relatively little attention in the post-selection inference literature, with the work of Panigrahi et al. (2016) being a rare exception.

A solution to this seemingly intractable problem revealed itself during JSM 2016, where Gerda Claeskens presented an inference method based on sampling from the multivariate truncated normal distribution. We paired these Monte-Carlo sampling techniques with stochastic optimization methods which do not require the evaluation of the likelihood to obtain a tractable optimization routine that made it possible to compute the conditional
maximum likelihood estimators even in high dimensional problems. We present this methodology here. For completeness, we also propose a method for computing post-selection confidence intervals based on a quadratic expansion of the conditional log-likelihood, though this approach lacks a rigorous theoretical justification.

The structure of the rest of the introduction is as follows. In Section 2.1.1 we discuss the distinction between the true parameter and the selected parameter in regression analysis. In Section 2.1.2 we give a short description of the conditional estimation problem in the context of regression and point out the need to avoid conditioning on extra information beyond the selection of a model. In Section 2.1.3 we give an overview of the rest of the Chapter.

2.1.1 Targets of inference

In the context of variable selection in regression, let \( \mathcal{M} := \mathcal{P}(\{1, \ldots, p\}) \) be the set of models under consideration, defined as the power set of the indices of the columns of the design matrix \( \mathbf{X} \). Further, let \( S : \mathbb{R}^n \to \mathcal{M} \) be a model selection procedure that selects a model \( M \in \mathcal{M} \) based on the observed data \( y \in \mathbb{R}^n \).

When discussing estimation after model selection in linear regression, one may consider two different targets for inference. The first are the ‘true’ parameter values in correct models where all variables with non-zero coefficient are present. An alternative target for estimation is the vector of regression coefficients in the selected model

\[
\beta_0(y) = (\mathbf{X}_M^T \mathbf{X}_M)^{-1} \mathbf{X}_M^T \mathbb{E}(Y). \tag{2.1}
\]

In (2.1), \( M = S(y) \) is the selected model, and \( \mathbf{X}_M \) is the sub-matrix of \( \mathbf{X} \) made up of the columns indexed by \( M \). These two targets of estimation coincide when the selected model is true, meaning that it contains all variables that have a non-zero regression coefficient. Indeed, if the observed value \( y \) is such that \( S(y) = M \) for a model \( M \) that contains all covariates with non-zero coefficients, then \( \mathbb{E}(y) = \mathbf{X}_M \beta_0^M \) and \( \beta_0^M = \beta_0(y) \). Here \( \beta_0^M \) is the vector of non-zero true coefficients padded with zeros to make it a vector of length \( |M| \).
Pötscher (1991) and Leeb and Pötscher (2003) study the behavior of least squares coefficients as estimators of the true regression coefficients in a sequential testing setting. In contrast, works such as Berk et al. (2013) and Leeb et al. (2015) consider inference with respect to the regression coefficients in the selected model. In this work, we follow the latter point of view, taking the stance that a true model does not necessarily exist or, even if one exists, may be difficult to identify. Thus, the interest is in the parameters of the model the researchers have decided to investigate.

2.1.2 Conditioning on selection

A data-driven model selection procedure tends to choose models that are especially suited for the observed data rather than the data-generating distribution. In linear regression this would often be in the form of inclusion of variables that are correlated with the dependent variable only due to random variation. A promising approach for correcting for this bias towards the observed data is to condition on the selection of a model.

Let \( y \sim f_\theta \) follow a distribution from an exponential family with sufficient statistic \( T(y) \in \mathbb{R}^p \). The likelihood of \( T(y) \) given that model \( M \) has been selected is

\[
\mathcal{L}_M(\theta) = \frac{P(M|T(y))f(T(y))}{P(M)}I_M,
\]

where we use the shorthand \( P(M|T(y)) := P(S(y) = M|T(y)) \) for the conditional probability of selecting model \( M \) given \( T(y) \). Similarly, \( P(M) := P(S(y) = M) \) is the unconditional probability of selecting \( M \), \( f(T(y)) \) is the unconditional density function of \( T(y) \), and \( I_M = I_{\{S(y)=M\}} \) is the indicator function for the selection event.

The main obstacle in performing post-selection maximum likelihood inference is the computation of the probability of model selection \( P(M) \), which is typically a \( p \) dimensional integral. Such integrals are difficult to compute when \( p \) is large, and much of the work in the field of post-selection inference has been concerned with getting around the computation of these integrals. For example, Lee et al. (2016) propose to condition on the signs of the selected

\[
\]
variables as well as some additional information contained in the sub-space orthogonal to the quantity of interest in order to obtain a tractable post-selection likelihood. Panigrahi et al. (2016) approximate $P(M)$ with a barrier function.

Conditioning on information beyond the selection of the model of interest, while having the benefit of providing tractable solutions to the post-selection inference problem, may drastically change the form of the likelihood. Consider once again the post-selection estimators for the univariate normal problem (Figure 1.2). Suppose that we observe $y > 0$. Then the right-hand panel plots the conditional estimator for the scenario where two-sided testing is performed. On the left-hand side we plot the conditional estimator for $\mu$ as a function of $y$ when we condition on the two-sided selection event as well as the sign of $y$. Indeed, since our observed value is positive we condition on $\{|Y| > c, Y > 0\} = \{Y > c\}$. This second estimator is close to the observed value $y$ when $y$ is far from the threshold but approaches negative infinity as $y \to c$. Thus, even in the univariate normal case, conditioning on the sign of $y$ in two-sided testing, may drastically alter the resulting conditional estimator.

2.1.3 Outline

In this work, instead of working with the intractable post-selection likelihood, we base our inference on the post-selection score function which can be approximated efficiently even in multivariate problems. The following lemma describes the post-selection score function for exponential family distributions.

**Lemma 2.1.** Suppose the observation $y$ is drawn from a distribution $f_\theta$ that belongs to an exponential family with natural parameter $\theta$ and sufficient statistic $T(y)$. If the model selection procedure $S(y)$ satisfies $P(S(y) = M \mid T(y)) \in \{0, 1\}$ for a given model $M$, then the conditional (post-selection) score function is given by:

$$\frac{\partial}{\partial \theta} \log L(\theta) = T(y) - \mathbb{E}_\theta (T(y) \mid M).$$  

(2.2)

*Proof.* This result follows directly from the fact that the conditional distribution of an expo-
nential family distribution is also an exponential family distribution as long as $P(M|T(y)) \in \{0, 1\}$. See Fithian et al. (2014) for details.

In the specific setup we consider subsequently, the conditional distribution of $T(y)$ given $M$ is a multivariate truncated normal distribution. While it is then difficult to compute $E(T(y)|M)$, we are able to sample efficiently from the multivariate truncated normal distribution using a Gibbs sampler (Geweke, 1991). The main idea behind the method we propose is to use the samples from the truncated multivariate normal distribution as noisy estimates of $E(T(y)|M)$ and take small incremental steps in the direction of the estimated score function, resulting in a fast stochastic gradient ascent algorithm. Our framework has similarities with the contrastive divergence method of Hinton (2002).

The rest of the chapter is structured as follows. In Section 2.2 we present the proposed inference method in detail and apply it to selective inference on the mean vector of a multivariate normal distribution. In Section 2.3 we describe how the proposed framework can be adapted for post-selection inference in a linear regression model that was chosen by the Lasso. In Section 2.4 we formulate conditions under which the conditional MLE is consistent. A simulation study in Section 2.5 demonstrates that the proposed approach yields improved point estimates for the regression coefficients, and that our confidence intervals, despite lacking a rigorous theoretical justification, achieve close to nominal coverage rates. Finally, in Section 2.6 we conclude with a discussion.

### 2.2 Inference for selected normal means

Before considering the Lasso, we first discuss the simpler problem of selectively estimating the means of a multivariate normal distribution. Let $y \sim N(\mu, \Sigma)$ with mean vector $\mu \in \mathbb{R}^p$ and a known covariance matrix $\Sigma$. Observing $y$, we select the model

$$M = \{j \in \{1, \ldots, p\} : y_j \leq l_j \text{ or } y_j \geq u_j\}, \quad (2.3)$$
where $l_1, \ldots, l_p, u_1, \ldots, u_p \in [-\infty, \infty]$ are predetermined constants with $l_1 < u_1, \ldots, l_p < u_p$. We then perform inference for the coordinates $\mu_j$ with $j \in M$ (or possibly inference for a function of these coordinates).

This seemingly simple problem has garnered much attention. For the univariate case of $p = 1$, Weinstein et al. (2013) propose a method for constructing valid confidence intervals, and Benjamini and Meir (2014) compute the post-selection MLE for $\mu$. For $p \gg 1$, Lee et al. (2016) develop a recipe for constructing valid confidence intervals for the selected means or linear functions thereof. Reid et al. (2014) discuss ML estimation when $\Sigma = \sigma^2 I$. To the best of our knowledge, the method we propose below is the first to address the computation of the conditional MLE when $p \gg 1$ and the covariance matrix $\Sigma$ is of general structure.

Conditionally on selection, the distribution of $y$ is truncated multivariate normal, as the $j$th coordinate of $y$ is constrained to lie in the interval $(l_j, u_j)$ if $j \notin M$ or in its complement if $j \in M$. In Section 2.2.1 we describe the Gibbs sampler we use to sample from a truncated multivariate normal distribution, in Section 2.2.2 we describe how such samples can be used to compute the post-selection estimator and in Section 2.2.3 we propose a method for constructing confidence intervals based on the conditional MLE and samples obtained from the truncated normal distribution.

### 2.2.1 Sampling from a truncated normal distribution

Sampling from the truncated multivariate normal distribution is a well studied problem (Griffiths, 2004; Pakman and Paninski, 2014). We choose to use the Gibbs sampler of Kotecha and Djuric (1999), as it is especially suited to our needs and simple to implement. We describe the sampling algorithm next.

Assume we wish to generate a draw from the univariate truncated normal distribution constrained to lie in the interval $[l, u] \subseteq [-\infty, \infty]$. This distribution has CDF

$$
\Phi(y; \mu, \sigma^2, l, u) := \frac{\Phi(y; \mu, \sigma^2) - \Phi(l; \mu, \sigma^2)}{\Phi(u; \mu, \sigma^2) - \Phi(l; \mu, \sigma^2)}.
$$
where $\Phi(y; \mu, \sigma^2)$ denotes the CDF of the (untruncated) univariate normal distribution with mean $\mu$ and variance $\sigma^2$. A simple method for sampling from the truncated normal distribution samples a uniform random variable $U \sim U(0, 1)$ and sets

$$y = \Phi^{-1}(U; \mu, \sigma^2, l, u) = \Phi^{-1}\left(U \left(\Phi(u) - \Phi(l)\right) - \Phi(l); \mu, \sigma^2\right). \quad (2.4)$$

Next, consider sampling from the truncated normal constrained to the set $(-\infty, l] \cup [u, \infty)$. In this case, we may first sample a region within which to include $y$ and then sample from a truncated univariate normal distribution constrained to the selected region using the formula given in (2.4).

Given this preparation, we may implement a Gibbs sampler for a truncated multivariate normal distribution as follows. Let $y \sim N(\mu, \Sigma)$, and let $f(y|M)$ be the conditional distribution of $y$ given the selection event. While the marginal distributions of $f(y|M)$ are not truncated normal, the full conditional distribution $f(y_j|M, y_{-j})$ for a single coordinate $y_j$ is truncated normal with parameters

$$\mu_{j,-j} = \mu_j + \Sigma_{j,-j} \Sigma_{-j,-j}(y_{-j} - \mu_{-j}), \quad \sigma^2_{j,-j} = \Sigma_{j,j} - \Sigma_{j,-j} \Sigma_{-j,-j}^{-1} \Sigma_{-j,j}. $$

The Gibbs sampler repeatedly iterates over all coordinates of $y$ and draws a value for $y_j$ conditional on $M$ and $y_{-j}$. So at the $t$th iteration we sample

$$y^t_j \sim f(y_j|M, y^t_1, \ldots, y^t_{j-1}, y^t_{j+1}, \ldots, y^t_{p-1}), \quad j = 1, \ldots, p.$$  

The support of the truncated normal distribution is determined by whether or not $j \in M$.

### 2.2.2 A stochastic gradient ascent algorithm

The Gibbs sampler described above can be used to closely approximate $\mathbb{E}(y|M)$ but computation of the likelihood $L_M(\mu)$ remains intractable. However, for optimization of the likelihood,
Figure 2.1: The contours of the conditional log-likelihood of a two-dimensional normal distribution. A selection rule $|y_j| > 1.65$ was applied to the observed value $y = (1.45, 1.8)$ marked with ‘O’. The conditional MLE where all coordinates are estimated is marked with ‘C’ at (5.4, 2.5), and the plug-in conditional MLE which does not estimate the coordinates that were not selected is marked as ‘P’ at (1.45, 0.8). The plug-in estimator, unlike the full conditional MLE, is an adaptive shrinkage estimator as in the univariate case.

we can simply take steps of decreasing size in the direction of the evaluated gradient

\[ \mu^i = \mu^{i-1} + \gamma_i \Sigma^{-1} (y - y^i(\mu^{i-1})) , \]

(2.5)

where $y$ is the observed data, $y^i(\mu^{i-1})$ is a sample from the truncated multivariate normal distribution taken at $\mu^{i-1}$ and the step size $\gamma_i$ satisfies:

\[ \sum_{i=1}^{\infty} \gamma_i = \infty, \quad \sum_{i=1}^{\infty} \gamma_i^2 < \infty. \]  

(2.6)

We emphasize that while it is technically possible to compute an MLE for the entire mean vector of the observed random variable, it is not necessarily desirable. To see why, consider once again the left-hand panel of Figure 1.2 where the estimator tends to $-\infty$ as the observed value approaches the threshold. Such erratic behavior may arise when we estimate the coordinates of $\mu$ which were not selected, based on observations that are constrained to lie in a convex set, resulting in poor estimates also for the selected coordinates.
Figure 2.2: Convergence of the stochastic optimization algorithms. We plot the parameter estimates as a function of the number of gradient steps taken for the post-selection normal means estimation problem (left panel) and the post-selection regression estimation problem (right panel). The algorithms tend to converge to the neighborhood of the MLE in a few hundred iterations.

Example 2.1. We plot the conditional log-likelihood for a two-dimensional normal model in Figure 2.1. In such a low-dimensional case, the likelihood function can be computed using routines from the ‘mvtnorm’ R package (Genz et al., 2016). Our plot is for a setting where we observe \( y = (1.45, 1.8) \) with \( \Sigma_{ij} = 0.5^{i(j\neq j)} \), and only the first coordinate of \( \mu \) was selected based on the thresholds \( l_1 = l_2 = -1.65, u_1 = u_2 = 1.65 \). The point \( y \) is marked in the figure as an ‘O’, and the log-likelihood is maximized at the point marked with ‘C’, which is \( \hat{\mu} = (5.4, 2.5) \). We see that instead of performing shrinkage on the observed selected coordinate, the selected coordinate was estimated to be far larger than the observed value.

In order to mitigate this behavior, we propose using a plug-in estimator for the coordinates outside of \( M \). Particularly, we limit ourselves to performing steps of the form

\[
\mu_j = \begin{cases} 
\mu^{i-1} + \gamma_i \Sigma^{-1}_j (y - y^i(\mu^{i-1})) & \text{if } j \in M, \\
y_j & \text{if } j \notin M,
\end{cases}
\]

where \( \Sigma^{-1}_j \) is the \( j \)th row of \( \Sigma^{-1} \). In other words, we impute the unselected coordinates of \( \mu \)
with the corresponding observed values of \( y \), and maximize the likelihood only with respect to the selected coordinates of \( \mu \). These plug-in estimates for the unselected coordinates of \( \mu \) are consistent, as we show in Section 2.4. The plug-in conditional MLE for Example 2.1 is shown as a ‘P’ in Figure 2.1. It is approximately \( \hat{\mu} = (1.45, 0.8) \).

Next, we give a convergence statement for the proposed algorithm. Since our gradient steps are based on \( y^j(\mu^{j-1}) \), a noisy estimate of \( E_{\mu^{j-1}}(y|M) \), the resulting algorithm fits into the stochastic optimization framework of Bertsekas and Tsitsiklis (2000). In short, the theory for stochastic optimization guarantees that taking steps in the form of (2.5) leads to convergence to the MLE as long as the variance of the gradient steps can be bounded.

**Theorem 2.1.** Let \( y \sim N(\mu, \Sigma) \), and let \( M \) be defined as in (2.3). Then for all \( j \in M \):

\[
E_{\mu} \left( y_j^j(\mu) - E_{\mu}(y_j|M) \right)^2 \leq \frac{\text{tr}(\Sigma)}{P \left( \bigcap_{j \notin M} \{ l_j < y_j < u_j \} \right) \prod_{j \in M} \Phi(l_j; u_j, \sigma^2)}.
\]

The algorithm described in (2.7) converges to the Z-estimator given by the root of the function

\[
\psi(\mu)_j = \begin{cases} 
\Sigma^{-1}_{j, j} (y_j - E_{\mu}(y_j|M)) & \text{if } j \in M, \\
y_j - \mu_j & \text{if } j \notin M.
\end{cases}
\] (2.8)

A precise description of the optimization algorithm is given in Algorithm 1 in the appendix. Figure 2.2 shows typical optimization paths for Algorithm 1 as well as the stochastic gradient method for the Lasso described in Section 2.3.

### 2.2.3 Conditional confidence intervals

In the absence of model selection, the MLE is typically asymptotically normal, and it is common practice to construct Wald confidence intervals based on this limiting distribution:

\[
\hat{\mu}^{\text{naive}} = y, \quad \text{CI}_j^{\text{naive}} = (\hat{\mu}_j^{\text{naive}} - z_{j, 1-\alpha/2}, \hat{\mu}_j^{\text{naive}} - z_{j, \alpha/2}),
\] (2.9)
Figure 2.3: Post-selection estimates and confidence intervals for the normal means problem. In this example, 15 means were selected for a threshold of 1.65. The observed values are marked by triangles and the conditional estimators are marked by circles. Naive confidence intervals are marked by a dashed blue line and Conditional-Wald confidence intervals are marked by solid red lines. The true values of the parameter are shown as squares.

where $z_{j,\alpha}$ denotes the $(1 - \alpha)$ quantile of the asymptotic normal distribution for the $j$th coordinate. The post-selection setting is more complicated, however, because we can no longer rely the asymptotic normality of the estimators. Instead, we propose to construct confidence intervals based on the second order Taylor expansion of the conditional likelihood.

$$
\sqrt{n}(\hat{\mu}_n^M - \mu_0^M) \approx \sqrt{n}\text{Var}_{\mu_0^M} \left( \sqrt{n} \sum_{i=1}^n \bar{y}_i | M \right)^{-1} \left( \bar{y}_n - \mathbb{E}_{\mu_0^M}(\bar{y}_n | M) \right).
$$

(2.10)
Based on this approximation, we construct confidence intervals

\[
CI_j = \left( \hat{\mu}_{j,n}^M - \hat{T}_N j,1-\alpha/2/\sqrt{n}, \hat{\mu}_{j,n}^M - \hat{T}_N j,\alpha/2/\sqrt{n} \right). \tag{2.11}
\]

Here, \( \hat{T}_N \) stands for the conditional distribution given selection of

\[
\text{Var}_{\hat{\mu},M} \left( \sqrt{n} \Sigma^{-1} \bar{y} \mid M \right)^{-1} \Sigma^{-1} \sqrt{n} \left( \bar{y}_n - E_{\hat{\mu},M} (\bar{y}_n \mid M) \right). \tag{2.12}
\]

We estimate the quantiles \( \hat{T}_N j,1-\alpha/2 \) and \( \hat{T}_N j,\alpha/2 \) using empirical quantiles of samples from the truncated normal distribution. While we are unable to provide theoretical justification for these confidence intervals, a comprehensive simulation study will reveal that they obtain coverage rates that are significantly better than those of the naive confidence intervals, and are surprisingly close to the desired level (Section 2.5).

**Example 2.2.** Figure 2.3 shows point estimates and confidence intervals for selected means in a selected normal means problems. The figure was generated by sampling \( y \sim N(\mu, \Sigma) \) with \( \mu_1, \ldots, \mu_{20} \sim N(0, 4) \) i.i.d., \( \mu_{21} = \cdots = \mu_{100} = 0 \) and \( \Sigma_{i,j} = 0.3 I_{i \neq j} + 1 I_{i=j} \). The applied selection rule was \( S(y) = \{ j : |y_j| > 1.65 \} \). The plotted estimates are the conditional estimates computed using the algorithm defined by (2.7) along with the 95% confidence intervals described in (2.11). In addition, we plot the estimates and confidence intervals described in (2.9) which we term *naive*. These were not adjusted for selection.

As we had seen in the univariate case, the conditional estimator acts as an adaptive shrinkage estimator. When the observed value is far away from the threshold, then no shrinkage is performed and when it is relatively close to the threshold then it is shrunk towards zero.

### 2.3 Maximum likelihood estimation for the Lasso

In this section we demonstrate how the ideas from the previous section can be adapted for computing the post-selection MLE in linear regression models selected by the Lasso. The
Lasso estimator minimizes the squared error loss augmented by an $\ell_1$ penalty,

$$\hat{\beta}_{\text{Lasso}} = \arg \min_{\beta} \frac{1}{2}\|y - X\beta\|^2 + \lambda\|\beta\|_1$$

with $\lambda \geq 0$ being a tuning parameter. Model selection results from the fact that the $\ell_1$ penalty may shrink a subset of the regression coefficients to zero. As in Lee et al. (2016), we perform inference on the non-zero regression coefficients in the Lasso solution, that is, the selection procedure is $S(y) = \{j : \hat{\beta}_{\text{Lasso},j} \neq 0\}$.

Given selection of a model $M$, we are interested in estimating the unconditional mean of the regression coefficients $\beta = (X_M^T X_M)^{-1} X_M^T \mathbb{E}(Y)$. We begin by describing the Lasso selection event (Section 2.3.1) and then give a Metropolis-Hastings sampler for the post-selection distribution of the least-squares estimates (Section 2.3.2). In Section 2.3.3, we describe a practical stochastic ascent algorithm for estimation after model selection with the Lasso.

### 2.3.1 The Lasso selection event

Let $M \subseteq \{1, \ldots, p\}$ be a given model. In order to develop a sampling algorithm for a normal distribution truncated to the event that $S(X, y) := \{j : \hat{\beta}_{\text{Lasso},j} \neq 0\} = M$, we invoke the work of Lee et al. (2016) who provide a useful characterization of this Lasso selection event. Let $s \in \{-1, 1\}^{|M|}$ be the vector of signs of $\hat{\beta}_{\text{Lasso}}$ over the active set. We will consider two sets

$$A_1(M, s) := \{A_1(M, s)y < u_1(M, s)\},$$

$$A_0(M, s) := \{l_0(M, s) < A_0(M)y < u_0(M, s)\},$$

where in the first event

$$A_1(M, s) = -\text{diag}(s)(X_M^T X_M)^{-1} X_M^T,$$

$$u_1(M, s) = -\lambda \text{diag}(s)(X_M^T X_M)^{-1}s,$$
and in the second event

\[ A_0(M) = \frac{1}{\lambda} X_M^T (I - X_M(X_M^T X_M)^{-1} X_M^T), \quad (2.16) \]

\[ l_0(M, s) = -1 - X_{-M}^T X_M (X_M^T X_M)^{-1} s, \quad u_0(M, s) = 1 - X_{-M}^T X_M (X_M^T X_M)^{-1} s. \]

Here, \( X_M \) is the submatrix of the design matrix \( X \) made up of the columns indexed by the selected model \( M \) and the columns in the submatrix \( X_{-M} \) correspond to variables which were not selected. It can be shown that

\[ \{ S(X, Y) = M \text{ and sign vector equal to } s \} = A_0(M, s) \cap A_1(M, s). \quad (2.17) \]

Suppose that \( Y \sim (X \beta, \sigma^2 I) \), then conditional score function for a model selected by the Lasso is given by

\[ \sigma^2 \frac{\partial}{\partial \beta} \log \mathcal{L}(\beta|M) = X_M^T y - \mathbb{E}(X_M^T Y|M) = X_M^T y - \frac{\sum_s P(M, s) \mathbb{E}(X_M^T Y|A_1(M, s))}{\sum_s P(M, s)}, \]

where for a given set of signs \( P(M, s) = P(A_0(M, s)) \times P(A_1(M, s)) \).

As in the normal means problem, parameters related to the set of variables excluded from the model play a role in the conditional likelihood. In the normal means problem we advocated excluding those from the optimization of the conditional likelihood. For the Lasso, we similarly must compute a conditional expectation which is a function of \( A_0(M) \mathbb{E}(Y) \). We again advocate for avoiding conditional likelihood-based estimation of this quantity. In computational experiments we observed that the value of \( A_0(M) \mathbb{E}(Y) \) tends to be very small and rather well approximated by a vector of zeros. For more on this and some numerical examples see Appendix B.

In the next subsection, we devise an algorithm for sampling from the post-selection distribution of the regression coefficients selected by the Lasso without conditioning on the
The sampler will operate by updating the two quantities

\[ \eta := (X_M^T X_M)^{-1} X_M^T y, \quad \xi := \frac{1}{\lambda} X_{-M} \left( I - X_M (X_M^T X_M)^{-1} X_M^T \right) y. \]

### 2.3.2 Sampling from the Lasso post-selection distribution

With a view towards Gibbs sampling, we examine the region where a single regression coefficient may lie given the signs of all other coefficients. Let \( j \in M \) be an arbitrary index. Denote by \( s^+j \) and \( s^-j \) vectors of signs where the signs for all coordinates but \( j \) are held constant and the \( j \)th coordinates are set to either 1 or \(-1\), respectively. A necessary condition for the selection of \( M \) is that \( \eta_j \leq \lambda (X_M^T X_M)_{jj}^{-1} s^-j \) or \( \eta_j \geq \lambda (X_M^T X_M)_{jj}^{-1} s^+j \). Ideally, we would be able to implement a Gibbs sampler that allows for the change of signs as we have done in Section 2.2.1 by setting

\[ l_j = \lambda (X_M^T X_M)_{jj}^{-1} s^-j, \quad u_j = \lambda (X_M^T X_M)_{jj}^{-1} s^+j. \quad (2.18) \]

However, an important way in which the Lasso selection event differs from the one described in Section 2.2 is that when a single coordinate of \( s \) is changed, the thresholds for all other variables change. Thus, in order for a single coordinate of \( \eta \) to change its sign, all other variables must be in positions that allow for that.

In order to explore the entire sample space (and sign combinations) we propose a delayed rejection Metropolis-Hastings algorithm (Mira, 2001; Tierney and Mira, 1999). The algorithm works by attempting to take a Gibbs step for each selected variable in turn. If the proposed Gibbs step for the \( j \)th variable satisfies the constraints induced by the selection event then the proposal is accepted. Otherwise, we keep the proposal for the \( j \)th variable and make a global proposal for all selected variables keeping their signs fixed. We use the notation:

\[ \eta \sim N_p(\beta, \Sigma_1), \quad \beta = (X_M^T X_M)^{-1} X_M^T \mathbb{E}(Y), \quad \Sigma_1 = \sigma^2 (X_M^T X_M)^{-1}, \]
\[ \xi \sim N(0, \Sigma_0), \quad \Sigma_0 = \sigma^2 A_0(M) A_0(M)^T. \]

At some arbitrary iteration \( t \), our sampler first makes the draw

\[ \xi^t \sim f(\xi|M, \eta^{t-1}). \]  \hfill (2.19)

This sampling task is quite simple in the sense that \( \xi|M, \eta \) has a multivariate normal distribution constrained to a convex set. Next, we make a proposal for each selected variable. For the \( j \)th selected variable we sample:

\[ r_j \sim f(\eta_j | \{\eta_j < l_j\} \cup \{u_j < \eta_j\}, \eta_t^1, \ldots, \eta_{j-1}^t, \eta_{j+1}^t, \ldots, \eta_{p-1}^t), \]

where \( l_j \) and \( u_j \) are as defined in (2.18). If the sign of \( r_j \) differs from the sign of \( \eta_j^{t-1} \), then we must verify that \( \xi^t \) from (2.19) satisfies the constraints imposed by the new set of signs. If the constraints described in (2.14) are not satisfied, then the proposal is rejected. If the proposal yields a point that satisfies both (2.14) and (2.13) then no further adjustment is necessary and the acceptance probability is 1 because the proposal is full conditional (Chib and Greenberg, 1995). On the other hand, if the proposed point is not in the set from (2.13), then a sign change has been performed and we must update the values for other coordinates.

Denote by \( \text{TN}(a, b, \mu, \sigma^2) \) a univariate normal distribution with mean \( \mu \) and variance \( \sigma^2 \) constrained to the interval \((a, b)\). For all variables \( k \neq j \) we sample a proposal from the following distribution:

\[ r_k \sim \text{TN}(a_k, b_k, \eta_k^t, \sigma^2_{k,-k}), \]  \hfill (2.20)

where \( a_k = u_k \) and \( b_k = \infty \) if \( s_k^t = 1 \), and \( a_k = -\infty \) and \( b_k = l_k \) if \( s_k^t = -1 \). Note that in (2.20) \( l_k \) and \( u_k \) must be recomputed according to the proposed sign change.

The Metropolis-Hastings algorithm in its entirety is described in Algorithm 2 in the Appendix. The following Lemma describes the transitions of the proposed sampler.
Lemma 2.2. For the $j$th variable at the $t$th iteration define:

$$r_{1}^{+} = (\eta_{1}^{t}, \ldots, \eta_{j-1}^{t}, r_{j}, \eta_{j+1}^{t-1}, \ldots, \eta_{p}^{t-1}, \xi^{t}), \quad r_{2}^{+} = (r_{1}, \ldots, r_{j-1}, r_{j}, r_{j+1}, \ldots, r_{p}, \xi^{t}),$$

$$r_{1}^{-} = (r_{1}, \ldots, r_{j-1}, \eta_{j}^{t-1}, r_{j+1}, \ldots, r_{p}, \xi^{t}), \quad r_{2}^{-} = (\eta_{1}^{t}, \ldots, \eta_{j-1}^{t}, \eta_{j+1}^{t-1}, \ldots, \eta_{p}^{t-1}, \xi^{t}).$$

Here, $r_{2}^{<}$ represents the current state of the sampler after the Gibbs step from (2.19). If $\xi^{t}$ from (2.19) is not in the set from (2.14), then the proposal for $r_{j}$ is rejected and the sampler stays in state $r_{2}^{<}$. If $\xi^{t}$ is in (2.14) and $r_{1}^{+}$ is in the set from (2.13) then the sampler moves to $r_{1}^{-}$. Otherwise, if $r_{1}^{-}$ is in the set from (2.13) then the sampler stays in state $r_{2}^{-}$. Finally if neither $r_{1}^{+}$ nor $r_{1}^{-}$ are in the set from (2.13) then the sampler either moves to $r_{2}^{+}$ or stays put at $r_{2}^{-}$. In this case, the move to $r_{2}^{+}$ occurs with probability

$$p_{j}^{t} = \min \left( \frac{\varphi(r_{2}^{+}; \beta, \Sigma) q(r_{2}^{+}, r_{2}^{-})}{\varphi(r_{2}^{-}; \beta, \Sigma) q(r_{2}^{+}, r_{2}^{-})}, 1 \right), \quad (2.21)$$

where

$$q(x, y) = f(\{Y_{j} < l_{j}\} \cup \{u_{j} < Y_{j}\}, x_{-j}) \prod_{k \neq j} \frac{\varphi(y_{k}; x_{k}, \sigma_{k, -k}^{2})}{P(Y_{k} \in (a_{k}, b_{k}); x_{k}, \sigma_{k, -k}^{2})}.$$

2.3.3 A stochastic ascent algorithm for the lasso

We now propose an algorithm for computing the post-selection MLE when the model is selected via Lasso. We begin by defining the gradient ascent step, which uses samples from the post-selection distribution of the refitted regression coefficients. We give a convergence statement for the resulting algorithm, and we discuss practical implementation for which we address variance estimation and imposing sign constraints.

Let $M = S(y)$ be the Lasso-selected model. Given a sample $\eta^{i} \sim f_{\beta^{i-1}}(\eta|M)$ from the post-selection distribution of the least squares estimator, we take steps of the form:

$$\hat{\beta}^{i} = \hat{\beta}^{i-1} + \gamma_{i} (X^{T}_{M} y - (X^{T}_{M} X_{M}) \eta^{i}), \quad (2.22)$$
where the $\gamma_i$ satisfy the conditions from (2.6). In Theorem 2.2 we give a convergence statement for the algorithm defined by (2.22). As in Theorem 2.1, the main challenge is bounding the variance of the stochastic gradient steps.

**Theorem 2.2.** Let $\eta$ follow the conditional distribution of $\eta \sim N(\beta, \Sigma)$ given the Lasso selection $S(y) = M$. Then there exists a constant $A$ such that for all $\beta \in \mathbb{R}^p$:

$$
E_{\beta} \left\| (X_M^T X_M) \eta - X_M^T \mathbb{E}_{\beta}(Y|M) \right\|_2^2 \leq A.
$$

Furthermore, the sequence $(\hat{\beta}^i)$ from (2.22) converges, and its limit $\hat{\beta}^\infty := \lim_{i \to \infty} \hat{\beta}^i$ satisfies $\psi(\hat{\beta}^\infty) := X_M^T y - \mathbb{E}_{\hat{\beta}^\infty}(X_M^T Y|M) = 0$.

Before we exemplify the behavior of the proposed algorithm we first discuss some technicalities. The sampling algorithm proposed in the previous section assumes knowledge of the residual standard error $\sigma$, a quantity that in practice must be estimated from the data. We find that the cross-validated Lasso variance estimate recommended by Reid et al. (2016b), works well for our purposes.

As in the univariate normal case, the post-selection estimator for the Lasso performs adaptive shrinkage on the refitted regression coefficients. However, the asymmetry between the thresholds dictated by different sign sets may cause the sign of the conditional coefficient estimate to be different than the one inferred by the Lasso. Empirically we have found some benefit for constraining the signs of the estimated coefficients to those of the refitted least-squares coefficient estimates.

**Example 2.3.** We illustrate the proposed method via simulated data that are generated as follows. We form a matrix of covariates by sampling $n$ rows independently from $N_p(0, \Sigma)$ with $\Sigma_{i,j} = \rho|i-j|$. We then generate a coefficient vector $\beta$ by sampling $k$ coordinates from the Laplace(1) distribution and setting the rest to zero. Next, we sample a response vector $y \sim N(\mu, \sigma^2 I)$, where $\mu = X \beta$ and $\sigma^2$ is chosen to obtain a certain signal-to-noise ratio defined as $\text{snr} := \text{Var}(\mu)/\sigma^2$. We set $n = 400$, $p = 1000$, $k = 5$, $\rho = 0.3$ and $\text{snr} = 0.2$. 
Given a simulated dataset we select a model using the Lasso as implemented in the R package `glmnet` (Friedman et al., 2010). Following common practice and the default of the package, the tuning parameter $\lambda$ is selected via cross-validation. Strictly speaking, this yields another post-selection problem.

In Figure 2.4 we plot three types of estimates for the regression coefficients selected by the Lasso. The conditional estimator proposed here, the refitted least-squares estimates and the Lasso estimates. In addition to the point estimates, we also plot three types of confidence intervals. The first are the Conditional-Wald confidence intervals analogous to the ones described in Section 2.2.3. They are given by:

$$
\hat{\text{CI}}_j = \left( \hat{\beta}_{j,n}^M - T\hat{N}_{j,1-\alpha/2}/\sqrt{n}, \hat{\beta}_{j,n}^M - T\hat{N}_{j,\alpha/2}/\sqrt{n} \right),
$$

$$
T\hat{N} = D \sigma^2 \text{Var}_{\hat{\beta}_n^M} \left( n^{-0.5} X_M^T y | M \right)^{-1} n^{-0.5} \left( X_M^T y - E_{\hat{\beta}_n^M} (X_M^T y | M) \right).
$$

The second intervals are the Refitted-Wald confidence intervals obtained from fitting a linear
regression model to the selected covariates without accounting for selection. Finally, we also include the intervals of Lee et al. (2016) as implemented in the R package ‘selectiveInference’ (Tibshirani et al., 2016a). We term these Polyhedral confidence intervals.

In Figure 2.4, black circles mark the conditional estimates, triangles the refitted least squares estimates, squares the Lasso estimates and plus signs the true coefficient values. The conditional estimator tends to lie between the refitted and the Lasso estimates. When the refitted estimate is far from zero the conditional estimator applies very little shrinkage, and when the refitted estimator is closer to zero the conditional estimator is shrunk towards the Lasso estimate. The conditional confidence intervals also exhibit a behavior that depends on the estimated magnitude of the regression coefficients. When the conditional estimator is far from zero the size of the confidence intervals is similar to the size of the refitted confidence interval. When the conditional estimator is shrunk towards zero, its variance tends to be the smallest. The confidence intervals are the widest when the conditional estimator is just in-between the Lasso and refitted estimates. The Polyhedral confidence intervals tend to be the largest in most cases. Section 2.5 gives a more thorough examination of these estimates and confidence intervals.

### 2.4 Asymptotics for conditional estimators

We now present asymptotic distribution theory that supports the estimation method proposed in the previous sections. Such theory is complicated by the fact that model selection induces dependence between the previously i.i.d. observations. In Section 2.4.1 we first give a consistency result for naive unconditional estimates, which in particular justifies our plug-in likelihood method for the normal means problem. We then outline conditions under which the conditional MLE is consistent for the parameters of interest in a general exponential family setting. In Section 2.4.2 we adapt the theory to the Lasso post-selection estimator. We remark that theory on the efficiency of conditional estimators can be found in Routtenberg and Tong (2015). Proofs for this section are deferred to the appendix.
2.4.1 Theory for exponential families

Suppose we have an i.i.d. sequence of observations \((Y_i)_{i=1}^{\infty}\) drawn from a distribution \(f^*\). As a base model for the distribution of each observation \(y_i\), consider a regular exponential family \(\{p_\theta : \theta \in \Theta\}\) with sufficient statistic \(T \in \mathbb{R}^p\) and \(\theta\) being the natural parameter. So, \(\Theta \subset \mathbb{R}^p\). For the sample \(y_1, \ldots, y_n\), define \(\bar{T}_n := n^{-1} \sum_{i=1}^{n} T(y_i)\). Now, let \(\mathcal{M}\) be a countable set of submodels, which we denote by \(\mathcal{M} = \{p_{\theta_M} : \theta_M \in \Theta^M\}\) with parameter space \(\Theta^M \subset \Theta\). We consider a model selection procedure \(S_n : \mathbb{R}^p \to \mathcal{M}\) that selects a model \(M\) as a function of \(\bar{T}_n\). Based on the true distribution \(f^*\) the sample is taken from, the selection procedure \(S_n\) induces a distribution \(P_n(M) := P(S_n(\bar{T}_n) = M)\) over \(\mathcal{M}\). We emphasize that \(f^*\) need not belong to any model in \(\mathcal{M}\) nor the base family \(\{p_\theta : \theta \in \Theta\}\).

Example 2.4. In the normal means problem, \(p_\theta\) is a normal distribution with \(\theta\) being the mean vector. The sufficient statistic is \(T(y) = \Sigma^{-1} y\), where \(\Sigma\) is the known covariance matrix. Each model \(M \in \mathcal{M}\) corresponds to a set of mean vectors with a subset of coordinates equal to zero. The selection procedure \(S_n\) is based on comparing the coordinates of \(\bar{T}_n\) to predetermined thresholds \(l_j\) and \(u_j\), recall (2.3). In an asymptotic setting \(l_j\) and \(u_j\) will often scale with the sample size to obtain desired type-I error rates.

We consider estimation of a parameter \(\theta_0^M\) of a fixed model \(M\), which represents the model selected in the data analysis. If the data-generating distribution \(f^*\) belongs to \(M\), then \(f^* = p_{\theta_0^M}\) for a parameter value \(\theta_0^M \in \Theta^M\) and consistency can be understood as referring to the true data-generating distribution. If \(f^* \not\in M\), then the parameter in question corresponds to the distribution in \(M\) that minimizes the KL-divergence from \(f^*\), so

\[
\theta_0^M := \arg \inf_{\theta_M \in \Theta^M} \mathbb{E}_{f^*} \left[ \log p_{\theta_M}(y) - \log f^*(y) \right] = \arg \sup_{\theta_M \in \Theta^M} \mathbb{E}_{f^*} \left[ \ell_{\theta_M}(y) \right].
\]

Note that even under model misspecification we have \(\mathbb{E}_{f^*}(\bar{T}_n) = \mathbb{E}_{\theta_0^M}(\bar{T}_n)\) because \(\theta_0^M\) is the solution to the expectation of the score equation.

The post-selection setting is unusual in the sense that we are only interested in a specific
model $M$ if $S_n(T_n) = M$. Hence, it only makes sense to analyze the asymptotic properties of an estimator of $\theta_0^M$ if model $M$ is selected infinitely often as $n \to \infty$. This justifies our subsequent focus on conditions that involve the probability of selecting $M$.

Our first result applies in particular to the normal means problem and is concerned with the post-selection consistency of the unconditional/naive MLE for $\theta_0^M$.

**Theorem 2.3.** Let $M$ be a fixed model with $P_n(M)^{-1}e^{-\delta n} = o(1)$ for all $\delta > 0$. Let $\hat{\theta}_n^M = (\hat{\theta}_{n,j}^M)_{j=1}^p$ be an estimator that unconditionally is unbiased for $\theta_0^M$. Suppose there is a constant $C \in (0, \infty)$ such that for all $1 \leq j \leq p$ and $n \geq 1$ the distribution of $\sqrt{n}(\hat{\theta}_n^M - \theta_0^M)$ is sub-Gaussian for parameter $C$. Then $\hat{\theta}_n^M$ is post-selection consistent, that is,

$$\lim_{n \to \infty} P(||\hat{\theta}_n^M - \theta_0^M||_\infty > \varepsilon | S_n(T_n) = M) = 0 \quad \forall \varepsilon > 0.$$ 

Next, we turn to the conditional MLE. Let $\ell_{\theta}(y_i)$ be the log-likelihood of $y_i$ as a function of $\theta^M$, and let $P_{n,\theta}(M)$ be the probability of $\{S_n(T_n) = M\}$ where $y_1, \ldots, y_n$ is an i.i.d. sample from $p_{\theta^M}$. Then the conditional MLE is

$$\hat{\theta}_n^M = \arg\max_{\theta^M \in \Theta} \left(\frac{1}{n} \sum_{i=1}^n \ell_{\theta}(y_i)\right) - \frac{1}{n} \log P_{n,\theta^M}(M).$$

We first give conditions for its post-selection consistency.

**Theorem 2.4.** Suppose the fixed model $M$ satisfies

$$P_n(M)^{-1} = o(n), \quad \lim_{n \to \infty} \inf_{\theta^M} P_{n,\theta^M}(M)e^n = \infty.$$  

Furthermore, suppose that for a sufficiently small ball $U \subset \Theta$ centered at $\theta_0^M$

$$\sup_{\theta^M \in U(\theta_0^M)} P_{n,\theta^M}(M)^{-1} = o(n).$$
Then the conditional MLE is post-selection consistent for $\hat{\theta}_0^M$, that is,

$$\lim_{n \to \infty} P(\|\hat{\theta}_n^M - \theta_0^M\|_\infty > \varepsilon \mid S_n(T_n) = M) = 0 \quad \forall \varepsilon > 0.$$  

Condition (2.24) concerns the model-based selection probability and ensures that the conditional MLE exists with probability 1 as $n \to \infty$. Both the plug-in likelihood for the selected means problem and the Lasso likelihood satisfy this condition. We note that this condition excludes examples such as the singly truncated univariate normal distribution, where the probability that an MLE does not exist is positive (del Castillo, 1994). Condition (2.23) concerns the true probability of selecting the considered model $M$, which is required to not decrease too fast. Condition (2.25) serves to ensure that the conditional score function is well behaved in the neighborhood of the estimand.

### 2.4.2 Theory for the Lasso

In this section we describe how the theory from the previous section applies to inference in linear regression after model selection with the Lasso. Suppose that we observe an independent sequence of observations

$$(Y_i)_{i=1}^{\infty} \sim N(\mu_i, \sigma^2).$$ (2.26)$$

Each observation $Y_i$ is accompanied by a vector of covariates $X_i \in \mathbb{R}^p$ which we consider fixed, or equivalently, conditioned upon. The sufficient statistic for the linear regression model is given by $T_n(X, y) = X^T y$ and the model selection function $S_n(X, y)$ is the Lasso, which selects a model:

$$S_n(X, y) = \{ j : \hat{\beta}_{\text{Lasso},j} \neq 0 \}.$$ 

For a selected model $M$, the conditional MLE for the regression coefficients is given by:

$$\hat{\beta}_n^M = \arg \max_{\beta} \frac{f(A_1 y)}{P_{\beta}(M)},$$ (2.27)
where \( P_\beta(M) = \sum_s P_\beta(A_1(M, s)) \times P_n(A_0(M, s)) \). Notice that in our objective function the probabilities for not selecting the null-set are not a function of the parameters over which the likelihood is maximized. Instead, they are defined as a function of the sample size \( n \) and are determined by the imputed value for \( A_0(M)\mu \). In practice we set \( A_0(M)\mu = 0 \). This imputation method can be justified by the fact that a model is unlikely to be selected infinitely often if \( \lim_{n \to \infty} A_0(M)\mu \neq 0 \).

For good behavior of the conditional MLE we made assumptions regarding the probabilities of selecting models of interest. Many previous works have investigated the properties that a data generating distribution must fulfill in order for the Lasso to identify a correct model with high probability. See for example Zhao and Yu (2006), and Meinshausen and Yu (2009). While we do not limit our attention to the selection of the correct model, this line of study sheds light on the conditions a model \( M \in \mathcal{M} \) must satisfy in order for it to be selected with sufficiently high probability. In the following we assume that the number of covariates \( p_n = p \) is kept fixed while the sample size \( n \) grows to infinity. We touch on high-dimensional settings briefly at the end of the section.

The set of models for which we are able to guarantee convergence depends on the scaling of the \( \ell_1 \) penalization parameter. We consider two types of scalings:

\[
\lambda_n \propto \sqrt{n},
\]

\[
\lim_{n \to \infty} \frac{\lambda_n}{\sqrt{n}} = \infty, \quad \lim_{n \to \infty} \frac{\lambda_n}{n} = 0.
\]

We begin by discussing the case where the \( \ell_1 \) penalization parameter scales as in (2.28). In this setting, the model selection probabilities can be bounded in a satisfactory manner as long as the expected projection of the model residuals on the linear subspace spanned by the inactive variables is not too large.

**Lemma 2.3.** Suppose that \( \lambda_n \) scales as in (2.28) and that \( y \) follows a normal distribution as defined in (2.26). Suppose further that for an arbitrary model of interest \( M \in \mathcal{M} \) there
is a matrix $\Sigma$ and a vector $\beta_0^M$ such that following holds:

$$\frac{1}{n} X^T X \rightarrow \Sigma,$$  \hspace{1cm} (2.30)

$$(X_M^T X_M)^{-1} X_M^T \mu \rightarrow \beta_0^M,$$  \hspace{1cm} (2.31)

Then there exists an asymptotic lower bound for the probability of selecting $M$:

$$\lim_{n \rightarrow \infty} P_n(M) \geq \lim_{n \rightarrow \infty} \inf_{\beta^M} P_{n,\beta^M}(M) = c > 0.$$ 

Next, we discuss the setting where $\lambda_n$ grows faster than $\sqrt{n}$. Here we must impose stronger conditions on the selected model because the probability of selecting a model which contains covariates with zero coefficient values may decrease to zero at an exponential rate. Furthermore, we make assumptions similar to the Irrepresentable Conditions of Zhao and Yu (2006) on the selected model in order to make sure that the model selection conditions corresponding to the variables not included in the model are satisfied with high probability.

**Lemma 2.4.** Suppose that $\lambda_n$ scales as in (2.29) and that conditions (2.26) and (2.31) hold. Furthermore, assume that:

$$\frac{1}{n} X_M^T X_M \rightarrow \Sigma_M, \ \text{a.s.,} \ \ |\beta_0^M| > 0, \ \forall j \in M,$$

and that

$$\lim_{n \rightarrow \infty} \sup_{s} |X_M^T X_M (X_M^T X_M)^{-1} s| \leq \nu < 1, \ \forall s \in \{0, 1\}^{|M|},$$  \hspace{1cm} (2.32)

for some constant $\nu$, where $\mathbf{1}$ is a vector of ones and the inequality holds element wise. Under these conditions the following limits hold:

$$\lim_{n \rightarrow \infty} \inf_{\beta^M} P_{n,\beta^M}(M) e^n = \infty,$$  \hspace{1cm} (2.33)

$$\lim_{n \rightarrow \infty} \inf_{\beta^M \in U(\beta_0^M)} P_{n,\beta^M}(M) = 1.$$

The linear regression model trivially satisfies the modeling assumptions we made in the
previous section. Thus, under the conditions given in the lemmas stated in this section, the conditional MLE for a model selected by the Lasso can be guaranteed to be well behaved.

**Corollary 2.1.** Fix a model $M \in \mathcal{M}$ and suppose that the conditions of either Lemma 2.3 or Lemma 2.4 are satisfied. Then the conditional MLE (2.27) is consistent for $\beta^M_0$.

**Remark 2.1 (High-Dimensional Problems).** The Lasso is often used in cases where the number of covariates $p$ is much larger than $n$. In order to make asymptotic analysis relevant to such cases it is common to assume that $p$ grows with the sample size. While the theory developed here does not explicitly treat such a high-dimensional setting, none of our assumptions prevent us from allowing the model selection function $S_n$ to consider a growing number of covariates as $n$ grows. Specifically, if we assume that the $\ell_1$ penalty scales at the rate of $\lambda_n = O\left(\sqrt{n \log p_n}\right)$ as prescribed e.g. by Hastie et al. (2015), then our theory applies as long as the assumptions of Lemma 2.4 are satisfied and $\log p_n = o(n)$.

**Remark 2.2 (Normality).** While we made a simplifying normality assumption, we expect that for fixed dimension $p$, non-normal errors can be addressed using conditions similar to those outlined by Tibshirani et al. (2015). For theory for selective inference with non-normal errors in the high-dimensional case, see the work of Tian and Taylor (2015).

### 2.5 Simulation study

In order to more thoroughly assess the performance of the proposed post-selection estimator for the Lasso, we perform a simulation study, which we pattern after that in Meinshausen (2007). We consider prediction and coefficient estimation using Lasso, our conditional estimator and refitted Lasso. We note already that while some existing theoretical works outline conditions under which the refitted Lasso should outperform the Lasso in prediction and estimation (Lederer, 2013), this does not occur in any of our simulation settings. For confidence intervals we compare our Wald confidence intervals to the confidence intervals of Lee et al. (2016) which we term *Polyhedral*. We find that both selection adjusted methods achieve close to nominal coverage rates.
We generate artificial data for our simulations in a similar manner as we have done for Example 2.3 in Section 2.3.3. We vary the sample size $n = 100, 200, 400, 800$, signal-to-noise ratio $\text{snr} = 0.2, 0.8$, and the sparsity level $k = 2, 5, 10$. For each combination of parameter values we generate data and fit models 400 times. We keep the amount of dependence fixed at $\rho = 0.5$ and the number of candidate covariates fixed at $p = 400$.

In Figure 2.5 we plot the log relative estimation error of the refitted-Lasso estimates and the conditional estimates compared to the Lasso as defined by:

$$
\frac{1}{|M|} \left( \sum_{j \in M} \log_2(\hat{\beta}_j - \beta_j) - \log_2(\hat{\beta}_{\text{Lasso}_j} - \beta_j) \right). \quad (2.33)
$$

This measure of error gives equal weights to all regression coefficients regardless of their absolute magnitude. In all simulation settings the refitted least-squares estimates are significantly less accurate than the Lasso or the conditional estimates. The conditional estimates tend to be more accurate than the Lasso estimates in all simulation settings. The conditional estimate tends to do better when there are at least some large regression coefficients in the
In Figure 2.6 we present the relative prediction error of the refitted least-squares Lasso estimates and the conditional estimates, as defined by:

$$\log_2 \| X \hat{\beta} - \mu \|^2 - \log_2 \| X \hat{\beta}_{\text{Lasso}} - \mu \|^2.$$  (2.34)

Here, the Lasso provides more accurate predictions when the true model has more non-zero coefficients and the conditional estimator tends to be more accurate when the true model is sparse.

In Figure 2.7 we plot the coverage rates obtained by the Conditional-Wald confidence intervals proposed here, the Polyhedral confidence intervals and the refitted ‘naive’ confidence intervals. Both of the selective methods obtain close to nominal coverage rates. The coverage rates of the refitted confidence intervals which were not adjusted for selection were far below the nominal levels in all simulation settings.

While the two types of selection adjusted confidence intervals seem to be roughly on
Figure 2.7: Confidence interval coverage rate after model selection. Both the Conditional Wald CIs (solid red line) and the Polyhedral CIs (dashed blue line) achieve the target coverage rate of 95% (horizontal grey line). The coverage rate of the unadjusted Wald confidence intervals (dotted green line) is far below nominal.

We face some difficulty in assessing the average size of the Polyhedral confidence intervals, as these sometimes have an infinite length. A measure for the length of a typical confidence interval, we take the median confidence interval length in each simulation instance. In Figure 2.8 we plot boxplots describing the distribution of the log relative size of the selection adjusted confidence intervals to that of the unadjusted refitted confidence intervals which tend to be the shortest. We find that as the sample size increases, the sizes of the Conditional-Wald confidence intervals are roughly twice the size the unadjusted confidence intervals, while the typical size of a Polyhedral interval is about twice the size of the Conditional-Wald confidence interval.
2.6 Conclusion

In this work we presented a computational framework which enables, for the first time, the computation of correct maximum likelihood estimates after model selection in selection with a possibly large number of covariates. We applied the proposed framework to the computation of maximum likelihood estimates of selected multivariate normal means and regression models selected via the Lasso.

Our methods take the arguably most ubiquitous approach to data analysis, that of computing maximum likelihood estimates and constructing Wald-like confidence intervals. Furthermore, we do not involve conditioning on information additional to the identity of the selected model. A practice which, as shown by Fithian et al. (2014), may lead to a loss in efficiency.

We experimented with the proposed estimators and confidence intervals in a comprehensive simulation study. The proposed conditional confidence intervals were shown to achieve conservative coverage rates and the point estimates were shown to be preferable to the refitted-least squares coefficients estimates in all simulation settings, and preferable to the Lasso coefficient estimates when there are large signals in the data.

Figure 2.8: Boxplots of the relative median sizes of the selection adjusted confidence intervals to the in relations to the unadjusted ones. The Conditional-Wald confidence are much shorter than the Polyhedral ones under all simulation settings and their size are far less variable.
While in this work we focused on inference in the linear regression method, our framework and theory are directly applicable to any exponential family distribution. Specifically, it is immediately applicable to estimation of parameters of selected generalized linear models using the normal approximations proposed by Taylor and Tibshirani (2016).

2.A Proof of theorems

2.A.1 Proof of Theorem 2.1

In their work on the convergence of stochastic gradient methods, Bertsekas and Tsitsiklis (2000) formulate a general stochastic gradient method as an iterative optimization method consisting of steps of the form:

\[ x_{t+1} = x_t + \gamma_t (s_t + w_t), \]

where \( \gamma_t \) satisfies the condition from (2.6), \( s_t \) is a deterministic quantity related to the true gradient and \( w_t \) is a noise component. They outline conditions regarding \( s_t \) and \( w_t \) that ensure the convergence of the ascent algorithm to an optimum of a function \( f(x) \) which possesses a gradient \( \nabla f(x) \). The conditions require that there exist positive scalars \( c_1 \) and \( c_2 \) such that for all \( t \):

\[
c_1 \| \nabla f(x_t) \|^2 \leq \nabla f(x_t)^T s_t, \quad \| s_t \| \leq c_2 (1 + \| \nabla f(x_t) \|),
\]

(2.35)

and that

\[
\mathbb{E} [ w_t | \mathcal{F}_t ] = 0, \tag{2.36}
\]

\[
\mathbb{E} [ \| w_t \|^2 | \mathcal{F}_t ] \leq A (1 + \| \nabla f(x_t) \|), \tag{2.37}
\]

where \( \mathcal{F}_t \) is the filtration at time \( t \), representing all historical information available at time \( t \) regarding the sequence \( (w_t, s_t)_{i=1}^{\infty} \).
In our case, the function of interest is the conditional log-likelihood \( f(x) = l(\mu) := \log L(\mu) \), where the coordinates of \( \mu \) which were not selected are imputed with the corresponding observed coordinates of \( y \). The conditions regarding the deterministic component in (2.35) hold as \( s_t = \nabla l(\mu|M) \), is the gradient itself. In Theorem 2.1 we assumed that we are able to take independent draws from the truncated multivariate normal distribution, meaning that

\[
E[w_t | \mathcal{F}_t] = E[y_t' - \nabla l(\mu|M)] = 0.
\]

In practice, we should make sure that we run the Markov chain for a sufficiently large number of iterations between gradient updates in order for (2.36) to hold in good approximation.

The remaining issue is to bound the variance of \( w_t \). The first step is finding an upper bound for the variance of \( w_t \) as a function of \( \mu \). In the following, we denote by \( f(y) \) the unconditional density of \( y \), by \( f(y_j) \) the marginal (unconditional) density of \( y_j \) and by \( f(y_{-j}|y_j) \) the conditional distribution of \( y_{-j} \) given \( y_j \). Since the mean minimizes an expected squared deviation we have

\[
E[(y_j - \mathbb{E}(y_j|M))^2 | M] \leq E[(y_j - \mu_j)^2 | M] = \int (y_j - \mu_j)^2 f(y|M) \, dy = \int (y_j - \mu_j)^2 \frac{f(y)}{P(M)} \, dy.
\]

Let \( C(y_j) = \int_M f(y_{-j}|y_j) \, dy_{-j} \), which satisfies \( 0 \leq C(y_j) \leq 1 \). Then

\[
\int_M (y_j - \mu_j)^2 \frac{f(y)}{P(M)} \, dy = \int_M (y_j - \mu_j)^2 \frac{C(y_j)}{P(M)} f(y_j) \, dy_j \\
\leq \int_M (y_j - \mu_j)^2 \frac{1}{P(M)} f(y_j) \, dy_j \\
\leq \int_{\mathbb{R}} (y_j - \mu_j)^2 \frac{1}{P(M)} f(y_j) \, dy_j = \frac{\sigma_j^2}{P(M)}. \tag{2.38}
\]

The next step in bounding the variance of \( w_t \) is bounding \( P(M) \) from below. The difficulty
with finding a lower bound $P(M)$ is that one may make it arbitrarily small by varying the coordinates of $\mu$ for the non-selected coordinates. This is the motivation behind setting them to the observed values and only estimating the selected coordinates, resulting in the $Z$-estimator described in (2.8).

Assume without loss of generality that the first $k$ coordinates of $\mu$ were not selected and that the last $p - k + 1$ were selected. We write

$$P(M) = \int_M f(y) dy = \int_M f(y_1|y_2, \ldots, y_p) \times \cdots \times f(y_p) dy.$$

We begin with the integration with respect to $y_1$:

$$\int_M f(y_1|y_2, \ldots, y_p) dy_1 = 1 - \Phi(u_1; \mu_{1,-1}, \sigma_{1,-1}^2) + \Phi(l_1; \mu_{1,-1}, \sigma_{1,-1}^2).$$

Now, denote by $m_j = (l_j + u_j)/2$ the mid-point between $l_j$ and $u_j$. We have

$$1 - \Phi(u_1; \mu_{1,-1}, \sigma_{1,-1}^2) + \Phi(l_1; \mu_{1,-1}, \sigma_{1,-1}^2) \geq 1 - \Phi(u_1; m_1, \sigma_{1,-1}^2) + \Phi(l_1; m_1, \sigma_{1,-1}^2) \geq \Phi(l_1; m_1, \sigma_{1,-1}^2) \geq \Phi(l_1; u_1, \sigma_{1,-1}^2).$$

We can apply a similar lower bound to all selected coordinates to obtain:

$$P(M) \geq \prod_{j \in M} \Phi(l_j; u_j, \sigma_{j,-j}^2) \int_M f(y_{p-k+1}|y_{p-k+2}, \ldots, y_p) \times \cdots \times f(y_p) dy_{p-k+1} \cdots dy_p$$

$$= P(j \notin S(y) \forall j \notin M) \prod_{j \in M} \Phi(l_j; u_j, \sigma_{j,-j}^2).$$

(2.39)

Taking (2.38) and (2.39) together, we obtain the desired bound:

$$\text{Var}(y_j) \leq \frac{\text{tr}(\Sigma)}{P(\bigcap_{j \notin M} \{j \notin M\}) \prod_{j \in M} \Phi(l_j; u_j, \sigma_{j,-j}^2)}.$$
The proof of Theorem 2.2 follows in a similar fashion.

2.A.2 Proof of Lemma 2.2

The proposal vectors defined in the lemma are given by:

\[ r_1^+ = (\eta_1^t, \ldots, \eta_{j-1}^t, r_j, \eta_{j+1}^{t-1}, \ldots, \eta_p^{t-1}, \xi^t), \quad r_2^+ = (r_1, \ldots, r_{j-1}, r_j, r_{j+1}, \ldots, r_p, \xi^t), \]

\[ r_1^- = (r_1, \ldots, r_{j-1}, \eta_{j-1}^{t-1}, r_j, \ldots, r_p, \xi^t), \quad r_2^- = (\eta_1^t, \ldots, \eta_{j-1}^t, \eta_{j+1}^{t-1}, \ldots, \eta_p^{t-1}, \xi^t). \]

The proposed algorithm for sampling \( \eta|M, \xi \) is a two-step Delayed Rejection Metropolis-Hastings sampler. In our case the first step is to propose a sample from the full conditional distribution of \( \eta_j \) given \( \eta_{-j} \). We denote the first proposal by \( r_1^+ \). Note that at this stage only the \( j \)th coordinate has been changed. The acceptance probability for this step is given by:

\[
\alpha(r_1^+, r_1^-) = \frac{f(r_1^+, j | r_1^-)}{f(r_1^+, j | r_2^-, j)} \frac{f(r_2^- | r_1^-)}{f(r_1^- | r_2^-)} I\{S_n(X, r_1^-) = M\} = I\{S_n(X, r_1^-) = M\}.
\]

That is, the acceptance probability of the first proposal is either 1 or 0 depending on whether the proposal satisfies conditions (2.13) and (2.14).

If the first proposal is not accepted and (2.14) is satisfied, then we make a second proposal \( r_2^+ \). The acceptance probability for the second proposal as defined by Mira (2001) is given by:

\[
\alpha(r_2^+, r_1^-, r_2^-) = \frac{f(r_2^+, r_1^- | r_1^-)}{f(r_2^+, r_1^- | r_2^-, j)} \frac{f(r_1^- | r_2^-)}{f(r_1^- | r_2^-)} \frac{f(r_2^-)}{f(r_2^-)} q_1(r_2^+, r_1^-) q_2(r_2^+, r_1^-) (1 - \alpha(r_2^+, r_1^-)) (1 - \alpha(r_2^+, r_1^-)) \frac{f(r_1^-)}{f(r_2^-)} q_1(r_2^+, r_1^-) q_2(r_2^+, r_1^-) (1 - \alpha(r_2^+, r_1^-)),
\]

where \( q_1(x, y) \) is the density of the first proposal and \( q_2(x, z, y) \) is the density of the second proposal. We only make a second proposal if \( \alpha(r_2^+, r_1^-) = 0 \) and therefore the ratio is always zero if \( r_1^- \) is a legal value. If both \( r_1^- \) and \( r_2^- \) are illegal then \( \alpha(r_2^+, r_1^-, r_2^-) \) is non-zero and
the proposal densities are given by:

\[ q_1(x, y) = f(y_j \{ y_j < l_j \} \cup \{ u_j < y_j \}, x_{-j}) , \]

\[ q_2(x, z, y) = \prod_{k \neq j} \frac{\varphi(y_k; x_k, \sigma_{k,-k}^2)}{P(y_k \in (a_k, b_k); x_k, \sigma_{k,-k}^2)} . \]

Put together, we get:

\[ q(x, y) := q_1(x, y)q_2(x, z, y) , \]

which yields the desired result. \qed

2.A.3 Proof of Theorem 2.3

Under the assumptions of Theorem 2.3 we show that the unadjusted MLE is consistent even in the presence of model selection, in the sense that:

\[ \lim_{n \to \infty} P(\| \hat{\theta}_n^M - \theta_0^M \|_\infty \geq \varepsilon | M ) = 0 . \]

We prove this result by showing that it holds for a model \( M \in \mathcal{M} \) that satisfies the conditions of the theorem. Assume without loss of generality that \( \theta^M \in \Theta^M \subseteq \mathbb{R}^p \). In the following we will use the shorthand \( I_n(M) = I_{\{ S_n(y) = M \}} \). The results follows from the fact that as long as the probability of model selection can be bounded from below, then the selection thresholds cannot be too far away from the true parameters.
\[
\lim_{n \to \infty} P(\|\hat{\theta}_n^M - \theta_0^M\|_\infty \geq \varepsilon | M) \\
= \lim_{n \to \infty} \frac{P_n(M | \{\|\hat{\theta}_n^M - \theta_0^M\|_\infty \geq \varepsilon\}) P(\|\hat{\theta}_n^M - \theta_0^M\|_1 \geq \varepsilon)}{P_n(M)} \\
\leq \lim_{n \to \infty} \frac{P(\|\hat{\theta}_n^M - \theta_0^M\|_\infty \geq \varepsilon)}{P_n(M)} \\
= \lim_{n \to \infty} \frac{P\left(\bigcup_{j=1}^p \{\|\hat{\theta}_{nj}^M - \theta_{0j}^M\| \geq \varepsilon\}\right)}{P_n(M)} \\
\leq \lim_{n \to \infty} \sum_{j=1}^p \frac{P(\|\hat{\theta}_{nj}^M - \theta_{0j}^M\| \geq \varepsilon)}{P_n(M)} \\
= \lim_{n \to \infty} \sum_{j=1}^p \frac{P(\sqrt{n}(\hat{\theta}_{nj}^M - \theta_{0j}^M) \geq \sqrt{n}\varepsilon)}{P_n(M)} \\
\leq (\ast) \lim_{n \to \infty} \sum_{j=1}^p 2e^{-\frac{n^2\sigma_{Mj}^2}{2}} P_n(M) = (\ast\ast) 0,
\]

where $\sigma_{Mj}^2$ is the $j$th diagonal element of $\Sigma^M$ and $(\ast)$ holds by subgaussian concentration. The equality $(\ast\ast)$ holds by our assumption regarding the rate at which $P_n(M)$ is allowed to tend to zero.

\[2.4A\quad \text{Proof of Theorem 2.4}\]

Before we prove the theorem, we first state and and prove a couple of Lemmas that will come in handy in the proof of Theorem 2.4. Lemma 2.5 to follow states that the conditional MLE is consistent for $\theta_0^M$ even when used in the non-conditional setting (when the model to be estimated is pre-determined).

**Lemma 2.5.** Set a family of distributions $M$ and assume that no data-driven model selection has been performed. Then under the conditions of Theorem 2.4 the conditional MLE is consistent for $\theta_0^M$, that is,

\[P(\|\hat{\theta}_n^M - \theta_0^M\|_\infty > \varepsilon) \to 0.\]
Proof. Consider once again the conditional MLE

\[ \hat{\theta}_n^M = \arg \max_{\theta^M} G_n^M = \arg \max_{\theta^M} \frac{1}{n} \sum_{i=1}^{n} \left[ \ell_{\theta^M}(y_i) - \frac{1}{n} \log P_{n,\theta^M}(M) \right] \]

\[ := \bar{\ell}_n(\theta^M) - \frac{1}{n} \log P_{n,\theta^M}(M). \]

where \( \ell_{\theta^M}(y_i) \) is the unconditional log-likelihood of \( y_i \). We are evaluating the properties of the conditional estimator in the unconditional setting where \( M \) is designated for inference before the data are observed. In this setting, the conditional MLE can be considered an M-estimator obtained from performing inference under a misspecified likelihood.

We now show that \( \hat{\theta}_n^M \) is consistent for the \( \theta_0^M \). We have

\[ \sup_{\theta^M} G_n^M(\theta^M) \geq G_n^M(\theta_0^M), \]

which implies that

\[ \bar{\ell}_n(\hat{\theta}_n^M) \geq \bar{\ell}_n(\theta_0^M) - \frac{1}{n} \log P_{n,\theta_0^M}(M) + \frac{1}{n} \log P_{n,\hat{\theta}_n^M}(M). \] (2.40)

Equation (2.40) together with assumption (2.24) gives

\[ \bar{\ell}_n(\tilde{\theta}_n^M) \geq \bar{\ell}_n(\theta_0^M) - o(1). \] (2.41)

Thus, the conditions for consistency as given by van der Vaart (1998) (Theorem 5.14 p. 48) are satisfied. The implication of (2.41) is that in the unconditional setting the conditional M-estimator is a consistent estimator.

Next, we show that the difference between the conditional expectation of the sufficient statistic \( \bar{T}_n \) converges to the unconditional expectation. This result will assist us later in proving a law-of-large number type statement for \( T_n \) under the conditional distribution.
Lemma 2.6. Under the assumptions of Theorem 2.4, for all \( \delta < 1/2 \),

\[
n^\delta \| \mathbb{E}_{\theta_0^M}(\hat{T}_n) - \mathbb{E}_{\theta_0^M}(\hat{T}_n|M) \| \to 0.
\]

Proof. According to Lemma 2.1, if \( y_i \sim f_{\theta^M} \) with \( f_{\theta^M} \) an exponential family distribution and \( P_{n,\theta^M}(M|\hat{T}_n) \in \{0, 1\} \) then the first derivative of the conditional log-likelihood is

\[
\frac{\partial}{\partial \theta^M} G_n(\theta^M) = \frac{1}{n} \sum_{i=1}^{n} T(y_i) - \mathbb{E}_{\theta^M}(T(y_i)|M) := \tilde{T}_n - \mathbb{E}_{\theta^M}(\tilde{T}_n|M).
\]

At the maximizer of \( G_n(\theta^M) \), for any \( \delta < 1/2 \), we have:

\[
n^\delta \left[ \tilde{T}_n - \mathbb{E}_{\hat{\theta}_n^M}(\tilde{T}_n|M) \right] = 0,
\]

which implies that

\[
n^\delta (\tilde{T}_n - \mathbb{E}_{\theta_0^M}(\tilde{T}_n)) + n^\delta (\mathbb{E}_{\theta_0^M}(\tilde{T}_n) - \mathbb{E}_{\hat{\theta}_n^M}(\tilde{T}_n|M)) = 0.
\]

Since \( n^\delta (\tilde{T}_n - \mathbb{E}_{\theta_0^M}(\tilde{T}_n)) = o_p(1) \) by law of large numbers, we obtain that

\[
n^\delta (\mathbb{E}_{\theta_0^M}(\tilde{T}) - \mathbb{E}_{\hat{\theta}_n^M}(\tilde{T}|M)) = o_p(1).
\]

Finally in order to prove the desired results we must show that

\[
\mathbb{E}_{\theta_0^M}(\tilde{T}|M) - \mathbb{E}_{\hat{\theta}_n^M}(\tilde{T}|M) \to 0.
\]

It is clear that since \( \hat{\theta}_n^M \to 0^M \), a fixed continuous function of \( \hat{\theta}_n^M \) will converge as the sample size grows. However, \( \mathbb{E}_{\hat{\theta}_n^M}(\tilde{T}|M) \) is a function of both \( \hat{\theta}_n^M \) and \( n \), and we must make sure that it does not vary too much with \( n \) in order for the desired convergence to hold. Define
Because $y$ is of an exponential distribution and $t$ is an average we can bound the unconditional variance in the neighborhood of $\theta_0^M$. For a sufficiently small $\varepsilon > 0$ there exists a constant $C > 0$ such that,

$$
\sup_{\theta^M: \|\theta^M - \theta_0^M\| \leq \varepsilon} \operatorname{Var}_{\theta^M}(t) < \frac{C}{n}
$$

because $\operatorname{Var}_{\theta^M}(t)$ is a continuous function and the supremum is taken over a compact set. Thus, by the $\sqrt{n}$ consistency of $\hat{\theta}_n^M$ for $\theta_0^M$, the difference satisfies $n^\delta | \mathbb{E}_{\theta_0^M}(t|M) - \mathbb{E}_{\hat{\theta}_n^M}(t|M) | = o(1)$ for any vector $a$ as well as for $\tilde{T}_n$ itself and the claim follows. 

We are now ready to prove Theorem 2.4. The first step in the proof is showing that $\tilde{T}_n$ converges in probability conditionally on $M$. This result is a simple consequence of Markov’s inequality and our assumption that $P_n(M)^{-1} = o(n)$. Set an arbitrary vector $a \in \mathbb{R}^p$ and define $t = a^T \tilde{T}_n$. By Markov’s inequality,

$$
P_n(|t - \mathbb{E}_n(t|M)| > \varepsilon|M) \leq \frac{\operatorname{Var}_n(t|M)}{\varepsilon^2} \leq \frac{O(n^{-1})}{\varepsilon^2 P_n(M)} = o(1).
$$

To see why (2.42) holds, write:

$$
\operatorname{Var}_n(t|M) = \int \frac{(t - \mathbb{E}(t))^2}{P_n(M)} I\{S_n(\tilde{T}_n) = M\} f(t) dt - [\mathbb{E}(t) - \mathbb{E}_n(t|M)]^2
$$

$$
\leq a^T \operatorname{Var}(T(y_i)) a
$$

By the fact that (2.42) holds for any arbitrary vector $a$, together with Lemma 2.6, we can determine that conditionally on $M$, $\tilde{T}_n \rightarrow_p \mathbb{E}(\tilde{T}_n)$. 

By our assumption that the log-likelihood $l_{\theta^M}(y)$ is a continuous mapping of $T(y)$, as-
assumption (2.24) and Lemma 2.6, conditionally on the selection of $M$ we have:

$$\frac{1}{n} \sum_{i=1}^{n} \ell_{\theta M}(y_i) - \frac{1}{n} \log P_{n,\theta M}(M) \rightarrow_p \mathbb{E}[\ell_{\theta M}(y_i)].$$

The rest of the proof follows in a similar manner to the proof of Lemma 2.5 where the law of large numbers in the proof of Theorem 5.14 in van der Vaart (1998) is replaced by (2.42) and our assumption that $\bar{\ell}_n(\theta^M)$ is a continuous function of $\bar{T}_n$. \qed

2.4.5 Proof of Lemma 2.3

In the context of this proof we use the following notation:

$$A_0(M, s) := \{l_0(M, s) \leq A_0(M, s)y < u_0(M, s)\},$$

$$A_1(M, s) := \{A_1(M, s)y < u_1(M, s)\}.$$

For ease of exposition, we make a simplifying assumption that

$$\lim_{n \to \infty} \frac{\lambda_n}{n^2} = \lambda^*.$$

We begin by bounding the probability of not selecting the null-set. By our assumption that $n^{-1} X^T X$ converges, we have that the thresholds $l_0(M, s)$ and $u_0(M, s)$ also convergence for all candidate models and sign permutations. Furthermore, by our assumption regrading the rate in which $\lambda_n$ grows and the expectation of $A_0(M)y$,

$$A_0(M)y \to^D N(0, \Sigma(A_0)),$$

where,

$$\Sigma(A_0) = \lim_{n \to \infty} \frac{\sigma^2}{\lambda_n^2} X_M^T (I - X_M(X_M^T X_M)^{-1} X_M^T) X_M - X_M.$$

Thus,
\[
\lim_{n \to \infty} P_n(A_0(M, s)) = c_0(M, s) > 0, \quad \forall M, s.
\]
Since the probability \( A_0(M, s) \) can be bounded in a uniform manner, we can set
\[
c_0(M) := \min_{s} c_0(M, s),
\]
and obtain a lower bound for the probability of selecting \( M \) by bounding
\[
P_n(M) \geq c_0(M) P_n(\cup_s A_1(M, s)) := c_0(M) P_n(A_1(M)).
\]

We bound \( P_n(A_1(M)) \) next. Recall that the threshold a regression coefficient must cross is given by
\[
u_1(M, s) = -\lambda_n \text{diag}(s)(X_M^T X_M)^{-1} s.
\]
This threshold is a bit unwieldy, as it depends on the signs of the active set and an exact realization of \( X_M \). Since we are interested in asymptotic behavior of random quantities, it will be sufficient to work with the limiting value of the threshold:
\[
u_1^*(M, s) = \lim_{n \to \infty} \sqrt{n} \nu_1(M, s) = -\lambda^* \text{diag}(s) \Sigma^{-1}_M s,
\]
Now, in order to eliminate the dependence on the signs of the active set define:
\[
u_1^*(M) := \sup_{s} \sup_j \left| (\lambda^* \text{diag}(s) \Sigma^{-1}_M s)_j \right|,
\]
and define an event:
\[
\tilde{A}_1 := \{ \sqrt{n} |\eta_j| > \nu_1^*(M), \ \forall j \in M \}.
\]
In \( \tilde{A}_1 \) we replaced all coordinate thresholds with the largest threshold, and so it is clear that:
\[
\lim sup_{n \to \infty} \frac{P_n,\beta M(\tilde{A}_1)}{P_n,\beta M(A_1)} \leq 1.
\]
Furthermore, we have the lower bound

\[ P_{n,\beta^M}(\tilde{A}_1) \geq \prod_{j \in M} \left( \Phi(-u^*(M); 0, \sigma^2_{j,-j}) + 1 - \Phi(u^*(M); 0, \sigma^2_{j,-j}) \right), \quad \forall \beta^M \in \mathbb{R}^{|M|}, \]  

(2.43)

where \( \sigma^2_{j,-j} := \text{Var}(\sqrt{n}\eta_j|\eta_{-j}) \). See the proof of Theorem 2.1 for details on how this bound is derived. The rest follows by our normality assumption and the fact that (2.43) holds for all \( \beta^M \) including \( \beta^M_0 \).

2.A.6 Proof of Lemma 2.4

We begin by treating the probability of satisfying the conditions for not selecting the variables not in the model. Using the same notations as in the proof of Lemma 2.3, the following limit holds:

\[ \Sigma(A_0) \to 0, \]

and consequently, by assumption (2.32):

\[ \lim_{n \to \infty} P_n(A_0(M, s)) = 1, \quad \forall s. \]

Next, we treat the probabilities of satisfying the conditions for selecting the variables included in the model. As before, we make a simplifying assumption that there exists a constant \( 0 < \delta < 0.5 \) such that:

\[ \frac{\lambda_n}{n^{0.5+\delta}} = \lambda^*. \]

In the fast scaling case, a lower bound on \( P_{n,\beta^M}(\tilde{A}_1) \) no longer exists because the threshold \( u^*(M) \) grows with the sample size. However, we can show that a satisfactory bound exists at \( \beta^M_0 \). Since in this setting \( \lambda_n \) grows faster than \( \sqrt{n} \), we redefine the limit of the selection threshold:

\[ u^*_1(M, s) = \lim_{n \to \infty} \sqrt{n} \frac{u_1(M, s)}{n^{0.5}} = -\lambda^* \text{diag}(s) \Sigma^{-1}_M s. \]

We can redefine \( u^*_1(M) \) in an analogous manner. Now, we rewrite the bound (2.43) at the
point $\beta^M = \beta_0^M$ and with $u_1^*(M)$ properly scaled as

$$P_{n,\beta^M_0}(\tilde{A}_1) \geq \prod_{j \in M} \left( \Phi(-u^*(M)n^\delta; \sqrt{n}\beta_0^M, \sigma_{j,-j}^2) + 1 - \Phi(u^*(M)n^\delta; \sqrt{n}\beta_0^M, \sigma_{j,-j}^2) \right)$$

With no loss of generality assume that $\beta_0^M < 0$ to obtain the desired bound:

$$\lim_{n \to \infty} P_{n,\beta^M_0}(\tilde{A}_1) \geq \lim_{n \to \infty} \prod_{j \in M} \Phi(-u^*(M)n^\delta; \sqrt{n}\beta_0^M, \sigma_{j,-j}^2) = 1,$$

where the limit holds because $\delta < 0.5$. A similar result holds in a small neighborhood $U$ of $\beta_0^M$ because the probability of selection is continuous in $\beta^M$.

In order to bound the infimum of $P_{n,\beta^M}(A_1)$, we again start from (2.43) to get:

$$P_{n,\beta^M}(\tilde{A}_1) \geq \prod_{j \in M} \left( \Phi(-u^*(M)n^\delta; 0, \sigma_{j,-j}^2) + 1 - \Phi(u^*(M)n^\delta; 0, \sigma_{j,-j}^2) \right) \geq \prod_{j \in M} \Phi(-u^*(M)n^\delta; 0, \sigma_{j,-j}^2) \geq C \left( \frac{n^\delta u_1^*(M)/\sigma_{j,-j}}{1 + u_1^*(M)^2 n^2 / \sigma_{j,-j}^2} \right) \prod_{j \in M} e^{-u_1^*(M)^2 n^2 / 2 \sigma_{j,-j}^2} \prod_{j \in M} e^{-n^2 \sigma_{j,-j}^2 / 2}$$

(2.44)

The lemma follows by our assumption that $\delta < 0.5$. In (2.44) we used the inequality:

$$\Phi(t; 0, \sigma^2) \geq C \frac{t/\sigma}{1 + t^2 / \sigma^2} e^{-t^2 / 2\sigma^2}.$$ 

$\square$

2.B Numerical examples for the Lasso MLE

In Section 2.3.1 we discuss the conditions that must hold in order for a specific model to be selected by the Lasso and propose to estimate the mean vector $A_0(M)E(y)$ by $0$. Here, we
propose some alternatives and seek to demonstrate that the proposed method is a reasonable one.

We generate data using the same process as described in Example 2.3 with parameter values $\rho = 0.5$, $n = p = 100$, $k = 3$ and $\text{snr} = 0.5$. We selected a model with two active parameters of positive sign with observed values of 0.17 and 0.13. In order to compute the conditional log-likelihood for this example we must decide on appropriate estimates for $E(A_0(M)y)$. We present results for three options. The first is to use the observed value, $A_0 y$ as an estimate for its expectation, we term this method ‘plug-in’. The second is to work under the assumption that $E(A_0 y) \approx 0$, estimating the expectation with a vector of zeros, we term this method ‘zero’. A third option is to simply assume that $P(l < A_0 y < u) \approx 1$ for all signs sets, we term this method ‘none’. Finally, we also compute the likelihood under the truth, setting $E(A_0 y) = A_0 E(y)$.

We draw the contour plots for the two-dimensional log-likelihoods as a function of the selected regression coefficients in Figure 2.9. While the contour plots are visually similar,
Figure 2.10: Contour plots for the second numerical experiment described in Appendix 2.B. The contour plots describe the log-likelihood of a model selected by the Lasso as a function of the values of the regression coefficients where the probability of not selecting the inactive set was computed in four different ways as described in the text.

the values of the log-likelihoods differ slightly. For the ‘none’ and ‘zero’ methods the log-likelihood was maximized at 0.14, 0.02 at a log-likelihood value of 14.2. This is similar to the log-likelihood computed under the true expectation, where the maximum was also obtained at 0.14, 0.02 and at a slightly different value of 14.3. Finally, for the plug-in method the maximum was obtained at 0.13, 0.02 with a value of 16.9. Thus, for this example, the maximum likelihood estimates computed using the different imputation methods yielded results that are essentially equivalent. In this example the true probability of \( P(l_0 < A_0 y < u_0) \) was close to 1 for all sign permutations.

In a second example we generate data using parameter values \( \rho = 0.8, n = 100, p = 500, k = 5 \) and \( \text{snr} = 0.2 \). Here we selected a model with four variables where the observed refitted regression coefficients estimates were 0.13, 0.17, 0.21 and 0.15. For all estimation methods the maximum of the log-likelihood was obtained at approximately 0, −0.05, 0.1, 0. The values of the log-likelihood function at its maximum was 15.9 when no imputation was used, 19.9 for plugin imputation, 16.1 for the zero imputation and 16.7 when the true parameter value was
used to compute the log-likelihood. The contour of the log-likelihood function are plotted in Figure 2.10 for the second and third variables, keeping the values of the first and last coefficients fixed at zero.

2.C Description of algorithms

**Algorithm 1:** Stochastic ascent algorithm for the normal means problem.

```plaintext
input       : y, l, u ∈ ℝ^n, Σ^{-1} ∈ ℝ^{p×p}.
output      : \hat{\mu} ∈ ℝ^p.

initialization: y^0 ← y, \mu^0 ← y.

for i ∈ 1 : I do
  for t ∈ 1 : T do
    for j ∈ 1 : p do
      Sample z_j^t \sim f_{\mu^i}(z_j | M, z_1^t, \ldots, z_{j-1}^t, z_{j+1}^t, \ldots, z_p^{t-1});
    Set y^i ← z^T;
    for j ∈ M do
      \mu_j^i ← \mu_j^{i-1} + \gamma_i \Sigma_{\mu_j}^{-1}(y - y^i);
  return \mu^t;
```
Algorithm 2: Sampler for the post-selection distribution under selection by Lasso.

\textbf{input} : \( \eta \in \mathbb{R}^{|M|}, \lambda \in \mathbb{R}^+, X \in \mathbb{R}^{n \times p}, \sigma^2 \in \mathbb{R}^+ \).

\textbf{output} : A sample point \( \eta \).

\textbf{for} \( t \in 1 : T \) \textbf{do}
\hspace{1em}Sample \( \xi^t \sim f(\xi|M,\eta) \) ;
\hspace{1em}\textbf{for} \( j \in 1 : p \) \textbf{do}
\hspace{2em}Set \( r^\rightarrow \leftarrow \eta \);
\hspace{2em}Sample \( r^\rightarrow_j \sim f(\eta|\{\eta_j < l_j\} \cup \{\eta_j > u_j\},\eta_{-j}) \);
\hspace{2em}\textbf{if} \( l_0(M,\text{sign}(r^\rightarrow)) < \xi^t < u_0(M,\text{sign}(r^\leftarrow)) \) \textbf{then}
\hspace{3em}if \( r^\rightarrow \) is in the set from (2.13) \textbf{then}
\hspace{4em}Set \( \eta \leftarrow r^\rightarrow \);
\hspace{3em}else
\hspace{4em}for \( k \neq j \) \textbf{do}
\hspace{5em}Sample \( r^\leftarrow_k \sim \text{TN}(a_k,b_k,\eta_k,\sigma^2_{k,-k}) \);
\hspace{5em}Set \( r^\leftarrow \leftarrow r^\rightarrow \);
\hspace{5em}Set \( r^\leftarrow_j \leftarrow \eta_j \);
\hspace{4em}\textbf{if} \( r^\rightarrow \) is not in the set from (2.13) \textbf{then}
\hspace{5em}Compute \( p^j_t \) as in (2.21) ;
\hspace{5em}Sample \( U \sim \text{Unif}(0,1) \);
\hspace{5em}\textbf{if} \( U < p^j_t \) \textbf{then}
\hspace{6em}Set \( \eta \leftarrow r^\rightarrow ; \)
\hspace{2em}else
\hspace{4em}for \( k \neq j \) \textbf{do}
\hspace{5em}Sample \( r^\leftarrow_k \sim \text{TN}(a_k,b_k,\eta_k,\sigma^2_{k,-k}) \);
\hspace{5em}Set \( r^\leftarrow \leftarrow r^\rightarrow \);
\hspace{5em}Set \( r^\leftarrow_j \leftarrow \eta_j \);
\hspace{4em}\textbf{if} \( r^\rightarrow \) is not in the set from (2.13) \textbf{then}
\hspace{5em}Compute \( p^j_t \) as in (2.21) ;
\hspace{5em}Sample \( U \sim \text{Unif}(0,1) \);
\hspace{5em}\textbf{if} \( U < p^j_t \) \textbf{then}
\hspace{6em}Set \( \eta \leftarrow r^\rightarrow ; \)
\hspace{2em}\textbf{end if}
\hspace{1em}\textbf{end if}
\hspace{1em}\textbf{end for}
\hspace{1em}\textbf{end for}
\hspace{1em}\textbf{return} \( \eta \) ;

Algorithm 3: Stochastic ascent algorithm for the Lasso.

\textbf{input} : \( I \in \mathbb{N}, \lambda, \sigma^2 \in \mathbb{R}^+, X \in \mathbb{R}^{n \times p}, y \in \mathbb{R}^n \).

\textbf{output} : \( \hat{\beta} \in \mathbb{R}^p \).

\textbf{initialization}: Set \( \hat{\beta}^0,\eta^0 \leftarrow (X_M^T X_M)^{-1}X_M^T y \).

\textbf{for} \( i \in 1 : I \) \textbf{do}
\hspace{1em}Sample \( \eta^i \) using Algorithm 2 ;
\hspace{1em}Set \( \hat{\beta}^i \leftarrow \hat{\beta}^{i-1} + \gamma_i(X_M^T y - (X_M^T X_M)\eta^i) \);
\hspace{1em}\textbf{for} \( j \in 1 : p \) \textbf{do}
\hspace{2em}Set \( \hat{\beta}^i_j \leftarrow \text{sign}(\hat{\beta}^0_j) \max(0,\text{sign}(\hat{\beta}^0_j)\hat{\beta}^i_j) \);
\hspace{1em}\textbf{end for}
\hspace{1em}\textbf{return} \( \hat{\beta}^i \);
Chapter 3

POST-SELECTION TESTING AND ESTIMATION FOLLOWING AGGREGATED ASSOCIATION TESTING

This chapter was adapted from an arXiv pre-print co-written with Ruth Heller and Nilanjan Chatterjee (Heller et al., 2017b).

3.1 Introduction

After working on the estimation problem, I gave a talk at Tel-Aviv University where I met Ruth Heller who, at the time, was already working on the problem of inference following aggregate testing. This problem is an excellent case-study in post-selection inference, as it is a natural generalization of the univariate truncation problem that is more tractable than the general regression problem.

In our work we formulated the polyhedral lemma for inference following aggregate testing problem, but also proposed two additional approaches that guarantee asymptotic error control while improving upon the polyhedral lemma in terms of power to detect sparse signals:

1. Inference under a most conservative parametrization.

2. Regime switching methods that approximate the conditional distribution to obtain asymptotically consistent error rates.

We also showed that the problem of computing the conditional maximum likelihood estimator can be decomposed into the problem of finding the model selection probability that maximizes the conditional likelihood, and the problem of computing the parameters values that maximize the unconditional likelihood under the constraint that they obtain a specific model selection problem. This result comes in handy, for example, if the selection
event is affine and imposes a smaller number of constraints than the number of parameters in the unconditional likelihood. In particular, for aggregate testing with a Wald test we show that the problem of computing the conditional maximum likelihood estimate can be cast as a line search problem.

3.1.1 Inference following aggregate testing

Many modern scientific investigations involve simultaneous testing of many thousands of hypotheses. Valid testing of large number of hypotheses requires strict multiple-testing adjustments, making it difficult to identify signals in the data if the signal is weak or sparse. One possible remedy is to pool groups of related test statistics into aggregate tests. This practice reduces the amount of multiplicity correction that needs to be applied and may assist in identifying weak signals that are spread over a number of test statistics. However, once an ‘interesting’ group of hypotheses has been identified, it may also be of interest to perform inference within the group in order to identify the individual test statistics that drive the signal.

In many scientific fields, there exist a natural predefined grouping of features of interest. In neuroscience, functional magnetic resonance imaging (fMRI) studies aim to identify the locations of activation while a subject is involved in a cognitive task. The individual null hypotheses of no activation are at the voxel level, and regions of interest can be tested for activation by aggregating the measured signals at the voxel level (Benjamini and Heller, 2007; Penny and Friston, 2003). Following identification of the regions of interest, it is meaningful to localize the signal within the region. In microbiome research, the operational taxonomic units (OTUs) are grouped into taxonomic classifications such as species level and genus level. The data for the individual null hypotheses of no association between OTU and phenotype can be aggregated in order to test the null hypotheses of no association at the species or genus level (Bogomolov et al., 2017). Here as well, following identification of the family associated with the phenotype, it is of interest to identify the OTUs within the family that drive the association. In genome-wide association studies (GWAS), the
disease being analyzed may have multiple subtypes of interest. The standard analysis aim is to identify the SNPs associated with the overall disease, but another important aim is to identify associations with specific sub-types of the disease (Bhattacharjee et al., 2012). In genetic association studies, there is also a natural grouping of the genome, since genes are comprised of single variants. The test statistics of single variants within a gene can be aggregated into a test statistic for powerful identification of associations at the gene level (Bhattacharjee et al., 2012; Derkach et al., 2014; Wu et al., 2011; Yoo et al., 2016). Following identification at the gene level, it may be of interest to identify the single variants within the gene that drive the association.

For a single group of features, let \( \hat{\beta} = (\hat{\beta}_1, \ldots, \hat{\beta}_m) \) be the estimator of the vector of parameters of interest in the group, \( \beta \). Much research has focused on developing powerful aggregate tests for selecting the groups of interest, i.e., for testing at the group level the null hypothesis that \( \beta = 0 \). When \( \hat{\beta} \) has (approximately) a known covariance and a normal distribution, classical test-statistics are the score, Wald, and likelihood ratio statistics, all of which have an asymptotic \( \chi^2_m \) distribution. A recent example is the work by Reid et al. (2016a), which suggested novel tests that improve on classical tests. Other examples come from the field of statistical genetics, where many gene level tests have been recently proposed based on weighted linear or quadratic combinations of score statistics for analyzing genomic studies of rare variants, see Derkach et al. (2014) for a review. In this work we seek to develop methods for conducting inference on the coordinates of \( \beta \) following selection by an aggregate test.

Recently, Heller et al. (2017a) addressed the problem of identifying the individual studies with association with a feature, following selection of potential features by a meta-analysis of multiple independent studies. We generalize the work of Heller et al. (2017a) to allow for (approximately) known dependence across the individual test statistics. In particular, this allows for valid testing of predictors in a generalized linear model that was selected via an aggregated test. We further develop methods for obtaining post-selection point estimates and confidence intervals. We also discuss computation of post-selection confidence intervals.
which are based on inversion of the post-selection tests. Finally, we develop regime switching post-selection tests and confidence intervals that adapt to the unknown underlying sparsity of the signal, and thus have good power when the signal is sparse as well as when it is non-sparse.

The paper is organized as follows. In Section 3.2 we formally introduce our inference framework and goals. We develop theory for post-selection testing and estimation in Section 3.3 and Section 3.4, respectively. We conduct empirical evaluation of our test-statistics and post-selection estimates in Section 3.5. In Section 3.6, we apply our methods to a genomic application. Finally, Section 3.7 concludes.

### 3.2 The set-up and the inferential goals

Let \( \hat{\beta} \sim N(\beta, \Sigma) \) with \( \Sigma \) known, and suppose that we are interesting in performing inference on \( \beta \in \mathbb{R}^m \) if and only if we can reject an aggregate test of the global-null hypothesis that \( \beta = 0 \). For testing the global-null hypothesis, we use a quadratic test of the form \( S = \hat{\beta}^T K \hat{\beta} > S_{1-t_1} \) where \( K \) is a positive semi-definite matrix and \( S_{1-t_1} \) is the \( 1 - t_1 \) quantile of \( S \) under the null-hypothesis. Setting \( K = \Sigma^{(-1)} \) results in the well known Wald test statistic. The developments when group selection is by a linear aggregate test \( S = a^T \hat{\beta} \) are similar.

The value of \( t_1 \) comes from the analysis at the group level. For example, in genomics, when the group is the gene, then typically \( t_1 \approx \alpha/20000 \). This is because the Bonferroni procedure is commonly used for identifying genes associated with phenotypes using aggregate tests, so the FWER on the family of \( \sim 20,000 \) genes is controlled at level \( \alpha \).

Given that an aggregate test has been rejected at a level \( t_1 \), our aim is to infer on the parameters \( \beta_1, \ldots, \beta_m \). For \( j \in \{1, \ldots, m\} \), let

\[ H_j : \beta_j = 0. \]

Our first aim is to test the family of hypotheses \( \{H_j : j = 1, \ldots, m\} \) if \( p^G \leq t_1 \), with FWER
or FDR control. The conditional FWER and FDR (introduced in Heller et al., 2017a) for the selected group are, respectively, \( E(I[V > 0]|S > S_{1-t_1}) \) and \( E(V/\max\{R,1\}|S > S_{1-t_1}) \), where \( V \) and \( R \) are the number of false and total rejections in the group. We provide procedures for conditional FWER/FDR control in Section 3.3.

Our second aim is to estimate the magnitude of the regression coefficients \( \beta_1, \ldots, \beta_m \) given selection. Denoting the likelihood for \( \beta \) by \( \mathcal{L}(\beta) \), the conditional likelihood can be written as

\[
\mathcal{L}(\beta|S > S_{1-t_1}) = \frac{\mathcal{L}(\beta)}{P_\beta(S > S_{1-t_1})} I\{S > S_{1-t_1}\}.
\]

We propose to use the maximizer of the conditional likelihood as a point estimate, and we show how to obtain it, as well as confidence intervals, in Section 3.4. The following example demonstrates how our framework can be applied to inference following aggregate-testing in genetics.

**Example 3.1. Generalized Linear Models.** Suppose we observe a response vector \( y = (y_1, \ldots, y_n) \in \mathbb{R}^n \), and \( m \) predictors of interest in a group (e.g., the single variants in a gene), \( X_j, j = 1, \ldots, m \). Let \( V_j, j = 1, \ldots, k \) be a set of additional covariates to be accounted for in the model (e.g., environmental factors or ancestry variables in GWAS). Suppose that we are interested in modeling the relationship of the predictors in a group with the response vector using a generalized linear model. So, we assume that \( y_i \sim f_{\theta_i} \), an exponential family distribution with canonical parameter \( \theta = g^{-1}(\eta_i) \in \Theta \) for some continuous link function \( g: \Theta \to \mathcal{R} \) and

\[
\eta = \alpha_0 + \sum_{t=1}^{k} V_t \alpha_t + \sum_{j=1}^{m} X_j \beta_j. \tag{3.1}
\]

In the case of linear regression, \( g(\eta_i) = \eta_i \) is the identity function and \( y_i \sim N(\eta_i, \sigma^2) \). If \( X_1, \ldots, X_m \) explain little of the variance in \( y \) (e.g., in genomic applications) it is reasonable to estimate \( \sigma^2 \) by the empirical variance of the residuals from the linear model with \( \beta = 0 \).

When \( y \) is not assumed to be normal, the maximum likelihood estimator for the regression coefficients has an asymptotic normal distribution \( \sqrt{n}(\hat{\beta} - \beta) \to^D N(0, \Gamma^{-1}(\alpha, \beta)) \) and
an asymptotic truncated-normal distribution post-selection. While $I^{-1}(\alpha, \beta)$ depends on $\beta$ and therefore cannot be assumed to be known in general, if $X_1, \ldots, X_m$ explain little of the variance in $y$ it is reasonable to estimate the variance of $\hat{\beta}$ under the assumption that $\beta = 0$.

### 3.3 Testing following selection

In the absence of selection, we can test for $H_j : \beta_j = 0$ using the $p$-value of the test statistic $\beta_j / SE_j$: $p_j = 2(1 - \Phi(|\hat{\beta}_j / SE_j|))$ where $SE_j = \sqrt{e_j^T \Sigma e_j}$ and $e_j$ is the $m \times 1$ unit vector with a single entry of one in position $j \in \{1, \ldots, m\}$. However, conditionally on selection, $P_j$ will often have a distribution that is stochastically smaller than uniform, meaning that its realization $p_j$ will no longer be a valid $p$-value for testing $H_j$.

To correct for selection, it appears necessary to evaluate the probability that $S \geq S_{1-t_1}$. However, this probability depends on the unknown $\beta$, and hence it cannot be evaluated when $H_j$ is true unless we assume that all other entries in $\beta$ are zero. In the special case of $\beta = 0$ the distribution of $\hat{\beta}_j / SE_j$, conditional on $S \geq S_{1-t_1}$ is known. Of course, in practice we do not know whether any of the entries of $\beta$ are non-zero.

In Section 3.3.1 we suggest a way around this problem, by computing a valid conditional $p$-values using the polyhedral lemma first introduced by Lee et al. (2016). In practice, we find that statistical tests based on the polyhedral lemma tend to have relatively low power if $\beta$ is sparse, and thus, in Section 3.3.2 we suggest an inference method that automatically adapts to the sparsity level of $\beta$. In Section 3.3.3 we discuss applying multiple testing procedures to the valid conditional $p$-values.

#### 3.3.1 Conditional $p$-values based on the polyhedral lemma

Denote by $TN(\mu, \sigma^2, A)$ the truncated normal distribution constrained to $A \subseteq \mathbb{R}$, i.e. the conditional distribution of a $N(\mu, \sigma^2)$ random variable conditional on it being in $A$. Let $F_{\mu, \sigma^2}^A$ be the CDF of $TN(\mu, \sigma^2, A)$. The following theorem, which is a direct result of the polyhedral lemma of Lee et al. (2016), provides us with a conditional distribution of any linear contrast of $\hat{\beta}$ that we can use for post-selection inference.
Theorem 3.1. Let $\eta^T \hat{\beta}$ be a linear combination of $\hat{\beta}$, and $t_1 \in (0, 1]$ a fixed selection threshold. Let $W = (I_m - c\eta^T)\hat{\beta}$, where $\tau = (\eta^T \Sigma \eta)^{-1} \Sigma \eta$ and $I_m$ is the $m \times m$ identity matrix. Then

$$\eta^T \hat{\beta} \mid S \geq S_{1-t_1}, W \sim TN(\eta^T \beta, \eta^T \Sigma \eta, \mathcal{A}(W)),$$

(3.2)

where $\mathcal{A}(W)$ is defined in Lemma 3.2.

See Appendix 3.A.1 for the proof.

Since the only unknown parameter in the truncated distribution of (3.2) is $\eta^T \beta$, it is straightforward to compute a $p$-value under the null hypothesis and construct confidence intervals via test inversion.

Corollary 3.1. For the estimation of $\beta_j$, let $W = W_j = (I_m - \tau e_j^T)\hat{\beta}$, $\tau = (\eta_j^T \Sigma \eta_j)^{-1} \Sigma \eta_j$, and $\mathcal{A}(W)$ as defined in Lemma 3.2. Then,

$$P\left(\beta_j \in \{b : \frac{\alpha}{2} \leq F_{b, \eta_j^T \Sigma \eta_j}^\mathcal{A}(W) (\hat{\beta}_j) \leq 1 - \frac{\alpha}{2}\right) = 1 - \alpha.$$

For testing $H_j$, let

$$P'_j = 1 - F_{0, \eta_j^T \Sigma \eta_j}^\mathcal{A}(W) (\hat{\beta}_j).$$

(3.3)

Then, if $H_j$ is true the distribution of $P'_j$ given the selection event $S > S_{1-t_1}$ and $W = w$ is $U(0, 1)$.

The following example serves to give some intuition as to how the polyhedral lemma works and the possible adverse effects of the extra conditioning on $W$.

Example 3.2. Independence Model. Let $\hat{\beta} \sim N(\beta, I_m)$ and suppose that we are interested in testing $H_1 : \beta_1 = 0$ after rejecting the global-null hypothesis that $\beta = 0$. In this case, the relevant contrast is $\eta = e_1$ and the orthogonal projection is $W = (0, \hat{\beta}_2, ..., \hat{\beta}_m)$. It is clear that $\hat{\beta}_1$ is independent of $W$ and therefore, conditionally on selection the only relevant information contained in $W$ is that $\hat{\beta}_1 > S_{1-t_1} - \sum_{j=2}^m \hat{\beta}_j^2$ so $\mathcal{A} = \{b : b^2 - S_{1-t_1} + \sum_{j=2}^m \hat{\beta}_j^2 > 0\}.$
Note that if we do not condition on \( W \) then the support of \( \hat{\beta}_1 | S > S_{1-t_1} \) is \( \mathbb{R} \) and this is why conditioning on \( W \) often results in a loss of efficiency (Fithian et al., 2014).

### 3.3.2 A hybrid conditional \( p \)-value

Our empirical investigation in Section 3.5 suggests that \( p \)-values that are computed based on the polyhedral lemma tend to have good power when \( \beta \) is not sparse or has a large magnitude. However, when only a single entry in \( \beta \) is nonzero, \( p \)-values based on the polyhedral lemma (which are valid for any configuration of the unknown \( \beta \)) tend to be considerably less powerful than \( p \)-values computed based on the distribution of \( \hat{\beta} \) under the global-null distribution (where it is assumed that \( \beta = 0 \)). Therefore, we would like to consider a test that adapts to the unknown sparsity of the signal, by combining the two approaches for computing \( p \)-values into a single test of \( H_j \), allowing for powerful identification of the non-null coefficients. The combined test will be useful in applications where both groups with sparse signals and with non-sparse signals are likely.

Sampling from the truncated multivariate normal distribution is a well studied problem, see for example Pakman and Paninski (2014). Specifically, under the global null, i.e., \( \beta = 0 \), one can use samples from the truncated distribution to assess the likelihood of the observed regression coefficients, defining

\[
p'_{j,GN} = P_{\beta=0} \left( P'_{j,GN} \leq p'_{j,GN} \mid S > S_{1-t_1} \right) = \frac{1}{t_1} P_{\beta=0} \left( P'_{j,GN} \leq p'_{j,GN}, S > S_{1-t_1} \right), \tag{3.4}
\]

\( j = 1, \ldots, m \). Under the global-null distribution, both \( P'_j \) and the \( p \)-value computed under the global-null distribution \( P'_{j,GN} \) have a uniform distribution. However, \( p'_j \) may be larger than \( p'_{j,GN} \) because it requires extra conditioning on \( W \). Thus, if the only non-zero predictor in the model is the \( j \)th predictor, the test based on \( P'_{j,GN} \) can be expected to be more powerful than the test based on \( P'_j \).

On the other hand, when more than one of the coordinates of \( \beta \) are non-zero, \( p'_{j,GN} \) will often be substantially larger than the original \( p \)-value \( p_j \), e.g., if \( \hat{\beta}_j^2 / SE_j^2 \geq S_{1-t_1} \), then
\( p'_{j,GN} = p_j/t_1 \). This, while \( P'_j \) may not suffer any additional loss of power due to the extra conditioning e.g., if the aggregate test passes the selection threshold \( t_1 \) regardless of the value of \( p_j \), then \( p'_j = p_j \) and it will clearly be smaller than \( p'_{j,GN} \).

Since the preference for using \( p'_{j,GN} \) instead of \( p'_j \) depends on the (unknown) \( \beta \), we suggest the following test that combines the two valid post-selection \( p \)-values,

\[
 p'_{j, \text{hybrid}} = 2 \min(p'_j, p'_{j,GN}). \tag{3.5}
\]

Clearly, \( p'_{j, \text{hybrid}} \) would be a valid \( p \)-value, i.e., with a null distribution that is either uniform or stochastically larger than uniform, if both \( p'_j \) and \( p'_{j,GN} \) are valid \( p \)-values. In the previous section we indeed showed that \( p'_j \) is a valid \( p \)-value. But by the definition in equation (3.4) it is only clear that \( p'_{j,GN} \) is valid when \( \beta = 0 \). Intuitively, for \( \beta \neq 0 \), we may assume that \( p'_{j,GN} \) is conservative (i.e., has a null distribution that is stochastically larger than uniform). We shall now provide a rigorous justification.

We start with the special case that the quadratic aggregate test for selection is Wald’s test. Following selection by Wald’s test, \( P'_{j, \text{hybrid}} \) is a valid \( p \)-value for testing \( H_j : \beta_j = 0 \). This follows by showing that the marginal null distribution of \( P'_{j,GN} \) is at least stochastically as large as the uniform, so the test based on the global null distribution where \( \beta = 0 \) is conservative.

**Theorem 3.2.** If \( S = \hat{\beta}^T \Sigma^{-1} \hat{\beta} \), and \( \hat{\beta} \) has a normal distribution with mean \( \beta \) and variance \( \Sigma \), then

\[
 P(\beta_1, \ldots, \beta_{j-1}, 0, \beta_{j+1}, \ldots, \beta_m) \left( P'_{j,GN} \leq x \right) \leq x \quad \forall x \in [0, 1].
\]

See Appendix 3.A.2 for the proof.

More generally, when selection is based on \( S = \hat{\beta}^T K \hat{\beta} > S_{1-t_1} \), where \( K \) is any positive definite symmetric matrix, we can still justify the use of \( p'_{j,\text{hybrid}} \) for testing \( H_j : \beta_j = 0 \) for a large enough sample size. This follows since the conditional \( p \)-values under the global null are necessarily larger than the original \( p \)-values, as formally stated in the following lemma.
Lemma 3.1. If $K$ is a positive definite matrix, $S = \hat{\beta}^T K \hat{\beta}$, and $\hat{\beta} \sim N(\beta, \Sigma)$, then

$$Pr_{\beta_j = 0}(\hat{\beta}_j^2 > b | S > s) \geq Pr_{\beta_j = 0}(\hat{\beta}_j^2 > b)$$

(3.6)

for arbitrary fixed $b, s > 0$.

See Appendix 3.A.3 for the proof. Setting $b$ to be the realized test statistic and $s = S_{1-t_1}$, $p'_{j,GN} = Pr_{\beta=0}(P_j \leq p_j | S > S_{1-t_1})$ is the lefthand side of (3.6) and $p_j = P(\chi_1^2 \geq \hat{\beta}_j^2 / SE_j^2)$ is the righthand side. It thus follows that

$$p'_{j,GN} \geq p_j.$$

Since $\lim_{n \to \infty} P(\beta_1, \ldots, \beta_{j-1}, 0, \beta_{j+1}, \ldots, \beta_m) (S > S_{1-t_1}) = 1$ regardless of the true value of $\beta_j$ if $\beta_k \neq 0$ for at least one $k \neq j$, the probability of getting a smaller value than $p_j$ given selection, if $H_j$ is true, coincides with $p_j$ asymptotically. So $p_j$ is an asymptotically valid $p$-value if $\beta_k \neq 0$ for at least one $k \neq j$. Since $p'_{j,GN} \geq p_j$, it follows that $p'_{j,GN}$ and $p'_{j,hybrid}$ are asymptotically valid $p$-values for any $\beta$.

3.3.3 Controlling the conditional error rate

In order to identify the non-null entries in $\beta$, we can apply a valid multiple testing procedure on the conditional $p$-values computed as in 3.3.1 or 3.3.2. We can then achieve conditional error control.

The Bonferroni-Holm procedure will control the conditional FWER, since the conditional $p$-values are valid $p$-values and the procedure is valid under any dependency structure among the test statistics.

For conditional FDR control, we recommend using the Benjamini-Hochberg (BH) procedure. Although the BH procedure does not have proven FDR control for general dependence among the $p$-values, it usually controls the FDR for dependencies encountered in practice. We believe that the robustness property of the BH procedure carries over to our setting, and
that the conditional FDR will be controlled in practice. The robustness guarantee follows from empirical and theoretical results (Reiner-Benaim, 2007), which suggest that the FDR of the BH procedure does not exceed its nominal level for test statistics with a joint normal distribution, and our simulations in 3.5, which suggest that this holds also following selection.

A conservative procedure that will control the conditional FDR is the Benjamini-Yekutieli procedure for general dependence, introduced in Benjamini and Yekutieli (2001). The theoretical guarantee follows since the conditional \( p \)-values are valid \( p \)-values and the procedure is valid under any dependency structure among the test statistics.

If the individual test statistics are independent, as occurs when the design matrix \( X \) is orthogonal in the linear model, and the aggregate test statistic is monotone increasing in the absolute value of each test statistic (keeping all others fixed), then we have a theoretical guarantee that the BH procedure on \( p'_1, \ldots, p'_m \) controls the conditional FDR, even though these conditional \( p \)-values are dependent. This is a direct result of Theorem 3.1 in Heller et al. (2017a), and it is formally stated in the following theorem.

**Theorem 3.3.** If \( S = \hat{\beta}^T \Sigma^{-1} \hat{\beta}, \hat{\beta} \sim N(\beta, \Sigma) \), and \( \Sigma \) is a diagonal matrix, then the BH procedure at level \( \alpha \) on \( p'_1, \ldots, p'_m \) controls the conditional FDR at level \( m_0/m \times \alpha \), where \( m_0 \) is the number null coefficients in \( \beta \).

### 3.4 Estimation following selection

So far we focused on valid testing after selection by an aggregate test. But it is often also desirable to assess the absolute magnitude of parameters of interest. Just as model selection causes an inflation of test statistics, it also has an adverse effect on the accuracy of point estimates. In fact, inflation of estimated effect sizes is the main cause for the increased type-I error rates that are encountered in naive inference following selection. In Section 3.4.1 we discuss the computation of post-selection of maximum likelihood estimators which are defined as the maximizers of the likelihood of the data conditional on selection and serve to correct for some of the selection bias.
Beyond point estimates, valid post-selection confidence intervals can be constructed by inverting the post-selection tests described in Section 3.3. These however, may be either underpowered in the case of confidence intervals based on the polyhedral lemma or too conservative in the case of the hybrid confidence intervals. Thus, in Section 3.4.2 we propose novel regime switching confidence intervals that maintain the validity and power of the hybrid method intervals while ensuring the desired level of confidence asymptotically.

3.4.1 Conditional maximum likelihood estimation

Let $\ell(\beta)$ be the log-likelihood for $\beta$, and $\ell(\beta|S > S_{1-t_1})$ the corresponding conditional log-likelihood. Define the conditional MLE as the maximizer of the conditional likelihood:

$$\tilde{\beta} = \arg\max_{\beta} \ell(\beta) - \log P_{\beta}(S > S_{1-t_1}).$$

(3.7)

For notational convenience, we suppress the dependence of $\tilde{\beta}$ on the selection threshold $t_1$. While difficult to compute in many practical cases, computing the conditional MLE following selection by aggregate testing is a relatively simple task. For the special case where $K = \Sigma^{(-1)}$, we are able to show that the maximum likelihood estimator is given by the solution to a simple line search problem.

**Theorem 3.4.** Under the conditions of Theorem 3.2, the conditional maximum likelihood estimator is given by:

$$\hat{\beta} = \arg\max_{\beta} \ell(\beta) - \log P_{\beta}(S > S_{1-t_1})$$

$$= \arg\max_{\lambda \in [0,1]} \ell(\lambda \hat{\beta}) - \log P_{\lambda \hat{\beta}}(S > S_{1-t_1})$$

where $\hat{\beta}$ is the observed value.

See appendix 3.A.4 for the proof.

The Theorem shows that the maximum likelihood estimation is reduced to maximizing
the likelihood only with respect to a scalar factor. This follows when $K = \Sigma^{(-1)}$ because the
distribution of the test-statistic is governed by one unknown parameter. In the general case,
the distribution of $S$ is a sum of chi-square random variables which depends on rank($K$)
parameters, making the optimization problem slightly more involved. So, for $K \neq \Sigma^{-1}$ we
use the stochastic optimization approach proposed in Chapter 2.

$$z(\beta) \sim f_\beta(\hat{\beta} | S > S_{1-t_1})$$

be a sample from the post selection distribution of $\hat{\beta}$ for a mean parameter value $\beta$. Then,
taking gradient steps of the form

$$\hat{\beta}^{t+1} = \hat{\beta}^t + \gamma_t \Sigma^{(-1)} \left( \hat{\beta} - z(\hat{\beta}^t) \right)$$  \hspace{1cm} (3.8)

will lead to convergence to the conditional MLE as long as

$$\sum_{t=1}^{\infty} \gamma_t = \infty \quad \text{and} \quad \sum_{t=1}^{\infty} \gamma_t^2 < \infty.$$  

**Theorem 3.5.** Suppose that $\hat{\beta} \sim N(\beta, \Sigma)$ and that inference is conducted only if $S > S_{1-t_1}$
with $S = \hat{\beta}^T K \hat{\beta}$. Then, the algorithm defined by (3.8) converges to the conditional MLE for
the post-aggregate testing problem which satisfies

$$\lim_{t \to \infty} \hat{\beta} - E_{\hat{\beta}}(\hat{\beta} | S > S_{1-t_1}) = 0.$$  

**Proof.** The result follows from the fact that the variance of the post-selection distribution of
$\hat{\beta}$ can be uniformly bounded from above by $\Sigma/t_1$. \qed

The conditional MLE is consistent assuming the following. Suppose that we observe a
sequence of regression coefficient estimates $\hat{\beta}_1, \ldots, \hat{\beta}_n, \ldots$ such that

$$\hat{\beta}_n \sim N(\beta, \Sigma_n), \quad n\Sigma_n \text{ converges in probability.}$$  \hspace{1cm} (3.9)
Furthermore, suppose that we perform inference on the individual coordinates of $\hat{\beta}_n$ if and only if

$$S_n > S_{1-t_1}, \quad S_n = \hat{\beta}_n^T K_n \hat{\beta}_n.$$  \hspace{1cm} (3.10)

The good behaviour of the conditional MLE hinges on the probability of passing the selection by the aggregate test. The lower bound on this probability is given trivially by $t_1$ and therefore the conditional MLE is consistent.

**Corollary 3.2.** Assume that (3.9) and (3.10) hold. Then, the conditional MLE is consistent for $\beta$, satisfying:

$$\lim_{n \to \infty} P\left(\|\hat{\beta}_n - \beta\|_\infty > \varepsilon | S_n > S_{1-t_1}\right) = 0, \quad \forall \varepsilon > 0.$$

**Proof.** The result follows from the theory developed in the previous chapter for selective inference in exponential families and the fact that

$$\inf_\beta P_\beta(S_n > S_{1-t_1}) = t_1, \quad \forall n.$$

\hfill \Box

### 3.4.2 Confidence intervals following selection by an aggregate test

From Theorem 3.1 it is clear that the truncated normal distribution can be used to construct confidence intervals post-selection in a straightforward manner. However, the extra conditioning (on $W$) may lead to wide confidence intervals relative to confidence intervals based on the sampled distributions. As an alternative, it is possible to invert a global type test (specifically, the test with null hypothesis $\beta = e_j b$ for coefficient $\beta_j$) and construct a hybrid type confidence interval in order to obtain a confidence interval with more power to determine the sign of the regression coefficients (Weinstein et al., 2013).

For constructing a confidence interval at a $1 - \alpha$ level, let $L_j'(\alpha)$ and $U_j'(\alpha)$ be the lower
and upper bounds of the polyhedral confidence interval for the $j$th variable, so:

$$F_{A_j}^A \Sigma(\hat{\beta}_j) = 1 - \frac{\alpha}{2}, \quad F_{U_j}^A \Sigma(\hat{\beta}_j) = \frac{\alpha}{2},$$

where $F_{b,\sigma^2}^A$ is as defined in 3.3.1. Similarly, let $L_{GN,j}^T(\alpha)$ and $U_{GN,j}^T(\alpha)$ be the lower and upper limit of the global-null confidence interval for the $j$th variable:

$$\left\{ b : \frac{\alpha}{2} \leq F_{\beta=e_j b}(\hat{\beta}_j|S > S_{1-t_1}) \leq 1 - \frac{\alpha}{2} \right\},$$

where $e_j$ is the unit vector and $F_{\beta=e_j b}(\hat{\beta}_j|S > S_{1-t_1})$ is the CDF of $e_j^T \hat{\beta}$ given selection, for the parameter vector $\beta = e_j b$. We use the Robbins-Monroe process to find $L_{GN,j}^T$ and $U_{GN,j}^T$ (Garthwaite and Buckland, 1992). As in testing, the polyhedral confidence interval tends to be shorter and more efficient if there are several variables in the model that are highly correlated with the response variable and the global-null confidence intervals tend to be more powerful when the model is sparse or if the global-null hypothesis holds (approximately). As we have done in Section 3.3.2, we propose a hybrid method for constructing a confidence interval, as defined by the lower and upper bounds:

$$L_{hybrid,j}(\alpha) = \max\{L_j^T(\alpha/2), L_{GN,j}^T(\alpha/2)\}, \quad U_{hybrid,j}(\alpha) = \min\{U_j^T(\alpha/2), U_{GN,j}^T(\alpha/2)\}.$$

The hybrid confidence intervals, while possessing a good degree of power to determine the sign regardless of the true underlying model, tend to be inefficient when there is strong signal in the data. To see why, consider the case of a regression model where $\beta_1, \beta_2 > 0$. Then, for a sufficiently large sample size the polyhedral confidence interval will apply no correction and hybrid confidence interval will be conservative, with an asymptotic level of $1 - \alpha/2$: $\lim_{n \to \infty} P\{(L', U')_{j, hybrid}(\alpha) = (L', U')_{j}(\alpha/2)\} = 1$. As a remedy, we propose a regime switching scheme for constructing confidence intervals in which we first determine whether $\|\beta\| \approx 0$ or $\|\beta\| \gg 0$ and then construct confidence intervals accordingly.
**Procedure 3.1.** The post-selection level $1 - \alpha$ confidence interval for $\beta_j$, with switching regime at level $t_2 < \alpha \times t_1$ (with default value $t_2 = \alpha^2 \times t_1$):

1. Compute $S_{1-t_2} > S_{1-t_1}$.

2. If $S < S_{1-t_2}$, i.e., the aggregate test does not pass the more stringent threshold $t_2$, then compute the hybrid conditional confidence interval at level $1 - \alpha^* = 1 - (\alpha - t_2/t_1)$.

3. If $S \geq S_{1-t_2}$, compute the unconditional confidence interval, at level $1 - \alpha^* = 1 - \alpha$.

**Theorem 3.6.** Post-selection confidence intervals constructed with Procedure 3.1 have a confidence level at least $1 - \alpha$ if $\beta = 0$, and an asymptotic level $1 - \alpha$ if $\beta \neq 0$.

See Appendix 3.A.5 for the proof.

**Remark 3.1.** Ours is not the first regime switching procedures proposed for inference in the presence of data-driven variable selection, see for example the works of Chatterjee and Lahiri (2011) and McKeague and Qian (2015). In both these cases, one has to determine whether some (or all) of the parameters are zero and construct a test in an appropriate manner. The usual prescription for selecting tuning parameters in such procedures is to scale the tuning parameter of the test (in our case, $t_2$) in such a way so the correct regime is selected with probability approaching one as the sample size grows. In our case, this would amount to setting $t_{2,n}$ in such a way so that $t_{2,n} \to 0$ and $S_{1-t_{2,n}} = o(n)$. However, in practice it is necessary to select a single a value for $t_2$ and so we chose to fix $t_2$ to a small value as to maintain a good degree of power when there is only limited amount of signal in the data and to modify our procedure in such a way as to ensure some finite sample coverage guarantees.

**Example 3.3.** Figure 3.4.2 shows point estimates and confidence intervals for normal means vector which was selected via a quadratic aggregate test. The figure was generated by sampling $\hat{\beta} \sim N_8(\beta, \Sigma)$ with $\Sigma_{i,j} = 0.3I_{i \neq j} + 1I_{i=j}$, $\beta_1 = -2.5$, $\beta_2 = 0.5$ and $\beta_3 = \cdots = \beta_8 = 0$. The aggregate test applied was a Wald test at an $\alpha = 0.001$ level. The naive
and conditional estimates are plotted along with naive, polyhedral and hybrid 95% confidence intervals. The conditional MLE applies the same multiplicative shrinkage of 0.86 to all of the coordinates of $\hat{\beta}$ and so the shrinkage is more visible for the larger observed values. Because the selection is driven by $\hat{\beta}_1$ corresponding to the large negative coordinate $\beta_1$, the polyhedral confidence intervals for the other coordinates of $\beta$ are similar in size to the naive confidence intervals. The naive confidence intervals overestimates the magnitude of $\beta_1$, the polyhedral confidence intervals cover the true parameter value but fails to determine its sign and the regime switching confidence intervals both cover the true parameter value and succeed in determining the sign.

### 3.5 Simulations

In this section we conduct a simulation study where we assess the methods proposed in this work and verify our theoretical findings. In Section 3.5.1 we asses the post-selection tests proposed in Section 3.3 with respect to their ability to control the FDR. In Section 3.5.2 we compare the different testing method with respect to their power to detect true signal in the data. In Section 3.5.3 we compare the conditional MLE and the unadjusted MLE with respect to their estimation error. Finally, in Section 3.5.4 we asses the coverage rates of the
polyhedral and regime switching confidence intervals.

In all of our simulations we generate data in a similar manner. We first generate a design matrix in a manner meant to approximate a rare-variant design. We sample marginal expression proportions for our variants from $g_1, ..., g_m \sim Gamma(1,300)$ constrained to $[2 \times 10^{-4}, 0.1]$ and for each subject we sample two multivariate normal vectors $r_{i,.} \sim N(0, U)$ with $U_{i,j} = 0.8^{|i-j|}$. We then set $X_{i,.} = \sum_{k=1}^{2} I\{\Phi(r_{i,j}) \leq g_j\}$ to obtain a design matrix with dependent columns and a marginal distribution $X_{ij} \sim Bin(2, g_j)$. We generate a sparse regression coefficients vector with $m-s$ zero coordinates and $s$ coordinates which are sampled form the Laplace(1) distribution. We normalize the values of the regression coefficients such that the signal to noise ratio

$$snr = \sqrt{\beta'(X'X)\beta}$$

(3.11)
equals some pre-specified value. Finally, we generate a response variable $y = X \beta + \varepsilon$ with $\varepsilon \sim N(0, I)$. In all of our simulations we use a Wald aggregate test with a significance level of $t_1 = 0.001$.

3.5.1 Assessment of false discovery rate control

We assess how well the proposed testing procedures control the FDR under the assumed model as well as under model misspecification. We generate datasets with $m = 50$, $n = 10^4$, $s = 3$, $snr \in \{0, 0.032\}$ and three types of distributions for the model residuals, all of which have a variance of 1:

$$\varepsilon_i^{(1)} \sim N(0,1), \quad \varepsilon_i^{(2)} \sim Laplace(\sqrt{2}), \quad \varepsilon_i^{(3)} \sim Unif\left(-\sqrt{12}/2, \sqrt{12}/2\right).$$

We compare four testing procedures. BH on naive $p$-values which are not adjusted for selection, BH on the polyhedral $p$-values as computed in equation (3.3), BH on the $p$-values based on the global null distribution as computed in equation (3.4), and BH on the hybrid $p$-values as computed in equation (3.5).
Figure 3.2: False Discovery Rates after aggregate testing. We plot the nominal FDR vs. the empirical FDR for the unadjusted naive p-values (red solid line), the polyhedral p-values (dotted green line), p-values based on the exact post-selection null distribution (dashed-blue) and the hybrid method (dashed purple line). The diagonal line is in dashed black. The figure is faceted according to the distribution of the noise and the signal to noise ratio in the data as defined in equation (3.11). Details about the data generation are in 3.5.1.

We plot the target FDR versus the empirical FDR in Figure 3.2. When there is no signal in the data and the noise is not heavy tailed, all selection adjusted methods obtain close to nominal FDR levels (top left and right panels). When the noise is heavy tailed (Laplace), the methods based on the null Gaussian distribution have higher than nominal FDR rates, while the p-values computed with the polyhedral method exhibit a more robust behavior (top center panel). When there is some signal in the data, all selection adjusted p-values control the FDR at nominal or conservative rate (bottom row). The naive p-values do not control the FDR in any of the simulation settings. Thus, we conclude that the polyhedral p-values may be preferable to the hybrid and global null p-values if the distribution of the data is heavy-tailed. However, as we show in the next section, the hybrid method tends to have more power compared to the polyhedral method and is preferable when the residual distribution is well behaved.
3.5.2 Assessment of power to detect true signal

We compare the power to detect signal of the proposed testing procedures. We generate datasets with $m = 50$, $n = 10^4$, $s \in \{1, 2, 4, 8\}$, snr $\in \{0.032, 0.064, 0.128, 0.256\}$ and $\varepsilon_i \sim N(0, 1)$. We compare the same testing procedures as in 3.5.1. We measure the power to identify true signals at a nominal FDR level of 0.1.

We plot the results of the simulation in Figure 3.3. In all of the simulations the naive unadjusted p-values have the most power, at the cost of an inflated FDR. When the number of non-zero regression coefficients is small, the global null and hybrid methods tend to have the most power, while all methods have a similar power when the signal is spread over a large number of regression coefficients. The method based on the global null distribution is the most powerful when the signal is sparse and low. The polyhedral method has more power when the signal is not too sparse or low. The hybrid method seems to adapt to the sparsity and signal strength well, exhibiting comparatively good power in all settings.
3.5.3 Assessment of estimation error

We compare the conditional MLE to the naive, unadjusted point estimate, $\hat{\beta}$ itself. We set $n \in \{5000, 10000, 15000, 20000\}$, $m \in \{5, 10, 20\}$, $s = 2$, snr $\in \{0, 0.025\}$ and sample model residuals from the normal distribution with a standard deviation of 1.

We plot the results of the simulation in Figure 3.4. When the dimension of $\beta$ is small, the conditional MLE estimates the vector of regression coefficients better than the unadjusted MLE. The gap between the conditional and naive estimator is roughly constant across the different sample sizes when $\beta = 0$ because the probability of selection remains constant for all sample sizes. However, when there is some signal in the data the probability of passing the aggregate increases in the sample size and the gap between the estimators shrinks. The difference between the conditional MLE and the naive MLE decreases in the size of $\beta$, to the extent that for $m = 20$ the two estimators are indistinguishable from one another.

To see why this occurs, consider the following example. Let $y \sim N_m(0, I)$, suppose that we perform selection using a Wald test at a fixed level $t_1$ and consider the conditional likelihood function:

$$L(y) \propto -\frac{1}{2} \sum_{i=1}^{m} (y_i - \mu_i)^2 - \log P_{\mu}(S > S_{1-t_1}).$$

As we let the dimension $m$ grow, the decrease in the value of the (unconditional) gaussian log-likelihood due to a possible shrinkage of $\mu$ grows linearly in $m$. At the same time, the additional penalty term $-\log P_{\mu}(S > S_{1-t_1})$ remains bounded below by $-\log t_1$ regardless of the dimension of the problem.

3.5.4 Assessment of confidence interval coverage rates

In the last set of simulations, we evaluate the regime switching and polyhedral confidence intervals with respect to their coverage rates and power to determine the sign of the non-zero coefficients. We set the parameters of the simulation to $m = 20$, $n = 10^4$, $s \in \{1, 2, 4, 8\}$,
Figure 3.4: Root mean squared error for estimation after aggregate testing. We plot the RMSE for estimating the vector of regression coefficients $\beta$ with the naive unadjusted estimator $\hat{\beta}$ (solid red line) and the conditional MLE $\tilde{\beta}$ (dashed blue line). The figure is faceted according to the signal-to-noise ratio as defined in (3.11) and the size of $\beta$, $m$.

snr $\in \{0.001, 0.002, 0.004, 0.008, 0.016, 0.032, 0.064, 0.128, 0.256\}$ and sample the residuals from a normal distribution with a standard deviation of 1.

We plot the results of the simulation in Figure 3.5. The naive confidence intervals have a coverage rate far below nominal for signal-to-noise ratios less than 1. As could be expected, the polyhedral method achieves the correct coverage rates up to Monte-Carlo error in all simulation settings. When there is no signal in the data the regime switching confidence intervals have close to nominal coverage. When the signal to noise ratio is moderate, the regime-switching confidence intervals are conservative because the polyhedral confidence intervals are superior to the ones based on the global-null assumption with high probability while the probability of $S$ exceeding $S_{1-t_2}$ is still not overwhelmingly large. When the signal to noise ratio is high the regime switching confidence intervals are mostly identical to the naive ones, because the selection occurs with probability of close to 1, and so they have the correct coverage rate. Despite being more conservative than the polyhedral confidence intervals, the regime switching confidence intervals can have better power to determine the sign. Specifically, the regime switching confidence intervals tend to have more power when the true model is sparse and the signal to noise ratio is low or moderate.
Figure 3.5: Coverage rates and power to determine the sign of confidence intervals constructed after aggregate testing. We plot results rates for the naive unadjusted confidence intervals (solid red line), polyhedral confidence intervals (dotted green line) and regime switching intervals with $t_2 = t_1 \alpha^2$ (dashed blue line).

### 3.6 Application to variant selection following gene-level testing

Genome-wide association studies (GWAS) involves large scale association testing of genetic markers with underlying traits. Large GWAS of uncommon and rare variants are now becoming increasingly feasible with the advent of newer genotyping chips, cheaper sequencing technologies and sophisticated algorithms that allow imputation of low-frequency variants based on combinations of common variants that are already genotyped in large GWAS. Thus, association studies of rare variants is a very active area of research and some of the early studies have already begun to report their findings, e.g., Consortium et al. (2015) and Fuchsberger et al. (2016).

As the statistical power for testing association of traits with individual rare variants may be low, it has been suggested that tests for genetic associations be performed at an aggregated level by combining signals across multiple variants within genomic regions such as those defined by functional units of genes (Lee et al., 2012; Madsen and Browning, 2009; Morris and Zeggini, 2010; Neale et al., 2011; Sun et al., 2013; Wu et al., 2011). These
tests can be divided into sum-based tests (which aggregate the variant statistics by a linear combination), variance component tests (which aggregate the squared variant statistics by a linear combination), or combined (sum-based and variance component) tests. See Derkach et al. (2014) for a review. There is, however, currently a lack of rigorous methods for variant selection following gene-level association testing.

The Dallas Heart Study (DHS) (Romeo et al., 2007) considered four genes of potential interest, genotyped in 3549 individuals (601 hispanic, 1830 non-hispanic black, 1043 non-hispanic white, 75 other ethnicities). We focus on the 32 variants in ANGPTL4, which includes both rare and common variants. Table 3.1, column 2, shows the number of subjects with rare variants.

To detect associations with triglyceride (TG), a metabolism trait, we applied the variance component test SKAT of Wu et al. (2011), with outcome TG on a logarithmic scale, while adjusting for the covariates race, sex, and age on a logarithmic scale. ANGPTL4 is one of the four genes in the ANGPTPL family (Romeo et al., 2009). Using a Bonferroni correction for testing the genes in the family, ANGPTL4 is selected for post-selection inference if the SKAT test $p$-value is at most $0.05/4$. To identify the potentially susceptible variants, we proceeded as suggested in section 3.3.

The SKAT $p$-value for ANGPTL4 was $7.5 \times 10^{-5}$ and therefore the gene was selected. Table 3.1, column 6 lists the weights assigned to each variant in the SKAT test. These weights were obtained using the default settings of the publicly available R library SKAT. Figure 3.6 and Table 3.1 provide, respectively, a graphical display and the actual numbers for the naive (i.e., unconditional, not corrected for selection) and conditional $p$-values. When using the polyhedral method described in Section 3.3.1, one variant, $E40K$, passes the Bonferroni threshold for FWER control at the 0.05 level. When using the hybrid method described in Section 3.3.2, two variants, $E40K$ and $R278Q$ are identified at an FDR level of 0.1. This example demonstrates that it is possible to make further discoveries in a follow-up analysis after aggregate testing, to identify which underlying variants drive the signal. The variant $E40K$ is indeed associated with TG, as validated by external studies (Dewey et al., 2016).
Figure 3.6: The naive and two types selection adjusted $p$-values on a $-\log 10$ scale (left panel) and FDR adjusted $p$-values on a $-\log 10$ scale (right panel) for the 32 variants. The $p$-values plotted are Naive unadjusted $p$-values (red circles), conditional $p$-values based on the polyhedral lemma (black triangles) and conditional $p$-values based on the hybrid method (green plus). The dotted line marks a multiplicity adjusted threshold of 0.1 (FWER in the left panel, FDR in the right) and the dashed line marks a multiplicity adjusted threshold of 0.05.

3.7 Discussion

In this work, we provided valid inference for linear contrasts of estimated parameters, after an aggregate test has passed a pre-defined threshold. For the post-selection inference we suggest in this paper, we only need the summary statistics for the selected group of interest, and knowledge of the selection threshold $t_1$. The selection threshold does not have to be fixed. For example, a data dependent threshold will be valid if the groups are independent and via the BH procedure, or any other simple selection rule (as defined in Benjamini and Bogomolov, 2014). If the data of all the groups is available, then there remains an open question of how to choose $t_1$ in order to maximize the chance of discovery for individual hypotheses (assuming that an error control guarantee at the group level is not necessary). Data adaptive methods for choosing $t_1$ may invalidate the post-selection inference. We are currently investigating potential approaches, but they are outside the scope of this manuscript.
Our methods can be extended to tree structured hypothesis tests in a straightforward manner. See Bogomolov et al. (2017) and the references within for state-of-the-art work on hierarchical testing when there are more than two layers. An interesting genomic application is the following. Within a selected gene, the tests may be further divided naturally into subgroups. For example, clusters of SNPs within a gene (Yoo et al., 2016). It may be of interest to develop a multi-level analysis, where following selection we first examine the subgroups, and only then the individual effects.

In this work we suggested switching regimes to adapt to the different unknown sparsity of the estimated effects. We observed that by combining a powerful method for the sparse setting with a powerful method for the non-sparse setting, we get a method that has overall good performance. Such an approach can be very useful in genomic applications, where the signal is expected to be sparse in some groups but non-sparse in others. The switching regime approach may benefit other post-selection settings as well, e.g., confidence intervals for the selected parameters in a regression model.

**Supplementary material**

An R implementation of the methods in this paper is available in https://github.com/ammeir2/PSAT and will be available (soon) in the Bioconductor package PSAT.
Table 3.1: For the 32 variants in ANGPTL4, the number of subjects with rare variants (column 2), the estimated effect size (column 3), the conditional p-value (column 4), the original p-value (column 5), the default Beta-density weight in SKAT (column 6), and the contribution of the variant to the SKAT statistic $\sum_{j=1}^{32} w_{m,j} U_j^2$ (column 7). Variant E40K has conditional p-value below the 0.05/32 = 0.0016, and is therefore discovered by Bonferroni, with a guarantee of conditional FWER control at the 0.05 level. The contribution of variant R278Q is by far the largest towards the SKAT statistic, and therefore the conditional p-value is larger than the naive p-value for R278Q. For all other variants in this gene, the conditional p-values coincide with the naive p-values. This is expected when by conditioning on the test statistics of all the other variants, the SKAT test singificance is guaranteed regardless of the single variant test statistic value.

<table>
<thead>
<tr>
<th>Variant</th>
<th># rare variants</th>
<th>$\hat{\beta}$</th>
<th>hybrid PV</th>
<th>conditional PV</th>
<th>naive PV</th>
<th>SKAT weight</th>
<th>$w_{m,j} U_j^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1T</td>
<td>1.0000</td>
<td>0.8967</td>
<td>0.6872</td>
<td>0.3434</td>
<td>0.3434</td>
<td>4.9831</td>
<td>19.9657</td>
</tr>
<tr>
<td>P5L</td>
<td>2.0000</td>
<td>0.8588</td>
<td>0.3999</td>
<td>0.1995</td>
<td>0.1995</td>
<td>4.9663</td>
<td>74.7223</td>
</tr>
<tr>
<td>E40K</td>
<td>50.0000</td>
<td>-0.4490</td>
<td>0.0020</td>
<td>0.0010</td>
<td>0.0010</td>
<td>4.2172</td>
<td>7687.4667</td>
</tr>
<tr>
<td>M41I</td>
<td>28.0000</td>
<td>0.1403</td>
<td>0.8860</td>
<td>0.4333</td>
<td>0.4333</td>
<td>4.5466</td>
<td>288.0531</td>
</tr>
<tr>
<td>S67R</td>
<td>2.0000</td>
<td>0.3681</td>
<td>1.0000</td>
<td>0.5827</td>
<td>0.5827</td>
<td>4.9663</td>
<td>15.9910</td>
</tr>
<tr>
<td>R72L</td>
<td>3.0000</td>
<td>-0.3468</td>
<td>1.0000</td>
<td>0.5262</td>
<td>0.5262</td>
<td>4.9495</td>
<td>22.0274</td>
</tr>
<tr>
<td>G77R</td>
<td>1.0000</td>
<td>-1.0913</td>
<td>0.4928</td>
<td>0.2489</td>
<td>0.2489</td>
<td>4.9831</td>
<td>29.5739</td>
</tr>
<tr>
<td>E167K</td>
<td>1.0000</td>
<td>-1.2002</td>
<td>0.4072</td>
<td>0.2049</td>
<td>0.2049</td>
<td>4.9831</td>
<td>34.4125</td>
</tr>
<tr>
<td>P174S</td>
<td>1.0000</td>
<td>0.1040</td>
<td>1.0000</td>
<td>0.9125</td>
<td>0.9125</td>
<td>4.9831</td>
<td>0.4010</td>
</tr>
<tr>
<td>E190Q</td>
<td>32.0000</td>
<td>0.2140</td>
<td>0.4108</td>
<td>0.2054</td>
<td>0.2054</td>
<td>4.4850</td>
<td>1199.4289</td>
</tr>
<tr>
<td>E196K</td>
<td>1.0000</td>
<td>-0.3991</td>
<td>1.0000</td>
<td>0.6733</td>
<td>0.6733</td>
<td>4.9831</td>
<td>3.5122</td>
</tr>
<tr>
<td>K217X</td>
<td>1.0000</td>
<td>-0.7300</td>
<td>0.8704</td>
<td>0.4406</td>
<td>0.4406</td>
<td>4.9831</td>
<td>12.4116</td>
</tr>
<tr>
<td>G223R</td>
<td>1.0000</td>
<td>-1.3242</td>
<td>0.3239</td>
<td>0.1621</td>
<td>0.1621</td>
<td>4.9831</td>
<td>40.5690</td>
</tr>
<tr>
<td>R230C</td>
<td>1.0000</td>
<td>-0.5784</td>
<td>1.0000</td>
<td>0.5412</td>
<td>0.5412</td>
<td>4.9831</td>
<td>7.6586</td>
</tr>
<tr>
<td>F237V</td>
<td>1.0000</td>
<td>-0.2453</td>
<td>1.0000</td>
<td>0.7956</td>
<td>0.7956</td>
<td>4.9831</td>
<td>1.2266</td>
</tr>
<tr>
<td>K245fs</td>
<td>1.0000</td>
<td>0.5157</td>
<td>1.0000</td>
<td>0.5858</td>
<td>0.5858</td>
<td>4.9831</td>
<td>6.6047</td>
</tr>
<tr>
<td>P251T</td>
<td>1.0000</td>
<td>1.3860</td>
<td>0.2854</td>
<td>0.1432</td>
<td>0.1432</td>
<td>4.9831</td>
<td>49.3013</td>
</tr>
<tr>
<td>T266M</td>
<td>1887.0000</td>
<td>0.0230</td>
<td>0.8619</td>
<td>0.2454</td>
<td>0.2454</td>
<td>0.0006</td>
<td>0.0002</td>
</tr>
<tr>
<td>R278Q</td>
<td>207.0000</td>
<td>-0.1945</td>
<td>0.0655</td>
<td>0.0103</td>
<td>0.0023</td>
<td>2.4309</td>
<td>10667.1021</td>
</tr>
<tr>
<td>V291M</td>
<td>1.0000</td>
<td>-0.6203</td>
<td>1.0000</td>
<td>0.5123</td>
<td>0.5123</td>
<td>4.9831</td>
<td>9.5533</td>
</tr>
<tr>
<td>L293M</td>
<td>1.0000</td>
<td>0.4021</td>
<td>1.0000</td>
<td>0.6717</td>
<td>0.6717</td>
<td>4.9831</td>
<td>1.3213</td>
</tr>
<tr>
<td>E296V</td>
<td>1.0000</td>
<td>-0.0308</td>
<td>1.0000</td>
<td>0.9741</td>
<td>0.9741</td>
<td>4.9831</td>
<td>0.0235</td>
</tr>
<tr>
<td>S302fs</td>
<td>1.0000</td>
<td>-0.7089</td>
<td>0.9012</td>
<td>0.4539</td>
<td>0.4539</td>
<td>4.9831</td>
<td>12.4794</td>
</tr>
<tr>
<td>P307S</td>
<td>1.0000</td>
<td>-0.0793</td>
<td>1.0000</td>
<td>0.9333</td>
<td>0.9333</td>
<td>4.9831</td>
<td>0.0274</td>
</tr>
<tr>
<td>V308M</td>
<td>3.0000</td>
<td>1.4719</td>
<td>0.0143</td>
<td>0.0071</td>
<td>0.0071</td>
<td>4.9495</td>
<td>477.6972</td>
</tr>
<tr>
<td>R336C</td>
<td>7.0000</td>
<td>-0.0469</td>
<td>1.0000</td>
<td>0.8957</td>
<td>0.8957</td>
<td>4.8829</td>
<td>2.5696</td>
</tr>
<tr>
<td>D338E</td>
<td>1.0000</td>
<td>0.2314</td>
<td>1.0000</td>
<td>0.8073</td>
<td>0.8073</td>
<td>4.9831</td>
<td>0.0339</td>
</tr>
<tr>
<td>V349C</td>
<td>1.0000</td>
<td>-0.6120</td>
<td>1.0000</td>
<td>0.5179</td>
<td>0.5179</td>
<td>4.9831</td>
<td>9.3008</td>
</tr>
<tr>
<td>C361R</td>
<td>2.0000</td>
<td>0.4744</td>
<td>0.9598</td>
<td>0.4784</td>
<td>0.4784</td>
<td>4.9663</td>
<td>23.2973</td>
</tr>
<tr>
<td>R371Q</td>
<td>1.0000</td>
<td>0.4724</td>
<td>1.0000</td>
<td>0.6177</td>
<td>0.6177</td>
<td>4.9831</td>
<td>5.5410</td>
</tr>
<tr>
<td>R384W</td>
<td>1.0000</td>
<td>-0.7610</td>
<td>0.8420</td>
<td>0.4225</td>
<td>0.4225</td>
<td>4.9831</td>
<td>22.6686</td>
</tr>
<tr>
<td>G361S</td>
<td>1.0000</td>
<td>-1.0389</td>
<td>0.5388</td>
<td>0.2724</td>
<td>0.2724</td>
<td>4.9831</td>
<td>26.7995</td>
</tr>
</tbody>
</table>

3.A Proof of theorems

3.A.1 Proof of Theorem 3.1

In order to compute the distribution of a linear combination of $\hat{\beta}$ within selected regions, it is useful to first represent the selection event in simple form (the representation is based on the one used for post-model selection in Lee et al., 2016).
Lemma 3.2. For an arbitrary linear combination $\eta^T\hat{\beta}$, let $\tau = (\eta^T\Sigma\eta)^{-1}\Sigma\eta$ and $W = (I_m - \tau\eta^T)\hat{\beta}$, where $I_m$ is the $m \times m$ identity matrix. The selection event $S \geq S_{1-t_1}$ can be rewritten in terms of $\eta^T\hat{\beta}$ as follows:

$$A(W) = \left\{ \eta^T\hat{\beta} \geq A(W), \eta^T\hat{\beta} \leq B(W) \right\},$$

where

$$A(W) = \begin{cases} \frac{-2W^T\mathbf{K}\tau + \sqrt{\Delta}}{2\tau^T\mathbf{K}\tau} & \text{if } \Delta \geq 0, \\ -\infty & \text{if } \Delta < 0 \end{cases}, \quad B(W) = \begin{cases} \frac{-2W^T\mathbf{K}\tau - \sqrt{\Delta}}{2\tau^T\mathbf{K}\tau} & \text{if } \Delta \geq 0, \\ \infty & \text{if } \Delta < 0 \end{cases},$$

for $\Delta = 4(W^T\mathbf{K}\tau)^2 - 4(\tau^T\mathbf{K}\tau)(W^T\mathbf{KW} - S_{1-t_1})$.

Proof. Decomposing $\hat{\beta} = W + \tau\eta^T\hat{\beta}$, the result is immediate from rewriting $S = (W + \tau\eta^T\hat{\beta})^T\mathbf{K}(W + \tau\eta^T\hat{\beta})$ as a quadratic polynomial with argument $\eta^T\hat{\beta}$. The selection event is therefore

$$\{S \geq S_{1-t_1}\} = \left\{ [\eta^T\hat{\beta}]^2\tau^T\mathbf{K}\tau + [\eta^T\hat{\beta}]2W^T\mathbf{K}\tau + W^T\mathbf{KW} - S_{1-t_1} > 0 \right\}.$$

Since the covariance between $W$ and $\eta^T\hat{\beta}$ is zero, it follows from Lemma 3.2 that if $\eta^T\hat{\beta}$ is (approximately) normal, then the boundaries of the selection event are independent of $\eta^T\hat{\beta}$. Therefore, conditional on $W$ and on the selection event $\{S \geq S_{1-t_1}\}$, $\eta^T\hat{\beta}$ has a truncated normal distribution, truncated at the values $(-\infty, B(W) \cup A(W), \infty)$.

3.A.2 Proof of Theorem 3.2

Proof. We shall show this without loss of generality for $j = 1$, i.e., for testing $H_1 : \beta_1 = 0$. Since $\mathbf{K} = \Sigma^{-1}$, it follows that $W^T\mathbf{K}\tau = \mathbf{0}$. Therefore, the selection event is

$$\{S \geq S_{1-t_1}\} = \left\{ [\eta^T\hat{\beta}]^2\tau^T\mathbf{K}\tau + W^T\mathbf{KW} - S_{1-t_1} > 0 \right\}.$$
Clearly, the truncation will be smaller (i.e., $A(W)$ smaller and $B(W)$ larger), the larger $W^T KW$ is. It is clear from the dependence of the distribution of $W^T KW$ on $(0, \beta_2, \ldots, \beta_m)$ that it will be stochastically smallest for $(0, \beta_2, \ldots, \beta_m) = 0$. Therefore,

$$P_{(0, \beta_2, \ldots, \beta_m)}(P_1 \leq x \mid S > S_{1-t_1}) = E[P_{(0, \beta_2, \ldots, \beta_m)}(P_1 \leq x \mid S > S_{1-t_1}, W) \mid S > S_{1-t_1}]$$

$$= E_{(0, \beta_2, \ldots, \beta_m)} \left[ 1 - F_{0, SE_1^2}^{(\hat{\beta}_1 \geq A(W), \hat{\beta}_1 \leq B(W))}(x) \mid S > S_{1-t_1} \right]$$

$$\leq E_0 \left[ 1 - F_{0, SE_1^2}^{(\hat{\beta}_1 \geq A(W), \hat{\beta}_1 \leq B(W))}(x) \mid S > S_{1-t_1} \right] = P_0(P_1 \leq x \mid S > S_{1-t_1}) = x,$$

where the inequality follows since $1 - F_{0, SE_1^2}^{(\hat{\beta}_1 \geq A(W), \hat{\beta}_1 \leq B(W))}(x)$ is an increasing function of $A(W)$ and a decreasing function of $B(W)$, i.e., a decreasing function of $W^T KW$, so the expectation would be largest when $W^T KW$ is stochastically smallest, i.e., at $\beta = 0$. \hfill \square

### 3.1.3 Proof of Lemma 3.1

**Proof.** For arbitrary fixed $b, s > 0$, define the following sets for some fixed index $j \in \{1, \ldots, m\}$

$$A := \{\hat{\beta} : S < s\}, \quad B := \{\hat{\beta} : \hat{\beta}_j^2 < b\}$$

The sets $A$ and $B$ are both convex and symmetric about the origin if $\beta = 0$. By the Gaussian correlation inequality (Latala and Matlak, 2017; Royen, 2014) we have:

$$P_{\beta=0}(A, B) \geq P_{\beta=0}(A) P_{\beta=0}(B) \quad (3.12)$$

The left-hand side of equation (3.12) can be written as

$$P_{\beta=0}(A, B) = 1 - P_{\beta=0}(\hat{\beta}_j^2 > b) - P_{\beta=0}(S > s) + P_{\beta=0}(\hat{\beta}_j^2 > b, S > s),$$

and similarly the right-hand side can be written as

$$P_{\beta=0}(A) P_{\beta=0}(B) = 1 - P_{\beta=0}(\hat{\beta}_j^2 > b) - P_{\beta=0}(S > s) + P_{\beta=0}(\hat{\beta}_j^2 > b) P_{\beta=0}(S > s).$$
Subtracting $1 - P_{\beta=0}(\hat{\beta}_j^2 > b) - P_{\beta=0}(S > s)$ from both sides of (3.12) yields:

$$P_{\beta=0}(\hat{\beta}_j^2 > b, S > s) \geq P_{\beta=0}(\hat{\beta}_j^2 > b)P_{\beta=0}(S > s).$$

Finally,

$$P_{\beta=0}(\hat{\beta}_j^2 > b|S > s) = \frac{P_{\beta=0}(\hat{\beta}_j^2 > b, S > s)}{P_{\beta=0}(S > s)} \geq \frac{P_{\beta=0}(\hat{\beta}_j^2 > b)P_{\beta=0}(S > s)}{P_{\beta=0}(S > s)} = P_{\beta=0}(\hat{\beta}_j^2 > b)$$

3.A.4 Proof of Theorem 3.4

Proof. Let $\hat{\beta} \sim N(\beta, \Sigma)$. Now, suppose that we are interested in solving the optimization problem:

$$\max_\beta \ell(\beta) - \log P_{\beta}(S > S_{1-t_1}).$$

The above optimization problem can be rewritten as:

$$\max_\gamma \max_{\beta \in B(\gamma)} \ell(\beta) - \log \gamma, \quad (3.13)$$

where

$$B(\gamma) := \{\beta : P_{\beta}(S > S_{1-t_1}) = \gamma\}.$$ 

In (3.13) we divided our optimization problem into two parts. First, we must compute the maximizer of the likelihood for each power level $\gamma$ and then, we must maximize over $\gamma$ to find the global maximizer of the likelihood. The theorem hinges on the fact that this inner optimization problem has a closed form solution which we derive next.

If $K = \Sigma^{-1}$ then the distribution of the test statistic is a non-central chi-square distribution, the parameters of which are the degrees of freedom (a known quantity) and the non-centrality parameter:

$$\beta^T \Sigma^{(-1)} \beta.$$
Thus, for each value of $\gamma \geq t_1$, there exists a $\delta \geq 0$ such that:

$$\max_{\beta \in B(\gamma)} \ell(\beta) = \max_{\beta} \ell(\beta), \quad \text{s.t.} \quad \beta^T \Sigma^{(-1)} \beta = \delta. \quad (3.14)$$

Now, for any $\delta \leq \hat{\beta}^T \Sigma^{-1} \hat{\beta}$ there exists a $c \geq 0$ such that the solution to (3.14) is given by:

$$\max_{\beta} \ell(\beta) - c\beta^T \Sigma^{-1} \beta.$$

This last problem, is a simple Tikhonov regularization problem, the solution which is given by $(1 + c)^{-1} \hat{\beta}$ with:

$$c = \sqrt{\frac{\hat{\beta}^T \Sigma^{-1} \hat{\beta}}{\delta}} - 1.$$

Thus, for $\delta = 0$, $c = \infty$ and for $\delta = \hat{\beta}^T \Sigma^{(-1)} \hat{\beta}$, $c = 0$ and we recover the least squares solution. From this, we can infer that $(1 + c)^{-1} \in [0, 1]$

Because $(1 + c)^{-1} \in [0, 1]$ and all of the solution to the inner problem in (3.13) are of the form $(1 + c)^{-1} \hat{\beta}$, we can conclude that the maximum likelihood estimator is given by:

$$\tilde{\beta} = \arg \max_{\lambda \in [0,1]} \ell(\lambda \hat{\beta}) - \log P_{\lambda \hat{\beta}}(S > S_{1-t_1}).$$

3.A.5 Proof of Theorem 3.6

Denote by $NC_j$ the event in which a non-covering confidence interval was constructed for $\beta_j$, by $NNC_j$ the event in which a naive confidence interval does not cover $\beta_j$ and by $CNC_j$ the event in which a conditional confidence did not cover $\beta_j$.

In our procedure, if $S \geq S_{1-t_2}$, the confidence interval is based on the unconditional likelihood, and it is at level $1 - \alpha$; if $S_{1-t_1} \leq S < S_{1-t_2}$, the confidence interval is based on
the exact conditional likelihood at $\beta = 0$, and it is at level $1 - (\alpha - t_2/t_1)$; otherwise, no confidence interval is constructed. Therefore,

$$
P_\beta(NC_j \mid S > S_{1-t_1}) = 
= P_\beta(NNC_j, S > S_{1-t_2} \mid S > S_{1-t_1}) + P_\beta(CNC_j, S < S_{1-t_2} \mid S > S_{1-t_1}) 
\leq P_\beta(S > S_{1-t_2} \mid S > S_{1-t_1}) + P_\beta(CNC_j \mid S > S_{1-t_1}).$$

If $\beta = 0$, then $P_0(S \geq S_{1-t_2} \mid S > S_{1-t_1}) = t_2/t_1$ and $P_0(CNC_j \mid S < S_{1-t_2}) = \alpha - t_2/t_1$. Therefore, $P_0(NC_j \mid S > S_{1-t_1}) \leq \alpha$.

If $\beta \neq 0$, then $\lim_{n \to \infty} Pr_\beta(S > S_{1-t_2}) = 1$. This follows for the linear model, since $E(\hat{\beta} - \beta) = 0$ and $\text{var}(\hat{\beta}) = (X^T X)^{-1} \text{var}(\epsilon_1)$. This also follows for the logistic model, since large $n$, $E(\hat{\beta} - \beta) = O(\frac{1}{n})$ and $\text{var}(\hat{\beta}) = (X^T WX)^{-1} (1 + O(\frac{1}{n}))$. Therefore,

$$
\lim_{n \to \infty} P_\beta(NC_j \mid S > S_{1-t_1}) = \lim_{n \to \infty} P_\beta(NNC_j \mid S \geq S_{1-t_2}) = \alpha.
$$

\[ \square \]

3.B Most conservative tests following linear aggregate testing

In this section we consider the problem of constructing a conservative test following model selection with a linear aggregate test. Suppose that we observe $y \sim N(\mu, \Sigma)$ and that we estimate $\mu$ if and only if we can reject a global null test that:

$$H_0 : a^T \mu \neq 0$$

for some fixed vector $a$. As thresholds for selection we fix constants $-\infty < l \leq u < \infty$ and define a model selection event:

$$S = (a^T Y < l \cup a^T Y > u).$$
The analysis of this problem yields an interesting and somewhat surprising result. Specifically, we find that the most conservative parametrization of $\beta$ for testing $H_{0\eta} : \eta^T \mu$ is not necessarily the global-null, but any parameterization such that $\eta^T \mu = 0$ and

$$E(a^T W) = \frac{l + u}{2}. \quad (3.15)$$

This parametrization can be used to compute hybrid p-values after testing with an asymmetric two-sided aggregate test. However, we note that if the test is highly imbalanced (e.g. $l = -10, u = 1$) then the most conservative parametrization will yield a very conservative test and it might be preferable to use the asymptotically valid global-null p-value.

**Theorem 3.7.** Let $y \sim N(\mu, \Sigma)$ and suppose that $a \neq \eta$, $\eta^T \mu = 0$ and that $-\infty < l \leq u < \infty$ and let:

$$p_{\mu}(b) = 2 \min \left( P_{\mu}(\eta^T Y \geq b|\mathcal{S}), P_{\mu}(\eta^T Y \leq b|\mathcal{S}) \right).$$

Then, for $\tilde{\mu}$ that also satisfies (3.15) we have

$$P_{\mu}(p_{\tilde{\mu}}(\eta^T Y) < t|\mathcal{S}) \leq P_{\tilde{\mu}}(p_{\tilde{\mu}}(\eta^T Y) < t|\mathcal{S}) = t, \quad \forall t \in (0, 1). \quad (3.16)$$

If $a = \eta$ then any parametrization of $\mu$ that satisfies $\eta^T \mu = 0$ yields a valid p-value.

Before we get into the technicalities of the proof of Theorem 3.7, let us break down the component of equation (3.16). We have two quantities that depend on the parameter values under which we evaluate the p-value. The first is the p-value itself $p_{\beta}(b)$ which effectively determines the threshold for declaring that a test is rejected at a level $t$ and it is evaluated under the same parameter value on both sides of the inequality. The second component is the parameter value under which we evaluate the probability of crossing a threshold $P_{\mu}(p_{\mu}(\eta^T Y) < t)$ which determines under what set of parameters we evaluate the probability of crossing the thresholds determined by $p_{\mu}$. If we can show that equation (3.16) holds then this implies that evaluating the probability of crossing the threshold at $\tilde{\mu}$ is the
most conservative, making our procedure conservative.

Assume w.l.o.g that $a^T\tau = 1$. We begin by noting that the joint distribution of $Z := a^TW$ and $\eta^TY$ is that of independent normal vector, and so, examining the marginal density of $Z$ under the null and the assumption that $E(Z) = (l+u)/2$, we can see that $Z$ has a symmetric distribution about $(l + u)/2$:

$$f(z|\mathcal{S}) = \frac{P(\mathcal{S}|z)}{P(\mathcal{S})} \varphi(z)$$

$$= \frac{P(\{\eta^TY < l - z\} \cup \{\eta^TY > u - z\})}{P(\mathcal{S})} \varphi(z)$$

$$= \frac{P(\{\eta^TY < \frac{l-u}{2} - (z - \frac{l+u}{2})\} \cup \{\eta^TY > \frac{u-l}{2} - (z - \frac{l+u}{2})\})}{P(\mathcal{S})} \varphi(w)$$

and so, the truncation has a symmetric distribution about 0 in the sense that

$$A(W) = \frac{l - u}{2} - \left( z - \frac{l + u}{2} \right) = \varphi - \left( \frac{u-l}{2} - \left( z - \frac{l+u}{2} \right) \right) = -B(W).$$

Thus, there exists a constant $b(t)$ such that:

$$P_{\tilde{\mu}}(p_{\tilde{\mu}} < t|\mathcal{S}) = P_{\tilde{\mu}}(\eta^TY > b(t)|\mathcal{S}) + P_{\tilde{\mu}}(\eta^TY < -b(t)|\mathcal{S}).$$

Fixing a value for $Z$, we have

$$P_{H_0}(p_{\tilde{\mu}}(\eta^TY) < t|\mathcal{S}, a^TW = z) = \frac{Pr(\eta^TY < -b(t), \mathcal{S}(z)) + Pr(\eta^TY > b(t), \mathcal{S}(z))}{P(\mathcal{S}(z))} \tag{3.17}$$

$$\mathcal{S}(z) := \{\eta^TY < l - z\} \cup \{\eta^TY > u - z\}$$

and

$$P_{\mu}(p_{\tilde{\mu}}(\eta^TY) < t|\mathcal{S}) = \int_{\mathbb{R}} P_{H_0}(p_{\tilde{\mu}}(\eta^TY) < t|\mathcal{S}, a^TW = z)f_\mu(z|\mathcal{S})dz.$$

Notice that (3.17) is symmetric about $z = (l + u)/2$. 
Taking a derivative,
\[
\frac{\partial}{\partial E(Z)} P_\beta(p_\beta(\eta^TY) < t|S) = \int_{\mathbb{R}} P_{H_0}(p_\beta(\eta^TY) < t|S, a^TW = z) \frac{\partial}{\partial E(Z)} f(z|S) dz.
\]

The inner derivative equals:
\[
\frac{\partial}{\partial E(Z)} f(z|S) = P(S|z) \varphi(z) \frac{z - E(Z|S)}{a_2^2 P(S)}.
\]

The derivative in (3.18) equals zero at \(E(Z) = (l + u)/2\) because for such a parameter value \(E(Z|S) = (l + u)/2\), \(f'(z - (l + u)/2|S) = -f'((l + u)/2 - z|S)\) and
\[
P_{H_0}(p_\beta(\eta^TY) < t|S, a^TW = z - (l + u)/2) = P_{H_0}(p_\beta(\eta^TY) < t|S, a^TW = (l + u)/2 - z),
\]
this is also the only maximum because the inner derivative is symmetric only at \(E(Z) = (l + u)/2\).

Finally, if \(a = \eta\) then \(a^TW = 0\) by definition and therefore the distribution of \(\eta^T\hat{\mu}\) is always a truncated normal constrained to \((-\infty, l] \cup [u, \infty)\).
Chapter 4
THE CONDITIONAL BOOTSTRAP FOR POST-SELECTION INFERENCE

4.1 Introduction

In the previous chapter we proposed two heuristics for conducting more powerful post-selection inference. The first is based on inference under a conservative parametrization and the second is based on a regime switching approach which is guaranteed to consistently estimate the post-selection distribution of the data in a point-wise manner. In this chapter we will generalize the second idea to a more general post-selection setting.

We propose a generalized regime switching procedure for approximating the post-selection distribution that takes inspiration from the work of Chatterjee and Lahiri (2011) who bootstrap the unconditional distribution of the Lasso regression coefficient estimates. The residual bootstrap is intractable post-selection and so, in its place we use an MCMC procedure to sample from the estimated conditional distribution of the data. This approximate distribution can be used to construct confidence intervals that are asymptotically (point-wise) consistent.

The rest of the chapter proceeds as follows. In Section 4.2 we describe the challenges inherent in trying to bootstrap conditional post-selection distributions in the context of inferring on a univariate selected normal mean. There, we also propose a simple modified bootstrap procedure that will serve as a basis for our multivariate method. In Section 4.3 we describe the types of post-selection problems we consider, describe the post-selection distribution of the data under our model, and propose a conditional bootstrap procedure for approximating it. In Section 4.4 we show that our proposed method produces point-wise consistent confidence intervals, and theory for conducting post-selection inference with data
carving. In Section 4.5 we apply our method to the problem of inferring on regression models that were selected via marginal screening, and in Section 4.6 we conclude with a discussion.

4.2 Bootstrapping the univariate post-selection estimator

Suppose that we are interesting in conditionally inferring on the mean of a single observed normal observation $y \sim N(\mu, \sigma^2)$, $\sigma^2$ known, if and only if $|y| > c > 0$ for some fixed constant $c$. Knowing that selection changes the distribution of the data, we may be tempted to utilize the bootstrap in order to overcome the model misspecification problem. Consider the following naive procedure:

Procedure 4.1. A Naive Post-Selection Bootstrap

1. Estimate $\hat{\mu} = y$.
2. Generate a parametric bootstrap sample $y^1, \ldots, y^B \sim TN(\hat{\mu}, \sigma^2, |y| > c)$.
3. For $b \in \{1, \ldots, B\}$ compute the residuals $r^b = y^b - \hat{\mu}$
4. Compute a level $1 - \alpha$ confidence interval:

$$CI_B(|Y| > c) = (y - r_{1-\alpha/2}, y - r_{\alpha/2})$$

where $r_q$ is the $q$th quantile of the bootstrapped residuals.

We plot the results of the applying Procedure 4.1 to simulated data in the lefthand side panel of Figure 4.1. To generate the figure, we sampled 10,000 observations from the truncated normal distribution $y_1, \ldots, y_{10,000} \sim N(0, 1, |Y| > 1.96)$ and constructed 10,000 naive bootstrap 95% confidence intervals. The confidence intervals that cover zero (the true parameter value) are colored in blue. About 60% of the confidence intervals cover zero. This is an improvement over the gaussian confidence intervals that ignore selection altogether and would have a coverage rate of 0% by definition, but are still unsatisfactory given that the target coverage rate was 95%. To give some intuition as to why this procedure fails, we plot the conditional bootstrap distributions of the residuals for $\mu \in \{0, 2, 2.5, 3\}$ in the righthand
Figure 4.1: Naive Bootstrap distribution for a univariate truncated normal. In the lefthand panel we plot the densities of four truncated normal distributions with different mean parameters. The one for $\mu = 0$ is the true data generating distribution, while the other three are a result of bootstrapping based on inaccurate point estimates.

The problem of location non-invariance is related to problem of non-convergence of bootstrap distributions: If the post-selection bootstrap distribution converged to the correct limiting distribution of $Y$ conditionally on selection then our selective inference problems would disappear for large enough sample sizes. This however is not always the case. For example, if we observe $y_1, \ldots, y_n, \ldots \sim N(0, \sigma^2)$ and reject the null if $\sqrt{n}|\bar{y}| > c > 0$ then the conditional distribution of $\sqrt{n}\bar{y}$ is truncated for any $n$. A similar problem was encountered by Chatterjee and Lahiri (2011) who devised a method for bootstrapping the distribution of the lasso estimators. In their work, they found that the bootstrap distribution of the lasso
estimators converges to a random measure, but that the correct distribution can be estimated by thresholding small coefficients to zero. A similar approach also works for post-selection inference. Consider the following modified conditional bootstrap.

**Procedure 4.2. A Modified Univariate Conditional Bootstrap**

1. Given a significance level $\alpha$ and a threshold $c$, set $s_1 = 1 - \Phi(\sigma^2 c)$ and choose $0 < s_2 \leq \alpha/2$.
2. Set $\bar{\mu} = y I\{|y| > z_{1-s_1 s_2}\}$.
3. Generate a parametric bootstrap sample $y^1, \ldots, y^B \sim TN(\bar{\mu}, \sigma^2, |Y| > c)$.
4. For $b \in \{1, \ldots, B\}$ compute the residuals $r^b = y^b - \bar{\mu}$.
5. Compute a level $1 - \alpha$ confidence interval:

$$CI_B(|Y| > c) = (y - r_{1-\alpha/2}, y - r_{\alpha/2})$$

where $r_q$ is the $q$th quantile of the bootstrapped residuals.

Procedure 4.2 is similar to the procedure proposed by Chatterjee and Lahiri (2011) in the sense that it obtains consistent bootstrap inference by thresholding small observed values to zero. In the case of our procedure, the thresholding is done based on a level $s_2$ post-selection test of the null hypothesis. The procedure is consistent in the sense that if $\mu \neq 0$ and we collect a large number of observations then we will eventually reject the null-hypothesis with probability 1, and if $\mu = 0$ then the confidence intervals have the correct coverage rate for any sample size. We also note that Procedure 4.2 is a special case of the regime switching procedure proposed in Chapter 3, where the ‘aggregate test’ is composed of a single test statistic.

To demonstrate Procedure 4.2 we again take 10,000 samples from $y \sim N(0, 1, |Y| > 1.96)$ and construct post-selection confidence intervals. We set $s_2 = 0.0005$ in order to guarantee that $\sup_\mu \mathbb{P}_\mu(\mu \notin CI_B(|Y| > c) \mid |Y| > c) \leq \alpha = 0.05$. The results of the simulation are presented in Figure 4.2. Given that we sampled from the null and that $s_2$ is very small, it is
Figure 4.2: Modified bootstrap confidence intervals for selected, univariate normal observations. The majority of the observed values did not pass the post-selection test and the confidence intervals were therefore computed based on bootstrap residuals sampled at $\tilde{\mu} = 0$. For the largest observed values ($|y| > 4.2$) we rejected the null hypothesis and computed confidence intervals based on bootstrap samples taken at $\tilde{\mu} = y$. The confidence intervals obtain a 95% coverage rate of the true parameter value $\mu = 0$.

perhaps not surprising that most of the post-selection tests were not rejected and that most of the confidence intervals were computed under the null. There is a discontinuity in the length of the confidence intervals, as those computed for very large observed values ($|y| > z_{1-s_1 s_2}$) are much smaller than those computed under the null. The confidence intervals have the correct coverage for $\mu = 0$ as would be the case for any modified bootstrap confidence interval computed with $s_2 \leq \alpha/2$. Also, notice that setting $\tilde{\mu}$ to zero does not imply that a confidence interval will cover zero.

The modified bootstrap procedure, while asymptotically consistent, does not offer much over the conditional confidence intervals based on test inversion that we described in Chapter 1 for solving the selected mean problem, as they are only asymptotically consistent and tend to be much wider. However, unlike the test-inversion approach, the modified bootstrap approach can be extended to multivariate problems in a straightforward manner.
4.3 Bootstrapping conditional multi-parameter distributions

In this section we will describe a modified bootstrap procedure for conducting post-selection inference in problems involving multi-parameter distributions. In Section 4.3.1 we describe our model and type of model selection procedures we consider; In Section 4.3.2 we describe the limiting conditional distribution of the data under our assumed model; In Section 4.3.3 we describe the conditional bootstrap procedure, and demonstrate its application to the problem of inference following model selection with marginal screening.

4.3.1 A Simple (and non-comprehensive) setup

Let \( y_1, \ldots, y_n, \cdots \in \mathbb{R}^k \) be i.i.d. observations that are distributed according to some distribution with density \( f_\theta(y_i) \). Let \( T_n := \frac{1}{n} \sum_{i=1}^{n} T(y_i) \in \mathbb{R}^p \) be a statistic that satisfies:

\[
\sqrt{n}(T_n - \mu) \to^D N(0, \Sigma).
\] (4.1)

Upon observing \( y_1, \ldots, y_n \), we select a model based on a model selection function \( S_n : \mathbb{R}^p \to \mathcal{M} \) that defines a set of null hypotheses to be tested \( H_{01} : g_{M1}^M(\mu) = 0, \ldots, H_{0J} : g_{Mm}^M(\mu) = 0 \) based on the magnitude of the observe test statistics \( T \),

\[
M = \{ j : |T_{nj}| > c_j n^{-\delta} \geq 0 \}, \quad \delta \in (0, 0.5],
\]

and the number of hypotheses to be tested \( J \) may depend on \( M \). Finally, we assume that \( g_{i}^{M}(\mu) \) is a differentiable function of \( \mu \), and use \( g_{i}^{M}(t_n) \) as its estimate.

This setup, while not sufficiently comprehensive to capture all post-selection problems of interest, is general enough to describe a large number of interesting problems, examples for some of which we give next. Our setup can be extended in a straightforward manner to encompass other problems. For example, to describe the Lasso selection event we will allow \( T \) to depend on the selected model.
Example 4.1. Marginal Screening. Suppose that we observe i.i.d. observations

\[(y_1, X_1), \ldots, (y_n, X_n) \in \mathbb{R} \times \mathbb{R}^p\]

and are interested in fitting a linear regression model to the data:

\[y = X \beta + \varepsilon, \quad \varepsilon \sim N(0, \sigma^2 I), \quad \sigma^2 \text{ known.}\]

If \( p \) is large, we may want to select only a subset of the columns of \( X \) to include in the model. One possible way to select variables is via marginal screening. The test statistic is \( T_n(X, y) = n^{-1}X^Ty \) and the model selection function \( S_n(X, y) \) selects an element of \( M := \{0, 1\}^p \). If \( M \neq \emptyset \), then we test the hypotheses:

\[H_{0j} : \beta^M_j \neq 0, \quad \forall j \in M.\]

In this case the test statistic is also sufficient.

Example 4.2. Marginal Screening with Data Carving. Suppose that we are interested in prioritizing inference over model selection. In the case of regression with marginal screening we can do so by using only a part of our dataset for model selection. One such choice is to set:

\[T_n(X, y)_j = 2 \frac{n}{n/2} \sum_{i=1}^{n/2} X_{ij} y_i,\]

and proceed as before. In this case the test statistic \( T_n(X, y) \) is not sufficient.

4.3.2 The limiting conditional distribution

In the example above, the limiting distribution of the data conditional on selecting a specific model \( M \) depends on which selected variables are null and which are not. We give a formal
description of the limiting conditional distribution next. As a preparation, we define the sets

\[ M_0 = \{ j : j \in M, \mu_j = 0 \}, \quad M_1 = \{ j : j \in M, \mu_j \neq 0 \}, \]

\[ M_1^c = \{ j : j \notin M, \mu_j \neq 0 \}. \]

and the events,

\[ A_0 = \bigcap_{j \notin M} \{ |T_{nj}| < c_j n^{-\delta} \}, \quad A_0^0 = \bigcap_{j \in M_0} \{ |T_{nj}| \geq c_j n^{-\delta} \}, \quad A_1^1 = \bigcap_{j \in M_1} \{ |T_{nj}| \geq c_j n^{-\delta} \}. \]

These events satisfy

\[ \{ S(Y) = M \} = \{ A_0, A_0^0, A_1^1 \}. \]

Theorem 4.1 describes the limiting conditional distribution of a selected model \( M \).

**Theorem 4.1.** Suppose that the assumptions made in Section 4.3.1 hold with \( \delta = 0.5 \), and that \( M_1^c = \emptyset \). Then,

\[ \lim_{n \to \infty} \sup_{\xi \in \mathbb{R}^k} \left| \mathbb{P}_n(\sqrt{n}(T_n - \mu) < \xi \mid S_n(Y) = M) - \Phi(\xi; 0, \Sigma) \right| = 0, \]

where \( \mathbb{P}_n(A) \) denotes the true probability of an event as a function of the sample size. If \( \delta \in (0, 0.5) \) then \( \lim_{n \to \infty} \mathbb{P}_n(M^*) = 1 \), where \( M^* = \{ j : \mu_j \neq 0 \} \).

The proof can be found in the appendix. Notice that in the theorem we do not treat models where some of the non-null test statistics do not pass the selection threshold. The reason for this is that the probability of such an occurrence converges to zero in the sample size, making such settings somewhat irrelevant from an asymptotic point of view. According to Theorem 4.1, if we can distinguish between the null and non-null test statistics, then we will be able to sample from the limiting conditional distribution of the data. We propose a procedure for doing so in the next section.
4.3.3 A conditional bootstrap procedure

We begin this section by formally presenting our conditional bootstrap procedure for multivariate post-selection inference. We will then apply the procedure to the problem of inference following model selection with marginal screening, and unpack the details regarding its implementation.

Procedure 4.3. A Multivariate Conditional Bootstrap

1. Set a thresholding parameter \( s_n \in (0,1) \).
2. Compute (approximate) post-selection p-values \( p_1, \ldots, p_p \),

\[
p_j = \mathbb{P}_0(\lvert T_{nj} \rvert > \lvert t_{nj} \rvert \mid j \in M),
\]

where \( t_{nj} \) are the observed values of \( T_{nj} \).
3. Set \( \tilde{\mu}_j = t_{nj} I\{p_j \leq s_n \cap j \in M\} \).
4. For \( b \in \{1, \ldots, B\} \) sample,

\[
t^b \sim T N(\tilde{\mu}, n^{-1} \Sigma, S_n(Y) = M),
\]

and compute the residuals \( r^b = g'(\tilde{\mu})^T (t^b - \tilde{\mu}) \), where \( g' \) is the first derivative of \( g \) with respect to \( \mu \).
5. Compute a level \( 1 - \alpha \) confidence interval:

\[
CI_B(S(Y) = M) = (g(t_n) - r_{1-\alpha/2}; g(t_n) - r_{\alpha/2})
\]

where \( r_q \) is the \( q \)th quantile of the bootstrapped residuals.

We demonstrate the conditional bootstrap on a simulated regression dataset. For \( i = 1, \ldots, 200 \) we sample \( X_i \sim N_{50}(0, U) \) with \( U_{k,l} = 0.4^{|k-l|} \), \( y_i \sim N(X_i\beta, \sigma^2) \) with all coefficients zero except for \( \beta_9 = -0.11 \) and \( \beta_{22} = -0.72 \). We set the variance to \( \sigma^2 = 1.75 \). To
Figure 4.3: Illustration of the conditional bootstrap procedure, applied to marginal screening. (A) We observe a sufficient statistic for each column of $X$ and include the 10 covariates corresponding to the largest ones in the model (marked in blue). The non-null variables are marked in black. We then apply hard thresholding to the sufficient statistics based on a post-selection test. In this case only the two top covariates passed the secondary thresholding (marked by full circles). (B) We estimate regression coefficients for the selected model based on the thresholded means. (C) We sample observations from the conditional distribution of the test statistics under the thresholded parametrization. The selected covariates are truncated to have a large observed value and the sufficient statistics corresponding to covariates that were not selected are truncated to have a value below the selection threshold. (D) We transform the sampled sufficient statistic to regression coefficients and compute the bootstrap residuals.

Select a model, we normalize the columns of $X$ and select the ten variables with the largest inner product with $y$ in absolute value. We plot the sufficient statistics according to their size in panel A of Figure 4.3, where the non-null variables are marked with black circles. We set the thresholding parameter to $s_n = 0.01/10$, so as to obtain an approximate probability
of rejecting any true nulls of 0.01. We compute the approximate p-values,

\[ p_j = \mathbb{P}_0(|X_{.,j}^T Y| > |X_{.,j}^T y| \mid j \in M). \]

and set \( \tilde{\mu}_j = (X_{.,j}^T y)I\{s_j < t_n \cap j \in M\} \). In the context of regression, we infer on regression coefficients which are linear functions \( \eta_j \) of \( \mu \), and so in practice,

\[ g'(\tilde{\mu})\sqrt{n}(T_n - \mu) = \sqrt{n}(\eta_j^T T_n - \eta_j^T \mu) = \sqrt{n}(\hat{\beta}_j - \beta_j). \]

To compute the bootstrap residuals, we compute a thresholded coefficient estimate \( \tilde{\beta}^M := n(X_M^T X_M)^{-1}\tilde{\mu}_M \) (panel B). We then sample from the truncated distribution conditionally on the selected model (panel C), and compute the bootstrap residuals (panel D),

\[ r^b_j = \hat{\beta}^M_j - \tilde{\beta}^M_j. \]

We plot the resulting confidence intervals in Figure 4.4, along with the naive Gaussian confidence intervals and the polyhedral confidence intervals. We had to truncate some of the polyhedral confidence intervals for them to fit in the figure in a reasonable way. In this example, the bootstrap confidence intervals are much shorter than the polyhedral confidence intervals and not much larger than the naive confidence intervals. Setting the thresholding parameter \( s_n \) to a smaller value is likely to makes the bootstrap confidence intervals larger, though their expected size is guaranteed to always be finite. For sufficiently large observed regression coefficients we will reject all univariate post-selection tests and the bootstrap confidence intervals will coincide with the Gaussian ones. In a simulation study in Section 4.5, we show that the bootstrap confidence intervals also offer some improved power over the polyhedral confidence intervals.

**Remark 4.1. Approximate and exact p-values.** In our procedure we compute p-values that are marginally correct for each test-statistic conditionally on that specific test-statistic
crossing the thresholding. However, in our example we applied a Bonferroni correction to the p-values in order to avoid rejecting a false null with high probability. In many post-selection problems the number of variables in the model may not be fixed ahead of time and then the Bonferroni correction may be random with respect to the event of the \( j \)th test-statistic crossing the threshold\(^1\). As we show in Section 4.4, we do not require that our p-values are valid post-selection in order for our procedure to be consistent. However, if one desires a secondary thresholding procedure with finite sample guarantees then it is possible to use polyhedral p-values such as the ones proposed by Lee and Taylor (2014) for inference following marginal screening.

\(^1\)Ruth Heller, personal communication.
4.4 Theory for the conditional bootstrap

In this section we will give some consistency results for the conditional bootstrap procedure proposed in the previous section. In Section 4.4.1 we give a relatively general consistency result, and in Section 4.4.2 we briefly discuss the applicability of our theory to model selection in regression, and data carving. We relegate all of the proofs to the appendix.

4.4.1 A general consistency result

The asymptotic correctness of our bootstrap technique depends on the scaling of the thresholding parameter $s_n$. A consistent estimation procedures requires two things. First, we need to be able to threshold all null variables and so we ask that,

$$
\lim_{n \to \infty} \frac{s_n}{P_n(M)} = 0.
$$

(4.2)

Second, we need to make sure that the non-null variables cross the threshold with increasing probability as the sample size grows. Define $a_{nj} = \Phi(-c_j n^{-0.5})$ and $a_n = \max_j a_{nj}$. We ask that

$$
\Phi^{-1}(a_n s_n) = o(\sqrt{n}).
$$

(4.3)

For some of our results we will also require a bound on the rate at which the distribution of $T_n$ converges to normality compared to the rate at which the probability of selecting $M$ converges to zero, and so we assume that,

$$
\mathbb{E}[\{T(y_i)^3\}] < \infty, \quad \forall j, \quad \lim_{n \to \infty} \sqrt{n} P_n(M) = \infty.
$$

(4.4)

We begin by showing that our method approximates the distribution of the residuals $\sqrt{n}(T_n - \mu)$ consistently.

**Lemma 4.1.** Suppose that conditions (4.1), (4.2), (4.3), and (4.4) hold, and also that
\( M^c_1 = \emptyset \). Then,

\[
\lim_{n \to \infty} \sup_{\xi \in \mathbb{R}^p} \left| \mathbb{P}(\sqrt{n}(T_n - \mu) \leq \xi | M) - \mathbb{P}(\sqrt{n}(T^b_n - \tilde{\mu}) \leq \xi | M) \right| = 0.
\]

Lemma 4.1 states that our modified bootstrap procedure estimates the distribution of the residuals \( \sqrt{n}(T_n - \mu) \) consistently. In order to construct consistent confidence intervals for differentiable functions of \( \mu \), we require a delta method type result which we give next.

**Lemma 4.2.** Under the conditions of Lemma 4.1,

\[
\lim_{n \to \infty} \sup_{\xi \in \mathbb{R}} \left| \mathbb{P}(g'(\mu)\sqrt{n}(T^b_n - \tilde{\mu}) \leq \xi | M) - \mathbb{P}(\sqrt{n}(g(T_n) - g(\mu)) \leq \xi | M) \right| = 0.
\]

We are now ready to state our main consistency result. In Theorem 4.2 we make two types of statements. The first, is a statement of consistency conditionally on the selection of a specific model where we require assumptions regarding the probability of selecting the model being sufficiently large. The other is a marginal statement regarding the probability of constructing covering confidence intervals on average across experiments. For ease of exposition we formulate our result to address the case where only a single confidence interval is constructed for each selected model, though it is straightforward to generalize our result to the case where several confidence intervals are constructed.

**Theorem 4.2.** Suppose that conditions (4.1), (4.2), and (4.3) hold, then confidence intervals computed using Procedure 4.3 at a level \( 1 - \alpha \) satisfy

\[
\lim_{n \to \infty} \mathbb{P}(g^{S(\mu)}(\theta) \in CI_B(S(Y))) = 1 - \alpha.
\]

Conditioning on a specific model \( M \), if in addition to the above, assumption (4.4) holds and \( M^c_1 = \emptyset \) then we also have,

\[
\lim_{n \to \infty} \mathbb{P}(g^{M}(\theta) \in CI_B(M) | S(Y) = M) = 1 - \alpha.
\]
Remark 4.2. Distributional assumptions. In our proofs, assumption (4.4) can be replaced by the assumption that there exists a constant $a > 0$ such that,

$$
\lim \inf_{n \to \infty} \mathbb{P}_n(M) \geq a.
$$

This condition holds, for example, if $\delta = 0.5$ and $M$ contains all non-null variables. Conversely, if we are willing to assume that $T_n \sim N(\mu, \Sigma)$, then we only require assumptions (4.2) and (4.3).

4.4.2 Application to regression and data carving

We begin by outlining conditions under which we expect our Conditional Bootstrap to be applicable to inference in regression models. Suppose that we observe $(y_1, X_1), \ldots, (y_n, X_n) \in \mathbb{R} \times \mathbb{R}^p$. We treat $X$ as fixed, or equivalently, conditioned upon. We make the following assumptions,

$$
\lim_{n \to \infty} \frac{\sigma^2}{n} \sum_{i=1}^{n} X_iX_i^T = \Sigma, \quad \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} X_iy_i = \mu, \ a.s.
$$

(4.5)

with $\sigma^2 = \text{Var}(Y_i)$.

Corollary 4.1. Under the assumptions of Theorem 4.2 as well as condition (4.5),

$$
\lim_{n \to \infty} \mathbb{P}(\beta_j^M \in CI_B(M)|M) = 1 - \alpha, \ \forall \ j \in M
$$

and,

$$
\lim_{n \to \infty} \mathbb{E} \left[ |S(Y)|^{-1} \sum_{j \in S(Y)} I \left\{ \beta_j^{S(Y)} \in CI_B(S(Y)) \right\} \right] = 1 - \alpha.
$$

Next we discuss the topic of data carving. Data carving is a term coined by Fithian et al. (2014) referring to the practice of leaving some data out when selecting a model, and then using the left-out data in combination with the information left over from the model selection step to conduct inference. As in Example 4.2 we assume that we assign $m < n$
observation to select a model with,

\[ T_n^S = \frac{1}{m} \sum_{i=1}^{m} X_i y_i, \quad S(Y) = \{|T_{nj}^S| > c_j m^{-\delta}\}, \]

and conduct inference based on a weighted average of \( T_n^S \) and an estimate based on the left out information,

\[ T_n^I = \frac{1}{n-m} \sum_{i=n-m+1}^{n} X_i y_i, \quad T_n = w_S T_n^S + w_I T_n^I, \quad w_S + w_I = 1. \]

Our goal is to approximate to distribution of \( \sqrt{n}(T_n - \mu) \). We propose a procedure for doing so next. Underlying our procedure is the assumption that

\[ \lim_{n \to \infty} \frac{m}{n} = c > 0. \]

**Procedure 4.4. Conditional Bootstrap with Data Carving**

1. Set a thresholding parameter \( s_n \in (0, 1) \).
2. Compute p-values,

\[ p_j = \mathbb{P}_0(|T_{nj}^I| \geq |t_{nj}^I|) \]

3. Set \( \hat{\mu}_j^S = t_{nj}^S \{ p_j \leq s_n \cap j \in M \} \) and \( \hat{\mu}^I = t_{nj}^I \).
4. For \( b \in \{1, \ldots, B\} \) sample,

\[ t^{Sb} \sim T N(\bar{\mu}^S, m^{-1} \Sigma, S(Y) = M), \quad t^{Ib} \sim N(\bar{\mu}^I, (n-m)^{-1} \Sigma), \]

and compute the residuals,

\[ r^b = g'(\bar{\mu}^I) \left[ w_S(t^{Sb} - \bar{\mu}^S) + w_I(t^{Ib} - \bar{\mu}^I) \right]. \]
5. Compute a level $1 - \alpha$ confidence interval:

$$CI_B(S(Y) = M) = (g(t_n) - r_{1-\alpha/2}, g(t_n) - r_{\alpha/2}).$$

Using data carving, we can prove the consistency of our procedure under less stringent conditions because our secondary thresholding procedure no longer relies on conditional p-values.

**Theorem 4.3.** Assume that condition (4.1) holds, as well as,

$$s_n = o(1), \quad \Phi^{-1}(s_n) = o(\sqrt{n-m}), \quad \lim_{n \to \infty} m/n = c > 0.$$ 

Then, confidence intervals constructed based on Procedure 4.4 satisfy,

$$\lim_{n \to \infty} P(g^{S(\mu)}(\mu) \in CI_B(S(Y))) = 1 - \alpha.$$ 

Conditioning on a specific model $M$, if $M_1^c = \emptyset$ then we also have,

$$\lim_{n \to \infty} P(g^{M}(\mu) \in CI_B(M) \mid S(Y) = M) = 1 - \alpha.$$ 

**4.5 Simulation study**

In this section we conduct a simulation study to verify our theoretical findings, as well as to evaluate the finite sample properties of our methodology. We sample covariates $X_1, \ldots, X_{200}$ i.i.d. $N_{100}(0, U)$ where $U_{i,j} = \rho |i-j|$ with $\rho \in \{0, 0.7\}$. We then generate a vector of regression coefficient $\beta$, sampling either 2 or 8 coefficients from the Laplace(1) distribution and setting the rest to zero. We then compute $\mu = X \beta$ and set,

$$\sigma^2 = \frac{Var(\mu)}{snr}$$
for a range of signal to noise ratios $\text{snr} \in \{0.001, 0.004, 0.016, 0.063, 0.25, 1\}$. Finally, we sample $y_i \sim N(X_i \beta, \sigma^2)$ for $i = 1, \ldots, 200$. For each simulated dataset we select the ten variables that have the highest correlation with a response and estimate a joint model. When constructing bootstrap confidence intervals we set the thresholding parameter to $s_n = 0.01/10$. We emphasize that while we use a very conservative thresholding procedure, as in the univariate case, thresholding a mean parameter to zero does not necessarily imply that the confidence intervals for the corresponding covariate will cover zero.

In Section 4.5.1 we assess the coverage rate of the post-selection inference procedures, in Section 4.5.2 we compare the different methods on their ability to detect true signals, and in Section 4.5.3 we assess the size of the resulting confidence intervals.
Figure 4.6: Comparison of power to detect true signals. We plot the power of the different inference methods to detect true signal. In the context of our experiments we define power to detect true signals as the power to reject the null for covariates that have non-zero effects in the full model and were included in the selected model. The naive confidence intervals have the highest power, at the cost of inflated type I error rates. The bootstrap confidence intervals have equivalent or higher power than the polyhedral confidence intervals, except for experiments with autoregressive design and the highest signal to noise ratios.

4.5.1 Assessment of coverage rates

We begin by assessing the coverage rates of the naive, bootstrap and polyhedral confidence intervals. The coverage rates are plotted in Figure 4.5 along with 95% confidence intervals for the estimated coverage rates. Both the polyhedral and the bootstrap methods obtain the desired coverage rates or slightly higher in some settings. The naive confidence intervals have a lower than nominal coverage rate in all simulation settings, and have a lower coverage rate when the design is independent. This can be attributed to the fact that when the design is correlated the selected models are less spurious because null covariates that are highly correlated with the true signals have a high probability of being selected, whereas in the independent design only the true signals have a high probability of being selected.
4.5.2 Assessment of power to detect true signals

Having verified that our proposed inference method obtains the nominal coverage rate in the simulation settings considered, it may be of interest to compare the post-selection inference techniques with respect to their ability to detect true signals. There is some difficulty in defining true signals in selected regression models because if a true signal (in the full model) is left out of the selected model, then its explanatory power may be transferred to null variables that are correlated with it. Thus, we work with narrower definition for power given by

\[
\text{Power} := \frac{|\{j : \{\beta_j \neq 0\} \cap \{j \in M\} \cap \{H_j^M \text{ rejected}\}\}|}{|\{j : \{\beta_j \neq 0\} \cap \{j \in M\}\}|}.
\]

That is, we count the number of full model true signals that were selected and for which we rejected the null hypothesis (a null hypothesis is rejected if a confidence interval does not cover zero). If no true signals are selected in a simulation instance, then we do not include that instance in the power calculation.

We plot the result of our experiment in Figure 4.6. The first detail worth noting is that when the covariates are dependent the selection is less severe because it operates on the highly correlated sufficient statistics \(X^T y\) rather than the regression coefficients. While \(\beta\) is a sparse vector, \(\mu\) is not, meaning that the risk of picking up null covariates is much lower (in the marginal sense). Thus, the difference between the selection adjusted methods and the naive confidence intervals is lower when the covariates are dependent, and the difference between the polyhedral and bootstrap confidence intervals is smaller. The bootstrap confidence intervals have better or equivalent power compared to the polyhedral confidence intervals, with the setting with dependent design and very high signal to noise ratio being the sole exception. The difference between the bootstrap and polyhedral methods is at most 20% for the independent design 10% for the autoregressive design.
4.5.3 Comparing the size of the confidence intervals

Lastly, we compare the selection adjusted confidence intervals with respect to their size. As we discussed in Chapter 2, it is a challenge to quantify the size of the polyhedral confidence intervals, because their expected size is infinity. Thus, we define the ‘typical size’ of the confidence intervals as the median of the median confidence interval size within each simulations. In Figure 4.7 we plot the typical confidence interval sizes relative to the naive, unadjusted confidence intervals. In almost all of the simulations settings the bootstrap confidence intervals are significantly shorter than the polyhedral confidence intervals, with the exception being the setting with high dependence and high signal-to-noise ratio as before. The bootstrap confidence intervals are typically about 40% larger than the naive confidence intervals, and are guaranteed to have a finite size because they are constructed based on
residuals sampled from the truncated normal distribution.

4.6 Discussion

In this work we presented a method for constructing post-selection confidence intervals based on a modified conditional bootstrap approach. The confidence intervals are computed based on the post-selection distribution of the data without any extra conditioning, they are guaranteed to have a finite length and tend to have better power than the polyhedral confidence intervals. In Section 4.4 we outlined conditions under which our method produces consistent confidence intervals. We also proposed a bootstrap approach for inference based on data carving and showed that if an investigator is willing to set aside some data to be used only for inference, then consistency can be guaranteed under milder conditions.

The main drawback of our method is that it is only point-wise consistent even if the data is normally distributed. In contrast, the polyhedral confidence intervals are exact if the data is Gaussian and are otherwise uniformly consistent under certain distributional assumptions (Tibshirani et al., 2015). This issue relates to the result of Leeb and Pötscher (2006) who showed that conditional distributions cannot be approximated in a uniform manner. In order to overcome this drawback we advocated for constructing confidence in a conservative manner, imposing a stringent secondary threshold and setting most of the regression coefficients in the selected model to zero. This proved to be a satisfactory solutions in our simulation study, as the distribution of the bootstrapped residuals tends to be wider for zero valued coefficients. However, in order to give rigorous uniform guarantees we would need to identify specific values of parameters that yield conservative post-selection tests, and that is a difficult problem which we leave for future investigation.
4.A Proof of theorems

4.A.1 Proof of Theorem 4.1

We start by proving the case of $\delta = 0$. When $\delta = 0$, $\lim_{n \to \infty} \mathbb{P}_n(S_n(Y) = M) = \mathbb{P}_n(A_0, A_0^0) > 0$ because $\lim_{n \to \infty} \mathbb{P}_n(A_1^1) = 1$. To see why this is the case, assume without loss of generality that $\mu \geq 0$.

$$
\lim_{n \to \infty} \mathbb{P}_n(A_0^1) \geq \lim_{n \to \infty} \mathbb{P}_n \left( \bigcap_{j \in A_0^1} T_{nj} > \frac{c_j}{\sqrt{n}} \right) = \lim_{n \to \infty} \mathbb{P}_n \left( \bigcap_{j \in A_0^1} \sqrt{n}(T_{nj} - \mu_j) > c_j - \sqrt{n}\mu_j \right)
$$

$$
\geq 1 - \lim_{n \to \infty} \sum_{j \in A_0^1} \mathbb{P}_n \left( \sqrt{n}(T_{nj} - \mu_j) < c_j - \sqrt{n}\mu_j \right) = 1.
$$

Thus,

$$
\lim_{n \to \infty} \sup_{\xi \in \mathbb{R}^k} \left| \mathbb{P}_n(\sqrt{n}(T_n - \mu) < \xi \mid S_n(Y) = M) - \frac{\Phi(\xi; 0, \Sigma)}{\mathbb{P}_n(A_0, A_0^0)} \right| \\
\leq \lim_{n \to \infty} \sup_{\xi \in \mathbb{R}^k} \left| \frac{\mathbb{P}(\sqrt{n}(T_n - \mu) < \xi)}{\mathbb{P}_n(S_n(Y) = M)} - \frac{\Phi(\xi; 0, \Sigma)}{\mathbb{P}_n(S(Y) = M)} \right| + \left| \frac{\Phi(\xi; 0, \Sigma)}{\mathbb{P}_n(S(Y) = M)} - \frac{\Phi(\xi; 0, \Sigma)}{\mathbb{P}_n(A_0, A_0^0)} \right| (4.6)
$$

$$
= 0
$$

The first term in (4.6) converges to zero because of our assumption that $T_n$ has an asymptotic normal distribution and the second term converges to zero because $\lim_{n \to \infty} \mathbb{P}_n(A_1^1) = 1$.

If $\delta \in (0, 0.5)$ then $\mathbb{P}(A_0^0) \to 0$ whenever $M_0 \neq \emptyset$. To see why, suppose there exists an arbitrary index $j$ such that $j \in M$ and $\mu_j = 0$. Then,

$$
\lim_{n \to \infty} \mathbb{P}(S_n(Y) = M) \leq \lim_{n \to \infty} \mathbb{P}(|T_{nj}| > c_j n^{-\delta}) = \lim_{n \to \infty} \mathbb{P}(|\sqrt{n}T_{nj}| > c_j n^{-\delta + 0.5}) (4.7)
$$

$$
\leq \lim_{n \to \infty} \frac{\text{Var}(\sqrt{n}T_{nj})}{c_j^2 n^{2(0.5 - \delta)}} = 0.
$$

If $T_{nj}$ is sub-gaussian with sub-gauss then the rate of decay of $\mathbb{P}_n(S(Y) = M)$ is exponential. This result is obtained by replacing the application of Markov’s inequality in (4.7) by
Chernouf’s bound. Suppose that for all \( n \) and \( j \) there exists a constant \( \sigma_j \) such that

\[
P e^{\lambda(T_{nj} - \mu_j)} \leq e^{\sigma_j^2 \lambda^2}, \quad \forall \lambda \in \mathbb{R}.
\]

Then

\[
P(\sqrt{n}|T_{nj}| > c_j n^{-\delta + 0.5}) \leq 2e^{-\frac{c_j^2 n^{1-2\delta}}{2\sigma_j^2}}.
\]

\[4.1.2 \quad \text{Proof of Lemma 4.1}\]

By Theorem 4.1,

\[
\lim_{n \to \infty} \sup_{\xi \in \mathbb{R}^p} \left| \mathbb{P}(\sqrt{n}(T_n - \mu) < \xi | M) - \frac{\Phi(\xi; 0, \Sigma)}{\mathbb{P}(A_0, A_1^0)} \right| = 0.
\]

Adding and subtracting the limiting truncated distribution we have,

\[
\lim_{n \to \infty} \sup_{\xi \in \mathbb{R}^p} \left| \mathbb{P}(\sqrt{n}(T_n - \mu) < \xi | M) - \mathbb{P}(\sqrt{n}(T_n - \tilde{\mu}) < \xi | M) \right|
\leq o(1) + \lim_{n \to \infty} \sup_{\xi \in \mathbb{R}^p} \left| \mathbb{P}(\sqrt{n}(T_n - \tilde{\mu}) < \xi | M) - \frac{\Phi(\xi; 0, V)}{\mathbb{P}(A_0, A_1^0)} \right|.
\]

So, our goal is to show that \( T_n \) and \( T_n^b \) have the same limiting distribution.

Our first step will be to show that our secondary thresholding is consistent in the sense that it for a large enough sample size it will always threshold null variables to zero and will not threshold non-null with high probability. We start by showing that our method will always threshold null variables to zero. Set \( a_{nj} = \Phi(-c_j n^{-\delta + 0.5}) \). For a false rejection we need,

\[
p_j = \mathbb{P}_0(|T_{nj}| \geq |t_{nj}| \mid j \in M) = \frac{\mathbb{P}_0(|T_{nj}| > |t_{nj}|)}{\mathbb{P}_0(|T_{nj}| \geq c_j n^{-\delta})} \leq \frac{\mathbb{P}_0(\sqrt{n}|T_{nj}| \geq \sigma_j \Phi^{-1}(1 - a_{nj}s_n/2))}{\mathbb{P}(|T_{nj}| \geq c_j n^{-\delta})}.
\]
That is, we need to observe $\sqrt{n}|t_n| \geq \sigma_j \Phi^{-1}(1 - \alpha_n s_n/2)$,

$$
\mathbb{P}_0(\sqrt{n}|T_{nj}| \geq \sigma_j \Phi^{-1}(1 - \alpha_n s_n/2) \mid M) \leq \mathbb{P}_0(\sqrt{n}|T_{nj}| \geq \sigma_j \Phi^{-1}(1 - \alpha_n s_n/2))/\mathbb{P}_n(M)
$$

$$
\leq \mathbb{P}_0(\sqrt{n}|T_{nj}| \geq \sigma_j \Phi^{-1}(1 - \alpha_n s_n/2)) - s_na_{nj} + s_n\mathbb{P}_n(M) = o(1).
$$

Where the last equality is by the Berry-Essen Theorem and assumptions (4.2) and (4.4).

Next, we show that our thresholding method will identify non-nulls with high probability. Suppose that $\mu_j > 0$. Then,

$$
\mathbb{P}(p_j > s_n \mid M) \leq \mathbb{P}(\sqrt{n}T_n \leq \sigma_j \Phi^{-1}(1 - \alpha_n s_n) \mid M)
$$

$$
\leq \frac{\mathbb{P}(\sqrt{n}T_n \leq \sigma_j \Phi^{-1}(1 - \alpha_n s_n))}{\mathbb{P}_n(M)} = \frac{\mathbb{P}(\sqrt{n}(T_n - \mu_j) \leq \sigma_j \Phi^{-1}(1 - \alpha_n s_n) - \sqrt{n}\mu_j)}{\mathbb{P}_n(M)}
$$

$$
\leq \frac{\mathbb{P}(\sigma_j^{-1}\sqrt{n}(T_n - \mu_j) \leq \Phi^{-1}(1 - \alpha_n s_n) - \sigma_j^{-1}\sqrt{n}\mu_j) - \Phi(\Phi^{-1}(1 - \alpha_n s_n) - \sigma_j^{-1}\sqrt{n}\mu_j)]}{\mathbb{P}_n(M)}
$$

$$
+ \frac{\Phi(\Phi^{-1}(1 - \alpha_n s_n) - \sigma_j^{-1}\sqrt{n}\mu_j)}{\mathbb{P}_n(M)} = o(1).
$$

(4.8)

In the last part of (4.8) the first term is $o(1)$ by assumption (4.4) and the Berry-Essen Theorem. We use Chernoff’s bound to show that the second term also decreases in $n$,

$$
\frac{\Phi(\Phi^{-1}(1 - \alpha_n s_n) - \sigma_j^{-1}\sqrt{n}\mu_j)}{\mathbb{P}_n(M)} \leq \frac{1}{\mathbb{P}_n(M)} e^{-\frac{\sigma^2_j\sqrt{n} + \Phi^{-1}(\alpha_n s_n)^2}{2}} = o(1).
$$

A similar result holds for $\mu_j < 0$.

The result follows from the fact that we sample $T_n^b$ from a normal distribution conditional on selection, and the fact that under our bootstrapped distribution,

$$
\lim_{n \to \infty} \mathbb{P}(A_1^1) := \lim_{n \to \infty} \mathbb{P}\left( \bigcap_{j \in M_1} |T_{nj}^b| > c_j n^{-\delta} \right) = 0.
$$
Without loss of generality assume that \( \mu_j > 0 \) for all \( j \in M_1 \). Then,

\[
\lim_{n \to \infty} \mathbb{P} \left( \bigcap_{j \in M_1} |T_{nj}^b| > c_j n^{-\delta} \right) \geq 1 - \sum_{j \in M_1} \mathbb{P}(|T_{nj}^b| \leq c_j n^{-\delta}) \\
\geq \lim_{n \to \infty} 1 - \sum_{j \in M_1} \mathbb{P}(\sqrt{n}(T_{nj}^b - T_n) \leq c_j n^{-\delta} + 0.5 - \sqrt{n}T_n) = 1.
\]

### 4.A.3 Proof of Lemma 4.2

We start by taking a Taylor expansion

\[
\sqrt{n}(g(T_n) - g(\mu)) = \sqrt{n}g'(\mu^*)(T_n - \mu),
\]

where \( \mu^* \) is strictly between \( \mu \) and \( \tilde{\mu} \). By Lemma 4.1 \( \lim_{n \to \infty} \sqrt{n}(T_n - \mu) = D \lim_{n \to \infty} \sqrt{n}(T_n^b - \tilde{\mu}) \). If \( g(\mu) \) is a linear function of \( \mu \) then we are done. If \( g(\mu) \) does not have a constant derivative, then we need to show that \( \tilde{\mu} \) is a consistent estimator of \( \mu \). We first show that \( T_n \) is a consistent estimator of \( \mu \).

\[
\lim_{n \to \infty} \mathbb{P} \left( \bigcup_j |T_{nj} - \mu_j| > \varepsilon | M \right) \leq \lim_{n \to \infty} \frac{\mathbb{P} \left( \bigcup_j |T_{nj} - \mu_j| > \varepsilon \right)}{\mathbb{P}_n(M)} \\
\leq \lim_{n \to \infty} \frac{\sum_{j=1}^p \mathbb{P}(|T_{nj} - \mu_j| > \varepsilon) \mathbb{P}_n(M)}{\mathbb{P}_n(M)} \\
\leq \lim_{n \to \infty} \sum_{j=1}^p \frac{\sigma_j^2}{n \mathbb{P}_n(M) \varepsilon^2} = 0.
\]

The rest follows from the fact our thresholding procedure is guaranteed to identify the zero and non-zero components of \( \tilde{\mu} \) correctly for a large enough sample size, so asymptotically \( \tilde{\mu}_j = T_n \) for \( \mu_j \neq 0 \) and \( \tilde{\mu}_j = 0 \) for \( \mu_j = 0 \).

### 4.A.4 Proof of Theorem 4.2

We begin by showing that under the conditions of the theorem,

\[
\lim_{n \to \infty} \mathbb{P}(g^M(\theta) \in CI_B(M) \mid S(Y) = M) = 1 - \alpha. \quad (4.9)
\]
We construct confidence intervals of the form,
\[
\left[ g(T_n) - \frac{1}{\sqrt{n}} \left( \sqrt{n}g'(\tilde{\mu})(T_n^b - \tilde{\mu}) \right)_{1-\alpha/2}, g(T_n) - \frac{1}{\sqrt{n}} \left( \sqrt{n}g'(\tilde{\mu})(T_n^b - \tilde{\mu}) \right)_{\alpha/2} \right]
\]

The conditional consistency (4.9) holds because by Lemma 4.2,
\[
\sqrt{n}g'(\tilde{\mu})(T_n^b - \tilde{\mu}) \to^D \sqrt{n}(g(T_n) - g(\mu)),
\]
where the convergence is conditional on selection.

For the second part of the theorem, we divide our (finite) set of model \(\mathcal{M}\) into two disjoint sets,
\[
\mathcal{M}_1 = \{ M : \lim_{n \to \infty} \sqrt{n} \mathbb{P}_n(M) = \infty \}, \quad \mathcal{M}_2 = \{ M : \lim_{n \to \infty} \sqrt{n} \mathbb{P}_n(M) = O(1) \}.
\]
So, \(\mathcal{M}_1\) is a set of models that are selected with high probability, \(\mathcal{M}_2\) is a set of model that have a probability of selection that decays to zero fast, and \(\mathcal{M} = \mathcal{M}_1 \cup \mathcal{M}_2\).

\[
\lim_{n \to \infty} \mathbb{P}(g^{S(Y)}(\mu) \in CI_B(S(Y))) = 1 - \alpha.
\]

4.A.5 Proof of Corollary 4.1

The first part of the statement holds by Theorem 4.2, our assumption (4.5), and the fact that \(\beta_j^M\) is a linear function of \(\mu\),
\[
\beta_j^M = ne_j^T(X_M^T X_M)^{-1}\mu.
\]
It is left to show that we cover the selected parameters at a rate of $1 - \alpha$ on average.

$$\lim_{n \to \infty} \mathbb{E} \left[ |S(Y)|^{-1} \sum_{j \in S(Y)} I \left\{ \beta_{j}^{S(Y)} \in CI_{B}(S(Y)) \right\} \right]$$

$$= \lim_{n \to \infty} \mathbb{E} \mathbb{E} \left[ |M|^{-1} \sum_{j \in M} I \left\{ \beta_{j}^{M} \in CI_{B}(M) \right\} \mid M \right]$$

$$= \lim_{n \to \infty} \sum_{M \in \mathcal{M}} |M|^{-1} \sum_{j \in M} \mathbb{P}(\beta_{j}^{M} \in CI_{B}(M) \mid M) \mathbb{P}_{n}(M).$$

Dividing $\mathcal{M}$ into $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ as we have done in the proof of Theorem 4.2,

$$\lim_{n \to \infty} \sum_{M \in \mathcal{M}} |M|^{-1} \sum_{j \in M} \mathbb{P}(\beta_{j}^{M} \in CI_{B}(M) \mid M) \mathbb{P}_{n}(M)$$

$$= \lim_{n \to \infty} \sum_{M \in \mathcal{M}_{1}} |M|^{-1} \sum_{j \in M} \mathbb{P}(\beta_{j}^{M} \in CI_{B}(M) \mid M) \mathbb{P}_{n}(M) + \sum_{M \in \mathcal{M}_{2}} \mathbb{P}_{n}(M) = 1 - \alpha.$$

4.4.6 Proof of Theorem 4.3

Our goal is to approximate the distribution of,

$$T_{n} - \mu = w_{S}(T_{n}^{S} - \mu) + w_{I}(T_{n}^{S} - \mu).$$

(4.10)

The two terms on the righthand side of (4.10) are independent and the second of the two converges to a normal in distribution. The first, converges to a truncated normal as described in Theorem 4.1. So in order to show that our bootstrap distribution converges to the correct truncated distribution we need to show that our thresholding procedure identifies the zero and non-zero coordinates of $\mu$ as we have done in the proof of Lemma 4.1. Here however, our this task is made easier by the fact that our p-values are not conditional. Starting with the null coordinates, suppose that $\mu_{j} = 0$. We threshold $\mu_{j}$ to zero if,

$$\mathbb{P}(\sqrt{n}|T_{n,j}^{I}| < \sigma_{j}\Phi^{-1}(1 - s_{n})) = |\mathbb{P}(\sqrt{n}|T_{n,j}^{I}| < \sigma_{j}\Phi^{-1}(s_{n}))| - (1 - s_{n})| + 1 - s_{n} = 1 + o(1)$$
Similarly for $\mu_j > 0$,

$$\mathbb{P}(\sqrt{n}|T_{nj}^I| < \sigma_j \Phi^{-1}(1 - s_n)) \leq \mathbb{P}(\sqrt{n}(T_{nj}^I - \mu_j) < \sigma_j \Phi^{-1}(1 - s_n) - \sqrt{n}\mu_j) = o(1).$$

The rest follows as in the proof of Lemma 4.1.

Next result we rely on the delta method described in (4.2). Here our residuals can be written as,

$$r^b = w_S g(\tilde{\mu}^I)(T_{n}^{Sb} - \tilde{\mu}^S) + w_I g(\tilde{\mu}^I)(T_{n}^{Ib} - \tilde{\mu}^I). \quad (4.11)$$

In (4.11) the first element converges to the correct distribution by Lemma 4.2, and by the classic delta method,

$$\sqrt{n - m}(g(T_n^I) - g(\mu)) \to^D N(0, g'(\mu)^T \Sigma g'(\mu)),$$

and $\tilde{\mu}^I \to^P \mu$ by the law of large numbers. The rest of the proof follows as in the proof of Theorem 4.2.
Chapter 5

DISCUSSION

5.1 Recap

In this work we explored different approaches for conducting conditional post-selection inference while conditioning on the minimal amount of information required to uniquely identify the selected model. First, we developed a computational framework for computing the conditional maximum likelihood estimator in multivariate problems and showed that it offers improved estimation accuracy over naive unadjusted estimates. Then, in the context of inference following aggregate testing we developed post-selection inference methods with improved power over the commonly used polyhedral lemma. Finally, in the last chapter we developed a modified bootstrap approach aimed at consistently estimating the post-selection distribution of unadjusted post-selection estimates.

While in some ways our methods do obtain the goal we set out for ourselves at the outset, they do leave something to be desired in other ways. A common drawback to all of our methodologies is that they are very computationally intensive and thus, are time consuming to use compared to, for example, techniques based on the polyhedral lemma.

Another difficulty is the fact that conditional inference techniques tend to be application specific: A software package aimed at computing post-selection confidence intervals for the lasso cannot be used to compute confidence intervals for inference after model selection with marginal screening. Exacerbating this issue is the fact that our methods (mostly) require a higher degree of computational aptitude than methods based on the polyhedral lemma because their implementation requires at least some degree of expertise in Monte-Carlo sampling and stochastic optimization. In order for conditional inference techniques to be truly widely applicable, we must develop methods that are flexible and simple to generalize.
for practitioners who do not have a deep expertise in post-selection inference.

Finally, while our aim was to offer alternatives to the polyhedral lemma, the conditional bootstrap is not quite satisfactory as it is only point-wise consistent under classical large sample assumptions. Model selection is often conducted in high-dimensional settings where the number of features is much larger than the number of observations ($p \gg n$), and in such settings it is especially important to make uniform convergence/consistency statements.

We close by briefly describing a few possible avenues of future work.

## 5.2 Future work

### 5.2.1 Most conservative parameterizations

In the previous section we highlighted the importance of making uniform consistency statements. The location non-invariance of the truncated normal distribution makes uniform statements difficult to obtain. Specifically, it is clear by the result of Leeb and Pötscher (2006) that we cannot hope to consistently approximate the post-selection distributions in a uniform manner. As an alternative to uniformly consistent methods, we can attempt to formulate methods that are uniformly conservative. Suppose that we are interested in testing an hypothesis $H_0 : \theta \in \Theta_0^M$ after observing $S(Y) = M$. We say that a parametrization $\tilde{\theta}$ is most conservative parametrization if $\tilde{\theta} \in \Theta_0^M$ and it satisfies,

$$\sup_{\theta \in \Theta_0^M} \mathbb{P}_\theta(\text{Reject } H_0^M | M) \leq \mathbb{P}_{\tilde{\theta}}(\text{Reject } H_0^M | M).$$

In Chapter 3 we showed that for inference after model selection with a Wald test the most conservative parametrization is $\theta = 0$ and for inference following model selection with a linear aggregate test of the form $a^T y < l \cup a^T y > u$ a most conservatives parametrization is any parametrization such that $a^T \theta = (l + u)/2$. However, finding a most conservative parametrization is a difficult problem in general, as the function $\mathbb{P}_\theta(\text{Reject } H_0^M | M)$ is often not convex, and may have multiple local maxima. For example, in the normal means problem if some selected coordinates of $y$ are negatively correlated then the global-null is not the most
conservative parametrization and there exist several local maxima in the neighborhood of the origin.

5.2.2 Profile likelihood based inference

When conducting conditional inference on a distribution parametrized by a univariate parameter, we can construct valid confidence intervals by inverting conditional hypothesis tests

\[ CI(M) = \{ \theta : \alpha/2 < F_{\theta}(y|M) < 1 - \alpha/2 \}. \]

Suppose that instead we are interested in conditionally inferring on a linear function of a multivariate parameter \( \eta^T \theta, \theta \in \Theta \subseteq \mathbb{R}^p \). In such cases test inversion is no longer simple to implement because the conditional CDF \( F_{\theta}(y|M) \) will often depend on the entire vector \( \theta \) and not only on \( \eta^T \theta \). One possible approach to inverting tests in multivariate settings is via a profile likelihood approach. Define,

\[ \tilde{\theta}(a) = \arg \max_{\theta} f_{\theta}(y|M), \quad \text{s.t.} \; \eta^T \theta = a. \]

We can construct confidence intervals of the form,

\[ CI(M) = \{ a : \alpha/2 < F_{\tilde{\theta}(a)}(\eta^T y|M) < 1 - \alpha/2 \}. \]

In preliminary work, this approach has already shown some promise when applied to the problem of inferring on selected regions of interest in fMRI studies, though it remains to be seen if it can be justified theoretically.

5.2.3 The m-out-of-n bootstrap

The m-out-of-n is a modified bootstrap procedure (Bickel and Sakov, 2008) where instead of taking \( n \) samples with replacement from a dataset of \( n \) observations, we take \( m < n \) samples
such that,
\[
\lim_{n \to \infty} \frac{m}{n} = 0.
\]
The m-out-of-n bootstrap is commonly used in situation where the distribution of the non-parametric bootstrap converges to a non-standard or random limit. Post-selection, we expect the m-out-of-n bootstrap to work because it can be shown that sub-sampling the data breaks the dependence induced by the selection.

**Theorem 5.1.** Suppose that \(Y_1, \ldots, Y_n \sim N(\mu, \Sigma)\) are i.i.d., \(S(Y) = S(\bar{Y})\), \(\lim \inf_{n \to \infty} P_n(M) \geq a > 0\), and \(\lim_{n \to \infty} \frac{m}{n} = 0\). Let \(\bar{Y}_m\) be a mean computed based on \(m\) observations sampled out of \(n\). Then,
\[
\sqrt{m}(\bar{Y}_m - \mu) \to^D N(0, \Sigma).
\]

The m-out-of-n bootstrap is an attractive potential solution to the post-selection inference problem because we suspect that it can be applicable in a wide range of problems in a manner that is, at least to some extent, agnostic to the model selection method used and with uniform guarantees.

**Proof of Theorem 5.1**

Suppose that \(y_1, \ldots, y_n \sim N(\mu, \Sigma)\) and that,
\[
S(Y) = S(\bar{Y}), \quad \lim \inf_{n \to \infty} P_n(M) \geq a > 0, \quad \lim_{n \to \infty} \frac{m}{n} = 0
\]

The distribution of \(Y|M\) is the same for any permutation of indexes and so, we can leverage the theory of Weber (1980) on central limit theorems for triangular arrays of exchangeable random variables to prove our result. We will assume without loss of generality that \(y_i\) is univariate because if \(y_i\) is multivariate it will be sufficient to prove the result for any fixed contrast \(c^T y\). Set,
\[
z_i = \frac{y_i - \mu}{\sigma}.
\]
We note that under our conditions \( E(y_i|M) \to \mu \) and \( \text{Var}(y_i|M) \to \sigma^2 \). According to Corollary 2 of Weber (1980) the \( m \) out of \( n \) average converges to a normal if,

1. \( \lim_{n \to \infty} mE(Z_1Z_2|M) = 0 \).

2. \( \lim_{n \to \infty} E(Z_1^2Z_2^2|M) = 1 \).

3. \( \lim_{n \to \infty} E(Z_1^2I\{|Z_1| > \varepsilon \sqrt{n}\} | M) = 0, \forall \varepsilon > 0 \).

Because we assumed \( y \) is gaussian,

\[
E(Z_1Z_2|M) = E[E(Z_1Z_2|z)|M] = O\left(\frac{1}{n}\right),
\]

and so \( mE(Z_1Z_2|M) \to 0 \).

Next we show that the second condition is satisfied.

\[
E(Z_1^2Z_2^2|M) \leq \frac{1}{a},
\]

and so we can apply the dominated convergence theorem to show that,

\[
\lim_{n \to \infty} \int z_1^2z_2^2 f(z_1, z_2) \frac{P(M|z_1, z_2)}{P(M)} dz_1dz_2 = \int z_1^2z_2^2 f(z_1, z_2) \lim_{n \to \infty} \frac{P(M|z_1, z_2)}{P(M)} dz_1dz_2 = 1.
\]

Finally,

\[
\lim_{n \to \infty} E(Z_1^2I\{|Z_1| > \varepsilon \sqrt{n}\} | M) \leq \lim_{n \to \infty} a^{-1} E(Z_1^2I\{|Z_1| > \varepsilon \sqrt{n}\}) = 0,
\]

and the result follows.
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