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Today, Deep Neural Networks (DNNs) can recognize faces, detect objects, and transcribe speech, with (almost) human performance. DNN-based applications have become an important workload for both edge and cloud computing. However, it is challenging to design a DNN serving system that satisfies various constraints such as latency, energy, and cost, and still achieve high efficiency. First, though server-class accelerators provide significant computing power, it is hard to achieve high efficiency and utilization due to limits on batching induced by the latency constraint. Second, resource management is a challenging problem for mobile-cloud applications because DNN inference strains device battery capacities and cloud cost budgets. Third, model optimization allows systems to trade off accuracy for lower computation demand. Yet it introduces a model selection problem regarding which optimized model to use and when to use it.

This dissertation provides techniques to improve the throughput and reduce the cost and energy consumption significantly while meeting all sorts of constraints via better scheduling and resource management algorithms in the serving system. We present the design, implementation, and evaluation of three systems: (a) Nexus, a serving system on a cluster of accelerators in the cloud that includes a batch-aware scheduler and a query analyzer for complex query; (b) MCDNN, an approximation-based execution framework across mobile devices and the cloud that manages resource budgets
proportionally to their frequency of use and systematically trades off accuracy for lower resource use; (c) Sequential specialization that generates and exploits low-cost and high-accuracy models at runtime once it detects temporal locality in the streaming applications. Our evaluation on realistic workloads shows that these systems can achieve significant improvements on cost, accuracy, and utilization.
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Chapter 1

Introduction

Deep Neural Networks (DNNs) have become the dominant approach to solve a variety of computing problems such as handwriting recognition [80], speech recognition [83], and machine translation [119]. In many computer vision tasks such as face [123] and object [59] recognition, deep learning can almost achieve human-level performance. Sophisticated DNN-based applications can be built by composing several DNNs together. For example, an intelligent assistant can incorporate a speech recognition DNN and a text summarization DNN to transcribe the conversation and summarize it as a memo. A traffic monitoring application can use an object detector first to find all cars in the video frame, and then apply a DNN classifier to recognize car make and model as well as extract license plate information.

Although DNNs have been shown to provide excellent performance, they are also known to be computationally intensive. Unlike traditional machine learning algorithms, DNNs require significant amount of computational resources during inference, not just during training. DNN inference routinely consumes hundreds of MB of memory and GFLOPs of computing power [27, 123, 59, 121]. Further, DNN-based applications usually need to execute multiple DNN models to process a single user request. Also, we expect these applications to invoke DNN models frequently, as they usually process high-data rate streams such as video and speech.

In recent years, specialized hardware and accelerators such as GPUs [2], FPGAs [29], and ASICs like TPU [71] have become more common both in the data center as well as on edge devices. Today, modern mobile phones come with mobile GPUs [6, 12] and even specialized chips such as neural engines [116] in iPhone A11/A12 chips and Huawei’s NPU [34]. Though these accelerators lower cost and energy consumption for DNN inference compared to CPU, it is still non-trivial to serve DNN
workloads at peak efficiency.

First, while server-class accelerators provide very high capacity (with the peak FLOPS ratings for modern GPUs exceeding 10 TFLOPS), it is necessary to group inputs into a batch before passing them through the computation in order to reap this enormous computing power. For example, Figure 1.1 compares sustained FLOPS by highly optimized implementations of matrix-vector multiplication ("GEMV") versus matrix-matrix multiplication ("GEMM"), which can be viewed as a batched GEMV operation. In relative terms, GEMM can sustain more than 60× the utilization of GEMV. However, batching increases the latency for each request since all inputs are computed in lockstep and has to be used with care in the context of applications requiring latency-sensitive inferences. This introduces resource allocation and scheduling problem for cloud operators regarding how to distribute DNN workloads onto a cluster of accelerators at high utilization while satisfying the latency requirements.

Second, in the context of edge execution, DNNs strain device batteries even when the devices are equipped with mobile GPUs or custom DNN ASICs. For example, a mobile GPU can provide 290 GOP/s at 10 W, indicating that each operation consumes 34 pJ. Consider a DNN model with 5 billion floating operations per invocation that is invoked 15 times per second. Even a large 3000 mAh mobile phone battery will be drained within less than 5 hours by merely this single model. Further, limited memory capacity could also become a bottleneck for large DNN models or when there is more than
one application performing DNN operations. Nonetheless, the cost of cloud computation is not cheap either. If we target at $10 per client per year, we can get no more than 10 GFLOP/s from EC2 instances. The disparity between the high computation demands of DNNs and the limited resources on mobile devices and cost budgets in cloud leads to a challenging resource management problem — serving system needs to carefully decide where to execute DNNs, mobile device or cloud, before exhausting resource budgets.

Third, machine learning community has been proposing new model architectures with higher accuracy or lower computation demand. For example, Figure 1.2 depicts the accuracy and amount of operations of 20 different models for object classification tasks. In addition, another line of work focuses on model optimization techniques that can reduce memory \[139, 138, 26, 55, 65\] and processing demands \[68, 74, 111\] to any DNN, typically at the expense of some loss in classification accuracy. These techniques help generate a model catalog with a range of accuracy and computation costs for a given task. This provides an opportunity for systems to trade off accuracy and resource use by tackling the model selection problem, i.e., how to achieve the optimal accuracy and performance within the resource budgets and constraints at runtime. Further, given the relevance of the streaming setting in

Figure 1.2: Top-1 accuracy on ImageNet object classification versus number of operations for various models.
DNN workload, it is also possible to generate optimized models on the fly that are specialized to the current temporal context for better accuracy and performance. Hence, the model selection problem has to take into account not only the resource settings but also the inference contexts, and a DNN serving system has to continually generate optimized models and decide whether it is effective to use the specialized models.

The key question this dissertation addresses is how to improve the efficiency — throughput, utilization, and accuracy — of DNN inference while meeting various constraints such as latency, cost budget, energy consumption, and memory capacity. We argue that in order to achieve high efficiency, it is necessary to design a serving system that (a) is aware of the properties of devices, accelerators, and models, including energy budget, memory capacity, and model performance curve with regard to different batch sizes and operators; (b) understands characteristics of DNN models such as their accuracy, energy costs, and execution latency; and (c) tracks the statistics of the workload such as incoming request rates and input distribution.

In this thesis, I built a system suite that optimizes the execution of DNN inference, depicted in \( \text{Figure 1.3} \). It contains three major components.

- Nexus is designed for DNN workload orchestration on a cluster of accelerators in the cloud. It includes techniques for performing resource allocation and scheduling multi-tenant DNN workloads. It improves GPU efficiency and utilization while meeting latency requirements.
• MCDNN considers execution on cloud-backed mobile devices. It manages the available resource budgets for computation, memory, energy, and cloud cost, and it systematically determines which optimized models to use and where to execute them to improve the overall accuracy.

• Sequential specialization is an optimization for streaming applications. It exploits the temporal locality that a small set of objects or persons will be frequently found within a short time period in the context of streams. This optimization reduces the computational cost and execution latency while providing comparable or increased accuracy.

1.1 Nexus

As mentioned above, specialized hardware accelerators for DNNs have emerged in the recent past. Accelerators are specialized to process DNNs orders of magnitude faster and cheaper than CPUs in many cases. However, cost-savings from using them depends critically on operating them at sustained high utilization. In this work, we primarily focus on GPUs, but the same principles can be also applied to other accelerators.

Conceptually, the problem can be thought of sharding inputs coming through a distributed frontend onto DNNs served at “backend” GPUs. Several interacting factors complicate this viewpoint. First, given the size of GPUs, it is often necessary to place different types of networks on the same GPU. It is then important to select and schedule them so as to maximize their combined throughput while satisfying latency bounds. Second, many applications consist of groups of DNNs that feed into each other. It is important to be able to specify these groups and to schedule the execution of the entire group on the cluster so as to maximize performance. Third, as mentioned above, dense linear algebra computations such as DNNs execute much more efficiently when their inputs are batched together. Batching fundamentally complicates scheduling and routing because (a) it benefits from cross-tenant and cross-request coordination and (b) it forces the underlying bin-packing-based scheduling algorithms to incorporate batch size. Fourth, the increasingly common use of transfer learning [41,137] in today’s workloads has led to specialization of networks, where two tasks that
formerly used identical networks now use networks that are only approximately identical. Since batching only works when multiple inputs are applied to the same model in conventional DNN execution systems, the benefits of batching are lost.

Nexus is a cloud serving system for DNN execution on GPU cluster that addresses these problems to attain high execution throughput under latency Service Level Objectives (SLOs). It uses three main techniques to do so. First, it relies on a novel batching-aware scheduler (Section 3.4.1) that performs bin packing when the balls (i.e., DNN tasks) being packed into bins (i.e., GPUs) have variable size, depending on the size of the batch they are in. This schedule specifies the GPUs needed, the distribution of DNNs across them and the order of their execution so as to maximize execution throughput while staying within latency bounds. Second, it allows groups of related DNN invocations to be written as queries and provides automated query optimization to assign optimal batch sizes to the components of the query so as to maximize the overall execution throughput of the query while staying within its latency bounds. Finally, Nexus breaks from orthodoxy and allows batching of parts of networks with different batch sizes. This enables the batched execution of specialized networks.

1.2 MCDNN

Given the relevance of such applications to the mobile setting and the emergence of powerful mobile GPUs [6] and ASICS [116] [34], there is a strong case for executing DNNs on mobile devices. We present a framework, called MCDNN, for executing multiple applications that use large DNNs on (intermittently) cloud-connected mobile devices to process streams of data such as video and speech. We target high-end mobile-GPU-accelerated devices, but our techniques are useful broadly.

We anticipate that in the near future, multiple applications will seek to run multiple DNNs on incoming sensor streams such as video, audio, depth and thermal video. The large number of simultaneous DNNs in operation and the high frequency of their use will strain available resources, even when optimized models are used. We use two insights to address this problem. First, model optimization typically allows a graceful trade-off between accuracy and resource use. Thus, a system could adapt to high workloads by using less accurate variants of optimized models. Second, we adopt two powerful model optimizations for the streaming and multi-model settings: (a) using
sequential specialization to produce light-weight models with low cost and high accuracy, (b) sharing computation of queries from multiple models on the same stream that may have semantic similarity.

We formulate the challenge of adaptively selecting model variants of differing accuracy in order to remain within per-request resource constraints (e.g., memory) and long-term constraints (e.g., energy) while maximizing average classification accuracy as a constrained optimization problem we call Approximate Model Scheduling (AMS). To solve AMS, MCDNN adopts two innovations. First, we generate optimized variants of models by automatically applying a variety of model optimization techniques with different settings. We record accuracy, memory use, execution energy, and execution latency of each variant to form a catalog for each model. Second, we provide a heuristic scheduling algorithm for solving AMS that allocates resources proportionally to their frequency of use and uses the catalog to select the most accurate corresponding model variant.

1.3 Sequential Specialization

It’s quite common that DNN applications receive streaming workloads. Consider the workload of recognizing entities such as objects, people, scenes and activities in every frame of video footage of day-to-day life. In principle, these entities could be drawn from thousands of classes: many of us encounter hundreds to thousands of distinct people, objects, scenes and activities through our life. Over short intervals such as minutes, however, we tend to encounter a very small subset of classes of entities. For instance, a wearable camera may see the same set of objects from our desk at work for an hour. We characterize and exploit such short-term class skew to significantly reduce the latency of classifying video using DNNs.

We measure a diverse set of videos and demonstrate that for many recognition tasks, day-to-day video often exhibits significant short-term skews in class distribution. For instance, that in over 90% of 1-minute windows, at least 90% of objects interacted with by humans belong to a set of 25 or fewer objects. The underlying recognizer, on the other hand, can recognize up to 1000 objects. We show that similar skews hold for faces and scenes in videos.

We then demonstrate that when the class distribution is highly skewed, “specialized” DNNs trained to classify inputs from this distribution can be much more compact than the oracle DNN,
the unoptimized classifier. For instance, we present a DNN that executes 200× fewer FLOPs than VGGFace [100] model, but has comparable accuracy when over 50% of faces come from the same 10 or fewer people. We present similar order-of-magnitude faster specialized CNNs for object and scene recognition.

The key challenges for specialization to work at inference time are (a) how to produce accurate versions of DNNs specialized for particular skews within a short time, (b) how to balance exploration (i.e., using the expensive oracle to estimate the skew) with exploitation (i.e., using a model specialized to the current best available estimate of the skew). We first devise an optimization that only retraining the top layers of models, and thus reduce the training time to a few seconds. Second, we formalize the “bandit”-style sequential decision-making problem as the Oracle Bandit Problem and propose a new exploration/exploitation-based algorithm we dub Windowed $\varepsilon$-Greedy (WEG) to address it.

1.4 Contributions

This dissertation demonstrates that we can improve the throughput and reduce the cost and energy consumption significantly while meeting the relevant constraints (e.g., latency, cost, energy). I explore the design space that ranges from a common optimization for streaming applications that can achieve both high accuracy and low cost, to two end-to-end system designs that can achieve higher throughput and accuracy for two deployment scenarios. I summarize the contributions made in this dissertation as follows.

- design and implementation of a cloud serving system for a cluster of accelerators that is aware of batching characteristics when scheduling both standalone DNN tasks as well as composite or complex DNN jobs;

- a thorough analysis of optimized models regarding the trade-off between accuracy and energy consumption, execution latency, and cost;

- design and implementation of an approximation-based execution framework that systematically chooses optimized models and schedules execution between mobile devices and the
cloud to satisfy resource constraints as well as optimize the overall accuracy;

- demonstrate that specialized models can be much more compact and still achieve high accuracy when the class distribution is highly skewed;

- devise the Windowed \( \varepsilon \)-Greedy algorithm to address the challenge in balancing the exploration that uses an oracle to estimate the underlying distribution associated with incoming streams, and exploitation that uses a specialized model to suit the current distribution.

### 1.5 Organization

The remaining chapters are organized as follows.

- **Chapter 2** presents the background of basic operators in deep neural networks and several classic neural network architectures. We survey various model optimization techniques that can reduce the memory and computation demands of models. This chapter also describes a few DNN application scenarios and surveys related work.

- **Chapter 3** addresses the problem of serving DNNs at sustained high utilization from a cluster of GPUs in a multi-tenant cloud setting. We present the system design of Nexus and batch-aware cluster-scale resource management that performs careful scheduling of GPUs.

- **Chapter 4** considers the DNN inferences on mobile devices that operate in concert with the cloud. We present the design of the MCDNN system that systematically trades off accuracy for resource use and balances the DNN execution between mobile and cloud to satisfy the resource constraints and cost budget.

- **Chapter 5** presents an optimization for streaming applications that trains “specialized” models on the fly using time context information to speed-up DNN inference. We describe the mechanism of how to detect the context changes and when to toggle “specialized” models on and off.

- Finally, **Chapter 6** concludes the dissertation and discusses future work.
Chapter 2

Background

This chapter presents a brief introduction to deep neural networks including the operators used in DNNs and several common model architectures. We then provide a survey of model optimization techniques. Finally, we discuss related work of three systems in this dissertation.

2.1 Deep Neural Networks

Deep neural networks (DNNs) are networks of dense linear algebra operations. Typical inputs to the network (or “model”) include images to be classified, audio snippets to be transcribed, or text to be understood and the outputs are the corresponding answers. Inputs and outputs are typically encoded as dense vectors of floats.

Each operator (or “layer”) in the model is one of a small set of linear algebra operations depicted in Figure 2.1:

- **matrix-vector multiplication (“GEMV”)** (also called fully-connected layer), multiplies input vector $x$ by a weight matrix $W$ of size, e.g., $1024 \times 1024$,

  $$ y = W \cdot x \quad (2.1) $$

- **tensor convolution**, convolves input in 3-D matrix by a set of convolution kernels $W$ of size $K \times K$,

---

1Researchers have proposed other operators, but this set is representative.
Figure 2.1: Four common operators in deep neural networks.

typically $K = 3, 5,$ or $7$:

$$y_{mij} = \sum_{p,q \leq K, n \leq N} W_{mnyx} x_{n(i+p)(j+q)} ,$$  \hspace{1cm} \text{(2.2)}

**pooling**, replaces each element with its local maximum (or average) within a $K \times K$ window ($K = 2$ or $3$), and usually shifts in stride $S = 2$ or $3$:

$$y_{cij} = \max_{p,q \leq K} (x_{c(i+S+p)(j+S+q)}) \hspace{1cm} \text{(2.3)}$$

**activation**, replaces each element with its simple non-linear transform, e.g., ReLU (Rectified Linear Units), sigmoid, tanh, etc. $\sigma$:

$$y_{ij} = \sigma(x_{ij}) \hspace{1cm} \text{(2.4)}$$

The matrix-vector multiplication and convolution layers are parameterized by weight arrays that are learned from training data. The network description is called a model architecture, and the trained network with weights instantiated is a model. Convolutional Neural Networks (CNNs), mostly used in vision tasks, tends to have linear feed-forward structure. For example, \cite{17, 117} but also include directed acyclic graphs (DAGs) \cite{121, 122, 59}. Meanwhile, Recurrent Neural Networks (RNNs), heavily used in natural language processing, have the recurrent graph structures and are fully unrolled over incoming data before execution.

We now explore a few CNN model architectures that are used in the later chapters. These model
architectures are introduced in chronological order. First, Figure 2.2 shows the architecture of LeNet [80], designed by Yann LeCun et al. in 1998. LeNet is used to recognize handwritten digits. It consists of two convolution layers, two pooling layers, and two fully-connected layers. The model is fairly small compared to the rest of models due to the computing power limit at the time. Its total computation cost is 4.6 million FLOPs and contains 0.4 million parameters to be learned.

Alexnet [77], depicted in Figure 2.3 is proposed in 2012 by Alex Krizhevsky et al., and is targeted for object recognition instead of digit recognition. It consists of 5 convolution layers, 2 max pooling layers, and 3 fully-connected layers. This model requires 1.4 billion FLOPs of computation and 61 MB of memory, and achieves 56.6% accuracy over 1000 different object classes.

VGG-Net [117] (Figure 2.4) extends AlexNet design by adding more convolution layers and using smaller kernel sizes. It has four versions with 11, 13, 16, and 19 layers (counting convolution and fully-connected layers). Models with more layers achieve higher accuracy but require more computation (39 GFLOPs in 19 layers) and memory (144 MB in 19 layers), as shown in Figure 1.2.

Continuing the trend of deeper structure, ResNet [59] introduces the skip connection from
Figure 2.4: VGG [117] model architecture (16-layer version in this figure).

Figure 2.5: ResNet [59] model architecture (34-layer version in this figure).

Figure 2.6: Inception [121] model architecture.

previous layers, as shown in [Figure 2.5] This skip connection structure solves the vanishing gradient problem [18, 47] and therefore is able to achieve higher accuracy. The number of layers in ResNet ranges from 18 to 152 layers and can achieve up to 78.3% accuracy.

Inception [121, 122], on the other hand, reduces the amount of computation by using smaller convolution kernel sizes and parallel architecture, depicted in [Figure 2.6] Inception requires 11.5 GFLOPs of computation and 27 MB of memory while achieving 77.5% accuracy.

Deep neural networks go through two phases. During the training phase, the weights and kernels (generically, “parameters”) $W$ are estimated based on a set of desired input-output pairs $(x, y)$, typically using some variant of the gradient descent algorithm. This phase often takes hours to days and many recent systems [35, 28, 56] work has focused on increasing the speed of (distributed) gradient descent.
Once the network is trained, the parameters $W$ are fixed, and the network $N$ can be used for inference: for a given input $x$ (e.g., an image), $N$ is evaluated to compute output (e.g., a list of windows in the image with the name of the person in that window) $y = N(x)$. Evaluating a typical network may require executing several GFLOPs so that for many applications, inference cost is the bulk of the cost of execution.

### 2.2 Model Optimization

Among the four operators described in Section 2.1, matrix-vector products and convolutions typically consume well over 95% of execution time. As a result, recent model optimization techniques for reducing resource use in DNNs have targeted these operators in three main ways:

1. **Matrix/tensor factorization** replaces the weight matrices and convolution kernels by their low-rank approximations. Replacing a size-$M \times M$ weight matrix $W_{M \times M}$ with its singular value decomposition $U_{M \times k} V_{k \times M}$ reduces storage overhead from $M^2$ to $2Mk$ and computational overhead from $M^3$ to $2M^2k$. This can be further extended to factorize higher dimension tensors for convolution. The most recent results have reported reductions of 5.5× in memory use and 2.7× in FLOPs at a loss of 1.7% accuracy for the “AlexNet” model we use for scene recognition and 1.2×, 4.9× and 0.5% for the “VGG16” model we use for object recognition.

2. **Matrix pruning** sparsifies matrices by zeroing very small values, use low-bitwidth representations for remaining non-zero values and use compressed (e.g., Huffman coded) representations for these values. The most recent results have reported 11/8× reduction in model size and 3/5× reduction on FLOPs for AlexNet/VGGNet, while sacrificing essentially no accuracy. However, for instance, sacrificing 2% points of accuracy can improve memory size reduction to 20×.

3. **Quantization** replaces floating-point values by fixed-point values or, to an extreme, binaries. These works can reduce the memory footage by > 30× and number of operations
by 50× at an accuracy loss of around 10%.

4. **Architectural changes** explore the space of model architectures, including varying the number of layers, size of weight matrices including kernels, etc. For instance, VGGNet reduces the number of layers from 19 to 11 results in a drop in accuracy of 4.1% points. Researchers also propose systematical search over the model architectures for targeted accuracy and computation demands, though this approach requires amounts of resources and time to complete.

### 2.3 Related Work

Previous sections give a brief introduction to deep neural networks and model optimization techniques. In this section, we discuss previous work that is related to the three systems in the dissertation.

#### 2.3.1 Nexus

The projects most closely related to Nexus are Clipper and Tensorflow Serving. Clipper is a “prediction serving system” that serves a variety of machine learning models including DNNs, on CPUs and GPUs. Given a request to serve a machine learning task, Clipper selects the type of model to serve it, batches requests, and forwards the batched requests to a backend container. By batching requests, and adapting batch sizes online under a latency SLO, Clipper takes a significant step toward Nexus’s goal of maximizing serving throughput under latency constraints. Clipper also provides approximation and caching services, complementary to Nexus’s focus on executing all requests exactly but efficiently. Tensorflow Serving can be viewed as a variant of Clipper that does not provide approximation and caching, but also has additional machinery for versioning models.

To the basic batched-execution architecture of Clipper, Nexus builds along the dimensions of **scale**, **expressivity**, and **granularity**. These techniques address the challenges and thus reflect Nexus’s focus on executing DNNs on GPUs at high efficiency and scale.

**Scale:** Nexus provides the machinery to scale serving to large, changing workloads. In particular, it automates the allocation of resources (including GPUs) and the placement and scheduling of...
models across allocated resources. It provides a distributed frontend that scales to large numbers of requests, with a work-sharding technique that plays well with batching requests on the back end. These functions are performed on a continuing basis to adapt to workloads, with re-allocation and re-packing structured to cause minimum churn.

**Expressivity:** Nexus provides a query mechanism that (a) allows related DNN execution tasks to be specified jointly, and (b) allows the user to specify the latency SLO just at the whole-query level. Nexus then analyzes the query and allocates latency bounds and batch sizes to constituent DNN tasks so as to maximize the throughput of the whole query.

**Granularity:** Where Clipper limits the granularity of batched execution to whole models, Nexus automatically identifies common *subgraphs* of models and executes them in a batch. This is critical for batching on specialized models, which often share all but the output layer, as described previously. Pretzel [81][82] also tackles the model granularity problem by matching duplicate sub-modules in the database. But they only focus on the benefit of memory preservation and speed-up in model loading but don’t shed light on execution efficiency improvement of the common parts.

Recent work also explores DNN serving systems for application specific workload. Sirius [58] and DjiiNN [57] discuss the designs of warehouse scale computers to efficiently serve voice and vision personal assistant workload, a suite of 7 DNN models. They mainly analyze the performance and total cost of ownership of server designs from the architecture perspective. VideoStorm [142] explores the resource-quality trade-off for video analytics with multi-dimensional configurations such as resolution and sampling rate. While VideoStorm improves performance on quality and lag, the solution is not generally applicable to other applications.

Serving DNNs at scale is similar to other large-scale short-task serving problems. These systems have distributed front ends that dispatch low-latency tasks to queues on the backend servers. Sparrow [99] focuses on dispatch strategies to reduce the delays associated with queuing in such systems. Slicer [11] provides a fast, fault-tolerant service for dividing the back end into shards and load balancing across them. Both systems assume that the backend server allocation and task placement is performed at a higher (application) level, using cluster resource managers such as Mesos [60] or Omega [114]. Nexus shares the philosophy of these systems of having a fast data plane that dispatches
incoming messages from the frontend to backend GPUs and a slower control plane that performs more heavyweight scheduling tasks, such as resource allocation, packing and load balancing. Also, the Nexus global scheduler communicates with cluster resource managers to obtain or release resources.

Much work in the machine learning and systems community has focused on producing faster models. For instance, many model optimization techniques \cite{108, 10, 139} produce faster versions of models, often at small losses in accuracy. Given a variety of models of varying accuracy, they can be combined to maintain high accuracy and performance, using static or dynamic techniques \cite{15, 2, 52, 53, 31}. Nexus views the optimization, selection and combination models as best done by the application, and provides no special support for these functions. On the other hand, once the models to be executed are selected, Nexus will execute them in a fast, efficient manner. Systems such as \cite{35, 86, 33} makes training more scalable via parameter servers. Optimus \cite{102} improves the resource efficiency of a training cluster by using online resource-performance models to predict model convergence time. Gandiva \cite{132} provides time slicing and job migration of training jobs in order to improve GPU utilization. However, Gandiva targets at a more relaxed problem compared to Nexus because it doesn't have latency constraints for training jobs and there is no variation in the incoming inputs each time as training data is available from the beginning.

Beyond machine learning systems, there are considerable related materials from database and big data community regarding query optimization \cite{21, 69} and distributed data analytic systems \cite{36, 67, 40, 97}. Yet most of these systems operate at a coarse time granularity, usually minutes and hours instead of sub-second job latency in Nexus. Streaming query processing systems \cite{8, 7, 41, 96} have a closer setting to Nexus, but have no latency guarantee. Jockey \cite{44} provides latency SLO guarantee by allocating resources based on precomputed statistics and trace from previous execution. It targets for parallel execution in CPUs instead of accelerators and doesn't reason about batching effect. Besides, unlike SQL-like query processing where jobs can start on any server, DNN tasks require to first load model into main memory before processing. However, model loading time is significantly higher than its execution time. Therefore, Nexus plans ahead and pre-loads model before execution starts whereas Jockey decides dynamically.
2.3.2 MCDNN

MCDNN provides shared, efficient infrastructure for mobile-cloud applications that need to process streaming data (especially video) using Deep Neural Networks (DNNs). MCDNN’s main innovation is exploiting the systematic approximation of DNNs toward this goal, both revisiting scheduling to accommodate approximation, and revisiting DNN approximation techniques to exploit stream and application locality.

Recent work in the machine learning community has focused on reducing the overhead of DNN execution. For important models such as speech and object recognition, research teams have spent considerable effort in producing manually optimized versions of individual DNNs that are efficient at run-time \cite{121,111,83}. Several recent efforts in the machine learning community have introduced automated techniques to optimize DNNs, mostly variants of matrix factorization and sparsification to reduce space \cite{139,138,25,54,108} and computational demands \cite{68,111,75,108}. Many of these efforts support the folk wisdom that DNN accuracy can broadly be traded off for resource usage. MCDNN is complementary to these efforts, in that it is agnostic to the particular optimizations used to produce model variants that trade off execution accuracy for resources. Our primary goal is to develop a novel approximating runtime that selects between these variants while obeying various practical resource constraints over the short and long term. In doing so, we further provide both a more comprehensive set of measurements of accuracy-resource trade-offs for DNNs than any we are aware of, and devise two novel DNN optimizations that apply in the streaming and multi-programming settings.

The hardware community has made rapid progress in developing custom application-specific integrated circuits (ASICs) to support DNNs \cite{24,88,27}. We view these efforts as complementary to MCDNN, which can be viewed as a compiler and runtime framework that will benefit most underlying hardware. In particular, we believe that compiler-based automated optimization of DNNs, cross-application sharing of runtime functionality, and approximation-aware stream scheduling will all likely still be relevant and useful whenever (even very efficient) ASICs try to support multi-application, continuous streaming workloads. In the long term, however, it is conceivable that multiple DNNs could be run concurrently and at extremely low power on common client hardware,
making system support less important.

Recent work in the mobile systems community has recognized that moving sensor-processing from the application (or library) level to middleware can help avoid application-level replication. MCDNN may be viewed as an instance of such middleware that is specifically focused on managing DNN-based computation by using new and existing DNN optimizations to derive approximation versus resource-use trade-offs for DNNs, and in providing a scheduler that reasons deeply about these trade-offs. We have recently come to know of work on JouleGuard, that provides operating-system support, based on ideas from reinforcement learning control theory, for trading off energy efficiency for accuracy with guarantees across approximate applications that provide an accuracy/resource-use “knob”. MCDNN is restricted to characterizing (and developing) such “knobs” for DNNs processing streaming workloads in particular. On the other hand, MCDNN schedules to satisfy (on a best-effort basis, with no guarantees) memory use and cloud-dollar constraints in addition to energy. MCDNN’s technical approach derives from the online algorithm community. Understanding better how the two approaches relate is certainly of strong future interest.

Off-loading from mobile device to cloud has long been an option to handle heavyweight computations. Although MCDNN supports both off- and on-loading, its focus is on approximating a specific class of computations (stream processing using DNNs), and on deciding automatically where to best execute them. MCDNN is useful even if model execution is completely on-client. Although we do not currently support split execution of models, criteria used by existing work to determine automatically whether and where to partition computations would be relevant to MCDNN.

Cross-application sharing, has similarities to standard common sub-expression elimination (CSE) or memoization, in that two computations are partially unified to share a set of prefix computations at runtime. Sharing is also similar to “multi-output” DNNs trained by the machine learning community, where related classification tasks share model prefixes and are jointly trained. MCDNN’s innovation may be seen as supporting multi-output DNNs in a modular fashion: different from jointly-trained multi-output models, the “library” model is defined and trained separately from the new model being developed. Only the upper fragment of the new model is trained subsequently. Further, to account for the fact that the (typically expensive) library model may not be available for
sharing at runtime, the MCDNN compiler must train versions that do not assume the presence of a library model, and the MCDNN runtime must use the appropriate variant.

2.3.3 Sequential Specialization

There is a long line of work on cost-sensitive classification, the epitome of which is perhaps the cascaded classification work of Viola and Jones [27]. The essence of this line of work [136, 134] is to treat classification as a sequential process that may exit early if it is confident in its inference, typically by learning sequences that have low cost in expectation over training data. Recent work [84] has even proposed cascading CNNs as we do. All these techniques assume that testing data is i.i.d. (i.e., not sequential), that all training happens before any testing, and rely on skews in training data to capture cost structure. As such, they are not equipped to exploit short-term class skews in test data.

Traditional sequential models such as probabilistic models [130, 38, 103] and Recurrent Neural Networks (RNNs) [40, 73] are aimed at classifying instances that are not independent of each other. Given labeled sequences as training data, these techniques learn more accurate classifiers than those that treat sequence elements as independent. However, to our knowledge, none of these approaches produces classifiers that yield less expensive classification in response to favorable inputs, as we do.

Similar to adaptive cascading, online learning methods [126, 56, 78] customize models at test time. For training, they use labeled data from a sequential stream that typically contains both labeled and unlabeled data. As with adaptive cascading, the test-time cost of incrementally training the model in these systems needs to be low. A fundamental difference in our work is that we make no assumption that our input stream is partly labeled. Instead, we assume the availability of a large, resource-hungry model that we seek to “compress” into a resource-light cascade stage.

Estimating distributions in sequential data and exploiting it is the focus of the multi-armed bandit (MAB) community [13, 79]. The Oracle Bandit Problem (OBP) we define differs from the classic MAB setting in that in MAB the set of arms over which exploration and exploitation happen are the same, whereas in OBP only the oracle “arm” allows exploration whereas specialized models allow exploitation. Capturing the connection between these arms is the heart of the OBP formulation. Our Windowed $\varepsilon$-Greedy algorithm is strongly informed by the use of windows in [46] to handle
non-stationarities and the well-known $\epsilon$-greedy scheme to balance exploration and exploitation. Finally, much recent work has focused on reducing the resource consumption of (convolutional) neural networks \cite{54, 108, 14, 55}. These techniques are oblivious to test-time data skew and are complementary to specialization. We expect that even more pared-down versions of these optimized models will provide good accuracy when specialized at test-time.
Chapter 3

Nexus: Scalable and Efficient DNN Execution on GPU Clusters

This chapter describes a cloud serving system called Nexus that targets to serve Deep Neural Networks (DNNs) efficiently from a cluster of GPUs. In order to realize the promise of very low-cost processing made by accelerators such as GPUs, it is essential to run them at sustained high utilization. Doing so requires cluster-scale resource management that performs detailed scheduling of GPUs, reasoning about groups of DNN invocations that need to be co-scheduled, and moving from the conventional whole-DNN execution model to executing fragments of DNNs. Nexus is a fully implemented system that includes these innovations. On large-scale case studies on 16 GPUs, Nexus shows 1.8-41× better throughput than state-of-the-art systems while staying within latency constraints > 99% of the time.

3.1 Background

Nexus provides efficient and timely cloud-based acceleration of applications that analyze video. Figure 3.1 provides some examples of the applications we target. For instance, a city may have hundreds of traffic cameras, a game streaming site may index tens of thousands of concurrent streams for discovery, a media company may index dozens of live broadcasts, and a home monitoring company may analyze camera feeds from millions of customers. Nexus is designed to support many such users and applications simultaneously, pooling workloads across them to achieve efficiency. Below, we examine the structure of these applications and outline the challenges and opportunities in serving them at scale.
3.1.1 Vision pipelines and DNN-based analysis

At the highest level, a vision-based application aggregates visual information from one or more video streams using custom “business” logic. Each stream is processed using a pipeline similar to that in Figure 3.2. CPU-based code, either on the edge or in the cloud, selects frames from the stream for processing, applies business logic to identify what parts (or windows) of the image need deeper analysis, applies a set of Deep Neural Networks (DNNs) (a query) to these windows, and aggregates the results in an application specific way, often writing to a database. A query may represent a single DNN applied to the window, but often it may represent a sequence of dependent DNN applications, e.g., running an object detector on the window and running a car make/model detector on all sub-windows determined to be cars.

Typically, a stream is sampled a few times a second or minute, and the DNN query should complete execution in tens to hundreds of milliseconds (for “live” applications) or within several hours for (“batch” applications). The execution of DNNs dominates the computation pipeline, and

---

1 Per-device prices for 1000 invocations assuming peak execution rates on on-demand instances of AWS c5.large (Intel AVX 512), p2.xlarge (NVIDIA K80), p3.2xlarge (NVIDIA V100) and GCP Cloud TPU on 9/14/2018.
Figure 3.2: A typical vision processing pipeline. Nexus is designed to provide DNN-based analysis for tens of thousands of streams.

<table>
<thead>
<tr>
<th>Model</th>
<th>CPU lat.</th>
<th>GPU lat.</th>
<th>CPU cost (0.1TF peak)</th>
<th>TPU cost (180TF peak)</th>
<th>GPU cost (125TF peak)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lenet5</td>
<td>6ms</td>
<td>&lt;0.1ms</td>
<td>$0.01</td>
<td>$0.00</td>
<td>$0.00</td>
</tr>
<tr>
<td>VGG7</td>
<td>44</td>
<td>&lt;1</td>
<td>0.13</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>Resnet50</td>
<td>1130</td>
<td>6.2</td>
<td>4.22</td>
<td>0.48</td>
<td>0.12</td>
</tr>
<tr>
<td>Inception</td>
<td>2110</td>
<td>7.0</td>
<td>8.09</td>
<td>0.93</td>
<td>0.23</td>
</tr>
<tr>
<td>Darknet53</td>
<td>7210</td>
<td>26.3</td>
<td>24.74</td>
<td>2.85</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Table 3.1: DNN execution latencies and estimated costs per 1000 invocations. Acceleration may be necessary to meet latency deadlines, but can also be cheaper, given low cost/TFLOPS (written TF above).

the cost of executing them dominates the cost of the vision service. Nexus provides a standalone service that implements the DNN-based analysis stage for vision pipelines.

3.1.2 Accelerators and the challenge of utilizing them

As Table 3.1 shows, a key to minimizing the cost of executing DNNs is the use of specialized accelerators such as GPUs and TPUs (Tensor Processing Units, essentially specialized ASICs), which are highly optimized to execute the dense linear algebra computations that comprise DNN models. The table shows the execution latency and the dollar cost of 1000 invocations for a few common models on CPUs and GPUs. Execution times on CPUs can be orders of magnitude slower than that on GPUs. For many applications, therefore, latency constraints alone may dictate GPU-accelerated execution.

Perhaps more fundamentally, GPUs and TPUs promise much lower cost per operation than even highly accelerated CPUs: Table 3.1 lower-bounds the cost of executing a model by assuming that
models can be executed at peak speed on each platform. Even compared to state of the art CPUs, accelerators can yield a cost advantage of up to $9 \times$ (for TPUs) and $34 \times$ (for GPUs). On the other hand, accelerators have extremely high computational capacity (e.g., 125 TFLOPS for the NVIDIA V100). To realize their cost savings, it is critical to sustain high utilization of this capacity. Sustaining high utilization is hard, however. For instance, the LeNet model of Table 3.1 consumes 20 MOPs to run, implying that a single V100 would require $125 \text{ TFLOPS} \div 20 \text{ MOPs} = 6.25\text{M inputs/second}$ to run at full utilization!

No single stream, or even most applications, can yield such rates. By aggregating inputs across streams, Nexus is designed to funnel adequate work to each accelerator. However, as we discuss next, having “enough” work is not sufficient to achieve high utilization: it is important to group the right type of work in the right place.

3.1.3 Placing, packing and batching DNNs

DNNs are networks of dense linear algebra operations (e.g., matrix multiplication and convolution), called layers or kernels. Networks are also called models. By default, the GPU simply executes the kernels presented to it in the order received. The kernels themselves are often computationally
intensive, requiring MFLOPs to GFLOPs to execute, and range in size from one MB to hundreds of MBs. These facts have important implications for GPU utilization.

First, loading models into memory can cost hundreds of milliseconds to seconds. When serving DNNs at high volume, therefore, it is usually essential to place the DNN on a particular GPU by pre-loading it on to GPU memory and then re-using it across many subsequent invocations. Placement brings with it the traditional problems of efficient packing. Which models should be co-located on each GPU, and how should they be scheduled to minimize mutual interference?

Second, it is well known that processor utilization achieved by kernels depends critically upon batching, i.e., grouping input matrices into higher-dimensional ones before applying custom “batched” implementations of the kernels. Intuitively, batching allows kernels to avoid stalling on memory accesses by operating on each loaded input many more times than without batching. As Figure 3.3 shows, batching can improve the throughput of model execution significantly, e.g., improvements of 2.5-24× for batch sizes of 8-64 for the VGG and LeNet models relative to batch size 1, with intermediate gains for other models. Although batching increases execution latency, it usually stays within application-level bounds.

Although batching is critical for utilization, it complicates many parts of the system design. Perhaps most fundamentally, the algorithm for packing models on GPUs needs to change because the resource quantum used on each input is “squishy”, i.e., it varies with the size of the batch within which that input executes. Further, the latency of execution also depends on the batch size. This new version of bin packing, which we dub squishy bin packing, needs to reason explicitly about batching (Section 3.4.1). Batching also complicates query processing. If a certain latency SLO (Service Level Objective) is allocated to the query as a whole, the system needs to partition the latency across the DNN invocations that comprise the query so that each latency split allows efficient batched execution of the related DNN invocation (Section 3.4.2). We call this complex query scheduling.

Finally, batching is conventionally only feasible when the same model is invoked with different inputs. For instance, we expect many applications to use the same well-known, generally applicable, models (e.g., Resnet50 for object recognition). However, the generality of these models comes at the price of higher resource use. It has become common practice [94, 48] to use smaller models
specialized (using “transfer learning”) to the few objects, faces, etc. relevant to an application by altering (“re-training”) just the output layers of the models. Since such customization destroys the uniformity required by conventional batching, making specialized models play well with batching is often critical to efficiency.

3.2 Examples

In this section, we use two simple examples to explain the optimization problems associated with scheduling DNN workloads from Section 3.1.3 The first example explores squishy bin packing, and the second, scheduling complex queries.

3.2.1 Squishy bin packing

Consider a workload that consists of three different types of jobs that invoke different DNN models. Let the desired latency SLOs for jobs invoking models A, B, and C be 200ms, 250ms, and 250ms, respectively. Table 3.2 provides the batch execution latency and throughput at different batch sizes (i.e., the “batching profile”) for each model.

We first explore the most basic scenario where all three types of jobs are associated with high request rates so that multiple GPUs are required to handle each job type. To maximize GPU efficiency, we need to choose the largest possible batch size while still meeting the latency SLO. We note that the batch execution cost for a given job type cannot exceed half of the job’s latency SLO; a request that missed being scheduled with a batch would be executed as part of the next batch, and its latency would be twice the batch execution cost. For example, the latency SLO of job 1 has 200 ms, so the maximum batch size that job 1 can use is 16, according to Table 3.2. Therefore, the maximum throughput that job 1 can achieve on a single GPU is 160 reqs/sec, and the number of GPUs to be allocated for job 1 should be \( r_1/160 \), where \( r_1 \) is the request rate of job 1. Similarly, the number of GPUs for job 2 and 3 should be \( r_2/128 \) and \( r_3/128 \), where \( r_2 \) and \( r_3 \) are the request rates for jobs 2 and 3 respectively. Figure 3.4a depicts the desired schedules for the three types of jobs.

We next consider a situation where the request rates for the jobs are not high and each job requires only a fraction of a GPU’s computing power. In this case, the scheduler needs to consolidate multiple
Table 3.2: Batching profiles for models used in the example. Batch Lat is the latency for processing a batch.

<table>
<thead>
<tr>
<th>Model</th>
<th>Batch size</th>
<th>Batch lat. (ms)</th>
<th>Throughput (reqs/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4</td>
<td>50</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>75</td>
<td>107</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>100</td>
<td>160</td>
</tr>
<tr>
<td>B</td>
<td>4</td>
<td>50</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>90</td>
<td>89</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>125</td>
<td>128</td>
</tr>
<tr>
<td>C</td>
<td>4</td>
<td>60</td>
<td>66.7</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>95</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>125</td>
<td>128</td>
</tr>
</tbody>
</table>

types of DNN tasks onto the same GPU to optimize resource utilization. Consider a workload where job 1 receives 64 reqs/sec, and jobs 2 and 3 receive 32 reqs/sec. We consider schedules wherein one or more model types are assigned to each GPU. A GPU then executes batches of different types of jobs in a round robin manner, and it cycles through the different model types over a time period that we refer to as the duty cycle. The worst case latency for a job is no longer twice the batch execution cost but rather the sum of the duty cycle and the batch execution cost for that job type.

Given this setup, we observe that we can schedule model A in batches of 8 as part of a duty cycle of 125ms; the resulting throughput is the desired rate of 64 reqs/sec, the batch execution cost for 8 tasks is 75ms, and the worst case execution delay of 200ms matches the latency SLO (see Figure 3.4b). We then check whether the GPU has sufficient slack to accommodate jobs associated with models B or C. Within a duty cycle of 125ms, we would need to execute 4 tasks of either B or C to meet the desired rate of 32 reqs/sec. The batch execution cost of 4 model B tasks is 50ms, which can fit into the residual slack in the duty cycle. On the other hand, a batch of 4 model C tasks would incur 60ms and cannot be scheduled inside the duty cycle. Further, the worst case latency for model B is the sum of the duty cycle and its own batch execution cycle, 175ms (= 125 + 50), which is lower than its latency SLO 250ms. Thus, it is possible to co-locate models A and B on the same GPU, but not model C.

We now make a few observations regarding the scenario discussed above and why the associated optimization problem cannot be addressed directly by known scheduling algorithms. First, unlike
vanilla bin-packing that would pack fixed-size balls into bins, here the tasks incur lower costs when multiples tasks of the same type are squished together into a GPU. Second, in addition to the capacity constraints associated with the computing and/or memory capabilities associated with a GPU, there are also latency constraints in generating a valid schedule. Third, there are many degrees of freedom in generating a valid schedule. The batch sizes associated with different model executions is not only a function of the request rate but also of the duty cycle in which the batch is embedded. In Section 3.4.1, we describe how to extend traditional algorithms to accommodate these extra considerations.

---

Table 3.3: This table shows the batch execution latency and throughput of model X and Y used in the example query.

<table>
<thead>
<tr>
<th>Model</th>
<th>Batch Latency (ms)</th>
<th>Throughput (reqs/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>40</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>250</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>300</td>
</tr>
<tr>
<td>Y</td>
<td>40</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>500</td>
</tr>
</tbody>
</table>
Latency budget | Avg Throughput (reqs/s) |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha = 0.1$</td>
</tr>
<tr>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>60</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 3.4: This table shows the average throughput with three latency split plans for varying $\alpha$.

3.2.2 Complex query scheduling

In the previous example, we considered simple applications that use only one model, but, in practice, applications usually comprise of dependent computations of multiple DNN models. For example, a common pattern is a detection and recognition pipeline that first detects certain objects from the image and then recognizes each object. The developer will specify a latency SLO for the entire query, but since the system would host and execute the constituent models on different nodes, it would have to automatically derive latency SLOs for the invoked models and derive schedules that meet these latency SLOs. We discussed the latter issue in the previous example, and we now focus on the former issue.

Consider a basic query that executes model X and feeds the output of X to model Y, as shown in Figure 3.5. Suppose we have a 100ms latency budget for processing this query, and supposed that every invocation of X yields $\alpha$ outputs (on average). When $\alpha < 1$, model X operates as a filter; when $\alpha = 1$, model X basically maps an input to an output; when $\alpha > 1$, model X yields multiple outputs from an input (e.g., detection of multiple objects within a frame).

Assume that Table 3.3 depicts the batch execution latency and throughput of models X and Y. The system has to decide what latency SLOs it has to enforce on each of the two types of models such that the overall latency is within 100ms and the GPU utilization of the query as a whole is maximized. For the purpose of this example, we consider a limited set of latency split plans for models X and Y: (a) 40ms and 60ms, (b) 50ms and 50ms, (c) 60ms and 40ms. It would appear that plan (a) should work best since the sum of the throughputs is largest among the three plans, but a closer examination reveals some interesting details.

For workloads involving a large number of requests, let us assume that $p$ and $q$ GPUs execute
model X and Y, respectively. We then have \( \alpha \cdot p \cdot T_X = q \cdot T_Y \), where \( T_X \) and \( T_Y \) are throughputs of models X and Y, such that the pipeline won’t be bottlenecked by any model. We define the average throughput as the pipeline throughput divided by the total number of GPUs, which is \( p \cdot T_X / (p + q) \). We evaluate the average throughputs for the three latency split plans with \( \alpha = 0.1, 1, 10 \). Table 3.4 shows that each of the three split plans achieves the best performance for different \( \alpha \) values. In fact, there is no universal best split: it depends on \( \alpha \), which can vary over time.

We learn two lessons from this example. First latency split for complex query makes an impact on overall efficiency, and it is necessary to understand model batch performance and workload statistics to make the best decision. Second, latency split should not be static but rather adapted over time in accordance with the latest workload distribution. Section 3.4.2 describes how analysis tool in Nexus automatically and continually derives latency splits for complex queries.

### 3.3 System Overview

Figure 3.6 provides an overview of Nexus. Nexus works on three planes. The **management** plane allows developers to ingest and deploy applications and models, at a timescale of hours to weeks. The **control** plane, via the global scheduler, is responsible for resource allocation and scheduling at a typical timescale of seconds to minutes. The **data** plane, comprised of in-application Nexus library instances and backend modules (together, the Nexus runtime), dispatches and executes user requests at the timescale of milliseconds to seconds. The global scheduler interacts with the underlying cluster resource manager (e.g., Mesos \[60\], Azure Scale Sets \[95\]) to acquire CPUs/GPUs for the frontend/backend. A load balancer (not shown) from the underlying cluster spreads user requests across Nexus’s distributed frontend. We sketch the three planes.

**Management plane**: Developers may ingest models and applications to Nexus. Models are stored in a **model database** and may be accompanied by either a sample data set or a batching profile (see Table 3.2). Nexus uses the sample dataset, if available, to derive a batching profile. Otherwise, the profile is updated at runtime based on user requests. Applications are containers whose entry points invoke Nexus’s App API (Figure 3.7), which will be discussed later. Developers store application
containers in cluster-provided container repositories and may instruct Nexus to ingest a container, at which point it is loaded from the repository onto a frontend CPU.

**Control plane:** The global scheduler is a cluster-wide resource manager that uses load and usage statistics from the runtime. It uses this profile to add or remove frontend and backend nodes from the cluster, invokes the *epoch scheduler* to decide which models to execute and at what batch size, and which backend to place the models on so as to balance load and maximize utilization. Multiple models may be mapped onto a single backend, albeit with an execution schedule that ensures they do not interfere as in Section 3.2.1. The mapping from models to backends where they are to be executed is captured in a *routing table* that is broadcast to frontends. The matching execution schedule for each backend is captured in a *schedule* that is communicated to backends. On receiving a routing table, frontends update their current routing table. On receiving a schedule, backends load appropriate models into GPU memory and set their execution schedule.
class ModelHandler:
    # Async RPC, executes the model on remote backends, 
    # and returns an output handler immediately 
    def Execute(self, input_data, output_fields)

class App:
    # Sends load model request to global scheduler, 
    # and returns a ModelHandler 
    def GetModelHandler(self, framework, model_name, version)
    # Implemented by developer
    def Setup(self)
    # Implemented by developer
    def Process(self, request)

Figure 3.7: Nexus application API.

Allocation, scheduling, and routing updates happen at the granularity of an epoch, typically 30-60s, although a new epoch can also be triggered by large changes in workload. Epoch scheduling involves the following:

- Produce an updated split of the latency SLO based on $\alpha$ values estimated from the latest profile (see Section 3.4.2).
- Combine two or more models that share a prefix and latency SLO into a new prefix-batched model.
- Perform profile-guided squishy bin packing to allocate the GPU resources for each model. (Section 3.4.1 has details).

Data plane: When a user request comes into (a replica of) an application container, the application invokes DNNs via the Execute method from the Nexus Library. The library consults the local routing table to find a suitable backend for that model, dispatches the request to the backend, and delivers responses back to the application. The application is responsible for packaging and delivering the end-result of the query to the user. A backend module uses multiple threads to queue requests from various frontends, selects and executes models on these inputs in batched mode according to the current schedule, and sends back the results to frontends. It can utilize one or more GPUs on a given node, with each GPU managed by a GPU scheduler that schedules tasks on it.
```python
class GameApp(App):
    def Setup(self):
        self.lenet_model = self.GetModelHandler("caffe2", "lenet", 1)
        self.obj_model = self.GetModelHandler("tensorflow", "resnet", 1)
    
    def Process(self, request):
        ret1 = self.lenet_model.Execute(request.image, ["digit"])
        ret2 = self.obj_model.Execute(request.image, ["name"])  
        return Reply(request.user_id, [ret1["name"], ret2["name"]])
```

Figure 3.8: Application example of live game streaming analysis.

### 3.3.1 Nexus API

Figure 3.7 defines the programming interface of Nexus. App class is the base class to be extended for an application. It contains an API called `GetModelHandler`, which sends a load model request to the global scheduler with framework, model name, and model version specified by developers. After global scheduler confirms that model is loaded at some backends, it then returns a `ModelHandler` object. `ModelHandler` provides only one API, `Execute`, given the input data and desired output fields. `Execute` function sends the request to one of the backends that load this model. Inside it performs load balancing according to the routing table. `Execute` function returns an output future immediately without waiting for the reply from backends. The program will be blocked and forced to synchronize only when it tries to access the data in the output future. This allows multiple requests to be executed in remote backends in parallel when they don’t have dependencies between each other.

There are two functions in the App class that need to be implemented by developers: `Setup` and `Process`. Developers specify models to be loaded in the `Setup` function. `Process`, otherwise, contains the processing logic for the application. `Setup` is invoked once when the application is launched, whereas `Process` is invoked every time when it receives a new user request.

Figure 3.8 shows a simple application example that analyzes each frame from live game streaming. It uses two models, LeNet [80] to recognize digits and ResNet [59] to recognize icons and objects in the frame. Note that these two models use different frameworks. Thanks to Nexus API abstraction, developers can easily adopt models from different frameworks without worrying about model
class TrafficApp(App):
    def Setup(self):
        self.detection = self.GetModelHandler("tensorflow", "ssd_mobilenet", 1)
        self.car_rec = self.GetModelHandler("caffe2", "googlenet_car", 1)
        self.face_rec = self.GetModelHandler("caffe2", "vgg_face", 1)
    def Process(self, request):
        persons, car_models = [], []
        for rec in self.detection.Execute(request.image):
            if rec["class"] == "person":
                persons.append(self.face_rec.Execute(request.image[rec["rect"]]))
            elif rec["class"] == "car":
                cars.append(self.car_rec.Execute(request.image[rec["rect"]]))
        return Reply(request.user_id, persons, cars)

Figure 3.9: Traffic monitoring application example.

transformation. In the Process function, because there is no dependency between ret1 and ret2, the request to LeNet and ResNet will execute in parallel. The program won’t reply to the client until both return values are received.

Figure 3.9 presents a more complicated application, which includes a complex query. It aims to recognize the make and model of vehicles and identification of pedestrians in each frame from traffic cameras. It first invokes SSD [89] to detect objects and pedestrians from images. For every detected person and car, it then invokes face recognition model and car recognition model respectively. The number of requests sent to face and car recognition model is variable, depending on the input image.

These two examples demonstrate that it’s very easy to develop and deploy an application on Nexus. The APIs are quite simple yet expressive enough to write all sorts of applications. More importantly, the complexity of DNN execution, routing, load balancing, and scaling are hidden behind these APIs and managed by Nexus system. Therefore, developers don’t need to take care of those issues.

3.4 Global Scheduler

We now describe the algorithms used by the global scheduler as part of its epoch scheduling. The goal of the global scheduler is to minimize the number of GPUs allocated to processing the workload without violating latency SLOs. This problem is NP-hard (see proof at Appendix A). We devise the algorithm by extending the classic bin packing greedy strategy. We present the algorithms in three
steps. First, we consider the case of scheduling streams of individual DNN task requests, given their expected arrival rates and latency SLOs (akin to the example discussed in Section 3.2.1). We then consider how to schedule streams of more complex queries/jobs that invoke multiple DNN tasks (similar to the example discussed in Section 3.2.2).

### 3.4.1 Scheduling streams of individual DNN tasks

We now consider scheduling streams of individual DNN tasks and build upon the discussion we presented in Section 3.2.1. The scheduler identifies for each cluster node the models hosted by the node would serve and the target serving throughputs for those models such that the schedule is computationally feasible and does not violate the latency SLOs. As discussed earlier, the scheduling problem has the structure of the bin-packing problem [19], but the solution is harder as different batching thresholds incur different per-task costs and different co-locations of model types on a node result in different worst-case model execution latencies. The “squishiness” of tasks and the need to meet latency SLOs are the considerations that we address in the algorithm presented below.

**Inputs and Notation:** The scheduling algorithm is provided with the following inputs.

- It is provided the request rate of invocations for a given model at a given latency SLO. We refer to the requests for a given model and latency SLO as a *session*. Note that a *session* would correspond to classification requests from different users and possibly different applications that invoke the model at a given latency constraint. Table 3.5 describes the notation used below. Formally, a session $S_i$ specifies a model $M_{k_i}$ and a latency SLO $L_i$, and there is a request rate $R_i$ associated with it.

---

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_k$</td>
<td>DNN model $k$</td>
</tr>
<tr>
<td>$S_i$</td>
<td>Session $i$</td>
</tr>
<tr>
<td>$L_i$</td>
<td>Latency constraint for session $S_i$</td>
</tr>
<tr>
<td>$R_i$</td>
<td>Request rate for session $S_i$</td>
</tr>
<tr>
<td>$\ell_k(b)$</td>
<td>Execution cost for $M_k$ and batch size $b$</td>
</tr>
</tbody>
</table>

Table 3.5: Notation for GPU scheduling problem.
The algorithm is also provided with the execution costs of different models at varying batch sizes. The latency of executing a set of $M_k$ invocation of size $b$ is referred to as $\ell_k(b)$. We assume that throughput is non-decreasing with regard to batch size $b$.

**Scheduling Overview:** The scheduler allocates one or more sessions to each GPU and specifies their corresponding target batch sizes. Each GPU node $n$ is then expected to cycle through the sessions allocated to it, execute invocations of each model in batched mode, and complete one entire cycle of batched executions within a *duty cycle* of $d_n$. For sessions that have a sufficient number of user requests, one or more GPU nodes are allocated to a single session to execute model invocations. The algorithm described below computes the residual workload for such sessions after allocating an integral number of GPUs and then attempts to perform bin packing with the remaining sessions. For the bin packing process, the scheduler inspects each session in isolation and computes the largest batch size and the corresponding duty cycle for the executing GPU in order to meet the throughput and SLO needs. The intuition behind choosing the largest batch size is to have an initial schedule wherein the GPU operates at the highest efficiency. This initial schedule, however, isn’t cost effective as it assumes that each GPU is running just one session within its duty cycle, so the algorithm then attempts to merge multiple sessions within a GPU’s duty cycle. In doing so, it should not violate the latency SLOs, so we require the merging process to only reduce the duty cycle of the combined allocation. The algorithm considers sessions in decreasing order of associated work and merges them into existing duty cycles that have the highest allocations, thus following the design principle behind the best-fit decreasing technique for traditional bin packing.

**Details:** We now describe the global scheduling algorithm for a given workload (which is also depicted in Algorithm 3.1).

Consider a session $S_i$ that uses model $M_{k_i}$ and has latency constraint $L_i$. We first consider executing the model $M_{k_i}$ solely in one GPU (Line 1-7 in Algorithm 3.1). Suppose the batch size is $b$, execution latency of model $M_{k_i}$ is $\ell_{k_i}(b)$, and the worst case latency for any given request is $2\ell_{k_i}(b)$, as we explained in Section 3.2.1. Denote batch size $B_i$ as the maximum value for all $b$ that holds the constraint $2\ell_{k_i}(b) \leq L_i$. Therefore, the maximal throughput, denoted by $T_i$, of model $M_{k_i}$ with
Algorithm 3.1 Global Scheduling Algorithm

GLOBALSCHEDULE(Sessions)
1: residue_loads ← {}  
2: for $S_i = (M_{k_i}, L_i, R_i)$ in Sessions do  
3:    $B_i ← \text{argmax}_b(2\ell_k(b) \leq L_i)$  
4:    $T_i ← B_i/\ell_k(B_i)$  
5:    let $R_i = n \cdot T_i + r_i$  
6:    assign $n$ GPU nodes to execute $M_{k_i}$ with batch $B_i$  
7:    residue_loads ← residue_loads @$(M_{k_i}, L_i, r_i)$  
8: for $(M_{k_i}, L_i, r_i)$ in residue_loads do  
9:    $b_i ← \text{argmax}_b(\ell_k(b) + b/r_i \leq L_i)$  
10:   $d_i ← b_i/r_i$  
11:   $\text{occ}_i ← \ell_k(b_i)/d_i$  
12: sort residue_loads by $\text{occ}_i$ in descending order  
13: nodes ← {}  
14: for $(M_{k_i}, L_i, r_i, b_i, d_i, \text{occ}_i)$ in residue_loads do  
15:    max_occ ← 0  
16:    max_node ← NULL  
17:    for $n = (b, d, \text{occ})$ in nodes do  
18:       $n' ← \text{MERGENODES}(n, (b_i, d_i, \text{occ}_i))$  
19:       if $n' \neq NULL$ and $n'.\text{occ} > \text{max_occ}$ then  
20:          max_occ ← $n'.\text{occ}$  
21:          max_node ← $n'$  
22:    if max_node = NULL then  
23:       replace max_node for its original node in nodes  
24:    else  
25:       nodes ← nodes @$(b_i, d_i, \text{occ}_i)$
Figure 3.10: Process of merging two nodes. Use the smaller duty cycle as new duty cycle for both nodes. Update the batch size accordingly and re-estimates the batch execution latency. If sum of exec latency doesn't exceed new duty cycle, two nodes can be merged into one.

latency constraint $L_i$ on a single GPU is $B_i / \ell_{k_i}(B_i)$. The number of GPU nodes we allocate to execute just $S_i$ requests is $n = \lfloor R_i / T_i \rfloor$. Note that $n = 0$ for sessions that don't have sufficient requests to utilize an entire GPU.

As a consequence, there will be a residual unallocated load for session $S_i$ after taking into account this allocated load. The next phase assigns this residual load to one other node in the system (Line 8-11 in Algorithm 3.1). Denote $r_i = R_i - n \cdot T_i$ as the request rate of residue load. Suppose we execute the residual load with batch size $b$, the duty cycle for gathering $b$ inputs $d$ is $b / r_i$. Then, the worst case latency is $d + \ell_{k_i}(b)$. Therefore, we have the constraint:

$$d + \ell_{k_i}(b) = b / r_i + \ell_{k_i}(b) \leq L_i$$

We begin residual load scheduling by choosing for session $S_i$ with residual load $r_i$ the maximum batch size $b_i$ that satisfies the above constraint. Correspondingly duty cycle $d$ is also at its maximal value. Note that this batch size maximizes GPU efficiency for the given latency constraint due to the following argument. Denote occupancy ($occ$) as the fraction of the duty cycle $d$ occupied by $S_i$’s residual load invocations: $occ_i(b) = \ell_{k_i}(b) / d$. 
Next, we start to merge these fractional nodes into fewer nodes (Lines 12-25 in Algorithm 3.1). This part resembles the classic bin packing algorithm that first sorts sessions by decreasing occupancy and merges two nodes onto a single node by best fit. The primary difference is how to determine whether two nodes can be merged such that all sessions won’t violate their latency SLOs. Figure 3.10 depicts the process to merge two nodes. Suppose we have two sessions \( S_1 \) and \( S_2 \), with request rates \( r_1 \) and \( r_2 \), assigned batch sizes \( b_1 \) and \( b_2 \), and duty cycles \( d_1 \) and \( d_2 \). We use \( d = \min(d_1, d_2) \) as the new duty cycle since \( d_i \) is the maximum duty cycle allowed for each session. Without loss of generality, we assume \( d = d_2 \). We then use \( b'_1 = d \cdot r_1 \leq b_1 \) as the new batch size for executing session \( S_1 \). Note that the worst-case latency of requests in session \( S_1 \) now becomes \( d + \ell_{k_1}(b'_1) \leq d_1 + \ell_{k_1}(b_1) \leq L_i \), and we won’t violate the latency constraint for \( S_1 \) by this adjustment. If \( \ell_{k_1}(b'_1) + \ell_{k_2}(b_2) \leq d \) and memory capacity permits, a single node can handle the computation of both \( S_1 \) and \( S_2 \), and we allocate these two sessions to the same node. While the above discussion considers merging two sessions, the underlying principle generalizes to the situation where a session is merged with a set of sessions executing on a given node.

Finally, we extend the algorithm to be incremental across epochs, thus minimizing the movement of models across nodes. If the overall workload decreases, the scheduler attempts to move sessions from the least utilized backends to other backends. If a backend no longer executes any session, the scheduler reclaims this backend and relinquishes it to the cluster manager. If workload increases such that a backend becomes overloaded, we evict the cheapest sessions on this backend until it is no longer overloaded. We then perform bin packing again to place these evicted sessions to other backends.

### 3.4.2 Scheduling Complex Queries

We now present the query analysis algorithm that operates on dataflow representations of application queries in order to determine the latency SLO splits for the constituent models. The output of this analysis is given as input to the scheduling algorithm of Section 3.4.1 that works with individual models.

The query analysis algorithm extracts the dataflow representations from the application code.
Figure 3.11: Dataflow representations of two example applications.

(e.g., the left one depicted in Figure 3.11) and then compute the stage number of each constituent model as the maximum depth of the model invocation with respect to the input. For example, in Figure 3.11a both the LeNet and ResNet models have a stage number of 1, and in Figure 3.11b the SSD model is at stage 1 while the face and car recognition models are in stage 2. Models at the same stage will share the same latency SLO.

In addition, we also collect profiling information from the runtime execution of the query. For each edge in the dependency graph $M_i \rightarrow M_j$, the frontends collect information regarding how many instances of $M_j$ is invoked by a single $M_i$ instance. This information is reported to the global scheduler, which aggregates the information.

We now define the optimization objective for the analysis. Suppose there are $k$ models in the query, $M_i (1 \leq i \leq k)$ and that $M_i$ is associated with a latency SLO of $L_i$, with models at the same stage having the same SLO. Further, for a dependency edge $M_i \rightarrow M_j$, let $\alpha_{ij}$ indicate the number of times $M_j$ is invoked by an instance of $M_i$. Also, let $N_i$ be the number of GPUs allocated for model $M_i$. Then, we have the constraint that $\alpha_{ij} N_i T_i(L_i) = N_j T_j(L_j)$, where $T_i$ is the max throughput of model $M_i$ given the latency SLO $L_i$. Given these constraints and the target throughput associated with the top-level model, we can compute the GPU allocations for a latency split plan. We then
Figure 3.12: Compare the percent of requests that miss their deadlines under three batching policies with uniform and poisson workload. The model used in two experiments is Inception [121] with latency SLO 100ms, and the mean request rates for both workload are 1300 requests/sec.

choose the latency split plan that minimizes $\sum N_i$. For queries with only a few stages, the analysis tool just uses brute force to scan all possible splits and return the best; otherwise, it uses simulated annealing [42] to search for the best latency SLO split plan within time limit.

3.5 Runtime

In this section, we briefly describe some of the runtime mechanisms that control the execution of DNN tasks on Nexus frontend and backend nodes. Adaptive batching and GPU multiplexing describe how backend servers handle fluctuant incoming workload and support for multiple models on single GPU. We then compare a few load balancing policies used in frontend servers.

3.5.1 Adaptive Batching

During the serving, it’s unlikely that a backend receives the same number of requests as expected batch size at each round of execution, due to either the variation of workload or imperfect load balancing. It’s necessary for backends to adjust batch sizes when it receives fewer or more requests than expected batch size. To systematically study this problem, we explore three batching policies
from more conservative policy to more aggressive policy:

- Earliest first: ensures the earliest request in the queue to be processed within its latency SLO. Therefore, the max allowable batch size should be the batch size of which execution time is not longer than the left time budget of the earliest request. This is also the policy used in Clipper [31].

- Sliding window: uses a sliding window of the batch size specified by the global scheduler to scan through the queue. It stops at the first request that won't exceed its deadline under such batch size and drops earlier requests.

- Maximal window: similar to sliding window, but selects maximal possible window size, regardless of the suggested batch size by the global scheduler, such that the batch execution time won't exceed any deadline of requests in the batch, and drops the others.

To compare these three policies, we use simulation and evaluate the percent of requests that miss its deadline under the same workload. We use Inception [121] model with latency SLO 100ms, and send the requests at the mean rate of 1300 reqs/sec. We generate workload using uniform and Poisson distribution. Figure 3.12 depicts the miss deadline rate of three policies mentioned above. We can see that earliest first policy performs best under uniform workload because it is the most conservative policy and prioritizes to not drop requests while sliding window and maximal window policies aim for higher efficiency and throughput and therefore could drop requests prematurely. However, under Poisson distribution, earliest first policy misses the deadline for 73% of requests, significantly higher than sliding window policy (1.3%) and maximal window policy (1.7%).

To understand why earliest first policy performs so bad, we take a closer look by plotting the batch sizes used at each round by these three policies, shown in Figure 3.13. It reveals that earliest first policy uses very small batch sizes after first a few rounds since it needs to guarantee the earliest request not to exceed its deadline. This leads to low efficiency on GPU and therefore low throughput and higher miss rate. On the other hand, maximal window policy constantly uses batch sizes larger than the suggested batch size and is too aggressive to drop requests that could have been served
within its deadline. Thus we are seeing higher miss rate of maximal window policy than that of sliding window policy on both workloads. So in Nexus, we use sliding window policy as our adaptive batching policy.

3.5.2 GPU Multiplexing

DNN frameworks provide no specific support for the concurrent execution of multiple models. For example, if two models that share a GPU execute in two processes or containers, they will independently issue requests to execute layers to the underlying GPU (DNN libraries typically require models to be presented as individual layers as execution kernels). The GPU runtime will typically serve these requests in first-come-first-served fashion, usually resulting in an arbitrary interleaving of the layers from the two models. The interleaving increases the execution latency of both models and makes it hard to predict the latency. Instead, Nexus manages the execution of all models, so it is able to pick batch sizes and execution schedules for all models in a round-robin fashion to make sure each model abide by their latency SLOs.
Another important observation is that transfer learning [41, 37] adapts a model from one dataset to another or from one task to another by only re-training last one or a few layers. DNN frameworks assume that if models differ in any layer, they cannot be executed in a batched fashion at all. However, in the common setting of model specialization, several models may differ only by their output layer. Batching the execution of all but the output layer can yield substantial batching gains. Nexus automatically recognizes models that have common prefixes, and splits the models into “common prefix” and “different suffix” parts. Backend executes the common parts in a batched manner and different suffix parts sequentially to complete execution.

3.5.3 Load balancing

Load balancing is important to achieve high efficiency in Nexus because of batch execution at the backends. If frontends send more requests than expected batch size to a backend, the exceeded requests need to wait for one round of batch execution before they get executed, and therefore are likely to violate their latency SLOs. On the other hand, if frontends send fewer requests than desired batch size, it will result in lower efficiency since batch size becomes smaller. In essence, frontends need to forward requests to backends according to their desired batch sizes within a very short time of period, usually within tens or hundreds ms. This problem becomes more challenging when the desired batch size is small, due to large models or tight latency SLO, as it leaves less room for imperfect load balancing.

We consider three load balancing mechanism: (a) centralized frontend that sends a batch to backend each time such that batch size suits the best; (b) similar to Sparrow [99], samples two random choices of backend and forwards the request to the backend with shorter queue; (c) randomly selects a backend based on its throughput. In the implementation of two random choices mechanism, we cache the queue sizes at frontend for 10ms to avoid too much overhead by querying backends. We compare these three mechanisms with one frontend server and four backend servers serving SSD model [89]. Table 3.6 lists the desired batch sizes under each latency SLOs and maximum throughput achieved using different load balancing mechanism. We can see that when latency SLO and batch size is small, weighted random algorithms perform significantly worse than centralized frontend due to
Table 3.6: Compare the throughput among three load balancing policies for SSD model with different latency SLOs.

<table>
<thead>
<tr>
<th>Latency SLO (ms)</th>
<th>Batch size</th>
<th>Mechanism</th>
<th>Throughput (req/s)</th>
<th>Relative Throughput (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>3</td>
<td>Centralized</td>
<td>142</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Two choices</td>
<td>123</td>
<td>86.6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Weighted random</td>
<td>109</td>
<td>76.8%</td>
</tr>
<tr>
<td>400</td>
<td>7</td>
<td>Centralized</td>
<td>191</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Two choices</td>
<td>190</td>
<td>99.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Weighted random</td>
<td>171</td>
<td>89.5%</td>
</tr>
<tr>
<td>600</td>
<td>11</td>
<td>Centralized</td>
<td>204</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Two choices</td>
<td>204</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Weighted random</td>
<td>194</td>
<td>95.1%</td>
</tr>
</tbody>
</table>

unbalanced load within a short time. Two choices mechanism also falls short of centralized frontend under batch size 3. This is mostly caused by using stale backend queue sizes from cache, but this overhead becomes negligible when latency SLO becomes larger. Centralized frontend consistently achieves the highest throughput among the three. However, it is nontrivial to extend such design to a distributed version. Therefore, frontend may become the bottleneck when throughput is very high. We leave the extension to the future work. Overall, we implement all three load balancing mechanisms in Nexus, and use two choices by default.

3.6 Evaluation

We implemented Nexus in C++ with 10k lines of code. Nexus supports the execution of models trained by various frameworks including Caffe [70], Caffe2 [43], Tensorflow [9], and Darknet [109]. Nexus can be deployed in a cluster using Docker Swarm [39] or Kubernetes [49].

To evaluate Nexus, we first use two case studies of real-world applications to compare the end-to-end performance against Clipper and Tensorflow serving (denoted as TF serving below). We then perform a set of experiments to quantify the performance gains of each optimization feature in Nexus. The experiments are performed on a cluster of 16 Nvidia GTX 1080Ti GPUs.
3.6.1 Methodology

For any system and any given workload, we measure the maximum request processing rate such that 99% of the requests are served within their latency SLOs and refer to this measurement as the system’s maximum throughput. This metric reflects the GPU efficiency that a system can achieve on a given workload.

Note that neither Clipper nor TF serving provides a cluster-wide solution. We provide a batch-oblivious scheduler as a baseline for both Clipper and Tensorflow serving. It works as follows. We first profile the maximum throughput achieved by Clipper or TF serving on a single node for a given model and latency SLO. GPU shares for each model session is calculated to be proportional to its request rate and inversely proportional to the maximum model throughput measured in the previous step. We then use a greedy algorithm to allocate models to GPUs according to their GPU shares. For complex queries, since Clipper and TF serving does not provide functionality for analyzing query performance, we evenly split the latency SLO across the different stages and use this latency split plan in our profiling step. We also use the following node-level configurations to instantiate Clipper and TF serving.

- **Clipper:** Clipper encapsulates each model in a docker container. If the batch-oblivious resource allocator assigns multiple models to a single GPU, we just launch multiple docker containers on this GPU. The Clipper frontend provides a load balancing mechanism. Therefore, we rely on Clipper to load balance requests to multiple replicas of a model.

- **TF serving:** We cannot specify a latency SLO in TF serving. Instead, we pick a maximum batch size for each model based on its profile, so that TF serving doesn’t violate its latency SLO. TF serving doesn’t provide a frontend to load balance the requests to the replicas either. We therefore built a frontend for TF serving and dispatched the requests to backends according to the mapping generated by the resource allocator.
Figure 3.14: Compare the throughput of Nexus, Clipper, and TF serving for 20 live game analysis applications on 16 GPUs. “Nexus batch oblivious” measures throughput of Nexus which uses batch-oblivious scheduler. “Nexus no prefix batch” basically disables prefix batching in Nexus.

3.6.2 Case Study

3.6.2.1 Live Game Analysis

In this case study, we evaluate the application that analyzes frames from live game streams. On each frame, we invoke LeNet \[80\] 6 times to recognize digits and ResNet-50 \[59\] once to recognize the icon. ResNet is specialized to each game by re-training the last layer of the model, while all games share the same LeNet. We include 20 games in the case study, and consider a latency SLO of 50ms. Each game receives a different number of concurrent streams. The popularity of 20 games follow the Zipf-0.9 distribution. We perform this experiment on 16 GPUs. During the experiment, we noticed that both Clipper and TF serving performs poorly when the query invokes the tiny LeNet model, as the batch-oblivious scheduler allocates too many GPUs for LeNet. Therefore, we also evaluated Clipper and TF serving on a modified game application that does not invoke LeNet but rather uses all 16 GPUs for ResNet.

Figure 3.14 depicts the total throughput of 20 games using Clipper, TF serving, and Nexus. We include two variants of Nexus to tease out the benefits obtained from some of our techniques: (a) a variant of Nexus that disables prefix batching and uses the batch-oblivious scheduler to perform resource allocation, and (b) a variant of Nexus that disables prefix batching. Overall, Nexus achieves
Figure 3.15: Throughput for traffic analysis applications of Clipper, TF serving, and Nexus on 16 GPUs for workload of daytime and nighttime.

21× and 41× the throughput compared to TF serving and Clipper respectively on the original game application. Moreover, TF serving and Clipper can process only 3-4 times fewer requests even after we remove LeNet from the application. Comparing across different Nexus variants, our global scheduler achieves 27% higher throughput compared to the batch-oblivious scheduler, and prefix batching bumps up throughput by an extra 16%.

3.6.2.2 Traffic Monitoring

The traffic monitoring application analyzes live video streams from many traffic cameras. It first detects objects using SSD [89] and recognizes the make and model of cars and faces using GoogleNet-car [135] and VGG-Face [101], respectively. Figure 3.9 shows the query code for the traffic app. The latency SLO of this query is 400ms. We measure the throughput for this application using traffic feeds obtained during both daytime and nighttime. Figure 3.15 shows that Nexus achieves 1.8× (day) and 2.9× (night) throughput compared to TF serving, and 4.4× (day) and 2.2× (night) throughput compared to Clipper. Nexus is able to adapt the latency split for the SSD model from 302ms during daytime to 345ms at night because fewer cars and pedestrians appear in the frames. Therefore, we see a greater increase in throughput of Nexus at night than that of TF serving.
Figure 3.16: Compare the throughput when having multiple models on a single GPU among Clipper, TensorFlow Serving, Nexus variant which executes models in parallel (Nexus-parallel), and standard Nexus, which executes models in round-robin manner. (a) compares the throughput of Inception models under different number of models on one GPU where latency SLO is 100ms. (b) compares the throughput of Inception models under different latency SLO when there are 3 models on one GPU. (c) compares the throughput of different model architecture where latency SLO is 100ms and 3 models on one GPU.

3.6.3 Microbenchmark

We perform several microbenchmarks to evaluate the throughput improvement for each feature used in Nexus.
3.6.3.1 Single GPU performance

On a single GPU, we compare the performance of Nexus, Clipper, and Tensorflow Serving for supporting multiple models on a single GPU. In addition, Nexus performs prefix batching when it detects different DNN models share common prefix to further improve the throughput.

**GPU Multiplexing.** Figure 3.16 compares the throughput when executing multiple models on a single GPU. Three factors affect the performance of GPU multiplexing: number of models that share the GPU, latency SLO of models, and the model architecture. By default, we use the Inception [121] model, latency SLO of 100ms, and deploy 3 models on the same GPU. We include one variant of Nexus in this experiment, denoted as Nexus-parallel, which executes models in parallel to quantify how much GPU interference affects the throughput. Figure 3.16a compares the throughput ranging from 2 models to 5 models on one GPU. The results show that Nexus achieves 10%–30% higher throughput than Nexus-parallel. Interference becomes more severe when more models contend on the same GPU. Figure 3.16b compares the throughput while varying the latency SLO from 50ms to 200ms. When latency SLO becomes higher, Nexus-parallel tends to achieve higher throughput relatively because there is more slack to tolerate interference. We also repeat the experiment for other model architectures including SqueezeNet [66], ResNet-50 [59], and VGG-16 [117] (shown in Figure 3.16c). We observe that larger models tend to suffer more from interference.

Nexus achieves 1.4–2.1× throughput compared to TF serving, and 1.9–9.8× throughput compared to Clipper on a single GPU. Because Clipper executes a model in a docker container and there is no coordination mechanism among containers, Clipper suffers from interference between models. We can see that Clipper’s throughput reduces significantly when more models are allocated on the same GPU or the latency SLO becomes more restricted. TF serving executes multiple models in a round robin way, same as Nexus. But TF serving doesn't overlap the pre- and post-processing in CPU with model execution in GPU. TF serving also waits for a target batch size to be filled up until a timeout. Both cause the GPU to be idle and correspondingly harms the throughput.

**Prefix Batching.** Figure 3.17 evaluates prefix batching against executing the models separately on one GPU. Figure 3.17a depicts the throughput improvement by varying the number of Inception
Figure 3.17: Compare the throughput improvement of batching the common prefix of model variants against running these models separately on one GPU. (a) and (b) both use Inception model. (a) compares throughput improvement for different number of models that share common prefix with latency SLO 100ms, whereas (b) compares throughput improvement under different latency SLO when 3 models share prefix. (c) shows the throughput improvement for different model architecture under 100ms latency SLO for 3, 5, and 10 models that share prefix.

model variants that differ only in the last layer and with a latency SLO 100ms. It shows that prefix batching improves the throughput by up to 125%. Prefix batching primarily benefits from using a larger batch size for the common prefix; otherwise, models are executed at much smaller batch sizes when more models are multiplexed on to a GPU. Similarly, when latency SLO becomes smaller, prefix batching provides more throughput gains, as shown in Figure 3.17b. Figure 3.17c applies prefix batching on different model architectures when there are 3, 5, and 10 models. Prefix batching doesn’t
Figure 3.18: Evaluate the overhead and memory use of prefix batching for VGG-16 varying suffix lengths. $k$-FC means that suffix contains last $k$ fully-connected layers. (a) Throughput of prefix batching for different number of models and suffix length. (b) Memory footage of prefix batching with regard to number of models and suffix length. Black line shows the memory use without prefix batching.

improve the throughput for SqueezeNet when there are 3 or 5 model variants, because it is a much smaller model, and they are able to saturate GPU efficiency even without prefix batching. For other settings, prefix batching improves throughput by up to 3x.

Note that as prefix batching executes different suffixes of model variants sequentially, it introduces certain overheads if the suffix includes heavy-weight computations. Figure 3.18a shows the throughput of prefix-batched models varying the length of the suffix from the last layer to three fully-connected layers and varying the number of models. When the suffix contains no more than two fully-connected layers, execution of suffixes imposes less than 5% overhead even with 10 models. But, because the third from last layer is quite heavy-weight, we can see that prefix batching only achieves 72% of throughput for 10 models compared to no prefix batching. Another benefit brought by prefix batching is memory savings since we only need to allocate one copy for the common prefix. Figure 3.18b reveals that the memory use of prefix batching grows sub-linearly with the number of models, whereas the GPU runs out of memory at 8 models without prefix batching.
3.6.3.2 Resource Allocation on Multiple GPUs

We now compare the global scheduler in Nexus against batch-oblivious scheduler. We measure the throughput of standard Nexus and Nexus using batch-oblivious scheduler as baseline. Both need to allocate 16 sessions on 8 GPUs under 5 scenarios: (a) 16 Inception or ResNet models with mixed SLOs ranging from 50ms to 200ms, (b) 16 Inception or ResNet models with mixed request rates following Zipf-0.9 distribution, (c) 8 different model architectures, each associated with two SLOs, 50ms and 100ms. Figure 3.19 depicts the relative throughput of standard Nexus with regard to baseline. Nexus outperforms baseline by 11–64% because our global scheduler is aware of “squishy” performance of batch execution while the batch-oblivious scheduler is prone to overloading a backend by placing excessive workload.

3.6.3.3 Complex Query

To evaluate the performance gain of the query analyzer, we compare the throughput of Nexus with and without the query analyzer. The baseline simply splits the latency SLO evenly across the various stages in the query. The query includes two stages: (a) first stage executes SSD, and then (b) invokes Inception model for $\alpha$ times. The experiment is performed on 8 GPUs. We vary the latency SLO.
Figure 3.20: Compare the throughput between Nexus with and without query analyzer. The query in this experiment includes two models, SSD and Inception. We vary the latency SLO and $\alpha$ in the query, where $\alpha$ indicates the number of times Inception is invoked by SSD.

From 300ms to 500ms and choose $\alpha$ to be 0.1, 1, and 10. Figure 3.20 shows that Nexus with the query analyzer achieves 13–55% higher throughput than the baseline.

To further understand the benefit of query analyzer, we analyze another complex query that uses SSD in the first stage and VGG-Face in the second stage. We fix the latency SLO to 400ms and $\alpha = 1$, and explore a wide range of latency split plans, while query analyzer outputs the allocation plan of 345ms for SSD and 55ms for VGG-Face. The experiments are measured on 8 GPUs. Figure 3.21 demonstrates that query analyzer is able to find the best latency allocation strategy as it achieves the highest throughput.

### 3.6.4 Large-scale deployment with changing workload

We deploy Nexus on a cluster of 64 GTX 1080Ti GPUs and run 10 applications with mixed models and latency SLOs for 15 minutes with changing workload. Figure 3.22 demonstrates that Nexus is able to scale up when workload increases, and consolidate workload and recycle GPUs when workload decreases while maintaining high good rate (percent of requests that are served within latency SLO) for all applications.
Figure 3.21: Explore different latency split plans for SSD and VGG-Face query where query latency SLO is 400ms and $\alpha = 1$. $A/B$ indicates that latency SLO for SSD and VGG-Face are $A$ms and $B$ms respectively. Best split plan 345/55 is generated by query analyzer.

### 3.7 Conclusion

We proposed a scalable and efficient system design for serving Deep Neural Network (DNN) applications. Instead of serving the entire application in an opaque CPU-based container with models embedded in it, which leads to sub-optimal GPU utilization, our system operates directly on models and GPUs. This design enables several optimizations in batching and allows more efficient resource allocation. Our system is fully implemented, in C++ and evaluation shows that Nexus can achieve $1.4-41 \times$ more throughput relative to state-of-the-art baselines while staying within latency constraints (achieving a “good rate”) $> 99\%$ of the time.
Figure 3.22: Changing workload of 10 applications over time on 64 GPUs. Top row shows the request rates over the time. Middle row shows the number of GPUs allocated to application. Bottom row shows the good rate, percent of requests that are served within latency SLO.
Chapter 4

MCDNN: Approximation-Based Execution Framework for Mobile-Cloud Environment

In this chapter, we consider DNN serving system in a different serving scenario — cloud-backed mobile devices. The computational demands of DNNs are high enough that, without careful resource management, such applications strain device battery, wireless data, and cloud cost budgets. We pose the corresponding resource management problem, which we call Approximate Model Scheduling, as one of serving a stream of heterogeneous (i.e., solving multiple classification problems) requests under resource constraints. We present the design and implementation of an optimizing compiler and runtime scheduler to address this problem. Going beyond traditional resource allocators, we allow each request to be served approximately, by systematically trading off DNN classification accuracy for resource use, and remotely, by reasoning about on-device/cloud execution trade-offs. To inform the resource allocator, we characterize how several common DNNs, when subjected to state-of-the-art optimizations, trade off accuracy for resource use such as memory, computation, and energy. The heterogeneous streaming setting is a novel one for DNN execution, and we introduce two new and powerful DNN optimizations that exploit it. Using the challenging continuous mobile vision domain as a case study, we show that our techniques yield significant reductions in resource usage and perform effectively over a broad range of operating conditions.

4.1 Background

Continuous mobile vision (CMV) refers to the setting in which a user wears a device that includes a continuously-on (we target ten hours of continuous operation) camera that covers their field of view [50, 104, 124, 106, 15]. The device is often a custom wearable such as Google Glass, but possibly
just a mobile phone in a pocket. Video footage from the camera is analyzed, typically in real time, using computer vision techniques to infer information relevant to the user. While current systems are research efforts aimed at key niche applications such as cognitive assistance for the elderly and navigational assistance for the blind, in the near future we anticipate a multi-programming setting aimed at the general consumer, where multiple applications issue distinct queries simultaneously on the incoming stream. For example, various applications may need to recognize what the wearer eats, who they interact with, what objects they are handling as part of a task, the affect of the people they interact with and the attributes of the place they are in. In this section, we introduce the resources involved in such a system and motivate careful resource management via controlling the overhead of Deep Neural Network (DNN) execution.

Video processing itself usually involves some combination of detecting regions of interest in each frame (e.g., faces, pedestrians or objects), tracking the trajectory of detected regions across time and recognizing the detailed identities and attributes of these regions (e.g., recognizing the identity
of people and objects interacted with). Although traditionally detection and tracking have been performed with relatively lightweight algorithms, state-of-the-art variants of these are switching to Deep Neural Networks (DNNs) [85, 76]. More recent work has begun to integrate detection and recognition using DNNs [110]. Since detection and tracking computations are expected to be performed frequently (e.g., a few times a second), we expect DNNs to be applied several times to many of the video frames. We therefore view DNN execution as the bulk of modern vision computation.

Figure 4.1 sketches the architecture of a state-of-the-art mobile/cloud Continuous Mobile Vision (CMV) system. The two main physical components are a battery-powered mobile device (typically some combination of a phone and a wearable) and powered computing infrastructure (some combination of a cloudlet and the deep cloud). The camera on the wearable device must usually capture a large field of view at high resolution and moderate frame rate. A resolution of 4k (4096×2160 pixels) at 15 frames per second is not unreasonable[1] drawing 90mW from a modern imager.

Consider performing all vision in the cloud, a “pure off-loading” architecture. For high-resolution video, spending 0.5W on compression and 0.7-1W on wireless offload is conservative, yielding a total average power draw of 1.3 to 1.6W for imaging, compression and communication. A realistic 100× compression yields a 16Mbps stream (= 4096×2160×15×1.5×8, using the 1.5 byte-per-pixel YUV representation), or roughly 2.1TB per month at 10 hours usage per day. Finally, we assume a conservative 1 DNN application per frame (we expect that, in practice, applications may run multiple DNNs on incoming frames). Additionally assuming a conservative 100ms execution latency (we have measured 300-2000ms latencies for models commonly in use) for a DNN on a single CPU, keeping up with 15-30fps will require at least 1.5-3 cores, and often many times more.

In comparison, a large 3Ah mobile phone battery of today yields roughly 1.2W over 10 hours. Further, today’s consumer mobile plans cap data use at 10GB per month. Finally, continuous use of the required cores will cost roughly $150-300 per year[2] more realistic workloads could easily be 10 times as costly. Offloading all data for cloud-processing using maximally accurate DNNs would

---

1 Better vertical coverage (e.g., 4096×4096 pixels total) would be preferable, perhaps from two standard high-resolution imagers.

2 Assuming a 3-year upfront lease on a C4.large machine from Amazon EC2. GPU-based costs are at least as high.
thus probably only be practical in usages with a large dedicated wearable battery, lightly subscribed WiFi connection (thus limiting mobility) and substantial cloud budget. One path to reducing these resource demands is to reduce the amount of data transmitted by executing “more lightweight” DNN calculations (e.g. detection and tracking) on the device and only transmitting heavier calculations (e.g., recognition) to the cloud. Once at the cloud, reducing the overhead of (DNN) computations can support more modest cloud budgets.

Now consider performing vision computations on the device. Such local computation may be necessary during the inevitable disconnections from the cloud, or just preferable in order to reduce data transmission power and compute overhead. For simplicity, let us focus on the former (“purely local”) case. Video encoding and communication overhead would now be replaced (at least partially) by computational overhead. Given mobile CPU execution speeds (several seconds of execution latency for standard DNNs), we focus on using mobile GPUs such as the NVIDIA Tegra K1, which supports 300GFLOPS peak at a 10W whole-system-wide power draw. We time DNN execution on the K1 to take 100ms (for the “AlexNet” object recognition model) to 900ms (for “VGGNet”). Handling the aforementioned conservative processing rate of 1 DNN computation per frame at 15-30fps would require 1.5-30 mobile GPUs, which amounts to 15-300W of mobile power draw on the Jetson board for the K1 GPU. Even assuming a separate battery, a roughly 1-1.2W continuous power draw is at the high end of what is reasonable. Thus, it is important to substantially reduce the execution overhead of DNNs on mobile GPUs.

To summarize, significantly reducing the execution costs of DNNs can enable CMV in several ways. Allowing detection and tracking to run on the mobile devices while infrequently shipping to cloud can make transmission power and data rates manageable. Reducing the cost of execution in the cloud can make dollar costs more attractive. Allowing economical purely local execution maintains CMV service when back-end connectivity is unavailable. Finally, if execution costs are lowered far enough, pure local execution may become the default.
4.2 Approximate Model Scheduling

As described in Section 2.2, a common theme model optimization is the trading off of resource use for accuracy. When applied to the distributed, streaming, multi-model setting of MCDNN, several related questions present themselves. What is the “best” level of approximation for any model, at any given time, given that many other models must also execute at limited energy and dollar budgets? Where (device or cloud) should this model execute? Do the streaming and multi-programming settings present opportunities for new kinds of optimizations? To clarify the issues involved, we first capture these questions in a formal problem definition below and then describe MCDNN’s solution.

Given a stream of requests to execute models of various types, MCDNN needs to pick (and possibly generate), at each timestep, an approximate variant of these models and a location (device or cloud) to execute it in. These choices must satisfy both long-term (e.g., day-long) budget constraints regarding total energy and dollar budgets over many requests, and short-term capacity constraints (e.g., memory and processing-cycle availability). We call this problem the approximate model scheduling (AMS) problem and formalize it below.

4.2.1 Fractional packing and paging

In formalizing AMS, we are guided by the literature on online paging and packing. Our problem may be viewed as a distributed combination of online fractional packing and paging problems.

The standard fractional packing problem [20] seeks to maximize a linear sum of variables while allowing upper bounds on other linear sums of the same variables. In AMS, the assumption is that when some model is requested to be executed at a time step, we have the option of choosing to execute an arbitrary “fraction” of that model. In practice, this fraction is a variant of the model that has accuracy and resource use that are fractional with respect to the “best” model. These fractions $x_t$ at each time step $t$ are our variables. Assuming for the moment a linear relation between model fraction and accuracy, we have average accuracy over all time steps proportional to $\sum_t a_t x_t$, where $a_t$ is the accuracy of the best model for request $t$. Finally, suppose one-time resource-use cost (e.g. energy, cloud cost) is proportional to the fraction of the model used, with $e_t$ the resource use of the best
variant of the model requested at \( t \). A resource budget \( E \) over all time steps gives the upper-bound constraint \( \sum_t e_t x_t \leq E \). Maximizing average accuracy under budget constraints of this form gives a packing problem.

The weighted paging problem \( [16] \) addresses a sequence of \( t \) requests, each for one of \( M \) pages. Let \( x_{mj} \in [0,1] \) indicate what fraction of page \( m \) was evicted in between its \( i \)th and \( i + 1 \)th requests. The goal is to minimize over \( t \) requests the total number of (weighted) paging events \( \sum_{mj} c_t x_{mj} \). At the same time, we must ensure at every time step that cache capacity is not exceeded: if \( k \) is cache size and \( R_{mt} \) is the number of requests for model \( m \) up to time \( t \) and \( N_t \) is the total number of requests in this time, we require \( \forall t, N_t - \sum_m x_{mR_{mt}} \leq k \). If \( x \)'s are once again interpreted as fractional models and \( c_t \) represent energy costs, this formulation minimizes day-long energy costs of paging while respecting cache capacity.

Finally, new to the AMS setting, the model may be executed either on the local device or in the cloud. The two settings have different constraints (e.g., devices have serious power and memory constraints), whereas cloud execution is typically constrained by dollars and device-to-cloud communication energy.

The online variant of the above problems requires that optimization be performed incrementally at each time step. For instance, which model is requested at time \( t \), and therefore the identity of coefficient \( e_t \) is only revealed in timestep \( t \). Fraction \( x_t \) must then be computed before \( t + 1 \) (and similarly for \( c_{mj}, j \) and \( x_{mj} \)). On the other hand the upper bound values (e.g., \( E \)) are assumed known before the first step. Recent work based on primal-dual methods has yielded algorithms for these problems that have good behavior in theory and practice.

Below, we use these packing and paging problems as the basis for precise specification of AMS. However, the resulting problem does not fall purely into a packing or paging category. Our solution to the problem, described in later sections, is heuristic, albeit based on insights from the theory.

Note that we do not model several possibly relevant effects. The “cache size” may vary across timesteps because, e.g., the machine is being shared with other programs. The cost/accuracy tradeoff may change with context, since models are specializable in some contexts. Sharing across models may mean that some groups of models may cost much less together than as separately. Since different
apps may register different models to handle the same input type (e.g., face ID, race and gender models may all be registered to process faces), we have a “multi-paging” scenario where models are loaded in small batches. Although we do not model these effects formally, our heuristic scheduling algorithm is flexible enough to handle them.

4.2.2 AMS problem definition

Our goal in this section is to provide a precise specification of AMS. We seek a form that maximizes (or minimizes) an objective function under inequalities that restrict the feasible region of optimization.

Assume a device memory of size \( S \), device energy budget \( E \) and cloud cost budget of \( D \). Assume a set \( \{ M_1, \ldots, M_n \} \) of models, where each model \( M_i \) has a set \( V_i \) of variants \( \{ M_{ij} | n \geq i \geq 1, n_i \geq j \geq 1 \} \), typically generated by model optimization. For instance, \( M_1 \) may be a model for face recognition, \( M_2 \) for object recognition, and so on. Say each variant \( M_{ij} \) has size \( s_{ij} \), device paging energy cost \( e_{ij} \), device execution energy cost \( c_{ij} \), device execution latency \( l_{ij} \), cloud execution cost cost \( d_{ij} \), and accuracy \( a_{ij} \). We assume accuracy and paging cost vary monotonically with size. Below, we also consider a continuous version \( V'_i = \{ M_{ix} | n \geq i \geq 1, x \in [0,1] \} \) of variants, with corresponding costs \( s_{ix}, e_{ix}, c_{ix}, l_{ix}, d_{ix} \) and accuracy \( a_{ix} \).

Assume an input request sequence \( m_{t_1}, m_{t_2}, \ldots, m_{t_T} \). Subscripts \( t \in \mathbb{R} \) are timestamps. We call the indexes \( t \)'s “timesteps” below. Each \( m_{t_i} \) is a request for model \( M_i \) (for some \( i \)) at time \( t_i \). For each request \( m_{t_i} \), the system must decide where (device or cloud) to execute this model. If on-device, it must decide which variant \( M_{ij} \), if any, of \( M_i \) to load into the cache and execute at timestep \( t \), while also deciding which, if any, models must be evicted from the cache to make space for \( M_{ij} \). Similarly, if on-cloud, it must decide which variant to execute. We use the variables \( x, y \) and \( x' \) to represent these actions (paging, eviction and cloud execution) as detailed below.

Let \( x_{ik} \in [0,1] \) represent the variant of model \( M_i \) executed on-device when it is requested for the \( k \)th time. Note \( x_{ik} = 0 \) implies no on-device execution; presumably execution will be in the cloud (see below). Although in practice \( x_{ik} \in V_i \), and is therefore a discrete variable, we use a continuous relaxation \( x_{ik} \in [0,1] \). In this setting, we interpret \( x_{ik} \) as representing the variant \( M_{ix_{ik}} \). For model \( M_i \), let \( t_{ik} \) be the timestep it is requested for the \( k \)th time, and \( n_{it} \) be the number of times it is requested
up to (and including) timestep $\tau$. For any timestep $\tau$, let $R(\tau) = \{ M_i | n_{i,\tau} \geq 1 \}$ be the set of models requested up to and including timestep $\tau$.

Let $y_{i,\tau} \in [0,1]$ be the fraction of the largest variant $M_i^*$ of $M_i$ evicted in the $\tau$'th timestep. Let $y_i^k = \sum_{t=t_i}^{t_i+1} y_{i,t}$ be the total fraction of $M_i^*$ evicted between its $k$th and $k+1$th request. Note that a fraction of several models may be evicted at each timestep.

Finally, let $x'_{ik} \in [0,1]$ represent the variant of model $M_i$ executed on the cloud when it is requested for the $k$-th time. We require that a given request for a model be executed either on device or on cloud, but not both, i.e., that $x'_{ik} x_{ik} = 0$ for all $i, k$.

Now suppose $x_i(k-1)$ and $x_{ik}$ are variants selected to serve the $k-1$th and $k$th requests for $M_i$. The energy cost for paging request $k$ is $e_{ix_{ik}}$ if $x_i(k-1) \neq x_{ik}$, i.e., a different variant is served than previously, or if $M_i$ was evicted since the last request, i.e., $y_i^{k-1} > 0$. Otherwise, we hit in the cache and the serving cost is zero. Writing $\delta(x) = 0$ if $x = 0$ and 1 otherwise, the energy cost for paging is therefore $e_{ix_{ik}} \delta(|x_i(k-1) - x_{ik}| + y_i^{k-1})$. Adding on execution cost $c$, total on-device energy cost of serving a request is therefore $e_{ix_{ik}} \delta(|x_i(k-1) - x_{ik}| + y_i^{k-1}) + c_{ix_{ik}}$.

We can now list the constraints on an acceptable policy (i.e., assignment to $x_{ik}$’s and $y_{i,\tau}$’s). Across all model requests, maximize aggregate accuracy of model variants served,\[ \max_x \sum_{i=1}^{n} \sum_{k=1}^{n_{iT}} a_{ix_{ik}} + a_{ix'_{ik}}, \] while keeping total on-device energy use within budget:\[ \sum_{i=1}^{n} \sum_{k=1}^{n_{iT}} e_{ix_{ik}} \delta(|x_i(k-1) - x_{ik}| + y_i^{k-1}) + c_{ix_{ik}} \leq E, \] keeping within the cloud cost budget:\[ \sum_{i=1}^{n} \sum_{k=1}^{n_{iT}} d_{ix'_{ik}} \leq D, \]
and at each timestep, not exceeding cache capacity:

$$\forall 1 \leq t \leq T \sum_{1 \leq k \leq n} s_{ix_{ik}} - \sum_{1 \leq t' \leq t} s_{iy_{it'}} \leq S,$$

ensuring that the selected model variant executes fast enough:

$$\forall 1 \leq i \leq n \leq 1 \leq k \leq n \quad t_{\tau_{ik}} \leq t_{\tau_{ik}+1} - t_{\tau_{ik}}$$

and ensuring various consistency conditions mentioned above:

$$\forall 1 \leq i \leq n \leq 1 \leq k \leq n \quad 0 \leq x_{ik}, x_{ik}', y_{ik} \leq 1$$ and $$x_{ik} x_{ik}' = 0$$

4.2.3 Discussion

We seek to solve the above optimization problem online. On the surface, AMS looks similar to fractional packing: we seek to maximize the weighted sum of the variables that are introduced in an online fashion, while upper-bounding various weighted combinations of these variables. If we could reduce AMS to packing, we could use the relevant primal-dual scheme to solve the online variant. However, the AMS problem as stated has several key differences from the standard packing setting:

- Most fundamentally, the paging constraint (Equation 4.4) seeks to impose a cache capacity constraint for every timestep. The fractional packing problem strongly requires the number of constraints to be fixed before streaming, and therefore independent of the number of streaming elements.

- The mappings from the fractional size of the model $$x_{ik}$$ to accuracy ($$a_{x_{ik}}$$), energy cost ($$e_{x_{ik}}$$), etc., are left unspecified in AMS. The standard formulation requires these to be linear, e.g., $$a_{x_{ik}} = a_i x_{ik}.$$
• The standard formulation requires the upper bounds to be independent of timestep. By requiring execution latency at timestep $\tau_{ik}$ to be less than the interval $t_{\tau_{ik+1}} - t_{\tau_{ik}}$, AMS introduces a time dependency on the upper bound.

• The mutual exclusion criterion (Equation 4.6) introduces a non-linearity over the variables.

Given the above wrinkles, it is unclear how to solve AMS with theoretical guarantees. MCDNN instead uses heuristic algorithms motivated by ideas from solutions to packing/paging problems.

### 4.3 System Design

Solving the AMS problem requires two main components. First, the entire notion of approximate model scheduling is predicated on the claim that the models involved allow a useful tradeoff between resource usage and accuracy. Instead of using a single hand-picked approximate variant of a model, MCDNN dynamically picks the most appropriate variant from its *model catalog*. The model catalog characterizes precisely how model optimization techniques of Section 2.2 affect the tradeoffs between accuracy and model-loading energy on device ($e_{ix}$; Equation 4.2), model-execution energy on device ($e_{ix}$; Equation 4.2), model-execution dollar cost on cloud ($d_{ix}$; Equation 4.3), model size ($s_{ix}$; Equation 4.4) and model execution latency ($l_{ix}$; Equation 4.5). Below, we provide a detailed measurement-based characterization of these tradeoffs. Also, we introduce two new model optimization techniques that exploit the streaming and multi-programming setting introduced by MCDNN. The second component for solving AMS is of course an online algorithm for processing model request streams. We present a heuristically motivated scheduling algorithm below. Finally, we describe briefly the end-to-end system architecture and implementation that incorporates these components.

#### 4.3.1 Model catalogs

MCDNN generates model catalogs, which are maps from versions of models to their accuracy and resource use, by applying model optimizations to DNNs at varying degrees of optimization. In this section, we focus on applying the popular factorization, pruning and architectural-change approaches
Task Description (# training images, # test images, # class)

V VGGNet [117] on ImageNet data
A AlexNet on ImageNet data [37] for object recognition (1.28M, 50K, 1000)
S AlexNet on MITPlaces205 data [143] for scene recognition (2.45M, 20K, 205)
M re-labeled S for inferring manmade/natural scenes
L re-labeled S for inferring natural/artificially lighting scenes
H re-labeled S with Sun405 [131] for detecting horizons
D DeepFaceNet replicating [123] with web-crawled face data (50K, 5K, 200)
Y re-labeled D for age: 0-30, 30-60, 60+
G re-labeled D for gender: M, F
R re-labeled D for race: African American, White, Hispanic, East Asian, South Asian, Other

Table 4.1: Description of classification tasks.

described in Section 2.2 MCDNN applies the following traditional techniques:

**Factorization:** It replaces size-$m \times n$ weight matrices with their factored variants of sizes $m \times k$ and $k \times n$ for progressively smaller values of $k$. It typically investigates $k = \frac{n}{2} \ldots \frac{n}{8}$. We factor both matrix multiplication and convolutional layers.

**Pruning:** It restricts itself to reducing the bit-widths used to represent weights in our models. We consider 32, 16 and 8-bit representations.

**Architectural change:** There is a wide variety of architectural transformations possible. It concentrates on the following: (1) For convolutional and locally connected layers, increase kernel/stride size or decrease number of kernels, to yield quadratic or linear reduction in computation. (2) For fully connected layers, reduce the size of the output layer to yield a linear reduction in size of the layer. (3) Eliminate convolutional layers entirely.

The individual impact of these optimizations have been reported elsewhere [75, 55, 117]. We focus here on understanding broad features of the tradeoff. For instance, does the accuracy plunge with lowering of resources or does it ramp down gently? Do various gains and trends persist across a large
variety of models? How does resource use compare to key mobile budget parameters such as wireless transmission energy and commercial cloud compute costs? How do various options compare with each other: for instance, how does the energy use of model loading compare with that of execution (thus informing on the importance of caching)? Such system-level, cross-technique questions are not typically answered by the model-optimization literature.

To study these questions, we have generated catalogs for ten distinct classification tasks (a combination of model architecture and training data, the information a developer would input to MCDNN). We use state-of-the-art architectures and standard large datasets when possible, or use similar variants if necessary. The wide variety of tasks hints at the broad utility of DNNs, and partially motivates systems like MCDNN for managing DNNs. Table 4.1 summarizes the classification tasks we use. For each model in the catalog, we measure average accuracy by executing it on its validation dataset, and resource use via the appropriate tool. We summarize key aspects of these catalogs below.

Figure 4.2 illustrates the memory/accuracy tradeoff in the MCDNN catalogs corresponding to the above classification tasks. For each classification task, we plot the set of variants produced by the model above optimization techniques in a single color. MCDNN generated 10 to 68 variants
of models for various tasks. We show here points along the “Pareto curves” of the catalog i.e. the highest accuracy/lowest memory frontier. Each point in the graph illustrates the average accuracy and memory requirement of a single model variant. Note that the y-axis uses a log scale. Three points are worth noting. First, as observed elsewhere, optimization can significantly reduce resource demands at very modest accuracy loss. For instance, the VGGNet model loses roughly 4% average accuracy while using almost 10× less memory. Second, and perhaps most critically for MCDNN, accuracy loss falls off gently with resource use. If small reductions in memory use required large sacrifices in accuracy, the resource/quality tradeoff at the heart of MCDNN would be unusable. Third, these trends hold across a variety of tasks.

Figure 4.3 illustrates energy/accuracy tradeoffs for the face, object and scene recognition tasks. Energy numbers are measured for an NVIDIA Tegra K1 GPU on a Jetson board using an attached DC power analyzer [5]. The figure shows both execution (crosses) and load (dots) energies for each model variant. Once again, across tasks, model optimizations yield significantly better resource use and modest loss of classification accuracy. Further, the falloff is gentle, but not as favorable as for memory use. In scene recognition, for instance, accuracy falls of relatively rapidly with energy use, albeit from a very low baseline. The horizontal dotted lines indicate the energy budget (2.3J)
to support 5 events/minute with 25% of a 2Ah battery, to transmit a 10kB packet over LTE (0.9J), and over WiFi (0.5J) \[^{[25]}\]. Note the packet transmit numbers are representative numbers based on measurements by us and others, but for instance LTE packet transmit overhead may be as high as 12J for a single packet \[^{[63]}\], and a 100ms round trip over a 700mW WiFi link could take as little as 0.07J.

For the most part, standard model optimizations do not tip the balance between local execution and transmission. If execution must happen locally due to disconnection, the mobile device could support at most a few queries per minute. Finally, as the colored dots in the figure show, the energy to load models is higher by 2-5× than to execute them: reducing model loading is thus likely a key to power efficiency.

Figure 4.4 illustrates latency/accuracy tradeoffs for the face, object and scene recognition tasks. The figure shows time taken to execute/load models on devices (crosses) and on the cloud (dots). The measurements shown are for GPUs on-device (a Tegra K1) and on-cloud (an NVIDIA k20), and for cloud-based CPUs. The dotted lines again indicate some illuminating thresholds. For instance, a cloud-based GPU can already process one event per second on a $10/year budget on a cloud GPU (which translates to 9.7ms per event) for scene recognition and some variants of face recognition, but not object recognition. A cloud-based CPU, however, can process one event per minute but not one
Figure 4.5: Model specialization: (a) Cascading specialized models. (b) MCDNN infrastructure for specialization.

per second (roughly 130ms budget, not shown) at this budget. The efficacy of model optimization carries over to execution and loading speed.

4.3.2 System support for novel model optimizations

The streaming, multi-model setting is a relatively uncommon one for model optimization. We therefore adopt two new optimizations, sequential specialization (described in Chapter 5) and computation sharing to exploit streaming and multi-model respectively. We describe the system supports to enable these two optimizations as follows.

4.3.2.1 Support for sequential specialization

Remind that sequential specialization adopts a cascaded approach (Figure 4.5(a)) to exploit the temporal locality. Intuitively, we seek to train a resource-light “specialized” variant of the developer-provided model for the few classes that dominate each context. Crucially, this model must also recognize well when an input does not belong to one of the classes; we refer to this class as “other” below. We chain this specialized model in series with the original “generic” variant of the model, which makes no assumptions about context, so that if the specialized model reports that an input is
of class “other”, the generic model can attempt to further classify it.

Figure 4.5(b) shows the machinery in MCDNN to support model specialization. The profiler maintains a cumulative distribution function (CDF) of the classes resulting from classifying inputs so far to each model. The specializer, which runs in the background in the cloud, determines if a small fraction of possible classes “dominate” the CDF for a given model. If so, it adds to the catalog specialized versions of the generic variants (stored in the catalog) of the model by “re-training” them on a subset of the original data dominated by these classes. If a few classes do indeed dominate strongly, we expect even smaller models, that are not particularly accurate on the general inputs, to be quite accurate on inputs drawn from the restricted context.

4.3.2.2 Support for model sharing

Until now, we have considered optimizing individual models for resource consumption. In practice, however, multiple applications could each have multiple models executing at any given time, further straining resource budgets. The model sharing optimization is aimed at addressing this challenge.

Figure 4.6(a) illustrates model sharing. Consider the case where (possibly different) applications wish to infer the identity (ID), race, age or gender of incoming faces. One option is to train one DNN for each task, thus incurring the cost of running all four simultaneously. However, recall that layers of a DNN can be viewed as increasingly less abstract layers of visual representation. It is conceivable therefore that representations captured by lower levels are shareable across many high-level tasks. If this were so, we would save the cost of re-executing the shared bottom layers. Given that the lower (convolutional) layers of a DNN dominate its computational cost, the savings could be considerable. Indeed, we will show in the results section that re-targeting, where the shared fragment is close to the whole model in size is commonly applicable.

Implementing sharing requires cooperation between the MCDNN compiler and runtime. When defining input model schema, the compiler allows programmers to pick model schemas or prefixes of model schemas from a library appropriate for each domain. We currently simply use prefixes of AlexNet, VGGNet and DeepFace and their variants. Suppose the model schema \( s \) input to the MCDNN compiler has the form \( s = s_l + s_u \), and \( t/v \) is the training/validation data, where layers
Figure 4.6: Model sharing: (a) Sharing model fragments for facial analysis. (b) MCDNN infrastructure for sharing, replicated in the client and cloud.

$s_i$ are from the library and intended for sharing. Let $m_l$ be the trained version of $s_l$, also available pre-trained from the library. The compiler assembles a trained model $m_l + m_u$ consisting of two fragments. The lower fragment is $m_l$. The upper fragment, $m_u$, is a freshly trained variant of $s_u$, trained on $t' = m_l(t), v' = m_l(v)$, i.e., the training “input” to the upper fragment is the result of running the original training input through the lower fragment. The compiler records the fragments and their dependence in the catalog passed to the runtime. **Note that since the upper shared fragment needs to be re-trained sharing is not simply common-subexpression elimination on DNNs.**

Figure 4.6(b) illustrates the runtime infrastructure to support sharing. The scheduler loads complete models and model-fragments into memory for execution, notifying the router of dependencies between fragments. Given an input for classification the router sends it to all registered models (or their fragments). In the cases of fragments without output layers, the router collects their intermediate results and sends them on to all dependent fragments. The results of output layers are the classification results of their respective models. The router returns classification results as they become available.

4.3.3 MCDNN's approximate model scheduler

When applications are installed, they register with the scheduler a map from input types to a catalog of model fragments to be used to process those inputs, and handlers to be invoked with the result from each model. The catalog is stored on disk. When a new input appears, the scheduler (with help from
the router and profiler) is responsible for identifying the model variants that need to be executed in response, paging if needed the appropriate model variants in from disk to the in-memory model-fragment cache in the appropriate location (i.e., on-device or on-cloud) for execution, executing the models on the input and dispatching the results to the registered handlers.

This online scheduling problem is challenging because it combines several elements considered separately in the scheduling literature. First, it has an “online paging” element \[16\], in that every time an input is processed, it must reckon with the limited capacity of the model cache. If no space is available for a model that needs to be loaded, it must evict existing models and page in new ones. Second, it has an “online packing” \[20\] element: over a long period of use (we target 10 hrs), the total energy consumed on device and the total cash spent on the cloud must not exceed battery budgets and daily cloud cost budgets. Third, it must consider processing a request either on-device, on-cloud or split across the two, introducing a multiple-knapsack element \[22\]. Finally, it must exploit the tradeoff between model accuracy and resource usage, introducing a fractional aspect.

It is possible to show that even a single-knapsack variant of this problem has a competitive ratio lower-bounded proportional to \(\log T\), where \(T\) is the number of incoming requests. The dependency on \(T\) indicates that no very efficient solution exists. We are unaware of a formal algorithm that approaches even this ratio in the simplified setting. We present a heuristic solution here. The goal of the scheduler is to maximize the average accuracy over all requests subject to paging and packing constraints. The overall intuition behind our solution is to back in/out the size (or equivalently, accuracy) of a model as its use increases/decreases; the amount of change and the location (i.e., device/cloud/split) changed to are based on constraints imposed by the long-term budget.

Algorithm 4.1 provides details when processing input \(i\) on model \(n\). On a cache miss, the key issues to be decided are where (device, cloud or split) to execute the model (Line 12) and which variant to execute (Line 13). The variant and location selected are the ones with the maximum accuracy (Line 13) under estimated future resource (energy on the device, and cash on the cloud) use (Lines 10-11).

To estimate future resource use, for model \(n\) (Lines 15-21), we maintain its frequency of use \(f_n\), the number of times it has been requested per unit time since loading. Let us focus on how this
Algorithm 4.1 MCDNN scheduler

1: function PROCESS(i, n)  
   \( \triangleright \) i: input, n: model name
2: if \( l, m \leftarrow \text{CACHELOOKUP}(n) \neq \text{null} \) then  
   \( \triangleright \) Cache hit
3: \( r \leftarrow \text{EXEC}(m, i) \)  
   \( \triangleright \) Classify input i using model m
4: async \text{CACHEUPDATE}(n, (l, m))  
   \( \triangleright \) Update cache in background
5: else
6: \( m \leftarrow \text{CACHEUPDATE}(n) \)  
   \( \triangleright \) Cache miss
7: \( r \leftarrow \text{EXEC}(m, i) \)
8: return \( r \)

\( \triangleright \) Update the cache by inserting the variant of \( n \) most suited to current resource availability in the right location.

9: function \text{CACHEUPDATE}(n, (l, m) = \text{nil})  
   \( \triangleright \) Insert \( n \); variant \( m \) is already in
10: \( e_d, e_c, c_c \leftarrow \text{CALCPerRequestBudgets}(n) \)
11: \( a_d, a_s, a_c \leftarrow \text{CATALOGLOOKUPRES}(n, e_d, e_c, c_c, m) \)
12: \( a^*, l^* \leftarrow \max_i a_i, \argmax_i a_i \)  
   \( \triangleright \) Find optimal location and its accuracy
13: \( v^* \leftarrow \text{CATALOGLOOKUPACC}(n, a^*) \)  
   \( \triangleright \) Look up variant with accuracy \( a^* \)
14: \( m \leftarrow \text{CACHEINSERT}(l^*, v^*) \) if \( m.v \neq v^* \) or \( l \neq l^* \) else \( m \)
15: return \( m \)

\( \triangleright \) Calculate energy, energy/dollar and dollar budgets for executing model \( n \) on the mobile device, split between device/cloud and cloud only.

16: function \text{CALCPerRequestBudgets}(n)
17: \( e, c \leftarrow \text{REMAININGENERGY}(), \text{REMAININGCASH}() \)
   \( \triangleright \) Allocate remaining resource \( r \) so more frequent requests get more resources. \( f_i \) is the profiled frequency of model \( m_i \), measured since it was last paged into the cache. \( T \) and \( r \) are the remaining time and resource budgets. \( \Delta r_n \) is the cost to load \( n \). \( \Delta t_n \) is the time since \( n \) was loaded, set to \( \infty \) if \( n \) is not in any cache.
18: \text{def} \text{RESPerREQ}(r, l) = (r - \Delta r_n T/\Delta t_n) f_n / (T \Sigma_i e \text{Cache}_i f_i^2) \( \triangleright \) Account for split models. \( t_n \) is the fraction of time spent executing the initial fragment of model \( n \) relative to executing the whole.
19: \( e_d, c_d \leftarrow \text{RESPerREQ}(e, "dev") \), \( \text{RESPerREQ}(c, "cloud") \)
20: \( e_s, c_s \leftarrow e_d t_n, c_d (1 - t_n) \)
21: return \( e_d, (e_s, c_s), c_d \)
Continue of Algorithm 4.1

▷ Find the accuracies of the model variants for model \( n \) in the catalog that best match energy budget \( e \), dollar budget \( c \) and split budget \( s \). If the catalog lookup is due to a miss in the cache (i.e., \( m \) is nil, revert to a model that loads fast enough.

22: function CATALOGLOOKUPRes\((n, e, s, c, m)\)

▷ clX2A\((n, r)\) returns accuracy of model \( n \) in location \( X \) using resources \( r \)

23: \( a_e, a_s, a_c \leftarrow \text{clD2A}((n, e), \text{clS2A}(n, s), \text{clC2A}(n, c)) \)

▷ On a miss, bound load latency. \( a_i^* \) is the accuracy of the most accurate model that can be loaded to location \( l \) at acceptable miss latency.

24: if \( m = \text{nil} \) then

25: \( a_e, a_s, a_c \leftarrow \min(a_e^*, a_e), \min(a_s^*, a_s), \min(a_c^*, a_c) \)

26: return \( a_e, a_s, a_c \)

27: ▷ Insert variant \( v \) in location \( l \), where \( l \in \{\text{dev}, \text{split}, \text{cloud}\} \)

28: function CACHEINSERT\((l, v)\)

29: \( s \leftarrow \text{SIZE}(v) \)

30: if \( (a = \text{CACHEAVAILABLESPACE}(l)) < s \) then

31: \( \text{CACHEEVICT}(l, s - a) \) ▷ Reclaim space by evicting LRU models.

32: \( m \leftarrow \text{CACHELOAD}(l, v) \) ▷ Load variant \( v \) to location \( l \)

33: return \( m \)

estimation works for the on-device energy budget (Line 19) (cloud cash budgets are identical, and device/cloud split budgets (Line 20) follow easily). If \( e \) is the current total remaining energy budget on the device, and \( T \) the remaining runtime of the device (currently initialized to 10 hours), we allocate to \( n \) a per-request energy budget of \( e_n = e f_n / T \Sigma_i f_i^2 \), where the summation is over all models in the on-device cache. This expression ensures that every future request for model \( n \) is allocated energy proportional to \( f_n \) and, keeping in mind that each model \( i \) will be used \( T f_i \) times, that the energy allocations sum to \( e \) in total (i.e., \( \Sigma_i e_i f_i T = e \)). To dampen oscillations in loading, we attribute a cost \( \Delta e_n \) to loading \( n \). We further track the time \( \Delta t_n \) since the model was loaded, and estimate that if the model were re-loaded at this time, and it is re-loaded at this frequency in the future, it would be re-loaded \( T / \Delta t_n \) times, with total re-loading cost \( \Delta e_n T / \Delta t_n \). Discounting this cost from total available energy gives a refined per-request energy budget of \( e_n = (e - \Delta e_n T / \Delta t_n) f_n / T \Sigma_i f_i^2 \) (Line 18).

Given the estimated per-request resource budget for each location, we can consult the catalog to
identify the variant providing the maximum accuracy for each location (Line 23) and update the cache at that location with that variant (Line 14). Note that even if a request hits in the cache, we consider (in the background) updating the cache for that model if a different location or variant is recommended. This has the effect of “backing in”/“backing out” models by accuracy and dynamically re-locating them: models that are used a lot (and therefore have high frequencies $f_n$) are replaced with more accurate variants (and vice-versa) over time at their next use.

4.3.4 End-to-end architecture

Figure 4.7 illustrates the architecture of the MCDNN system. An application developer interested in using a DNN in resource-constrained settings provides the compiler with the type of input to which the model should be applied (e.g., faces), a model schema, and training data. The compiler derives a catalog of trained models from this data, mapping each trained variant of a model to its resource costs, accuracy, and information relevant to executing them (e.g., the runtime context in which they apply). When a user installs the associated application, the catalog is stored on disk on the device and
cloud and registered with the MCDNN runtime as handling input of a certain type for a certain app.

At run time, inputs for classification stream to the device. For each input, the scheduler selects the appropriate variant of all registered models from their catalogs, selects a location for executing them, pages them into memory if necessary, and executes them. Executing models may require routing data between fragments of models that are shared. After executing the model, the classification results (classes) are dispatched to the applications that registered to receive them. Finally, a profiler continuously collects context statistics on input data. The statistics are used occasionally by a specializer running in the background to specialize models to detected context, or to select model variants specialized for the context.

4.4 Evaluation

We have implemented the MCDNN system end-to-end. We adapt the open source Caffe [70] DNN library for our DNN infrastructure. As our mobile device, we target the NVIDIA Jetson board TK1 board [6], which includes the NVIDIA Tegra K1 mobile GPU (with roughly 300 gflops nominal peak performance), a quad-core ARM Cortex C15 CPU, and 2GB of shared memory between CPU and GPU. The Jetson is a developer-board variant of the NVIDIA Shield tablet [41], running Ubuntu 14.04 instead of Android as the latter does. For cloud server, we use a Dell PowerEdge T620 with an NVIDIA K20c GPU (with 5GB dedicated memory and a nominal peak of 3.52 tflops), a 24-core Intel Xeon E5-2670 processors with 32 GB of memory running Ubuntu 14.04. Where cloud costs are mentioned, we use Amazon AWS G2.2xlarge single-core GPU instances and c4.large CPU instances, with pricing data obtained in early September 2015. All energy measurements mentioned are directly measured unless otherwise specified, using a Jetson board and Shield tablet instrumented with a DC power analyzer [5].

Our main results are:

- Stand-alone optimizations yield 4-10× relative improvements in memory use of models with little loss of accuracy. In absolute terms, this allows multiple DNNs to fit within mobile/embedded device memory. However, the energy used by these models, though often lower by 2× or more,
is high enough that it is almost always more energy-efficient to offload execution when the device is connected to the cloud. Execution latencies on cloud CPU and GPU are also improved by a similar 2× factor, adequate to apply all but the largest models at 1 frame/minute at an annual budget of $10, but not enough to support a realistic 1 frame/second.

• Collective optimizations (specialization and sharing), when applicable, can yield 10× to 4 orders of magnitude reductions in memory consumption and 1.2× to over 100× reductions in execution speed and energy use. These improvements have significant qualitative implications. These models can fit in a fraction of a modern phone’s memory making them suitable for both consumer mobile devices and for memory-constrained embedded devices such as smart cameras. It is often less expensive to execute them locally than to offload over LTE (or sometimes even WiFi). Finally, it is feasible to process 1 frame/second on a cloud-based CPU at $10/year.

• Both selecting which model to execute and where to run dynamically, as MCDNN does, can result in significant improvement in the number of requests served at fixed energy and dollar budget with little loss in accuracy. Essentially, common variations in classification task mix, optimization opportunities (such a specialization and sharing) and cloud-connectivity latencies defeat static model selection and placement schemes.

• MCDNN seems well-matched with emerging applications such as virtual assistants based on wearable video and query-able personal live video streams such as Meerkat [92] or Periscope [125]. We show promising early measurements supporting these two applications.

4.4.1 Evaluating optimizations

We first show the impact of collective optimizations, specialization and sharing. For specialization, we train and re-target progressively simpler models under increasingly favorable assumption of data skew, starting from assuming that 60% of all classes drawn belong to a group of at most size 21 (e.g., 60% of person sightings during a period all come from at most the same 21 people) to 90%/7 classes. We test these models on datasets with the same skew (e.g., 60% of faces selected from 21
people, remaining selected randomly from 1000 people). The size, execution energy consumed, and latency of the model executed under these assumptions remains fixed, only the accuracy of using the model changes, resulting in horizontal line segments in the figure. We show mean, min and max under these assumptions. Two observations are key. First, resource usage is dramatically lower than even the statically optimized case. For instance (Figure 4.8 compare with Figure 4.3), specialized object recognition consumes 0.4-0.7mJ versus the stand-alone-optimized 7-16mJ. Second, accuracy is significantly higher than in the unspecialized setting. For instance the 0.4mJ-model has recognition rates of 70-82%, compared to the baseline 69% for the original VGGNet. Latency wins are similar as shown in Figure 4.10 These models take less energy to run on the device than to transmit to the cloud, and easily support 1 event per second on a $10/year GPU budget, and often on a CPU budget as well.

There is no free lunch here: specialization only works when the incoming data has class skew, i.e, when a few classes dominate over the period of use of the model. Class skew may seem an onerous restriction if the skew needs to last for hours or days. Table 4.2 details the time required to specialize a few representative variants of models including two models for face recognition and two for object
recognition (C4 is a smaller variant of C0 and A9 of A0; A0 is the standard AlexNet model for object recognition). Re-training these models from scratch takes hours to days. However, MCDNN’s optimizations cut this overhead dramatically. If we only seek to re-target the model (i.e., only retrain the top layer), overhead falls to tens of seconds and pre-forwarding (see Section 5.2) training data through lower layers yields roughly 10-second specialization times. **MCDNN is thus well positioned to exploit data skew that lasts for as little as tens of seconds to minutes**, a capability that we believe dramatically broadens the applicability of specialization.

The benefits of sharing, when applicable, are even more striking. For scene recognition, assuming that the baseline scene recognition model (dataset S in Table 4.1) is running, we share all but its last
Figure 4.10: Impact of collective optimization on execution latency

layer to infer three attributes: we check if the scene is man-made or not (dataset M), whether lighting is natural or artificial (L), and whether the horizon is visible (H). Similarly, for face identification (D), we consider inferring three related attributes: age (Y), gender (G) and race (R). When sharing is feasible, the resources consumed by shared models are remarkably low: tens of kilobytes per model (cyan and purple dots in Figure 4.8), roughly 100mJ of energy consumption (Figure 4.9) and under 1ms of execution latency (Figure 4.10), representing over 100× savings in these parameters over standard models. Shared models can very easily run on mobile devices. Put another way, inferring attributes is “almost free” given the sharing optimization.

4.4.2 Evaluating the runtime

Given an incoming request to execute a particular model, MCDNN decides which variant of the model to execute and where to execute it.

Selecting the right variant is especially important when executing on-device because the device has a finite-sized memory and paging models into and out of memory can be quite expensive in terms of power and latency as discussed in the previous section. MCDNN essentially pages in small
variants of models and increases their size over time as their relative execution frequency increases. To gauge the benefit of this scheme, in Figure 4.11, we use trace-driven evaluation to compare this dynamic scheme to two schemes that page fixed-sized models in LRU-fashion in and out of a 600MB-sized cache. In the “Original” scheme, the models used are the unoptimized models. In the “Best” scheme, we pick models from the knees of the curves in Figure 4.2 so as to get the best possible accuracy-to-size tradeoff. In the “All Models” scheme, the MCDNN model picks an appropriate model variant from a catalog of model sizes.

We generate traces of model requests that result in increasing cache load rates with respect to the original model: the load rate is the miss-rate weighted by the size of the missed model. We generate 10 traces per load rate. Each trace has roughly 36000 requests (one per second over 10 hours). Due to the energy required to service each request, none of the schemes is able to service all
requests. The figure shows the number of requests served, the average energy expended per request, and the average accuracy per served request. The summary is that MCDNN constantly reduced the size of models in the cache so that even when the cache is increasingly oversubscribed with respect to fixed-size models, it still fits all the reduced-size models. As a result, MCDNN incurs minimal paging cost. **This results in a significantly higher percentage of requests served, lower average energy per request** (in fact, the average energy remains fixed at execution cost for models rather than increasing amounts of paging costs), **at a modest drop in accuracy**. Note that although the original and best models have higher accuracy for requests that were served, they serve far fewer requests.

We now move to the decision of where to execute. For each request, MCDNN uses dynamically estimated resource availability and system costs to decide where to execute. Given the relatively low cost of transmitting frames, a good strawman is a “server first” scheme that always executes on the cloud if cloud-budget and connectivity are available and on the device otherwise. This scheme if often quite good, but fails when transmission costs exceed local execution costs, which may happen...
due to the availability of inexpensive specialized or shared models (Figure 4.9), an unexpectedly large client execution budget and/or high transmission energy costs (e.g., moving to a location far from the cloud and using a less energy-friendly transmission modality such as LTE). We examine this tradeoff in Figure 4.12.

Assuming full connectivity, day-long traces, and for three different transmission costs (0.1J, 0.3J and 0.5J), we examine the fraction of total requests served as increasing numbers of specialization and sharing opportunities materialize through the day. In server-first case, all requests are sent to the server, so that the number of requests served depends purely on transmission cost. MCDNN, however, executes locally when it is less expensive to do so, thus handling a greater fraction of requests than the server-first configuration, and an increasing fraction of all requests, as specialization and sharing opportunities increase. When transmit costs fall to 100mJ per transmit (blue line), however, remote execution is unconditionally better so that the two policies coincide.

4.4.3 MCDNN in applications

To understand the utility of MCDNN in practice, we built rough prototypes of two applications using it. The first, Glimpse, is a system for analyzing wearable camera input so as to provide personal assistance, essentially the scenario in Section 4.1. We connect the camera to an NVIDIA Shield tablet and thence to the cloud. In a production system, we assume a subsystem other than MCDNN (e.g., face detection hardware, or more generally a gating system [52]) that detects interesting frames and passes them on to MCDNN for classification. MCDNN then analyses these frames on the wearable and cloud. We currently use software detectors (which are themselves expensive) as a proxy for this detection sub-system. Figure 4.13 shows a trace reflecting MCDNN’s behavior on face analysis (identification, age/race/gender recognition) and scene recognition tasks over a day. The bottom panel shows the connectivity during the day. The straw man uses only the “best” models from knees of the curves in Figure 4.3 for all tasks. It always sends to cloud if possible (connected and has positive cost budget), and otherwise executes on device. We evaluate straw man with and without model

\footnote{The data fed to MCDNN in this experiment are synthesized based on statistics collected from the real world.}
Figure 4.13: Accuracy of each application over time for the Glimpse usage. Each line shows a single application.

sharing for face analysis. [Figure 4.13](second and third row) shows that straw man can achieve good accuracy but exhausts the budgets quickly. Model sharing doubles the duration that applications last, but still fails to sustain for one day. MCDNN makes the trade-offs necessary to keep running through the day, and maintains a good accuracy over the time.

Our second application, Panorama, is a system that allows text querying of personal live video streams [92 |125] in real time. In this case, potentially millions of streams are sent to the cloud, and users can type textual queries (e.g., “man dog play”) to discover streams of interest. The central challenge is to run VGGNet at 1-3 frames per second at minimal dollar cost. The key observation is that these streams have high class skew just as with wearable camera streams. We therefore aimed to apply specialized versions of VGGNet to a sample of ten 1-to-5-minute long personal video streams downloaded from YouTube; we labeled 1439 of 39012 frames with ground truth on objects present. VGGNet by itself takes an average of 364ms per frame to run on a K20 GPU at an average accuracy of 75%. MCDNN produces specialized variants of VGGNet for each video and reduces processing
overhead to 42ms at an accuracy of 83%. Panorama does not run on the end-user device: MCDNN is also useful in cloud-only execution scenarios.

4.5 Conclusions

We address the problem of executing Deep Neural Networks (DNNs) on resource-constrained devices that are intermittently connected to the cloud. Our solution combines a system for optimizing DNNs that produces a catalog of variants of each model and a run-time that schedules these variants on devices and cloud so as to maximize accuracy while staying within resource bounds. We provide evidence that our optimizations can provide dramatic improvements in DNN execution efficiency, and that our run-time can sustain this performance in the face of the variation of day-to-day operating conditions.
Chapter 5

Sequential Specialization for Streaming Applications

Previous chapters describe two systems that optimize DNN inference under two serving scenarios. In this chapter, we introduce a general optimization called sequential specialization targeted for streaming applications. DNNs can classify across many classes and input distributions with high accuracy without retraining, but at relatively high cost. So applying them to classify video is costly. However, we show that in fact day-to-day video exhibits highly skewed class distributions over the short term, and that these distributions can be classified by much simpler models. We formulate the problem of detecting the short-term skews online and exploiting models based on it as a new sequential decision making problem dubbed the Online Bandit Problem, and present a new algorithm to solve it. When applied to recognizing faces in TV shows and movies, we realize end-to-end classification speedups of $2.4-7.8 \times /2.6-11.2 \times$ (on GPU/CPU) relative to a state-of-the-art convolutional neural network, at competitive accuracy.

5.1 Class skew in day-to-day video

Specialization depends on skew (or bias) in the temporal distribution of classes presented to the classifier. In this section, we analyze the skew in videos of day-to-day life culled from YouTube. We assembled a set of 30 videos of length 3 minutes to 20 minutes from five classes of daily activities: socializing, home repair, biking around urban areas, cooking, and home tours. We expect this kind of footage to come from a variety of sources such as movies, amateur productions of the kind that dominate YouTube and wearable videos.

We sample one in three frames uniformly from these videos and apply state-of-the-art face (derived from [100]), scene [143] and object recognizers [117] to every sampled frame. Note that these
“oracle” recognizers can recognize up to 2622 faces, 205 scenes and 1000 objects respectively. For face recognition, we record the top-scoring label for each face detected, and for the others, we record only the top-scoring class on each frame. For object recognition in particular, this substantially undercounts objects in the scene; our count (and specialization) applies to applications that identify some distinctive subset of objects (e.g., all objects “handled” by a person). We seek to compare these numbers to the number of distinct recognized faces, scenes and objects that dominate “epochs” of $\tau = 10$ seconds, 1 minute and 3 minutes.

Figure 5.1 shows the results for object recognition and scene recognition. We partition the sequence of frames into segments of length $\tau$ and show one plot per segment length. Each line in the plot corresponds to percentage skew $s \in \{60, 70, 80, 90\}$. Each line in the plots shows the cumulative
distribution representing the fraction of all segments where \( n \) labels comprised more than \( s \) percent of all labels in the segment. For instance, for 10-second segments (Figure 5.1(a)), typically roughly 100 frames, 5 objects comprised 90% of all objects in a segment 60% of the time (cyan line), whereas they comprise 60% of objects 90% of the time (dark blue).

In practice, detecting skews and training models to exploit them within 10 seconds is often challenging. As figures (b) and (c) show, the skew is less pronounced albeit still very significant for longer segments. For instance, in 90% of 3-minute segments, the top 15 objects comprise 90% of objects seen. The trend is similar with faces and scenes, with the skew significantly more pronounced, as is apparent from comparing figures (b) and (d); e.g. the cyan line in (d) dominates that in (b). We expect that if we ran a hand-detector and only recognized objects in the hand (analogously to recognizing detected faces), the skew would be much sharper.

Specialized models must exploit skews such as these to deliver appreciable speedups over the oracle. Typically, they should be generated in much less than a minute, handle varying amounts of skew gracefully, and deliver substantial speedups when inputs belong to subsets of 20 classes or fewer out of a possible several hundred in the oracle.

5.2 Specializing Models

In order to exploit skews in the input, we cascade the expensive but comprehensive oracle model with a (hopefully much) less expensive “compact” model. This cascaded classifier is designed so that if its input belongs to the frequent classes in the incoming distribution it will return early with the classification result of compact model, else it will invoke the oracle model. Thus if the skew dictates that \( n \) frequent classes, or dominant classes, comprise percentage \( p \) of the input, or skew, model execution will cost the overhead of just executing compact model roughly \( p\% \) of the time, and the overhead of executing compact model and oracle sequentially the rest of the time. When \( p \) is large, the lower cost compact model will be incurred with high probability.

To be more concrete, we use state of the art convolutional neural networks (CNNs) for oracles. In particular, we use the GoogLeNet [121] as our oracle model, for object recognition; the VGG Net 16-layer version for scene recognition [143]; and the VGGFace network [100] for face recognition.
<table>
<thead>
<tr>
<th>Task</th>
<th>Model</th>
<th>Accuracy (%)</th>
<th>FLOPs</th>
<th>CPU latency (ms)</th>
<th>GPU latency (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object</td>
<td>GoogLeNet [12]</td>
<td>68.9</td>
<td>3.17G</td>
<td>779.3</td>
<td>11.0</td>
</tr>
<tr>
<td>(1000</td>
<td>O1</td>
<td>48.9</td>
<td>0.82G</td>
<td>218.2 (×3.6)</td>
<td>4.4 (×2.5)</td>
</tr>
<tr>
<td>classes</td>
<td>O2</td>
<td>47.0</td>
<td>0.43G</td>
<td>109.1 (×7.1)</td>
<td>2.8 (×3.9)</td>
</tr>
<tr>
<td>Scene</td>
<td>VGG [144]</td>
<td>58.1</td>
<td>30.9G</td>
<td>2570</td>
<td>28.8</td>
</tr>
<tr>
<td>(205)</td>
<td>S1</td>
<td>48.9</td>
<td>0.55G</td>
<td>152.2 (×16.9)</td>
<td>3.36 (×8.6)</td>
</tr>
<tr>
<td></td>
<td>S2</td>
<td>40.8</td>
<td>0.43G</td>
<td>141.5 (×18.2)</td>
<td>2.44 (×11.8)</td>
</tr>
<tr>
<td>Face</td>
<td>VGG-Face [100]</td>
<td>95.8</td>
<td>30.9G</td>
<td>2576</td>
<td>28.8</td>
</tr>
<tr>
<td>(2622)</td>
<td>F1</td>
<td>84.8</td>
<td>0.60G</td>
<td>90.1 (×28.6)</td>
<td>2.48 (×11.6)</td>
</tr>
<tr>
<td></td>
<td>F2</td>
<td>80.9</td>
<td>0.13G</td>
<td>40.4 (×63.7)</td>
<td>1.93 (×14.9)</td>
</tr>
</tbody>
</table>

Table 5.1: Oracle classifiers versus compact classifiers in top-1 accuracy, number of FLOPs, and execution time. Execution time is feedforward time of a single image without batching on Caffe [70], a Linux server with a 24-core Intel Xeon E5-2620 and an NVIDIA K20c GPU.

The compact models are also CNNs. For these, we use architectures derived from the corresponding oracles by systematically (but manually) removing layers, decreasing kernel sizes, increasing kernel strides, and reducing the size of fully-connected layers. The end results are architectures (O[1—2] for objects, S[1—2] for scenes and F[1—2] for faces) that use noticeably less resources (Table 5.1), but also yield significantly lower average accuracy when trained and validated on unskewed data, i.e., the same training and validation sets for oracle models. For instance, O1 requires roughly 4× fewer FLOPs to execute than VGGFace, but achieves roughly 70% of its accuracy. Detailed model architecture definition of compact models can be found in Appendix B.

However, in our approach, we train these compact models to classify skewed distributions observed during execution, denoted by specialized classifier, and their performance on skewed distributions is the critical measure. In particular, to generate a specialized model, we create a new training dataset with the data from the $n$ dominant classes of the original data, and a randomly chosen subset from the remaining classes with label “other” such that the dominant classes comprise $p$ percent of the new data set. We train the compact architecture with this new dataset.

Figure 5.2 shows how compact models trained on skewed data and cascaded with their oracles
Figure 5.2: When compact model O1 is trained by various skews and cascaded with the oracle, accuracy of the cascaded classifier tested by various skews for 10 dominant classes perform on validation data of different skews. We first analyze the case where $n = 10$, for various combinations of training and validation skews for model O1. Recall from Table 5.1 that O1 delivers only 70% of its accuracy on unskewed inputs. However, when training and testing is on skewed inputs, the numbers are much more favorable. When O1 is trained on $p=90\%$ skewed data with $n=10$ dominant classes, it delivers over 84% accuracy on average (the left-most dark-blue bar). This is significantly higher than the oracle’s average of 68.9% (top-1 accuracy), denoted by the horizontal black line. We also observed from Figure 5.2 that when O1 is trained on 60% skewed data, the cascaded classifier maintains high accuracy across a wide range of testing skews from 90% to 50%. Therefore, in what follows, we use 60% skew as fixed training skew to specialize object compact models in the rest of paper (similarly 70% fixed skew for scene and 50% for face). Figure 5.3 shows that, where $n$ is varied for O1, the cascaded classifier degrades very gracefully with $n$. Finally, Figure 5.4 which reports similar measurements on compact models S[1—2] and F[1—2] shows that these trends carry over to scene and face recognition.

Finally, we note that since skews are only evident at test-time, specialized models must be trained extremely fast (ideally a few seconds at most). We use two techniques to accomplish this. First, before
Figure 5.3: Accuracy of O1 trained by 60% skew and tested by various skews for different number of dominant classes. The dashed line shows the accuracy of GoogLeNet as a baseline. All experiments repeated 5x with randomly selected dominant sets.

we begin processing any inputs, we train all model architectures on the full, unskewed datasets of their oracles. At test time, when the skew $n, p$ and the identity of dominant classes is available, we only retrain the top (fully connected and softmax) layers of the compact model. The lower layers, being “feature calculation” layers do not need to change with skew. Second, as a pre-processing step, we run all inputs in the training dataset through the lower feature-calculation layers, so that when re-training the top layers at test time, we can avoid doing so. This combination of techniques allows us to re-train the specialized model in roughly 4s for F1 and F2 and 14s for O1/O2, many orders of magnitude faster than fully re-training these models.

5.3 Sequential Model Specialization

5.3.1 The Oracle Bandit Problem (OBP)

Let $x_1, x_2, \ldots, x_i, \ldots \in \mathbb{X} = \mathbb{R}^n$ be a stream of images to be classified. Let $y_1, y_2, \ldots, y_i, \ldots \in \mathbb{Y} = [1, \ldots, k]$ be the corresponding classification results. Let $\pi : \mathbb{I}^+ \rightarrow \mathbb{I}^+$ be a partition over the stream. Associate the distribution $T_j$ with partition $j$, so that each pair $(x_i, y_i)$ is sampled from $T_{\pi(i)}$. Intu-
Figure 5.4: Accuracy of scene classifiers trained by 70% fixed skew and 10 dominant classes and face classifiers trained by 50% fixed skew and 10 dominant classes. Dashed lines show the accuracy of the oracle classifier for scene and face recognition task.

Intuitively, \( \pi \) partitions, or segments, \( \ldots, x_i, \ldots \) into a sequence of “epochs”, where elements from each epoch \( j \) are drawn independently from the corresponding stationary distribution \( T_j \). Thus, for the overall series, samples are drawn from an abruptly-changing, piece-wise stationary distribution. At test time, neither results \( y_i \) nor partitions \( \pi \) are known.

Let \( h^*: X \to Y \) be a classifier, designated the “oracle” classifier, trained on distribution \( T^* \). Intuitively \( T^* \) is a mixture of all distributions comprising the oracle’s input stream: \( T^* = \sum_j T_j \). Let \( R^* \) be the cost (e.g., number cycles), assumed invariant across \( X \), needed to execute \( h^* \) on any \( x \in X \). At test time, on each input \( x_i \), we can always consult \( h^* \) at cost \( R^* \) to get a label \( y_i \) with some (high) accuracy \( a^* \).

Let \( m_1, \ldots, m_M \) be model architectures, such as those of O1, O2, S1, S2, F1 and F2 in Table 5.1. Suppose each architecture \( m_k \) is trained offline on \( T^* \) to obtain a “template” classifier \( h_k \). We assume that re-targeting template \( h_k \) to a new size-\( j \) set of dominant classes has a flat cost \( R_0 \).

Finally, for each set of dominant classes \( D \), the corresponding specialized classifier \( h_D \) is trained by re-targeting some template \( h_k \), using a dataset that draws half its examples from classes in \( D \) and the rest (with a single label “other”) from \( Y - D \). Let the cost of executing \( h_d \) be \( R_{h_d} \). Chaining \( h_D \)
with $h^*$ gives a cascaded classifier $\hat{h}_D(x) \doteq y$ if $y = h_D(x) \in D$, return $y$, otherwise return $h^*(x)$. Note that executing $\hat{h}_D$ will either cost $R_{h_D}$ (in the case that the condition is true), or $R_{h_D} + R^*$ in the case that it is false. Given that $R_{h_D} \ll R^*$, developing and using specialized classifiers $h_D$ can thus reduce costs significantly. Since $x_i$ is drawn from some distribution $T$, each classifier $\hat{h}_D$ also has cost that belongs to a corresponding distribution, which we write as $R_{\hat{T}_{h_D}}(x_i)$.

Now consider a policy (or algorithm) $P$ that, for each incoming image $x_i$ belonging to stationary distribution $T_{\pi(i)}$ as above, selects a classifier $\hat{h}^{(i)}_D$ (for some set choice of $D$), and applies it to $x_i$. The classifier selected could also include the oracle. The expected total cost of this policy,

$R_p = |\cup_i \{ \hat{h}^{(i)}_D \}| R_0 + \sum_i E_{x_i \sim T_{\pi(i)}} (R_{\hat{T}_{h_D}}(x_i)).$  

We seek a minimal-cost policy: $P^* = \arg \min_P R_p$ that maintains average accuracy within a threshold $\tau_a$ of oracle accuracy $a^*$.

5.3.2 The Windowed $\epsilon$-Greedy (WEG) Algorithm

A close look at the policy cost above provides some useful intuition on what good policies should do. First, given the high fixed cost $R_0$ of re-targeting models as opposed to just running them, re-targeting should be infrequent. We expect re-targeting to occur roughly once an epoch. Second, the cost of running the cascade is much lower than that of running the oracle if the input $x_i$ is in the dominant class set $D$ and higher otherwise. It is important therefore to identify promptly when a dominant set $D$ exists, produce a specialized model $h_D$ that does not lose too much accuracy, and revert back to the oracle model when the underlying distribution changes and $D$ is no longer dominant. We provide a heuristic exploration-exploitation based algorithm (Algorithm 5.1) based on these intuitions.

The algorithm runs in three phases.

1. **Window Initialization** [lines 2–7] identifies the dominant classes of the current epoch. To do so, we run the oracle on a fixed number $w_{\min} (=30$ in our implementation) of examples. The `DOMCLASSES` helper identifies the dominant classes in the window as those that appear at least $k$ (2 to 3) times in the window. [Appendix C] provides a simple analysis of how we determine the threshold $k$ for a given window size. If the dominant classes are each within $\tau_a$ (=2) of those of the previous epoch, we conclude the previous epoch is continuing and fold
Algorithm 5.1 Winded $\epsilon$-Greedy (WEG)

1: $j, S_0 \leftarrow 1, [\cdot]$
$\triangleright$ Note: $\tau_r, \tau_a, \tau_{FP}$ and $\epsilon$ below are hyper-parameters.

Window Initialization Phase

2: Repeat $w_{min}$ times
3: $y_t \leftarrow h^*(x_t)$
4: $S_j \leftarrow S_j \oplus [y_t]$
$\triangleright$ Append new sample
5: if $\|\text{DomClasses}(S_{j-1}), \text{DomClasses}(S_j)\| \leq \tau_r$ then
$\triangleright$ dominant classes match sufficiently, old epoch continues
6: $S_j \leftarrow S_{j-1} \oplus S_j$
7: $w \leftarrow |S_j|$ and go to Line 8

Template Selection Phase

8: $D \leftarrow \text{DomClasses(}}$last $w$ elements in $S_j$$)$
9: Estimate acc. $a_{\hat{h}_D}$ of $\hat{h}_D$; use $p^*$ derived from $S_j$ [Equation 5.1]
10: if $a_{\hat{h}_D} \geq a^* + \tau_a$ then
11: train specialized classifier $h_D$ on dominant classes $D$
12: go to Line 16
$\triangleright$ Exploit cascaded classifier $\hat{h}_D$
13: $y_t \leftarrow h^*(x_t)$
14: $S_j \leftarrow S_j \oplus [y_t]$
15: go to Line 8
$\triangleright$ Else, continue exploring with oracle

Specialized Classification Phase

16: $n_\epsilon, n^*, S \leftarrow 0, 0, S_j$
17: $y_t, c \leftarrow \hat{h}_D(x_t)$
$\triangleright$ exploit; $c = 0$ if—if not cascaded to oracle
18: $n^* \leftarrow (c \text{ or rand()} \geq \epsilon) ? n^* : n^* + (h^*(x_t) \neq y_t)$
19: $n_\epsilon \leftarrow n_\epsilon + c$
$\triangleright$ Increment if $\hat{h}_D$ did not use oracle
20: Estimate acc. $a_{\hat{h}_D}$ of $\hat{h}_D$; use $p^*$ derived from $S_j$ [Equation 5.1]
21: if $a_{\hat{h}_D} < a^* + \tau_a \text{ or } n_\epsilon \frac{n^*}{n_\epsilon} > \tau_{FP}$ then
$\triangleright$ Exit specialized classification
22: $j \leftarrow j + 1$
23: go to Line 2
$\triangleright$ Potentially start new epoch $j$
24: else
25: $S \leftarrow S \oplus [y_t]$; go to Line 17
$\triangleright$ Go back to check if distribution has changed
information collected on it into that for the current epoch $S_j$.

2. **Template Selection** [lines 8–15] Given a candidate set of dominant classes $D$, we estimate (Equation 5.1 below details precisely how) the accuracy of the cascaded classifier $\hat{h}_D$ for various template classifiers $h_i$ when specialized to $D$ and their current empirical probability skew $p^*$ derived from measured data $S_j$. Estimating these costs instead of explicitly training the corresponding specialized classifiers $h_D$ is significantly cheaper. If the estimate is within a threshold $\tau_a$ ($= 0.05$ for object and scene recognition, and $-0.05$ for face recognition since the accuracy of oracle is higher) of the oracle, we produce the specialized model and go to the specialized classification phase. If not, we continue running the oracle on inputs and collecting more information on the incoming class skew.

3. **Specialized Classification** [lines 16–17] The specialized classification phase simply applies the current cascaded model $\hat{h}_D$ to inputs (Line 17) until it determines that the distribution it was trained on (as represented by $D$) does not adequately match the actual current distribution. This determination is non-trivial because in the specialization phase, we wish to avoid consulting the oracle in order to reduce costs. However, the oracle is (assumed to be) the only unbiased source of samples from the actual current distribution.

We therefore run the oracle in addition to the cascaded model with probability $\epsilon$ ($= 0.01$), as per the standard $\epsilon$-greedy policy for multi-arm bandits. Given the resulting empirical estimate $p^*$ of skew, we can again estimate the accuracy of the current cascade $\hat{h}_D$ as per [Equation 5.1]. If the estimated accuracy of the cascade is too low, or if the classification results of $\hat{h}_D$ cascade are different from the oracle too often (we use a threshold $\tau_{FP} = 0.5$), we assume that the underlying distribution may have shifted and return to the Window Initialization phase.

Finally, we focus on estimating the expected accuracy of the cascaded classifier given the current skew $p$ of its inputs (i.e., the fraction of its inputs that belong to the dominant class set). The accuracy
of cascaded classifier \( \hat{h}_D \) can be estimated by:

\[
a_{h_D} = p \cdot a_{in} + p \cdot e_{in\rightarrow out} \cdot a^* + (1 - p) \cdot a_{out} \cdot a^*
\]

(5.1)

where \( a_{in} \) is the accuracy of specialized classifier \( h_D \) on \( n \) dominant classes, \( e_{in\rightarrow out} \) is the fraction of dominant inputs that \( h_D \) classifies as non-dominant ones, and \( a_{out} \) is the fraction of non-dominant inputs that \( h_D \) classifies as non-dominant (note that these inputs will be cascaded to the oracle). We have observed previously (Section 5.2) that these parameters \( a_{in}, e_{in\rightarrow out}, a_{out} \) of specialized classifier \( h_D \) are mainly affected only by the size of the dominant class \( D \), not the identity of elements in it. Thus, we pre-compute these parameters for a fixed set of values of \( n \) (averaging over 10 samples of \( D \) for each \( n \)), and use linear interpolation for other \( n \)s at test time.

5.4 Evaluation

We implemented the WEG algorithm with a classification runtime based on Caffe [70]. The system can be fed with videos to produce classification results by recognizing frames. Our goal was to measure both how well the large specialized model speedups of Table 5.1 translated to speedups in diverse settings and on long, real videos. Further we wished to characterize the extent to which elements of our design contributed to these speedups.

5.4.1 Synthetic experiments

First, we evaluate our system with synthetically generate data in order to study diverse settings. For this experiment, we generate a time-series of images picked from standard large validation sets of CNNs we use. Each test set comprises of one or two segments where a segment is defined by the number of dominant classes, the skew, and the duration in minutes. For each segment, we assume that images appear at a fixed interval (1/6 seconds) and that each image is picked from the testing set based on the skew of the segment. For an example of a segment with 5 dominant classes and 90% skew, we pre-select 5 classes as dominant classes and pick an image with 90% probability from the dominant classes and an image with 10% probability from the other classes at each time of image
Table 5.2: Average accuracy and GPU latency of recognition using WEG algorithm over segments of synthetic traces. For the segment column, each parenthesis indicates a segment of 5 minutes with the number of dominant classes and the skew.

<table>
<thead>
<tr>
<th>Segments</th>
<th>Object</th>
<th></th>
<th></th>
<th>Scene</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>disabled</td>
<td>enabled</td>
<td></td>
<td>disabled</td>
<td>enabled</td>
<td></td>
</tr>
<tr>
<td></td>
<td>acc(%)</td>
<td>lat(ms)</td>
<td>acc(%)</td>
<td>lat(ms)</td>
<td>acc(%)</td>
<td>lat(ms)</td>
</tr>
<tr>
<td>(n=5,p=.8)</td>
<td>69.5</td>
<td>11.6</td>
<td>77.0</td>
<td>6.0</td>
<td>57.6</td>
<td>28.9</td>
</tr>
<tr>
<td>(n=10,p=.8)</td>
<td>66.7</td>
<td>11.7</td>
<td>72.5</td>
<td>7.4</td>
<td>57.2</td>
<td>28.9</td>
</tr>
<tr>
<td>(n=10,p=.9)</td>
<td>71.8</td>
<td>11.6</td>
<td>78.0</td>
<td>5.9</td>
<td>59.1</td>
<td>28.8</td>
</tr>
<tr>
<td>(n=15,p=.9)</td>
<td>68.7</td>
<td>11.6</td>
<td>68.9</td>
<td>9.1</td>
<td>57.8</td>
<td>28.8</td>
</tr>
<tr>
<td>(random)</td>
<td>68.1</td>
<td>12.1</td>
<td>68.1</td>
<td>11.5</td>
<td>59.1</td>
<td>28.9</td>
</tr>
<tr>
<td>(n=10,p=.9)</td>
<td>67.9</td>
<td>11.8</td>
<td>70.2</td>
<td>9.1</td>
<td>57.0</td>
<td>28.8</td>
</tr>
<tr>
<td>(n=15,p=.9)</td>
<td>70.6</td>
<td>11.6</td>
<td>73.9</td>
<td>7.8</td>
<td>61.1</td>
<td>28.7</td>
</tr>
<tr>
<td>(n=5,p=.8)</td>
<td>95.2</td>
<td>28.7</td>
<td>95.1</td>
<td>9.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n=5,p=.9)</td>
<td>97.0</td>
<td>28.6</td>
<td>96.2</td>
<td>6.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n=10,p=.9)</td>
<td>95.4</td>
<td>28.5</td>
<td>94.3</td>
<td>11.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(random)</td>
<td>95.9</td>
<td>28.5</td>
<td>95.9</td>
<td>28.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n=5,p=.9)</td>
<td>96.2</td>
<td>28.5</td>
<td>96.2</td>
<td>17.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n=10,p=.9)</td>
<td>95.8</td>
<td>28.5</td>
<td>95.2</td>
<td>10.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Segments</th>
<th>Face</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>disabled</td>
<td>enabled</td>
<td></td>
</tr>
<tr>
<td></td>
<td>acc(%)</td>
<td>lat(ms)</td>
<td>acc(%)</td>
</tr>
<tr>
<td>(n=5,p=.8)</td>
<td>95.2</td>
<td>28.7</td>
<td>95.1</td>
</tr>
<tr>
<td>(n=5,p=.9)</td>
<td>97.0</td>
<td>28.6</td>
<td>96.2</td>
</tr>
<tr>
<td>(n=10,p=.9)</td>
<td>95.4</td>
<td>28.5</td>
<td>94.3</td>
</tr>
<tr>
<td>(random)</td>
<td>95.9</td>
<td>28.5</td>
<td>95.9</td>
</tr>
<tr>
<td>(n=5,p=.9)</td>
<td>96.2</td>
<td>28.5</td>
<td>96.2</td>
</tr>
<tr>
<td>(n=10,p=.9)</td>
<td>95.8</td>
<td>28.5</td>
<td>95.2</td>
</tr>
</tbody>
</table>
arrival over 5 minutes duration. Images in a class are picked in a uniform random way. We also generate traces with two consecutive segments with different configurations to study the effect of moving from one context to the other.

Table 5.2 shows the average top-1 accuracies and per-image processing latencies using GPU for the recognition tasks with and without the specializer enabled. The results are averaged over 5 iterations for each experiment. The specializer was configured to use the compact classifiers O2 for objects, S2 for scenes, and F2 for face recognition from Table 5.1.

The following points are worth noting. (i) (Row 1 and it’s sub-rows) WEG is able to detect and exploit skews over 5-minute intervals and get significant speedups over the oracle while preserving accuracy. For the single segment cases, the GPU latency speedup per-image was 1.3× to 2.0×, 1.3× to 2.4×, and 2.6× to 4.3×, for object, scene, and face, respectively. However, due to WEG's overhead these numbers are noticeably lower than the raw speedups of specialized models (Table 5.1). When the number of dominant classes increase, the specializer latency increases because it alternates between exploration and exploitation to recognizes more dominant classes. The latency also increases when the skew of dominant classes decreases because specializer cascades more times to oracle model when using the cascaded classifier. (ii) (Row 2) WEG is quite stable in handling random inputs, essentially resorting to the oracle so that accuracy and latency are unchanged. (iii) (Rows 3 and 4) WEG is able to detect abrupt input distribution changes as the accuracy remains comparable to oracle accuracy, but with significant speedups when the distribution is skewed (Row 4).

To further understand the limit of the WEG algorithm, we studied how frequently class distributions can change before our technique stops showing benefit. We evaluated face recognition with synthetic traces, changing the distribution every 10/20/30 sec. The WEG algorithm then yields speedups of 0.95/1.19/1.48× with roughly unchanged accuracy. For face recognition therefore, WEG stops gaining benefit for distributions that lasts less than 20 secs.

5.4.2 Video experiments

We now turn to evaluating WEG on real videos. However, we were unable to find a suitable existing dataset to show off specialization. We need several minutes or more of video that contains small
Table 5.3: Accuracy and average processing latency per frame on videos with oracle vs. WEG (latencies are shown in ms).

<table>
<thead>
<tr>
<th>video</th>
<th>length (min)</th>
<th>oracle acc(%)</th>
<th>oracle CPU lat</th>
<th>oracle GPU lat</th>
<th>WEG acc(%)</th>
<th>WEG CPU lat</th>
<th>WEG GPU lat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friends</td>
<td>24</td>
<td>93.2</td>
<td>2576</td>
<td>28.97</td>
<td>93.5</td>
<td>538(×4.8)</td>
<td>7.0(×4.1)</td>
</tr>
<tr>
<td>Good Will Hunting</td>
<td>14</td>
<td>97.6</td>
<td>2576</td>
<td>28.84</td>
<td>95.1</td>
<td>231(×11.2)</td>
<td>3.7(×7.8)</td>
</tr>
<tr>
<td>Ellen Show</td>
<td>11</td>
<td>98.6</td>
<td>2576</td>
<td>29.26</td>
<td>94.6</td>
<td>325(×7.9)</td>
<td>4.7(×6.2)</td>
</tr>
<tr>
<td>The Departed</td>
<td>9</td>
<td>93.9</td>
<td>2576</td>
<td>29.18</td>
<td>93.5</td>
<td>508(×5.1)</td>
<td>6.9(×4.2)</td>
</tr>
<tr>
<td>Ocean's Eleven / Twelve</td>
<td>6</td>
<td>97.9</td>
<td>2576</td>
<td>28.97</td>
<td>96.0</td>
<td>1009(×2.6)</td>
<td>12.3(×2.4)</td>
</tr>
</tbody>
</table>

Table 5.4: Key statistics from WEG usage. (a) “special rate” is the percentage of time that specializer uses the cascaded classifier; (b) “cascade rate” is the percentage of time that a cascaded classifier cascades to oracle classifier; (c) “trans. special” is the number of transitions to specialized classification phase; (d) “dom. size” is the average dominant classes size; (e) “window size” is the average window size.

subs... changes over time. In videos of real-world activity, this happens naturally; in popular benchmarks, not so much. For example, the videos in YouTube Faces [129] are short (average 6 sec, max 200 sec) and typically only contain one person. Similarly, clips in UCF-101 [118] have mean length of 7.2 sec (max 71 sec) and focus on classifying actions for which no oracle model exists. Finally, the sports IM dataset [73] assigns labels per video instead of per frame.

As a consequence, we hand-labeled video clips from three movies, one TV show, and an interview and manually labeled the faces in the videos. The names of video clips with lengths are listed in

\[1\text{The dataset is released at http://syslab.cs.washington.edu/research/neurosys}\]
Table 5.3 Note that we used the entire videos for Friends and Ellen Show, while we used a video chunk for the movies. For these experiments, we used F2 as the compact classifier.

Table 5.3 shows the average accuracies and average latencies for processing a frame for 5 videos. We then ran WEG on these faces and measured the total execution time. Dividing by the number of faces gave the average numbers shown here. The most important point is that even on real-world videos, WEG is able to achieve very significant speedups over the oracle, ranging from $2.6 \times 11.2 \times$ (CPU) and $2.4 \times 7.8 \times$ (GPU).

To understand the speedup, we summarize the statistics of WEG execution in Table 5.4. “Special rate” indicates the percentage of time that specialisti exploits cascaded classifier to reduce the latency, while “cascade rate” reveals the percentage of time that a cascaded classifier cascades to the oracle classifier, thus hurting performance. Higher special rate and lower cascade rate yield more speedup. The cascade rate of “Ocean's Eleven” is significantly higher than that of other videos. We investigated this and found that the specialized compact CNN repeatedly made mistakes on one person in the video, which led to a high cascade rate. “Trans. special” counts the number of times WEG needed to switch between specialized and unspecialized classification to handle the distribution changes and insufficient exploration. The average dominant classes sizes ("dom. size") show that the real videos are skewed to fewer dominant classes than the configurations used in the synthetic experiments. This explains why our system achieved higher speedup on real videos than on synthetic data. Overall, the statistics show that the dataset exercise WEG features such as skew estimation, cascading and specialization.

To understand better the utility of WEG’s features, we performed an ablation study: (a) We disable the adaptive window exploration (Line 5-7 in Algorithm 5.1), and use a fixed window size of 30 and 60. (b) We use the skew of dominant classes in the input distribution as the training skew for specializing compact CNNs instead of using the fixed (50%) training skew suggested in Section 5.2. (c) We apply a simple (but natural) criterion to exit from the specialized classification phase: WEG now exits when the current skew is lower than the skew when it entered into specialized classification phase instead of using the estimated accuracy as soft indicator.
Figure 5.5 shows the comparison between these variants and WEG algorithm in accuracy and CPU/GPU speedups when recognizing faces on Friends video. In the figure we show the absolute differences in accuracy and relative differences in CPU/GPU speedup. (a) Fixed window size (30 and 60) variants achieve similar accuracy but lower speedup. As table 5.4 (“window size” column) shows, the adaptively estimated size for the window is between 30 and 60. In general, too small a window fails to capture the full dominant classes, yielding specializers that exit prematurely. Too large a window requires more work by the oracle to fill up the window. (b) Using variable rather than fixed skew for training achieves more speedup, but suffers from 30% loss in accuracy. This is because the training skew is usually very high. As discussed in Section 5.2 training on highly skewed data produces models vulnerable to false positives in “other” classes. (c) The simple exit variant achieves almost comparable accuracy while the latency is more than 50% higher than our system. It demonstrates the value of our accuracy estimate in modeling the accuracy of cascaded classifiers and to prevent premature exit from the specialized classification phase. In summary, the key design elements of WEG each have a role in producing fast and accurate results.

5.5 Conclusion

We characterize class skew in day-to-day video and show that the distribution of classes is often strongly skewed toward a small number of classes that may vary over the life of the video. We
further show that skewed distributions are well classified by much simpler (and faster) convolutional neural networks than the large “oracle” models necessary for classifying uniform distributions over many classes. This suggests the possibility of detecting skews at runtime and exploiting them using dynamically trained models. We formulate this sequential model selection problem as the Oracle Bandit Problem and provide a heuristic exploration/exploitation based algorithm, Windowed $\epsilon$-Greedy (WEG). Our solution speeds up face recognition on TV episodes and movies by 2.4-7.8× on a GPU (2.6-11.2× on a CPU) with little loss in accuracy relative to a modern convolutional neural network.
Chapter 6

Conclusion

As deep learning revolutionizes many areas in machine learning, DNN-based applications are being applied to broader real-world scenarios and are becoming an important workload for both cloud and edge computing. However, it is challenging to design a serving system that satisfies various constraints such as latency, energy, and cost, while achieving high efficiency.

This dissertation identified three major challenges: scheduling and resource allocation, resource management, and model selection. To address these challenges, we investigated the problem through a series of thorough studies of DNN models and operators, accelerator performance profiles, accuracy and resource trade-off of various model optimization methods, and distribution patterns of DNN workload. Based on these, I explored the designs of DNN serving system ranging from a cloud serving system, a mobile-cloud execution framework, to a general optimization framework for streaming applications. For the cloud environment, I presented Nexus that addresses the resource allocation and scheduling problem and distributes the workload such that it achieves high utilization on accelerators while meeting the latency SLOs. For the mobile-cloud execution, I designed MCDNN that carefully manages the limited resource budgets and systematically selects optimized models generated by various approximation techniques in order to optimize the accuracy and performance. Third, for a streaming workload, I devised sequential specialization, a general optimization that generates specialized models based on current workload distribution and switches between specialized classification mode and oracle classification mode appropriately.

Evaluation of the three systems on realistic workloads demonstrates that we can improve the throughput and reduce the cost and energy consumption significantly by better scheduling, resource management, and model selection algorithms, while meeting all of the relevant constraints. The
Discussion and Future Work

Recurrent neural networks (RNNs) In this dissertation, we mostly focus on convolutional neural networks. However, recurrent neural networks are also an important category and widely used in natural language processing tasks. In general, principles used in this dissertation can be applied to RNN models as well, but require additional attention. First, one primary distinction between RNNs and CNNs is that the input to a RNN model is a sequence of data with uncertain length. It implies that the workload provided to RNNs can vary request by request. This introduces new challenges to scheduling and load balancing due to the higher variance in execution costs. Second, some RNN models like language models require significant amounts of memory in order to include more words and symbols. It is possible that the main memory of a single GPU is not large enough to fit one model. In this case, it is necessary to split a model to multiple GPUs and even multiple servers. Serving systems need to carefully optimize the overhead from synchronization and communication.

Generalization to other applications The systems described in this dissertation can serve not only DNN applications but also other similar applications. For example, video analytics applications, which doesn’t necessarily require DNNs, can still gain higher efficiency on accelerators when batching requests. Therefore, the Nexus system, which optimizes for batched execution, can also handle such applications and improve cluster utilization.

New hardware This dissertation mostly explores server- and mobile- GPUs as accelerators. However, there is an increasing trend of customized FPGAs and ASICs [71, 29, 107, 1, 33, 34] to accelerate DNN execution. Certain principles such as batching still apply to these new hardware for better efficiency. But it raises a bigger challenge regarding how to generate highly efficient kernels for each new hardware. Recently, new compiler frameworks such as TVM [23], Glow [12], DLVM [128] aim to provide high-level programming frameworks that enable developers to easily write and tune highly efficient kernels on new hardware. In the future, we should integrate such compiler frameworks into the serving system so that it can select the best kernel implementation for each hardware or even use
just-in-time (JIT) compilation to generate a new kernel based on currently available resources.

**Integration with other systems** In certain settings, DNNs are not used in standalone applications, but as an intermediate process in a larger system. For example, Optasia [90] treats DNNs as user defined functions (UDFs) in the SQL query. MLlib [93] generalizes MapReduce framework and Spark [140] to support machine learning tasks. Such a system can delegate its DNN execution to Nexus for better efficiency. It would be worth exploring as to whether Nexus is general and expressive enough to not only develop and deploy new applications but also serve as a subsidiary system to such execution engines.
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Appendix A

Hardness of Fixed-rate GPU Scheduling Problem (FGSP)

We now justify the use of an approximate algorithm for GPU cluster scheduling. We define the Fixed-rate GPU Scheduling Problem (FGSP), which is a highly restricted version of the general problem, and we show that even the restricted version is intractable.

FGSP:
Input - models $M_i, 1 \leq i \leq n$ with corresponding latencies $L_i$, latency bounds $B_i$ and GPU count $C$.
(The latencies correspond to the fixed rates.)
Output - Partition of the models into $C$ sets so that in each set $S$ we have $D + L_i \leq B_i, \forall i \in S$ where $D = \sum_{i \in S} L_i$ is the duty cycle for the set.

We show that FGSP is strongly NP-hard by reduction from 3-PARTITION [45].

Theorem 1. FGSP is strongly NP-complete.

Proof. We start with a given instance of 3-PARTITION which consists of a bound $B$ and $3n \frac{B}{4} \leq a_1, a_2, \ldots, a_{3n} \leq \frac{B}{2}$; the goal of 3-PARTITION is to partition the $a_i$s into triples such that the sum of each triple is $B$. Observe that wlog we may assume that $\sum_{1 \leq i \leq 3n} a_i = nB$.

From the given instance of 3-PARTITION we create an instance of FGSP by setting $L_i = 2B + a_i, B_i = 9B + a_i, \forall 1 \leq i \leq 3n, C = n$.

It is clear that if there exists a solution to the 3-PARTITION instance then the same partition into $n$ triples yields a partition of the FGSP instance into $C = n$ sets so that $D + L_i \leq 9B + a_i$ since $D = 7B$ and $L_i = 2B + a_i$. In the other direction suppose there exists a solution to FGSP. Observe that in any solution to FGSP every set can have at most 3 models because otherwise the duty cycle $D$ would exceed $8B$ and then the constraint $D + L_i \leq B_i$ would be violated for any $i$ in the set, since
$D + L_i > 10B$ but $B_i < 10B$. Since there are a total of $3n$ models and $C = n$ sets every set must have exactly 3 models, i.e. every set must be a triple. Since $D + L_i \leq B_i$ for any $i$ in the set, we have that $D + 2B + a_i \leq 9B + a_i$ or $D \leq 7B$. But this implies that in every triple the sum of the $L_i$s is at most 7B or the sum of the corresponding $a_i$s is at most B. But since the sum of all the $n$ triples is $nB$ and each triple is at most B it must be that the sum of each triple is exactly B. This means that the partition of models of the FGSP instance into sets is also a solution for the partition of the corresponding $a_i$ into triples in 3-PARTITION.
Appendix B

Compact Model Architectures

Table B.1 shows the six compact models used in the Chapter 5. All convolution and fully-connected layers are followed by a ReLU activation layer. We created these models by systematically applying the following operations to publicly available model architecture, such as AlexNet [77] and VGGNet [117]: (a) reduce the number of feature maps, or increase stride size in a convolution layer; (b) reduce the size of a fully-connected layer; (c) merge two convolution layers or a convolution layer and a max-pooling layer into a single layer. The models are unremarkable except that they have fewer operations and layers than original versions and hence run faster, yet achieve high accuracy when applied to small subsets of the original model’s domain. In fact, how these architectures are derived is orthogonal to the WEG algorithm (Algorithm 5.1). We have tested two fully automatic approximation techniques, tensor factorization [74] and representation quantization [64] to generate compact models as well.
<table>
<thead>
<tr>
<th></th>
<th>O1</th>
<th>O2</th>
<th>S1</th>
<th>S2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>input 3 × 227 × 227</td>
<td>input 3 × 227 × 227</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pool[3, 2]</td>
<td>pool[3, 2]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>conv[5, 256, 2, 2]</td>
<td>conv[5, 256, 2, 2]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pool[3, 2]</td>
<td>pool[3, 2]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>conv[3, 256, 1, 1]</td>
<td></td>
<td>conv[3, 256, 1, 1]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pool[3, 2]</td>
<td></td>
<td>pool[3, 2]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fc[1000]</td>
<td></td>
<td></td>
<td>fc[205]</td>
<td></td>
</tr>
<tr>
<td>F1</td>
<td>F2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>input 3 × 152 × 152</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>conv[3, 64, 2, 1]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pool[2, 2]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>conv[3, 128, 1, 1]</td>
<td>conv[3, 128, 2, 1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pool[2, 2]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>conv[3, 256, 1, 1]</td>
<td>conv[3, 128, 2, 1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pool[2, 2]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>conv[3, 256, 1, 1]</td>
<td>conv[3, 256, 2, 1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pool[2, 2]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fc[2048]</td>
<td>fc[1024]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fc[2048]</td>
<td>fc[1024]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fc[2622]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table B.1: Architecture of compact models O1, O2, S1, S2, F1, and F2. The table specifies convolution layers as [kernel size, number of feature maps, stride, padding]; max-pooling layers as [kernel size, stride]; fully-connected layers as [output size].
Appendix C

Determine Dominant classes

In the WEG algorithm, an important component is to decide the dominant classes from a sliding window (function DOMClasses in Algorithm 5.1). The decision used in the algorithm is fairly simple: return the classes as dominant classes that appear at least $k$ times in a sliding window $w$ of classification result history from the oracle $h^*$, where $k$ is the minimum support number.

Here we use a simple model to analyze how to choose the minimum support number $k$ for different window sizes $w$ in the WEG algorithm. Suppose $N$ is the number of total classes classified by the oracle $h^*$ and the accuracy of $h^*$ is $a^*$. If the classification result from the oracle is wrong, the probability that the oracle classifies the input to each of the other classes is assumed to be equivalent. Suppose the input sequences are drawn independently from a skewed distribution $T$ which has $n$ dominant classes with skew $p$. Denote the set of dominant classes as $\mathcal{D}$ and set of non-dominant set as $\mathcal{O}$. Based on these definitions, we can compute the probability of a single class that the oracle classifier $h^*$ outputs given the input sequences. Consider one dominant class $\ell \in \mathcal{D}$, the probability that it is output by the oracle is:

$$
\text{prob}(\ell \in \mathcal{D}) = \frac{1}{n} \cdot \hat{p} = \frac{1}{n} \left( p \cdot a^* + p(1 - a^*) \frac{n - 1}{N - 1} + (1 - p)(1 - a^*) \frac{n}{N - 1} \right) \quad \text{(C.1)}
$$

And the probability of a non-dominant class $\ell' \in \mathcal{O}$ that is output by the oracle is:

$$
\text{prob}(\ell' \in \mathcal{O}) = \frac{1}{N - n} \left( (1 - p)a^* + (1 - p)(1 - a^*) \frac{N - n - 1}{N - 1} + p(1 - a^*) \frac{N - n}{N - 1} \right) \quad \text{(C.2)}
$$

From Equation C.1 and C.2, we can then derive the probability of a dominant class or a non-
dominant class that is classified at least $k$ times in the window $w$ by using binomial distribution. Intuitively, we hope the probability of a dominant class that appear at least $k$ times ($p_{in}$) in the window be as high as possible, while the probability of any non-dominant class ($p_{out}$) be as low as possible. We considered different combinations of $N, a^*, n, p$ under different $w$ and $k$ settings, and computed $p_{in}$ and $p_{out}$. Table C.1 shows how $p_{in}$ and $p_{out}$ changes under different settings. From the table, we can tell that with an increase in the number of dominant classes and a decrease in skew, we need to increase the size of window to have a higher probability that the dominant classes can be detected in the window. However, when the window size is larger, we also need to increase the minimum support number $k$ (Row 6 and 7) to limit the probability that a non-dominant class appears $k$ times. In addition, when there is no skew in the distribution (Row 8), the minimum support number $k$ is also effective at filtering out most of the non-dominant classes. In practice, we set $k = 2$ for $w < 90$ and $k = 3$ for $w \geq 90$.

<table>
<thead>
<tr>
<th>index</th>
<th>$N$</th>
<th>$a^*$</th>
<th>$n$</th>
<th>$p$</th>
<th>$w$</th>
<th>$k$</th>
<th>$p_{in}$</th>
<th>$p_{out}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1000</td>
<td>0.68</td>
<td>5</td>
<td>0.9</td>
<td>30</td>
<td>2</td>
<td>0.896</td>
<td>6.52E-5</td>
</tr>
<tr>
<td>2</td>
<td>1000</td>
<td>0.68</td>
<td>10</td>
<td>0.9</td>
<td>30</td>
<td>2</td>
<td>0.558</td>
<td>6.53E-5</td>
</tr>
<tr>
<td>3</td>
<td>1000</td>
<td>0.68</td>
<td>10</td>
<td>0.9</td>
<td>60</td>
<td>2</td>
<td>0.891</td>
<td>2.64E-4</td>
</tr>
<tr>
<td>4</td>
<td>1000</td>
<td>0.68</td>
<td>10</td>
<td>0.7</td>
<td>60</td>
<td>2</td>
<td>0.789</td>
<td>4.80E-4</td>
</tr>
<tr>
<td>5</td>
<td>1000</td>
<td>0.68</td>
<td>10</td>
<td>0.7</td>
<td>90</td>
<td>2</td>
<td>0.933</td>
<td>1.08E-3</td>
</tr>
<tr>
<td>6</td>
<td>205</td>
<td>0.58</td>
<td>10</td>
<td>0.9</td>
<td>90</td>
<td>2</td>
<td>0.959</td>
<td>0.019</td>
</tr>
<tr>
<td>7</td>
<td>205</td>
<td>0.58</td>
<td>10</td>
<td>0.9</td>
<td>90</td>
<td>3</td>
<td>0.872</td>
<td>1.31E-3</td>
</tr>
<tr>
<td>8</td>
<td>205</td>
<td>0.58</td>
<td>N/A</td>
<td>0</td>
<td>90</td>
<td>3</td>
<td>N/A</td>
<td>9.29E-3</td>
</tr>
</tbody>
</table>

Table C.1: Probability $p_{in}$ and $p_{out}$ under various $N, a^*, n, p$ and $w, k$. In row 8, $n = 0$ and $p = N/A$ indicates that the distribution has no skew and is uniform across all $N$ classes.