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Deep Neural Networks (DNNs) have played a major role in advancing computer vision research in the past years. DNNs are especially effective for tasks where large amount of labeled data is available. However, for many tasks such as object detection and semantic segmentation, labeled data is expansive to acquire. In such cases, it is beneficial to apply transfer learning and leverage data from another domain where labels are cheaper to collect.

Transfer learning often involves two stages: pre-training on a source task with a large amount of data and fine-tuning on the target task with relatively less data. In this thesis, we first study the process of training Convolutional Neural Networks (CNNs) for image classification, which is the most widely used source task in computer vision. We examine each step in this process in detail and propose various modifications that improve model accuracy on the source task. Next, we fine-tune the improved source model on target tasks to show that these improvements on the source task can be transferred to improvements on target tasks.

In the rest of this thesis, we present our works on transfer learning in various application domains including clustering, automatic 2D-to-3D conversion, and object detection. We demonstrate how transfer learning, in different forms, helps improving performance on the target task by leveraging other datasets and source tasks.
TABLE OF CONTENTS

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>List of Figures</td>
<td>iii</td>
</tr>
<tr>
<td>List of Tables</td>
<td>vi</td>
</tr>
<tr>
<td>Glossary</td>
<td>viii</td>
</tr>
<tr>
<td>Chapter 1: Introduction</td>
<td>1</td>
</tr>
<tr>
<td>1.1 Background</td>
<td>2</td>
</tr>
<tr>
<td>1.2 Thesis Outline</td>
<td>3</td>
</tr>
<tr>
<td>Chapter 2: Image Classification and Transfer Learning</td>
<td>5</td>
</tr>
<tr>
<td>2.1 Introduction</td>
<td>5</td>
</tr>
<tr>
<td>2.2 Training Procedures</td>
<td>7</td>
</tr>
<tr>
<td>2.3 Efficient Training</td>
<td>9</td>
</tr>
<tr>
<td>2.4 Model Tweaks</td>
<td>14</td>
</tr>
<tr>
<td>2.5 Training Refinements</td>
<td>17</td>
</tr>
<tr>
<td>2.6 Transfer Learning</td>
<td>23</td>
</tr>
<tr>
<td>2.7 Conclusion</td>
<td>25</td>
</tr>
<tr>
<td>Chapter 3: Deep Embedded Clustering</td>
<td>27</td>
</tr>
<tr>
<td>3.1 Introduction</td>
<td>27</td>
</tr>
<tr>
<td>3.2 Related work</td>
<td>29</td>
</tr>
<tr>
<td>3.3 Deep embedded clustering</td>
<td>30</td>
</tr>
<tr>
<td>3.4 Experiments</td>
<td>35</td>
</tr>
<tr>
<td>3.5 Discussion</td>
<td>40</td>
</tr>
<tr>
<td>3.6 Conclusion</td>
<td>44</td>
</tr>
<tr>
<td>Chapter</td>
<td>Title</td>
</tr>
<tr>
<td>-----------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>4</td>
<td>Automatic 2D-to-3D Conversion</td>
</tr>
<tr>
<td>4.1</td>
<td>Introduction</td>
</tr>
<tr>
<td>4.2</td>
<td>Related Work</td>
</tr>
<tr>
<td>4.3</td>
<td>Method</td>
</tr>
<tr>
<td>4.4</td>
<td>Dataset</td>
</tr>
<tr>
<td>4.5</td>
<td>Experiments</td>
</tr>
<tr>
<td>4.6</td>
<td>Conclusions</td>
</tr>
<tr>
<td>5</td>
<td>Object Detection</td>
</tr>
<tr>
<td>5.1</td>
<td>Introduction</td>
</tr>
<tr>
<td>5.2</td>
<td>Related Work</td>
</tr>
<tr>
<td>5.3</td>
<td>Technique Details</td>
</tr>
<tr>
<td>5.4</td>
<td>Experiments</td>
</tr>
<tr>
<td>5.5</td>
<td>Conclusion</td>
</tr>
<tr>
<td>6</td>
<td>Conclusions</td>
</tr>
<tr>
<td>Bibliography</td>
<td></td>
</tr>
</tbody>
</table>
# LIST OF FIGURES

<table>
<thead>
<tr>
<th>Figure Number</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>The architecture of ResNet-50. The convolution kernel size, output channel</td>
<td></td>
</tr>
<tr>
<td></td>
<td>size and stride size (default is 1) are illustrated, similar for pooling</td>
<td></td>
</tr>
<tr>
<td></td>
<td>layers.</td>
<td>13</td>
</tr>
<tr>
<td>2.2</td>
<td>Three ResNet tweaks. ResNet-B modifies the downsampling block of Resnet.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ResNet-C further modifies the input stem. On top of that, ResNet-D again</td>
<td></td>
</tr>
<tr>
<td></td>
<td>modifies the downsampling block.</td>
<td>15</td>
</tr>
<tr>
<td>2.3</td>
<td>Visualization of learning rate schedules with warm-up. Top: cosine and step</td>
<td></td>
</tr>
<tr>
<td></td>
<td>schedules for batch size 1024. Bottom: Top-1 validation accuracy curve with</td>
<td></td>
</tr>
<tr>
<td></td>
<td>regard to the two schedules.</td>
<td>18</td>
</tr>
<tr>
<td>2.4</td>
<td>Visualization of the effectiveness of label smoothing on ImageNet. Top: theo-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>retical gap between $z_p^*$ and others decreases when increasing $\varepsilon$.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bottom: The empirical distributions of the gap between the maximum prediction</td>
<td></td>
</tr>
<tr>
<td></td>
<td>and the average of the rest.</td>
<td>20</td>
</tr>
<tr>
<td>3.1</td>
<td>Network structure.</td>
<td>33</td>
</tr>
<tr>
<td>3.2</td>
<td>Each row contains the top 10 scoring elements from one cluster.</td>
<td>37</td>
</tr>
<tr>
<td>3.3</td>
<td>Clustering accuracy for different hyperparameter choices for each algorithm.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DEC outperforms other methods and is more robust to hyperparameter changes.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>compared to either LDGMI or SEC. Robustness is important because cross-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>validation is not possible in real-world applications of cluster analysis.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>This figure is best viewed in color.</td>
<td>39</td>
</tr>
<tr>
<td>3.4</td>
<td>Gradient visualization at the start of KL divergence minimization. This plot</td>
<td></td>
</tr>
<tr>
<td></td>
<td>shows the magnitude of the gradient of the loss $L$ vs. the cluster soft</td>
<td></td>
</tr>
<tr>
<td></td>
<td>assignment probability $q_{ij}$. See text for discussion.</td>
<td>40</td>
</tr>
<tr>
<td>3.5</td>
<td>We visualize the latent representation as the KL divergence minimization</td>
<td></td>
</tr>
<tr>
<td></td>
<td>phase proceeds on MNIST. Note the separation of clusters from epoch 0 to</td>
<td></td>
</tr>
<tr>
<td></td>
<td>epoch 12. We also plot the accuracy of DEC at different epochs, showing that</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KL divergence minimization improves clustering accuracy. This figure is best</td>
<td></td>
</tr>
<tr>
<td></td>
<td>viewed in color.</td>
<td>41</td>
</tr>
</tbody>
</table>
3.6 Selection of the centroid count, k. This is a plot of Normalized Mutual Information (NMI) and Generalizability vs. number of clusters. Note that there is a sharp drop of generalizability from 9 to 10 which means that 9 is the optimal number of clusters. Indeed, we observe that 9 gives the highest NMI.

4.1 Overall architecture of Deep3D.

4.2 Deep3D model architecture. Our model combines information from multiple levels and is trained end-to-end to directly generate the right view from the left view. The base network predicts a probabilistic disparity assignment which is then used by the selection layer to model Depth Image-Based Rendering (DIBR) in a differentiable way. This also allows implicit in-painting.

4.3 Depth to disparity conversion. Given the distance between the eyes, $B$, and the distance between the eyes and the plane of focus, $f$, we can compute disparity from depth with Eqn. 4.3. Disparity is negative if object is closer than the plane of focus and positive if it is further away.

4.4 Qualitative results. Column one shows an anaglyph of the predicted 3D image (best viewed in color with red-blue 3D glasses). Each anaglyph is followed by 12 heat maps of disparity channels -3 to 8 (closer to far). In the first row, the man is closer and appears in the first 3 channels while the woman is further away and appears in 4th-5th channels; the background appears in the last 4 channels.

4.5 Comparison between [24] and Deep3D. The first column shows the input image. The second column shows the prediction of [24] and the third column shows Deep3D’s prediction. This figure shows that Deep3D is better at delineating people and figuring out their distance from the camera.

4.6 Human subject study setup. Each subject is shown 50 pairs of 3D anaglyph images. Each pair consists of the same scene generated by 2 randomly selected methods. The subjects are instructed to wear red-blue 3D glasses and pick the one with better 3D effects or “Not Sure” if they cannot tell. The study result is shown in Table 4.2.

5.1 mixup visualization of image classification with typical mixup ratio at 0.1 : 0.9.

5.2 Geometry preserved alignment of mixed images for object detection. Image pixels are blended, object labels are merged with respect to generated new image.

5.3 Comparison of different random weighted mixup sampling distributions. Red curve indicate the typical mixup ratio used in image classification.

5.4 Elephant in the room example. Model trained with geometry preserved mixup (bottom) is more robust against alien objects compared to baseline (top).
5.5 Visualization of learning rate scheduling with warm-up enabled for YOLOv3 training on Pascal VOC. (a): cosine and step schedules for batch size 64. (b):
Validation mAP comparison curves using step and cosine learning scheduler.

5.6 Example detection results by applying BoF on COCO 2017 validation set.

5.7 COCO 80 category AP analysis with YOLOv3 [95]. Red lines indicate performance gain using BoF, while blue lines indicate performance drop.

5.8 COCO 80 category AP analysis with Faster-RCNN resnet50 [96]. Red lines indicate performance gain using BoF, while blue lines indicate performance drop.
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GLOSSARY

CNN: a class of neural networks composed of convolution operators. Commonly used for image data.
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Chapter 1

INTRODUCTION

In recent years, deep neural networks (DNNs) have played a key role in advancing machine learning research. DNNs based methods have been established as the state-of-the-art in many domains. For example, in 2010 Deng et al. proposed to replace traditional hand-engineered features with learned features from DNNs and significantly improved speech recognition accuracy [128]. DNNs are now the dominate approach to speech recognition [127]. In 2012, Krizhevsky et al. won the ImageNet competition on image classification. Since then, numerous follow up works have been published and the state-of-the-art performance on image classification has been rising rapidly.

However, successful application of DNN based methods often requires a large amount of labeled data. This has not been a impediment for image classification task because of the availability of large scale public datasets like ImageNet [20], which has millions of images. Similarly, in speech recognition companies have accumulated tens of thousands of hours of speech data for training [4]. In many other applications, however, labeled data can be much more expensive and scarce. For example, semantic segmentation requires a category label for each pixel in the image, which is obviously much more expensive than the per image label needed for image classification. As a result, datasets for these tasks are typically much smaller, with only hundreds or thousands of examples.

To adapt DNNs to small datasets, many researchers have turned to transfer learning. The goal of transfer learning is to improve performance on the target task by leveraging a large amount of training data from another task, which we called the source task. In computer vision, the most popular source task is image classification. Indeed, state-of-the-art semantic segmentation [136, 131, 75] models and object detection models are all derived
from backbone networks pre-trained on ImageNet.

1.1 Background

In this thesis, we study the intersection of three fields: transfer learning, deep neural networks, and computer vision. We study how to best apply DNNs for various computer vision tasks as well as how transfer learning can be used to improve performance.

1.1.1 Deep Learning

Deep learning is a branch of machine learning that promotes stacking many processing layers to learn representations at multiple level of abstraction. The most widely used instantiation of deep learning is deep neural networks, which has been shown to be effective in many domains including speech recognition, image classification, object detection, and natural language processing [64].

1.1.2 Computer Vision

Computer vision research aims to build algorithms that can generate high-level understanding from images and videos. In recent years, deep learning has become the most successful approach to many computer vision tasks. For example, AlexNet [59], now succeeded by many follow up works, proposed to use a network of multiple stacked convolution and non-linearity layers to classify images and dramatically out-performed previous methods. Faster-RCNN [96] detect object locations in images by combining convolution layers with non-maximum suppression and other operations. Deep learning allows the combination of many different operations to fit the specific needs of different computer vision tasks. The combined system can be trained end-to-end with back-propagation, which often yields better results than traditional systems with independently trained stages.
1.1.3 Transfer Learning

Transfer learning aims at improving learning on a new task, \textit{i.e.} the target task, by leveraging knowledge learned from a related but different task, \textit{i.e.} the source task. Many deep learning methods use transfer learning to take advantage of additional data outside the target domain, especially when data on the target task is scarce. For example, datasets for object detection and semantic segmentation are usually orders of magnitudes smaller than image classification datasets. Therefore, object detection and semantic segmentation algorithms are often built on top of models pretrained on image classification tasks \cite{96,12}.

Transfer learning can be used in many forms. In \cite{47}, Hinton \textit{et al.} proposed deep belief networks, which first pretrains on unlabeled data and then fine-tunes on labeled data. With semi-supervised learning, models are simultaneously train on labeled data and unlabeled data. With multi-task learning, a single model is trained to perform multiple tasks at the same time. There are many other approaches to transfer learning designed for various types of data. Please refer to \cite{110} for a survey of this field.

1.2 Thesis Outline

The reset of this thesis is organized as follows:

We start by focusing on the first stage of transfer learning: pre-training on the source task. In Chapter 2, we study how can performance on the source task be improved and what is the relationship between improvements on the source task and improvements on the target task. To this end, we experiment with a combination of techniques for improving image classification accuracy on ImageNet, which is the most widely used source task in computer vision. We also empirically validate if these improvements can be transferred to target tasks including object detection and semantic segmentation.

In the following chapters, we moved to the second stage of transfer learning: fine-tuning on the target task given a pre-trained model. In Chapter 3, we describe deep embedded clustering (DEC), a clustering algorithm that combines unsupervised pre-training and self-
supervised fine-tuning. DEC first uses unsupervised autoencoders to learn a mapping from the data space to a lower-dimensional feature space and then iteratively refines the mapping with a clustering objective. Our experiments on image and text corpora show that DEC brings significant improvement over previous state-of-the-art clustering methods.

In Chapter 4, we present Deep3D, a 2D-to-3D video conversion algorithm. Deep3D is trained to minimize the pixel-wise reconstruction error of the right view when given the left view. We take a backbone network pre-trained for classifying 2D images and fine-tune it on stereo image pairs for 3D reconstruction. Deep3D outperforms baselines in both quantitative and human subject evaluations.

In Chapter 5, we focus on object detection and study various factors that affect detection accuracy. In particular, we adapt mixup [132] to object detection and show that it helps to improve generalization and avoid confusion caused by context. We also demonstrate that in order to attain the best effect of mixup training in detection, the source model also needs to be pre-trained with mixup on image classification.

Finally, Chapter 6 concludes this thesis.
Chapter 2

IMAGE CLASSIFICATION AND TRANSFER LEARNING

The cost of labeling data varies greatly among common computer vision tasks. For example, image classification only requires one categorical label per image, while object detection requires the precise location of all objects in the scene. As a result, there are much less data for object detection than image classification. Transfer learning is often used to leverage large datasets from other tasks, i.e. the source task, for improving performance on target tasks with scarce data. Image classification is the most widely used source task in computer vision because there is a large amount of labeled data for it.

Transfer learning consists of two stages: pre-training on the source task and fine-tuning on the target task. In this chapter, we focus on the first stage while holding the second stage constant. We study how performance on the source task can be improved and whether improvements on the source task leads to improvements on the target task. Specifically, we experiment with a combination of techniques for improving image classification accuracy on ImageNet. We also demonstrate that these improvements transfers to improvements on target tasks including object detection and semantic segmentation.

2.1 Introduction

Since the introduction of AlexNet [59] in 2012, deep convolutional neural networks have become the dominating approach for image classification. Various new network architectures have been proposed since then, including VGG [102], NiN [69], Inception [13], ResNet [42], DenseNet [53], and NASNet [141]. At the same time, we have seen a steady trend of model accuracy improvement. For example, the top-1 validation accuracy on ImageNet [98] has been raised from 62.5% (AlexNet) to 82.7% (NASNet-A).
<table>
<thead>
<tr>
<th>Model</th>
<th>FLOPs</th>
<th>top-1</th>
<th>top-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50 [42]</td>
<td>3.9 G</td>
<td>75.3</td>
<td>92.2</td>
</tr>
<tr>
<td>ResNeXt-50 [122]</td>
<td>4.2 G</td>
<td>77.8</td>
<td>-</td>
</tr>
<tr>
<td>SE-ResNet-50 [52]</td>
<td>3.9 G</td>
<td>76.71</td>
<td>93.38</td>
</tr>
<tr>
<td>SE-ResNeXt-50 [52]</td>
<td>4.3 G</td>
<td>78.90</td>
<td>94.51</td>
</tr>
<tr>
<td>DenseNet-201 [53]</td>
<td>4.3 G</td>
<td>77.42</td>
<td>93.66</td>
</tr>
<tr>
<td>ResNet-50 + tricks (ours)</td>
<td>4.3 G</td>
<td><strong>79.29</strong></td>
<td><strong>94.63</strong></td>
</tr>
</tbody>
</table>

Table 2.1: **Computational costs and validation accuracy of various models.** ResNet, trained with our “tricks”, is able to outperform newer and improved architectures trained with standard pipeline.

However, these advancements did not solely come from improved model architecture. Training procedure refinements, including changes in loss functions, data preprocessing, and optimization methods also played a major role [43]. A large number of such refinements has been proposed in the past years but received relatively less attention. In the literature, some of them were only briefly mentioned as implementation details while others can only be found in source code.

In this chapter, we examine a collection of training procedure and model architecture refinements that improve model accuracy but barely change computational complexity. Many of them are minor “tricks” like modifying the stride size of a particular convolution layer or adjusting learning rate schedule. Collectively, however, they make a big difference. We will evaluate them on multiple network architectures and datasets and report their impact to the final model accuracy.

Our empirical evaluation shows that several tricks lead to significant accuracy improvement and combining them together can further boost the model accuracy. We compare ResNet-50, after applying all tricks, to other related networks in Table 2.1. Note that
these tricks raises ResNet-50’s top-1 validation accuracy from 75.3% to 79.29% on ImageNet. It also outperforms other more recent and improved network architectures, such as SE-ResNeXt-50. In addition, we show that our approach can generalize to other networks (Inception V3 [13] and MobileNet [51]) and datasets (Place365 [138]). We further show that models trained with our tricks bring better transfer learning performance in other application domains such as object detection and semantic segmentation.

**Chapter Outline.** We first set up a baseline training procedure in Section 2.2 and then discuss several tricks that are useful for efficient training on new hardware in Section 2.3. In Section 2.4 we review three minor model architecture tweaks for ResNet and propose a new one. Four additional training procedure refinements are then discussed in Section 2.5. At last, we study if these more accurate models can help transfer learning in Section 2.6.

Our model implementations and training scripts are publicly available in GluonCV.

### 2.2 Training Procedures

The template of training a neural network with mini-batch stochastic gradient descent is shown in Algorithm 1. In each iteration, we randomly sample $b$ images to compute the gradients and then update the network parameters. It stops after $K$ passes through the dataset. All functions and hyper-parameters in Algorithm 1 can be implemented in many different ways. In this section, we first specify a baseline implementation of Algorithm 1.

#### 2.2.1 Baseline Training Procedure

We follow a widely used implementation [39] of ResNet as our baseline. The preprocessing pipelines between training and validation are different. During training, we perform the following steps one-by-one:

Algorithm 1 Train a neural network with mini-batch stochastic gradient descent.

\begin{verbatim}
initialize(net)
for epoch = 1, \ldots, K do
    for batch = 1, \ldots, \#images/b do
        images ← uniformly random sample b images
        X, y ← preprocess(images)
        z ← forward(net, X)
        \ell ← loss(z, y)
        grad ← backward(\ell)
        update(net, grad)
    end for
end for
\end{verbatim}

1. Randomly sample an image and decode it into 32-bit floating point raw pixel values in $[0, 255]$.

2. Randomly crop a rectangular region whose aspect ratio is randomly sampled in $[3/4, 4/3]$ and area randomly sampled in $[8\%, 100\%]$, then resize the cropped region into a 224-by-224 square image.

3. Flip horizontally with 0.5 probability.

4. Scale hue, saturation, and brightness with coefficients uniformly drawn from $[0.6, 1.4]$.

5. Add PCA noise with a coefficient sampled from a normal distribution $\mathcal{N}(0, 0.1)$.

6. Normalize RGB channels by subtracting 123.68, 116.779, 103.939 and dividing by 58.393, 57.12, 57.375, respectively.

During validation, we resize each image's shorter edge to 256 pixels while keeping its aspect ratio. Next, we crop out the 224-by-224 region in the center and normalize RGB
channels similar to training. We do not perform any random augmentations during validation.

The weights of both convolutional and fully-connected layers are initialized with the Xavier algorithm [35]. In particular, we set the parameter to random values uniformly drawn from \([-a, a]\), where \(a = \sqrt{6/(d_{in} + d_{out})}\). Here \(d_{in}\) and \(d_{out}\) are the input and output channel sizes, respectively. All biases are initialized to 0. For batch normalization layers, \(\gamma\) vectors are initialized to 1 and \(\beta\) vectors to 0.

Nesterov Accelerated Gradient (NAG) descent [87] is used for training. Each model is trained for 120 epochs on 8 Nvidia V100 GPUs with a total batch size of 256. The learning rate is initialized to 0.1 and divided by 10 at the 30th, 60th, and 90th epochs.

2.2.2 Experiment Results

We evaluate three CNNs: ResNet-50 [42], Inception-V3 [13], and MobileNet [51]. For Inception-V3 we resize the input images into 299x299. We use the ISLVR2012 [98] dataset, which has 1.3 million images for training and 1000 classes. The validation accuracies are shown in Table 2.2. As can be seen, our ResNet-50 results are slightly better than the reference results, while our baseline Inception-V3 and MobileNet are slightly lower in accuracy due to different training procedure.

2.3 Efficient Training

Hardware, especially GPUs, has been rapidly evolving in recent years. As a result, the optimal choices for many performance related trade-offs have changed. For example, it is now more efficient to use lower numerical precision and larger batch sizes during training. In this section, we review various techniques that enable low precision and large batch training without sacrificing model accuracy. Some techniques can even improve both accuracy and training speed.
Table 2.2: **Validation accuracy of reference implementations and our baseline.**

Note that the numbers for Inception V3 are obtained with 299-by-299 input images.

<table>
<thead>
<tr>
<th>Model</th>
<th>Baseline</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top-1</td>
<td>Top-5</td>
</tr>
<tr>
<td>ResNet-50 [42]</td>
<td>75.87</td>
<td>92.70</td>
</tr>
<tr>
<td>Inception-V3 [108]</td>
<td>77.32</td>
<td>93.43</td>
</tr>
<tr>
<td>MobileNet [51]</td>
<td>69.03</td>
<td>88.71</td>
</tr>
</tbody>
</table>

2.3.1 **Large-batch training**

Mini-batch SGD groups multiple samples to a mini-batch to increase parallelism and decrease communication costs. Using large batch size, however, may slow down the training progress. For convex problems, convergence rate decreases as batch size increases. Similar empirical results have been reported for neural networks [104]. In other words, for the same number of epochs, training with a large batch size results in a model with degraded validation accuracy compared to the ones trained with smaller batch sizes.

Multiple works [37, 55] have proposed heuristics to solve this issue. In the following paragraphs, we will examine four heuristics that help scale the batch size up for single machine training.

**Linear scaling learning rate.** In mini-batch SGD, gradient descending is a random process because the examples are randomly selected in each batch. Increasing the batch size does not change the expectation of the stochastic gradient but reduces its variance. In other words, a large batch size reduces the noise in the gradient, so we may increase the learning rate to make a larger progress along the opposite of the gradient direction. Goyal *et al.* [37] reports that linearly increasing the learning rate with the batch size works empirically for ResNet-50 training. In particular, if we follow He *et al.* [42] to choose 0.1 as the initial
learning rate for batch size 256, then when changing to a larger batch size \( b \), we will increase the initial learning rate to \( 0.1 \times b/256 \).

**Learning rate warmup.** At the beginning of the training, all parameters are typically random values and therefore far away from the final solution. Using a too large learning rate may result in numerical instability. In the warmup heuristic, we use a small learning rate at the beginning and then switch back to the initial learning rate when the training process is stable [42]. Goyal et al. [37] proposes a gradual warmup strategy that increases the learning rate from 0 to the initial learning rate linearly. In other words, assume we will use the first \( m \) batches (e.g. 5 data epochs) to warm up, and the initial learning rate is \( \eta \), then at batch \( i \), \( 1 \leq i \leq m \), we will set the learning rate to be \( i\eta/m \).

**Zero \( \gamma \).** A ResNet network consists of multiple residual blocks, each block consists of several convolutional layers. Given input \( x \), assume block\((x)\) is the output for the last layer in the block, this residual block then outputs \( x + \text{block}(x) \). Note that the last layer of a block could be a batch normalization (BN) layer. The BN layer first standardizes its input, denoted by \( \hat{x} \), and then performs a scale transformation \( \gamma \hat{x} + \beta \). Both \( \gamma \) and \( \beta \) are learnable parameters whose elements are initialized to 1s and 0s, respectively. In the zero \( \gamma \) initialization heuristic, we initialize \( \gamma = 0 \) for all BN layers that sit at the end of a residual block. Therefore, all residual blocks just return their inputs, mimics network that has less number of layers and is easier to train at the initial stage.

**No bias decay.** The weight decay is often applied to all learnable parameters including both weights and bias. It’s equivalent to applying an L2 regularization to all parameters to drive their values towards 0. As pointed out by Jia et al. [55], however, it’s recommended to only apply the regularization to weights to avoid overfitting. The no bias decay heuristic follows this recommendation, it only applies the weight decay to the weights in convolution and fully-connected layers. Other parameters, including the biases and \( \gamma \) and \( \beta \) in BN layers,
are left unregularized.

Note that LARS [31] offers layer-wise adaptive learning rate and is reported to be effective for extremely large batch sizes (beyond 16K). While in this paper we limit ourselves to methods that are sufficient for single machine training, in which case a batch size no more than 2K often leads to good system efficiency.

2.3.2 Low-precision training

Neural networks are commonly trained with 32-bit floating point (FP32) precision. That is, all numbers are stored in FP32 format and both inputs and outputs of arithmetic operations are FP32 numbers as well. New hardware, however, may have enhanced arithmetic logic unit for lower precision data types. For example, the previously mentioned Nvidia V100 offers 14 TFLOPS in FP32 but over 100 TFLOPS in FP16. As in Table 2.3, the overall training speed is accelerated by 2 to 3 times after switching from FP32 to FP16 on V100.

Despite the performance benefit, a reduced precision has a narrower range that makes results more likely to be out-of-range and then disturb the training progress. Micikevicius et al. [81] proposes to store all parameters and activations in FP16 and use FP16 to compute gradients. At the same time, all parameters have an copy in FP32 for parameter updating. In addition, multiplying a scalar to the loss to better align the range of the gradient into FP16 is also a practical solution.

2.3.3 Experiment Results

The evaluation results for ResNet-50 are shown in Table 2.3. Compared to the baseline with batch size 256 and FP32, using a larger 1024 batch size and FP16 reduces the training time for ResNet-50 from 13.3-min per epoch to 4.4-min per epoch. In addition, by stacking all heuristics for large-batch training, the model trained with 1024 batch size and FP16 even slightly increased 0.5% top-1 accuracy compared to the baseline model.

The ablation study of all heuristics is shown in Table 2.4. Increasing batch size from 256 to 1024 by linear scaling learning rate alone leads to a 0.9% decrease of the top-1 accuracy.
<table>
<thead>
<tr>
<th>Model</th>
<th>Efficient</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time/epoch</td>
<td>Top-1</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>4.4 min</td>
<td>76.21</td>
</tr>
<tr>
<td>Inception-V3</td>
<td>8 min</td>
<td>77.50</td>
</tr>
<tr>
<td>MobileNet</td>
<td>3.7 min</td>
<td>71.90</td>
</tr>
</tbody>
</table>

Table 2.3: Comparison of the training time and validation accuracy for ResNet-50 between the baseline (BS=256 with FP32) and a more hardware efficient setting (BS=1024 with FP16).

Figure 2.1: The architecture of ResNet-50. The convolution kernel size, output channel size and stride size (default is 1) are illustrated, similar for pooling layers.

while stacking the rest three heuristics bridges the gap. Switching from FP32 to FP16 at the end of training does not affect the accuracy.
<table>
<thead>
<tr>
<th>Heuristic</th>
<th>BS=256</th>
<th>BS=1024</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top-1</td>
<td>Top-5</td>
</tr>
<tr>
<td>Linear scaling</td>
<td>75.87</td>
<td>92.70</td>
</tr>
<tr>
<td>+ LR warmup</td>
<td>76.03</td>
<td>92.81</td>
</tr>
<tr>
<td>+ Zero $\gamma$</td>
<td>76.19</td>
<td>93.03</td>
</tr>
<tr>
<td>+ No bias decay</td>
<td>76.16</td>
<td>92.97</td>
</tr>
<tr>
<td>+ FP16</td>
<td>76.15</td>
<td>93.09</td>
</tr>
</tbody>
</table>

Table 2.4: The breakdown effect for each effective training heuristic on ResNet-50.

2.4 Model Tweaks

A model tweak is a minor adjustment to the network architecture, such as changing the stride of a particular convolution layer. Such a tweak often barely changes the computational complexity but might have a non-negligible effect on the model accuracy. In this section, we will use ResNet as an example to investigate the effects of model tweaks.

2.4.1 ResNet Architecture

We will briefly present the ResNet architecture, especially its modules related to the model tweaks. For detailed information please refer to He et al. [42]. A ResNet network consists of an input stem, four subsequent stages and a final output layer, which is illustrated in Figure 2.1. The input stem has a $7 \times 7$ convolution with an output channel of 64 and a stride of 2, followed by a $3 \times 3$ max pooling layer also with a stride of 2. The input stem reduces the input width and height by 4 times and increases its channel size to 64.

Starting from stage 2, each stage begins with a downsampling block, which is then followed by several residual blocks. In the downsampling block, there are path A and path B. Path A has three convolutions, whose kernel sizes are $1 \times 1$, $3 \times 3$ and $1 \times 1$, respectively.
The first convolution has a stride of 2 to halve the input width and height, and the last convolution’s output channel is 4 times larger than the previous two, which is called the bottleneck structure. Path B uses a $1 \times 1$ convolution with a stride of 2 to transform the input shape to be the output shape of path A, so we can sum outputs of both paths to obtain the output of the downsampling block. A residual block is similar to a downsampling block except for only using convolutions with a stride of 1.

One can vary the number of residual blocks in each stage to obtain different ResNet models, such as ResNet-50 and ResNet-152, where the number presents the number of convolutional layers in the network.

### 2.4.2 ResNet Tweaks

Next, we revisit two popular ResNet tweaks, we call them ResNet-B and ResNet-C, respectively. We propose a new model tweak ResNet-D afterwards.
**ResNet-B.** This tweak first appeared in a Torch implementation of ResNet \cite{39} and then adopted by multiple works \cite{37, 52, 122}. It changes the downsampling block of ResNet. The observation is that the convolution in path A ignores three-quarters of the input feature map because it uses a kernel size $1 \times 1$ with a stride of 2. ResNet-B switches the strides size of the first two convolutions in path A, as shown in Figure 2.2a, so no information is ignored. Because the second convolution has a kernel size $3 \times 3$, the output shape of path A remains unchanged.

**ResNet-C.** This tweak was proposed in Inception-v2 \cite{108} originally, and it can be found on the implementations of other models, such as SENet \cite{52}, PSPNet \cite{136}, DeepLabV3 \cite{13}, and ShuffleNetV2 \cite{91}. The observation is that the computational cost of a convolution is quadratic to the kernel width or height. A $7 \times 7$ convolution is 5.4 times more expensive than a $3 \times 3$ convolution. So this tweak replacing the $7 \times 7$ convolution in the input stem with three conservative $3 \times 3$ convolutions, which is shown in Figure 2.2b, with the first and second convolutions have their output channel of 32 and a stride of 2, while the last convolution uses a 64 output channel.

**ResNet-D.** Inspired by ResNet-B, we note that the $1 \times 1$ convolution in the path B of the downsampling block also ignores $3/4$ of input feature maps, we would like to modify it so no information will be ignored. Empirically, we found adding a $2 \times 2$ average pooling layer with a stride of 2 before the convolution, whose stride is changed to 1, works well in practice and impacts the computational cost little. This tweak is illustrated in Figure 2.2c.

### 2.4.3 Experiment Results

We evaluate ResNet-50 with the three tweaks and settings described in Section 2.3, namely the batch size is 1024 and precision is FP16. The results are shown in Table 2.5.

Suggested by the results, ResNet-B receives more information in path A of the downsampling blocks and improves validation accuracy by around 0.5% compared to ResNet-50.
<table>
<thead>
<tr>
<th>Model</th>
<th>#params</th>
<th>FLOPs</th>
<th>Top-1</th>
<th>Top-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50</td>
<td>25 M</td>
<td>3.8 G</td>
<td>76.21</td>
<td>92.97</td>
</tr>
<tr>
<td>ResNet-50-B</td>
<td>25 M</td>
<td>4.1 G</td>
<td>76.66</td>
<td>93.28</td>
</tr>
<tr>
<td>ResNet-50-C</td>
<td>25 M</td>
<td>4.3 G</td>
<td>76.87</td>
<td>93.48</td>
</tr>
<tr>
<td>ResNet-50-D</td>
<td>25 M</td>
<td>4.3 G</td>
<td><strong>77.16</strong></td>
<td><strong>93.52</strong></td>
</tr>
</tbody>
</table>

Table 2.5: Compare ResNet-50 with three model tweaks on model size, FLOPs and ImageNet validation accuracy.

Replacing the $7 \times 7$ convolution with three $3 \times 3$ ones gives another 0.2% improvement. Taking more information in path B of the downsampling blocks improves the validation accuracy by another 0.3%. In total, ResNet-50-D improves ResNet-50 by 1%.

On the other hand, these four models have the same model size. ResNet-D has the largest computational cost, but its difference compared to ResNet-50 is within 15% in terms of floating point operations. In practice, we observed ResNet-50-D is only 3% slower in training throughput compared to ResNet-50.

2.5 Training Refinements

In this section, we will describe four training refinements that aim to further improve the model accuracy.

2.5.1 Cosine Learning Rate Decay

Learning rate adjustment is crucial to the training. After the learning rate warmup described in Section 2.3.1, we typically steadily decrease the value from the initial learning rate. The widely used strategy is exponentially decaying the learning rate. He et al. [42] decreases rate at 0.1 for every 30 epochs, we call it “step decay”. Szegedy et al. [108] decreases rate at 0.94
In contrast to it, Loshchilov et al. [76] propose a cosine annealing strategy. An simplified version is decreasing the learning rate from the initial value to 0 by following the cosine function. Assume the total number of batches is $T$ (the warmup stage is ignored), then at batch $t$, the learning rate $\eta_t$ is computed as:

$$\eta_t = \frac{1}{2} \left( 1 + \cos \left( \frac{t\pi}{T} \right) \right) \eta,$$

where $\eta$ is the initial learning rate. We call this scheduling as “cosine” decay.

The comparison between step decay and cosine decay are illustrated in Figure 2.3a. As can be seen, the cosine decay decreases the learning rate slowly at the beginning, and then becomes almost linear decreasing in the middle, and slows down again at the end. Compared to the step decay, the cosine decay starts to decay the learning since the beginning but remains large until step decay reduces the learning rate by 10x, which potentially improves the training progress.
2.5.2 Label Smoothing

The last layer of a image classification network is often a fully-connected layer with a hidden size being equal to the number of labels, denote by $K$, to output the predicted confidence scores. Given an image, denote by $z_i$ the predicted score for class $i$. These scores can be normalized by the softmax operator to obtain predicted probabilities. Denote by $q$ the output of the softmax operator $q = \text{softmax}(z)$, the probability for class $i$, $q_i$, can be computed by:

$$q_i = \frac{\exp(z_i)}{\sum_{j=1}^{K} \exp(z_j)}.$$ \hfill (2.2)

It’s easy to see $q_i > 0$ and $\sum_{i=1}^{K} q_i = 1$, so $q$ is a valid probability distribution.

On the other hand, assume the true label of this image is $y$, we can construct a truth probability distribution to be $p_i = 1$ if $i = y$ and 0 otherwise. During training, we minimize the negative cross entropy loss

$$\ell(p, q) = -\sum_{i=1}^{K} q_i \log p_i$$ \hfill (2.3)

to update model parameters to make these two probability distributions similar to each other. In particular, by the way how $p$ is constructed, we know $\ell(p, q) = -\log p_y = -z_y + \log \left( \sum_{i=1}^{K} \exp(z_i) \right)$. The optimal solution is $z_y^* = \inf$ while keeping others small enough. In other words, it encourages the output scores dramatically distinctive which potentially leads to overfitting.

The idea of label smoothing was first proposed to train Inception-v2 [108]. It changes the construction of the true probability to

$$q_i = \begin{cases} 1 - \varepsilon & \text{if } i = y, \\ \varepsilon/(K - 1) & \text{otherwise,} \end{cases}$$ \hfill (2.4)

where $\varepsilon$ is a small constant. Now the optimal solution becomes

$$z_i^* = \begin{cases} \log((K - 1)(1 - \varepsilon)/\varepsilon) + \alpha & \text{if } i = y, \\ \alpha & \text{otherwise,} \end{cases}$$ \hfill (2.5)
Figure 2.4: Visualization of the effectiveness of label smoothing on ImageNet. Top: theoretical gap between $z_i^*$ and others decreases when increasing $\varepsilon$. Bottom: The empirical distributions of the gap between the maximum prediction and the average of the rest.

where $\alpha$ can be an arbitrary real number. This encourages a finite output from the fully-connected layer and can generalize better.

When $\varepsilon = 0$, the gap $\log((K-1)(1-\varepsilon)/\varepsilon)$ will be $\infty$ and as $\varepsilon$ increases, the gap decreases. Specifically when $\varepsilon = (K-1)/K$, all optimal $z_i^*$ will be identical. Figure 2.4a shows how the gap changes as we move $\varepsilon$, given $K = 1000$ for ImageNet dataset.

We empirically compare the output value from two ResNet-50-D models that are trained with and without label smoothing respectively and calculate the gap between the maximum prediction value and the average of the rest. Under $\varepsilon = 0.1$ and $K = 1000$, the theoretical gap is around 9.1. Figure 2.4b demonstrate the gap distributions from the two models predicting over the validation set of ImageNet. It is clear that with label smoothing the distribution centers at the theoretical value and has fewer extreme values.
2.5.3 Knowledge Distillation

In knowledge distillation [46], we use a teacher model to help train the current model, which is called the student model. The teacher model is often a pre-trained model with higher accuracy, so by imitation, the student model is able to improve its own accuracy while keeping the model complexity the same. One example is using a ResNet-152 as the teacher model to help training ResNet-50.

During training, we add a distillation loss to penalize the difference between the softmax outputs from the teacher model and the learner model. Given an input, assume \( p \) is the true probability distribution, and \( z \) and \( r \) are outputs of the last fully-connected layer of the student model and the teacher model, respectively. Remember previously we use a negative cross entropy loss \( \ell(p, \text{softmax}(z)) \) to measure the difference between \( p \) and \( z \), here we use the same loss again for the distillation. Therefore, the loss is changed to

\[
\ell(p, \text{softmax}(z)) + T^2 \ell(\text{softmax}(r/T), \text{softmax}(z/T)),
\]

where \( T \) is the temperature hyper-parameter to make the softmax outputs smoother thus distill the knowledge of label distribution from teacher’s prediction.

2.5.4 Mixup Training

In Section 2.2.1 we described how images are augmented before training. Here we consider another augmentation method called mixup [133]. In mixup, each time we randomly sample two examples \((x_i, y_i)\) and \((x_j, y_j)\). Then we form a new example by a weighted linear interpolation of these two examples:

\[
\hat{x} = \lambda x_i + (1 - \lambda) x_j,
\]

\[
\hat{y} = \lambda y_i + (1 - \lambda) y_j,
\]

where \( \lambda \in [0, 1] \) is a random number drawn from the Beta\((\alpha, \alpha)\) distribution. In mixup
2.5.5 Experiment Results

Now we evaluate the four training refinements. We set $\varepsilon = 0.1$ for label smoothing by following Szegedy et al. [108]. For the model distillation we use $T = 20$, specifically a pretrained ResNet-152-D model with both cosine decay and label smoothing applied is used as the teacher. In the mixup training, we choose $\alpha = 0.2$ in the Beta distribution and increase the number of epochs from 120 to 200 because the mixed examples ask for a longer training progress to converge better. When combining the mixup training with distillation, we train the teacher model with mixup as well.

We demonstrate that the refinements are not only limited to ResNet architecture or the ImageNet dataset. First, we train ResNet-50-D, Inception-V3 and MobileNet on ImageNet dataset with refinements. The validation accuracies for applying these training refinements one-by-one are shown in Table 2.6. By stacking cosine decay, label smoothing and mixup, we have steadily improving ResNet, InceptionV3 and MobileNet models. Distillation works

<table>
<thead>
<tr>
<th>Refinements</th>
<th>ResNet-50-D</th>
<th>Inception-V3</th>
<th>MobileNet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top-1</td>
<td>Top-5</td>
<td>Top-1</td>
</tr>
<tr>
<td>Efficient</td>
<td>77.16</td>
<td>93.52</td>
<td>77.50</td>
</tr>
<tr>
<td>+ cosine decay</td>
<td>77.91</td>
<td>93.81</td>
<td>78.19</td>
</tr>
<tr>
<td>+ label smoothing</td>
<td>78.31</td>
<td>94.09</td>
<td>78.40</td>
</tr>
<tr>
<td>+ distill w/o mixup</td>
<td>78.67</td>
<td>94.36</td>
<td>78.26</td>
</tr>
<tr>
<td>+ mixup w/o distill</td>
<td>79.15</td>
<td>94.58</td>
<td><strong>78.77</strong></td>
</tr>
<tr>
<td>+ distill w/ mixup</td>
<td><strong>79.29</strong></td>
<td><strong>94.63</strong></td>
<td>78.34</td>
</tr>
</tbody>
</table>

Table 2.6: The validation accuracies on ImageNet for stacking training refinements one by one. The baseline models are obtained from Section 2.3.
<table>
<thead>
<tr>
<th>Model</th>
<th>Val Top-1 Acc</th>
<th>Val Top-5 Acc</th>
<th>Test Top-1 Acc</th>
<th>Test Top-5 Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50-D Efficient</td>
<td>56.34</td>
<td>86.87</td>
<td>57.18</td>
<td>87.28</td>
</tr>
<tr>
<td>ResNet-50-D Best</td>
<td>56.70</td>
<td>87.33</td>
<td>57.63</td>
<td>87.82</td>
</tr>
</tbody>
</table>

Table 2.7: Results on both the validation set and the test set of MIT Places 365 dataset. Prediction are generated as stated in Section 2.2.1. ResNet-50-D Efficient refers to ResNet-50-D trained with settings from Section 2.3, and ResNet-50-D Best further incorporate cosine scheduling, label smoothing and mixup.

well on ResNet, however, it does not work well on Inception-V3 and MobileNet. Our interpretation is that the teacher model is not from the same family of the student, therefore has different distribution in the prediction, and brings negative impact to the model.

To support our tricks is transferable to other dataset, we train a ResNet-50-D model on MIT Places365 dataset with and without the refinements. Results are reported in Table 2.7. We see the refinements improve the top-5 accuracy consistently on both the validation and test set.

2.6 Transfer Learning

Transfer learning is one major down-streaming use case of trained image classification models. In this section, we will investigate if these improvements discussed so far can benefit transfer learning. In particular, we pick two important computer vision tasks, object detection and semantic segmentation, and evaluate their performance by varying base models.

2.6.1 Object Detection

The goal of object detection is to locate bounding boxes of objects in an image. We evaluate performance using PASCAL VOC. Similar to Ren et al., we use union set of VOC
Refinement | Top-1 | mAP
--- | --- | ---
B-standard | 76.14 | 77.54
D-efficient | 77.16 | 78.30
+ cosine | 77.91 | 79.23
+ smooth | 78.34 | 80.71
+ distill w/o mixup | 78.67 | 80.96
+ mixup w/o distill | 79.16 | 81.10
+ distill w/ mixup | 79.29 | **81.33**

Table 2.8: Faster-RCNN performance with various pre-trained base networks evaluated on Pascal VOC.

2007 *trainval* and VOC 2012 *trainval* for training, and VOC 2007 test for evaluation, respectively. We train Faster-RCNN [96] on this dataset, with refinements from Detectron [34] such as linear warmup and long training schedule. The VGG-19 base model in Faster-RCNN is replaced with various pretrained models in the previous discussion. We keep other settings the same so the gain is solely from the base models.

Mean average precision (mAP) results are reported in Table 2.8. We can observe that a base model with a higher validation accuracy leads to a higher mAP for Faster-RNN in a consistent manner. In particular, the best base model with accuracy 79.29% on ImageNet leads to the best mAP at 81.33% on VOC, which outperforms the standard model by 4%.

2.6.2 Semantic Segmentation

Semantic segmentation predicts the category for every pixel from the input images. We use Fully Convolutional Network (FCN) [75] for this task and train models on the ADE20K [139] dataset. Following PSPNet [136] and Zhang et al. [131], we replace the base network with various pre-trained models discussed in previous sections and apply dilation network strat-
<table>
<thead>
<tr>
<th>Refinement</th>
<th>Top-1</th>
<th>PixAcc</th>
<th>mIoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>B-standard</td>
<td>76.14</td>
<td>78.08</td>
<td>37.05</td>
</tr>
<tr>
<td>D-efficient</td>
<td>77.16</td>
<td>78.88</td>
<td>38.88</td>
</tr>
<tr>
<td>+ cosine</td>
<td>77.91</td>
<td>79.25</td>
<td>39.33</td>
</tr>
<tr>
<td>+ smooth</td>
<td>78.34</td>
<td>78.64</td>
<td>38.75</td>
</tr>
<tr>
<td>+ distill w/o mixup</td>
<td>78.67</td>
<td>78.97</td>
<td>38.90</td>
</tr>
<tr>
<td>+ mixup w/o distill</td>
<td>79.16</td>
<td>78.47</td>
<td>37.99</td>
</tr>
<tr>
<td>+ mixup w/ distill</td>
<td>79.29</td>
<td>78.72</td>
<td>38.40</td>
</tr>
</tbody>
</table>

Table 2.9: FCN performance with various base networks evaluated on ADE20K.

Both pixel accuracy (pixAcc) and mean intersection over union (mIoU) are reported in Table 2.9. In contradiction to our results on object detection, the cosine learning rate schedule effectively improves the accuracy of the FCN performance, while other refinements provide suboptimal results. A potential explanation to the phenomenon is that semantic segmentation predicts in the pixel level. While models trained with label smoothing, distillation and mixup favor soften labels, blurred pixel-level information may be blurred and degrade overall pixel-level accuracy.

2.7 Conclusion

In this chapter, we survey a dozen tricks to train deep convolutional neural networks to improve model accuracy. These tricks introduce minor modifications to the model architecture, data preprocessing, loss function, and learning rate schedule. Our empirical results on ResNet-50, Inception-V3 and MobileNet indicate that these tricks improve model accuracy consistently. More excitingly, stacking all of them together leads to a significantly higher
accuracy. In addition, these improved pre-trained models show strong advantages in transfer learning, which improve both object detection and semantic segmentation. We believe the benefits can extend to broader domains where classification base models are favored.
Chapter 3

DEEP EMBEDDED CLUSTERING

In this chapter, we describe Deep Embedded Clustering (DEC) [121], a clustering algorithm that combines unsupervised pre-training and self-supervised fine-tuning. DEC first uses unsupervised autoencoders to learn a mapping from the data space to a lower-dimensional feature space and then iteratively refines the mapping with a clustering objective. Our experiments on image and text corpora show that DEC brings significant improvement over previous state-of-the-art clustering methods.

3.1 Introduction

Clustering, an essential data analysis and visualization tool, has been studied extensively in unsupervised machine learning from different perspectives: What defines a cluster? What is the right distance metric? How to efficiently group instances into clusters? How to validate clusters? And so on. Numerous different distance functions and embedding methods have been explored in the literature. Relatively little work has focused on the unsupervised learning of the feature space in which to perform clustering.

A notion of distance or dissimilarity is central to data clustering algorithms. Distance, in turn, relies on representing the data in a feature space. The $k$-means clustering algorithm [78], for example, uses the Euclidean distance between points in a given feature space, which for images might be raw pixels or gradient-orientation histograms. The choice of feature space is customarily left as an application-specific detail for the end-user to determine. Yet it is clear that the choice of feature space is crucial; for all but the simplest image datasets, clustering with Euclidean distance on raw pixels is completely ineffective. In this paper, we revisit cluster analysis and ask: Can we use a data driven approach to solve for the feature space
and cluster memberships jointly?

We take inspiration from recent work on deep learning for computer vision [59, 33, 130, 74], where clear gains on benchmark tasks have resulted from learning better features. These improvements, however, were obtained with supervised learning, whereas our goal is unsupervised data clustering. To this end, we define a parameterized non-linear mapping from the data space $X$ to a lower-dimensional feature space $Z$, where we optimize a clustering objective. Unlike previous work, which operates on the data space or a shallow linear embedded space, we use stochastic gradient descent (SGD) via backpropagation on a clustering objective to learn the mapping, which is parameterized by a deep neural network. We refer to this clustering algorithm as Deep Embedded Clustering, or DEC.

Optimizing DEC is challenging. We want to simultaneously solve for cluster assignment and the underlying feature representation. However, unlike in supervised learning, we cannot train our deep network with labeled data. Instead we propose to iteratively refine clusters with an auxiliary target distribution derived from the current soft cluster assignment. This process gradually improves the clustering as well as the feature representation.

Our experiments show significant improvements over state-of-the-art clustering methods in terms of both accuracy and running time on image and textual datasets. We evaluate DEC on MNIST [65], STL [16], and REUTERS [67], comparing it with standard and state-of-the-art clustering methods [89, 125]. In addition, our experiments show that DEC is significantly less sensitive to the choice of hyperparameters compared to state-of-the-art methods. This robustness is an important property of our clustering algorithm since, when applied to real data, supervision is not available for hyperparameter cross-validation.

Our contributions are: (a) joint optimization of deep embedding and clustering; (b) a novel iterative refinement via soft assignment; and (c) state-of-the-art clustering results in terms of clustering accuracy and speed. Our Caffe-based [56] implementation of DEC is available at https://github.com/piiswrong/dec.
3.2 Related work

Clustering has been extensively studied in machine learning in terms of feature selection \[11, 72, 2\], distance functions \[123, 119\], grouping methods \[78, 116, 68\], and cluster validation \[40\]. Space does not allow for a comprehensive literature study and we refer readers to \[1\] for a survey.

One branch of popular methods for clustering is \(k\)-means \[78\] and Gaussian Mixture Models (GMM) \[10\]. These methods are fast and applicable to a wide range of problems. However, their distance metrics are limited to the original data space and they tend to be ineffective when input dimensionality is high \[106\].

Several variants of \(k\)-means have been proposed to address issues with higher-dimensional input spaces. \[19, 126\] perform joint dimensionality reduction and clustering by first clustering the data with \(k\)-means and then projecting the data into a lower dimensions where the inter-cluster variance is maximized. This process is repeated in EM-style iterations until convergence. However, this framework is limited to linear embedding; our method employs deep neural networks to perform non-linear embedding that is necessary for more complex data.

Spectral clustering and its variants have gained popularity recently \[116\]. They allow more flexible distance metrics and generally perform better than \(k\)-means. Combining spectral clustering and embedding has been explored in \[123, 89\]. \[109\] proposes an algorithm based on spectral clustering, but replaces eigenvalue decomposition with deep autoencoder, which improves performance but further increases memory consumption.

Most spectral clustering algorithms need to compute the full graph Laplacian matrix and therefore have quadratic or super quadratic complexities in the number of data points. This means they need specialized machines with large memory for any dataset larger than a few tens of thousands of points. In order to scale spectral clustering to large datasets, approximate algorithms were invented to trade off performance for speed \[124\]. Our method, however, is linear in the number of data points and scales gracefully to large datasets.
Minimizing the Kullback-Leibler (KL) divergence between a data distribution and an embedded distribution has been used for data visualization and dimensionality reduction \[114\]. T-SNE, for instance, is a non-parametric algorithm in this school and a parametric variant of t-SNE \[112\] uses deep neural network to parametrize the embedding. The complexity of t-SNE is \(O(n^2)\), where \(n\) is the number of data points, but it can be approximated in \(O(n \log n)\) \[113\].

We take inspiration from parametric t-SNE. Instead of minimizing KL divergence to produce an embedding that is faithful to distances in the original data space, we define a centroid-based probability distribution and minimize its KL divergence to an auxiliary target distribution to simultaneously improve clustering assignment and feature representation. A centroid-based method also has the benefit of reducing complexity to \(O(nk)\), where \(k\) is the number of centroids.

### 3.3 Deep embedded clustering

Consider the problem of clustering a set of \(n\) points \(\{x_i \in X\}_{i=1}^n\) into \(k\) clusters, each represented by a centroid \(\mu_j, j = 1, \ldots, k\). Instead of clustering directly in the data space \(X\), we propose to first transform the data with a non-linear mapping \(f_\theta : X \to Z\), where \(\theta\) are learnable parameters and \(Z\) is the latent feature space. The dimensionality of \(Z\) is typically much smaller than \(X\) in order to avoid the “curse of dimensionality” \[8\]. To parametrize \(f_\theta\), deep neural networks (DNNs) are a natural choice due to their theoretical function approximation properties \[50\] and their demonstrated feature learning capabilities \[9\].

The proposed algorithm (DEC) clusters data by simultaneously learning a set of \(k\) cluster centers \(\{\mu_j \in Z\}_{j=1}^k\) in the feature space \(Z\) and the parameters \(\theta\) of the DNN that maps data points into \(Z\). DEC has two phases: (1) parameter initialization with a deep autoencoder \[115\] and (2) parameter optimization (i.e., clustering), where we iterate between computing an auxiliary target distribution and minimizing the Kullback–Leibler (KL) divergence to it. We start by describing phase (2) parameter optimization/clustering, given an initial estimate of \(\theta\) and \(\{\mu_j\}_{j=1}^k\).
3.3.1 Clustering with KL divergence

Given an initial estimate of the non-linear mapping $f_\theta$ and the initial cluster centroids \( \{\mu_j\}_{j=1}^{k} \), we propose to improve the clustering using an unsupervised algorithm that alternates between two steps. In the first step, we compute a soft assignment between the embedded points and the cluster centroids. In the second step, we update the deep mapping $f_\theta$ and refine the cluster centroids by learning from current high confidence assignments using an auxiliary target distribution. This process is repeated until a convergence criterion is met.

**Soft assignment.** Following [114] we use the Student’s $t$-distribution as a kernel to measure the similarity between embedded point $z_i$ and centroid $\mu_j$:

$$q_{ij} = \frac{(1 + \|z_i - \mu_j\|^2/\alpha)^{-\frac{\alpha+1}{2}}}{\sum_{j'}(1 + \|z_i - \mu_{j'}\|^2/\alpha)^{-\frac{\alpha+1}{2}}}.$$  \hspace{1cm} (3.1)

where $z_i = f_\theta(x_i) \in Z$ corresponds to $x_i \in X$ after embedding, $\alpha$ are the degrees of freedom of the Student’s $t$-distribution and $q_{ij}$ can be interpreted as the probability of assigning sample $i$ to cluster $j$ (i.e., a soft assignment). Since we cannot cross-validate $\alpha$ on a validation set in the unsupervised setting, and learning it is superfluous [112], we let $\alpha = 1$ for all experiments.

**KL-divergence minimization.** We propose to iteratively refine the clusters by learning from their high confidence assignments with the help of an auxiliary target distribution. Specifically, our model is trained by matching the soft assignment to the target distribution. To this end, we define our objective as a KL divergence loss between the soft assignments $q_i$ and the auxiliary distribution $p_i$ as follows:

$$L = \text{KL}(P\|Q) = \sum_i \sum_j p_{ij} \log \frac{p_{ij}}{q_{ij}}.$$  \hspace{1cm} (3.2)

The choice of target distributions $P$ is crucial for DEC’s performance. A naive approach would be setting each $p_i$ to a delta distribution (to the nearest centroid) for data points above a confidence threshold and ignore the rest. However, because $q_i$ are soft assignments, it is
more natural and flexible to use softer probabilistic targets. Specifically, we would like our target distribution to have the following properties: (1) strengthen predictions (i.e., improve cluster purity), (2) put more emphasis on data points assigned with high confidence, and (3) normalize loss contribution of each centroid to prevent large clusters from distorting the hidden feature space.

In our experiments, we compute $p_i$ by first raising $q_i$ to the second power and then normalizing by frequency per cluster:

$$p_{ij} = \frac{q_{ij}^2/f_j}{\sum_{j'} q_{ij'}^2/f_{j'}},$$

where $f_j = \sum_i q_{ij}$ are soft cluster frequencies. Please refer to section [3.5.1] for discussions on empirical properties of $L$ and $P$.

Our training strategy can be seen as a form of self-training [90]. As in self-training, we take an initial classifier and an unlabeled dataset, then label the dataset with the classifier in order to train on its own high confidence predictions. Indeed, in experiments we observe that DEC improves upon the initial estimate in each iteration by learning from high confidence predictions, which in turn helps to improve low confidence ones.

Optimization. We jointly optimize the cluster centers $\{\mu_j\}$ and DNN parameters $\theta$ using Stochastic Gradient Descent (SGD) with momentum. The gradients of $L$ with respect to feature-space embedding of each data point $z_i$ and each cluster centroid $\mu_j$ are computed as:

$$\frac{\partial L}{\partial z_i} = \frac{\alpha + 1}{\alpha} \sum_j (1 + \frac{\|z_i - \mu_j\|^2}{\alpha})^{-1} \times (p_{ij} - q_{ij})(z_i - \mu_j),$$

$$\frac{\partial L}{\partial \mu_j} = -\frac{\alpha + 1}{\alpha} \sum_i (1 + \frac{\|z_i - \mu_j\|^2}{\alpha})^{-1} \times (p_{ij} - q_{ij})(z_i - \mu_j).$$

The gradients $\partial L/\partial z_i$ are then passed down to the DNN and used in standard backpropagation to compute the DNN’s parameter gradient $\partial L/\partial \theta$. For the purpose of discovering
cluster assignments, we stop our procedure when less than $tol\%$ of points change cluster assignment between two consecutive iterations.

### 3.3.2 Parameter initialization

Thus far we have discussed how DEC proceeds given initial estimates of the DNN parameters $\theta$ and the cluster centroids $\{\mu_j\}$. Now we discuss how the parameters and centroids are initialized.

We initialize DEC with a stacked autoencoder (SAE) because recent research has shown that they consistently produce semantically meaningful and well-separated representations on real-world datasets [115, 48, 63]. Thus the unsupervised representation learned by SAE naturally facilitates the learning of clustering representations with DEC.

We initialize the SAE network layer by layer with each layer being a denoising autoencoder trained to reconstruct the previous layer’s output after random corruption [115]. A denoising
autoencoder is a two layer neural network defined as:

\[
\tilde{x} \sim \text{Dropout}(x) \\
h = g_1(W_1\tilde{x} + b_1) \\
\tilde{h} \sim \text{Dropout}(h) \\
y = g_2(W_2\tilde{h} + b_2)
\]

where \(\text{Dropout}(\cdot)\)\(^{105}\) is a stochastic mapping that randomly sets a portion of its input dimensions to 0, \(g_1\) and \(g_2\) are activation functions for encoding and decoding layer respectively, and \(\theta = \{W_1, b_1, W_2, b_2\}\) are model parameters. Training is performed by minimizing the least-squares loss \(\|x - y\|_2^2\). After training of one layer, we use its output \(h\) as the input to train the next layer. We use rectified linear units (ReLUs)\(^{84}\) in all encoder/decoder pairs, except for \(g_2\) of the first pair (it needs to reconstruct input data that may have positive and negative values, such as zero-mean images) and \(g_1\) of the last pair (so the final data embedding retains full information\(^{115}\)).

After greedy layer-wise training, we concatenate all encoder layers followed by all decoder layers, in reverse layer-wise training order, to form a deep autoencoder and then finetune it to minimize reconstruction loss. The final result is a multilayer deep autoencoder with a bottleneck coding layer in the middle. We then discard the decoder layers and use the encoder layers as our initial mapping between the data space and the feature space, as shown in Fig. 3.1.

To initialize the cluster centers, we pass the data through the initialized DNN to get embedded data points and then perform standard \(k\)-means clustering in the feature space \(Z\) to obtain \(k\) initial centroids \(\{\mu_j\}_{j=1}^k\).
Table 3.1: Dataset statistics.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Points</th>
<th># classes</th>
<th>Dimension</th>
<th>% of largest class</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST [65]</td>
<td>70000</td>
<td>10</td>
<td>784</td>
<td>11%</td>
</tr>
<tr>
<td>STL-10 [16]</td>
<td>13000</td>
<td>10</td>
<td>1428</td>
<td>10%</td>
</tr>
<tr>
<td>REUTERS-10K</td>
<td>10000</td>
<td>4</td>
<td>2000</td>
<td>43%</td>
</tr>
<tr>
<td>REUTERS [67]</td>
<td>685071</td>
<td>4</td>
<td>2000</td>
<td>43%</td>
</tr>
</tbody>
</table>

3.4 Experiments

3.4.1 Datasets

We evaluate the proposed method (DEC) on one text dataset and two image datasets and compare it against other algorithms including $k$-means, LDGMI [125], and SEC [89]. LDGMI and SEC are spectral clustering based algorithms that use a Laplacian matrix and various transformations to improve clustering performance. Empirical evidence reported in [125, 89] shows that LDGMI and SEC outperform traditional spectral clustering methods on a wide range of datasets. We show qualitative and quantitative results that demonstrate the benefit of DEC compared to LDGMI and SEC.

In order to study the performance and generality of different algorithms, we perform experiment on two image datasets and one text data set:

- **MNIST**: The MNIST dataset consists of 70000 handwritten digits of 28-by-28 pixel size. The digits are centered and size-normalized [65].

- **STL-10**: A dataset of 96-by-96 color images. There are 10 classes with 1300 examples each. It also contains 100000 unlabeled images of the same resolution [16]. We also used the unlabeled set when training our autoencoders. Similar to [22], we concatenated HOG feature and a 8-by-8 color map to use as input to all algorithms.
• **REUTERS**: Reuters contains about 810000 English news stories labeled with a category tree [67]. We used the four root categories: corporate/industrial, government/social, markets, and economics as labels and further pruned all documents that are labeled by multiple root categories to get 685071 articles. We then computed tf-idf features on the 2000 most frequently occurring word stems. Since some algorithms do not scale to the full Reuters dataset, we also sampled a random subset of 10000 examples, which we call REUTERS-10k, for comparison purposes.

A summary of dataset statistics is shown in Table 3.1. For all algorithms, we normalize all datasets so that \( \frac{1}{d} \| x_i \|_2^2 \) is approximately 1, where \( d \) is the dimensionality of the data space point \( x_i \in X \).

### 3.4.2 Evaluation Metric

We use the standard unsupervised evaluation metric and protocols for evaluations and comparisons to other algorithms [125]. For all algorithms we set the number of clusters to the number of ground-truth categories and evaluate performance with *unsupervised clustering accuracy (ACC)*:

\[
ACC = \max_m \frac{1}{n} \sum_{i=1}^n 1\{l_i = m(c_i)\},
\]

where \( l_i \) is the ground-truth label, \( c_i \) is the cluster assignment produced by the algorithm, and \( m \) ranges over all possible one-to-one mappings between clusters and labels.

Intuitively this metric takes a cluster assignment from an *unsupervised* algorithm and a ground truth assignment and then finds the best matching between them. The best mapping can be efficiently computed by the Hungarian algorithm [60].

### 3.4.3 Implementation

Determining hyperparameters by cross-validation on a validation set is not an option in unsupervised clustering. Thus we use commonly used parameters for DNNs and avoid dataset specific tuning as much as possible. Specifically, inspired by [112], we set network dimensions
to $d=500-500-2000-10$ for all datasets, where $d$ is the data-space dimension, which varies between datasets. All layers are densely (fully) connected.

During greedy layer-wise pretraining we initialize the weights to random numbers drawn from a zero-mean Gaussian distribution with a standard deviation of 0.01. Each layer is pretrained for 50000 iterations with a dropout rate of 20%. The entire deep autoencoder is further finetuned for 100000 iterations without dropout. For both layer-wise pretraining and end-to-end finetuning of the autoencoder the minibatch size is set to 256, starting learning rate is set to 0.1, which is divided by 10 every 20000 iterations, and weight decay is set to 0. All of the above parameters are set to achieve a reasonably good reconstruction loss and are held constant across all datasets. Dataset-specific settings of these parameters might improve performance on each dataset, but we refrain from this type of unrealistic parameter tuning. To initialize centroids, we run $k$-means with 20 restarts and select the best solution. In the KL divergence minimization phase, we train with a constant learning rate of 0.01. The convergence threshold is set to $tol = 0.1\%$. Our implementation is based on Python
Table 3.2: Comparison of clustering accuracy (Eq. 3.10) on four datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>MNIST</th>
<th>STL-HOG</th>
<th>REUTERS-10k</th>
<th>REUTERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$-means</td>
<td>53.49%</td>
<td>28.39%</td>
<td>52.42%</td>
<td>53.29%</td>
</tr>
<tr>
<td>LDMGI</td>
<td>84.09%</td>
<td>33.08%</td>
<td>43.84%</td>
<td>N/A</td>
</tr>
<tr>
<td>SEC</td>
<td>80.37%</td>
<td>30.75%</td>
<td>60.08%</td>
<td>N/A</td>
</tr>
<tr>
<td>DEC w/o backprop</td>
<td>79.82%</td>
<td>34.06%</td>
<td>70.05%</td>
<td>69.62%</td>
</tr>
<tr>
<td>DEC (ours)</td>
<td>84.30%</td>
<td>35.90%</td>
<td>72.17%</td>
<td>75.63%</td>
</tr>
</tbody>
</table>

and Caffe [56] and is available at https://github.com/piiswrong/dec.

For all baseline algorithms, we perform 20 random restarts when initializing centroids and pick the result with the best objective value. For a fair comparison with previous work [125], we vary one hyperparameter for each algorithm over 9 possible choices and report the best accuracy in Table 3.2 and the range of accuracies in Fig. 3.3. For LDGMI and SEC, we use the same parameter and range as in their corresponding papers. For our proposed algorithm, we vary $\lambda$, the parameter that controls annealing speed, over $2^i \times 10, i = 0, 1, ..., 8$. Since $k$-means does not have tunable hyperparameters (aside from $k$), we simply run them 9 times. GMMs perform similarly to $k$-means so we only report $k$-means results. Traditional spectral clustering performs worse than LDGMI and SEC so we only report the latter [125, 89].

3.4.4 Experiment results

We evaluate the performance of our algorithm both quantitatively and qualitatively. In Table 3.2 we report the best performance, over 9 hyperparameter settings, of each algorithm. Note that DEC outperforms all other methods, sometimes with a significant margin. To demonstrate the effectiveness of end-to-end training, we also show the results from freezing the non-linear mapping $f_\theta$ during clustering. We find that this ablation (“DEC w/o backprop”) generally performs worse than DEC.
In order to investigate the effect of hyperparameters, we plot the accuracy of each method under all 9 settings (Fig. 3.3). We observe that DEC is more consistent across hyperparameter ranges compared to LDGMI and SEC. For DEC, hyperparameter $\lambda = 40$ gives near optimal performance on all dataset, whereas for other algorithms the optimal hyperparameter varies widely. Moreover, DEC can process the entire REUTERS dataset in half an hour with GPU acceleration while the second best algorithms, LDGMI and SEC, would need months of computation time and terabytes of memory. We, indeed, could not run these methods on the full REUTERS dataset and report N/A in Table 3.2 (GPU adaptation of these methods is non-trivial).

In Fig. 3.2 we show 10 top scoring images from each cluster in MNIST and STL. Each row corresponds to a cluster and images are sorted from left to right based on their distance to the cluster center. We observe that for MNIST, DEC’s cluster assignment corresponds to natural clusters very well, with the exception of confusing 4 and 9, while for STL, DEC is mostly correct with airplanes, trucks and cars, but spends part of its attention on poses instead of categories when it comes to animal classes.
3.5 Discussion

3.5.1 Assumptions and Objective

Figure 3.4: Gradient visualization at the start of KL divergence minimization. This plot shows the magnitude of the gradient of the loss $L$ vs. the cluster soft assignment probability $q_{ij}$. See text for discussion.

The underlying assumption of DEC is that the initial classifier’s high confidence predictions are mostly correct. To verify that this assumption holds for our task and that our choice of $P$ has the desired properties, we plot the magnitude of the gradient of $L$ with respect to each embedded point, $|\partial L/\partial z_i|$, against its soft assignment, $q_{ij}$, to a randomly chosen MNIST cluster $j$ (Fig. 3.4).

We observe points that are closer to the cluster center (large $q_{ij}$) contribute more to the gradient. We also show the raw images of 10 data points at each 10 percentile sorted by $q_{ij}$. Instances with higher similarity are more canonical examples of “5”. As confidence decreases, instances become more ambiguous and eventually turn into a mislabeled “8” suggesting the soundness of our assumptions.
Figure 3.5: We visualize the latent representation as the KL divergence minimization phase proceeds on MNIST. Note the separation of clusters from epoch 0 to epoch 12. We also plot the accuracy of DEC at different epochs, showing that KL divergence minimization improves clustering accuracy. This figure is best viewed in color.

3.5.2 Contribution of Iterative Optimization

In Fig. 3.5 we visualize the progression of the embedded representation of a random subset of MNIST during training. For visualization we use t-SNE [114] applied to the embedded points $z_i$. It is clear that the clusters are becoming increasingly well separated. Fig. 3.5 (f) shows how accuracy correspondingly improves over SGD epochs.

3.5.3 Contribution of Autoencoder Initialization

To better understand the contribution of each component, we show the performance of all algorithms with autoencoder features in Table 3.3. We observe that SEC and LDMGI’s performance do not change significantly with autoencoder feature, while $k$-means improved
Table 3.3: Comparison of clustering accuracy (Eq. 3.10) on autoencoder (AE) feature.

<table>
<thead>
<tr>
<th>Method</th>
<th>MNIST</th>
<th>STL-HOG</th>
<th>REUTERS-10k</th>
<th>REUTERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>AE+(k)-means</td>
<td>81.84%</td>
<td>33.92%</td>
<td>66.59%</td>
<td>71.97%</td>
</tr>
<tr>
<td>AE+LDMGI</td>
<td>83.98%</td>
<td>32.04%</td>
<td>42.92%</td>
<td>N/A</td>
</tr>
<tr>
<td>AE+SEC</td>
<td>81.56%</td>
<td>32.29%</td>
<td>61.86%</td>
<td>N/A</td>
</tr>
<tr>
<td>DEC (ours)</td>
<td>84.30%</td>
<td>35.90%</td>
<td>72.17%</td>
<td>75.63%</td>
</tr>
</tbody>
</table>

but is still below DEC. This demonstrates the power of deep embedding and the benefit of fine-tuning with the proposed KL divergence objective.

3.5.4 Performance on Imbalanced Data

Table 3.4: Clustering accuracy (Eq. 3.10) on imbalanced subsample of MNIST.

<table>
<thead>
<tr>
<th>Method</th>
<th>(r_{\text{min}})</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k)-means</td>
<td></td>
<td>47.14%</td>
<td>49.93%</td>
<td>53.65%</td>
<td>54.16%</td>
<td>54.39%</td>
</tr>
<tr>
<td>AE+(k)-means</td>
<td></td>
<td>66.82%</td>
<td>74.91%</td>
<td>77.93%</td>
<td>80.04%</td>
<td>81.31%</td>
</tr>
<tr>
<td>DEC</td>
<td></td>
<td>70.10%</td>
<td>80.92%</td>
<td>82.68%</td>
<td>84.69%</td>
<td>85.41%</td>
</tr>
</tbody>
</table>

In order to study the effect of imbalanced data, we sample subsets of MNIST with various retention rates. For minimum retention rate \(r_{\text{min}}\), data points of class 0 will be kept with probability \(r_{\text{min}}\) and class 9 with probability 1, with the other classes linearly in between. As a result the largest cluster will be \(1/r_{\text{min}}\) times as large as the smallest one. From Table 3.4 we can see that DEC is fairly robust against cluster size variation. We also observe that KL divergence minimization (DEC) consistently improves clustering accuracy after autoencoder and \(k\)-means initialization (shown as AE+\(k\)-means).
3.5.5 Number of Clusters

Figure 3.6: Selection of the centroid count, $k$. This is a plot of Normalized Mutual Information (NMI) and Generalizability vs. number of clusters. Note that there is a sharp drop of generalizability from 9 to 10 which means that 9 is the optimal number of clusters. Indeed, we observe that 9 gives the highest NMI.

So far we have assumed that the number of natural clusters is given to simplify comparison between algorithms. However, in practice this quantity is often unknown. Therefore a method for determining the optimal number of clusters is needed. To this end, we define two metrics: (1) the standard metric, Normalized Mutual Information (NMI), for evaluating clustering results with different cluster number:

$$NMI(l, c) = \frac{I(l, c)}{\frac{1}{2} [H(l) + H(c)]},$$

where $I$ is the mutual information metric and $H$ is entropy, and (2) generalizability ($G$) which is defined as the ratio between training and validation loss:

$$G = \frac{L_{\text{train}}}{L_{\text{validation}}}.$$

$G$ is small when training loss is lower than validation loss, which indicate a high degree of overfitting.

Fig. 3.6 shows a sharp drop in generalizability when cluster number increases from 9 to 10, which suggests that 9 is the optimal number of clusters. We indeed observe the highest
NMI score at 9, which demonstrates that generalizability is a good metric for selecting cluster number. NMI is highest at 9 instead of 10 because 9 and 4 are similar in writing and DEC thinks that they should form a single cluster. This corresponds well with our qualitative results in Fig. 3.2.

3.6 Conclusion

This paper presents Deep Embedded Clustering, or DEC—an algorithm that clusters a set of data points in a jointly optimized feature space. DEC works by iteratively optimizing a KL divergence based clustering objective with a self-training target distribution. Our method can be viewed as an unsupervised extension of semisupervised self-training. Our framework provides a way to learn a representation specialized for clustering without groundtruth cluster membership labels.

Empirical studies demonstrate the strength of our proposed algorithm. DEC offers improved performance as well as robustness with respect to hyperparameter settings, which is particularly important in unsupervised tasks since cross-validation is not possible. DEC also has the virtue of linear complexity in the number of data points which allows it to scale to large datasets.
Chapter 4

AUTOMATIC 2D-TO-3D CONVERSION

Figure 4.1: Overall architecture of Deep3D.

In this section, we describe Deep3D [120], an 2D-to-3D video conversion algorithm. Deep3D is trained to minimize the pixel-wise reconstruction error of the right view when given the left view. We take a backbone network pre-trained for classifying 2D images and fine-tune it on stereo image pairs for 3D reconstruction.

4.1 Introduction

3D movies are popular and comprise a large segment of the movie theater market, ranging between 14% and 21% of all box office sales between 2010 and 2014 in the U.S. and Canada [83]. Moreover, the emerging market of Virtual Reality (VR) head-mounted displays will likely drive an increased demand for 3D content.
3D videos and images are usually stored in stereoscopic format. For each frame, the format includes two projections of the same scene, one of which is exposed to the viewer’s left eye and the other to the viewer’s right eye, thus giving the viewer the experience of seeing the scene in three dimensions.

There are two approaches to making 3D movies: shooting natively in 3D or converting to 3D after shooting in 2D. Shooting in 3D requires costly special-purpose stereo camera rigs. Aside from equipment costs, there are cinemagraphic issues that may preclude the use of stereo camera rigs. For example, some inexpensive optical special effects, such as forced perspective\(^1\), are not compatible with multi-view capture devices. 2D-to-3D conversion offers an alternative to filming in 3D. Professional conversion processes typically rely on “depth artists” who manually create a depth map for each 3D frame. Standard Depth Image-Based Rendering (DIBR) algorithms can then be used to combine the original frame with the depth map in order to arrive at a stereo image pair \([27]\). However, this process is still expensive as it requires intensive human effort.

Each year about 20 new 3D movies are produced. High production cost is the main hurdle in the way of scaling up the 3D movie industry. Automated 2D-to-3D conversion would eliminate this obstacle.

In this chapter, we propose a fully automated, data-driven approach to the problem of 2D-to-3D video conversion. Solving this problem entails reasoning about depth from a single image and synthesizing a novel view for the other eye. Inferring depth (or disparity) from a single image, however, is a highly under-constrained problem. In addition to depth ambiguities, some pixels in the novel view correspond to geometry that’s not visible in the available view, which causes missing data that must be hallucinated with an in-painting algorithm.

In spite of these difficulties, our intuition is that given the vast number of stereo-frame pairs that exist in already-produced 3D movies it should be possible to train a machine

---

\(^1\) Forced perspective is an optical illusion technique that makes objects appear larger or smaller than they really are. It breaks down when viewed from another angle, which prevents stereo filming.
learning model to predict the novel view from the given view. To that end, we design a deep neural network that takes as input the left eye’s view, internally estimates a soft (probabilistic) disparity map, and then renders a novel image for the right eye. We train our model end-to-end on ground-truth stereo-frame pairs with the objective of directly predicting one view from the other. The internal disparity-like map produced by the network is computed only in service of creating a good right eye view. We show that this approach is easier to train for than the alternative of using heuristics to derive a disparity map, training the model to predict disparity directly, and then using the predicted disparity to render the new image. Our model also performs in-painting implicitly without the need for post-processing.

Evaluating the quality of the 3D scene generated from the left view is non-trivial. For quantitative evaluations, we use a dataset of 3D movies and report pixel-wise metrics comparing the reconstructed right view and the ground-truth right view. We also conduct human subject experiments to show the effectiveness of our solution. We compare our method with the ground-truth and baselines that use state-of-the-art single view depth estimation techniques. Our quantitative and qualitative analyses demonstrate the benefits of our solution.

4.2 Related Work

Most existing automatic 2D-to-3D conversion pipelines can be roughly divided into two stages. First, a depth map is estimated from an image of the input view, then a DIBR algorithm combines the depth map with the input view to generate the missing view of a stereo pair. Early attempts to estimate depth from a single image utilize various hand engineered features and cues including defocus, scattering, and texture gradients [140] [17]. These methods only rely on one cue. As a result, they perform best in restricted situations where the particular cue is present. In contrast, humans perceive depth by seamlessly combining information from multiple sources.

More recent research has moved to learning-based methods [134, 58, 5, 101] [7]. These approaches take single-view 2D images and their depth maps as supervision and try to learn a mapping from 2D image to depth map. Learning-based methods combine multiple cues and
have better generalization, such as recent works that use deep convolutional neural networks (DCNNs) to advance the state-of-the-art for this problem [24, 71]. However, collecting high quality image-depth pairs is difficult, expensive, and subject to sensor-dependent constraints. As a result, existing depth data set mainly consists of a small number of static indoor and, less commonly, outdoor scenes [85, 30]. The lack of volume and variations in these datasets limits the generality of learning-based methods. Moreover, the depth maps produced by these methods are only an intermediate representation and a separate DIBR step is still needed to generate the final result.

Monocular depth prediction is challenging and we conjecture that performing that task accurately is unnecessary. Motivated by the recent trend towards training end-to-end differentiable systems [137, 66], we propose a method that requires stereo pairs for training and learns to directly predict the right view from the left view. In our approach, DIBR is implemented using an internal probabilistic disparity representation, and while it learns something akin to a disparity map the system is allowed to use that internal representation as it likes in service of predicting the novel view. This flexibility allows the algorithm to naturally handle in-painting. Unlike 2D image / depth map pairs, there is a vast amount of training data available to our approach since roughly 10 to 20 3D movies have been produced each year since 2008 and each has hundreds of thousands frames.

Our model is inspired by Flynn et al.’s DeepStereo approach [29], in which they propose to use a probabilistic selection layer to model the rendering process in a differentiable way so that it can be trained together with a DCNN. Specifically we use the same probabilistic selection layer, but improve upon their approach in two significant ways. First, their formulation requires two or more calibrated views in order to synthesize a novel view—a restriction that makes it impossible to train from existing 3D movies. We remove this limitation by restructuring the network input and layout. Second, their method works on small patches (28 \times 28 pixels) which limits the network’s receptive field to local structures. Our approach processes the entire image, allowing large receptive fields that are necessary to take advantage of high-level abstractions and regularities, such as the fact that large people tend to
appear close to the camera while small people tend to be far away.

4.3 Method

Previous work on 2D-to-3D conversion usually consists of two steps: estimating an accurate depth map from the left view and rendering the right view with a Depth Image-Based Rendering (DIBR) algorithm. Instead, we propose to directly regress on the right view with a pixel-wise loss. Naively following this approach, however, leads to poor results because it does not capture the structure of the task (see Section 4.5.4). Inspired by previous work, we utilize a DIBR process to capture the fact that most output pixels are shifted copies of input pixels. However, unlike previous work we don’t constrain the system to produce an accurate depth map, nor do we require depth maps as supervision for training. Instead, we propose a model that predicts a probabilistic disparity-like map as an intermediate output and combines it with the input view using a differentiable selection layer that models the DIBR process. During training, the disparity-like map produced by the model is never directly compared to a true disparity map and it ends up serving the dual purposes of representing horizontal disparity and performing in-painting. Our model can be trained end-to-end thanks to the differentiable selection layer.

4.3.1 Model Architecture

Recent research has shown that incorporating lower level features benefits pixel wise prediction tasks including semantic segmentation, depth estimation, and optical flow estimation [24, 28]. Given the similarity between our task and depth estimation, it is natural to incorporate this idea. Our network, as shown in Fig. 4.2 has a branch after each pooling layer that upsamples the incoming feature maps using so-called “deconvolution” layers (i.e., a learned upsampling filter). The upsampled feature maps from each level are summed together to give a feature representation that has the same size as the input image. We perform one more convolution on the summed feature representation and apply a softmax transform across channels at each spatial location. The output of this softmax layer is interpreted as a prob-
Figure 4.2: Deep3D model architecture. Our model combines information from multiple levels and is trained end-to-end to directly generate the right view from the left view. The base network predicts a probabilistic disparity assignment which is then used by the selection layer to model Depth Image-Based Rendering (DIBR) in a differentiable way. This also allows implicit in-painting.
 abolistic disparity map. We then feed this disparity map and the left view to the selection layer, which outputs the right view.

**Bilinear interpolation by deconvolution.** Similar to [28] we use “deconvolutional” layers to upsample lower layer features maps before feeding them to the final representation. Deconvolutional layers are implemented by reversing the forward and backward computations of a convolution layer. Although technically it is still performing convolution, we call it deconvolutional layer following the convention.

We found that initializing the deconvolutional layers to be equivalent to bilinear interpolation can facilitate training. Specifically, for upsampling by factor $S$, we use a deconvolutional layer with $2S$ by $2S$ kernel, $S$ by $S$ stride, and $S/2$ by $S/2$ padding. The kernel weight $w$ is then initialized with:

$$C = \frac{2S - 1 - (S \bmod 2)}{2S} \quad (4.1)$$

$$w_{ij} = (1 - \left| \frac{i}{S} - \frac{S}{2} \right|)(1 - \left| \frac{j}{S} - \frac{S}{2} \right|) \quad (4.2)$$

### 4.3.2 Reconstruction with Selection Layer

The selection layer models the DIBR step in traditional 2D-to-3D conversion. In traditional 2D-to-3D conversion, given the left view $I$ and a depth map $Z$, a disparity map $D$ is first computed with

$$D = \frac{B(Z - f)}{Z} \quad (4.3)$$

where the baseline $B$ is the distance between the two cameras, $Z$ is the input depth and $f$ is the distance from cameras to the plane of focus. See Fig. 4.3 for illustration. The right view $O$ is then generated with:

$$O_{i,j+D_{ij}} = I_{i,j} \quad (4.4)$$

However this is not differentiable with respect to $D$ so we cannot train it together with a deep neural network. Instead, our network predicts a probability distribution across possible
Given the distance between the eyes $B$ and the distance between the eyes and the plane of focus $f$, we can compute disparity from depth with Eqn. 4.3. Disparity is negative if object is closer than the plane of focus and positive if it is further away.

Disparity values $d$ at each pixel location $D_{i,j}^d$, where $\sum_d D_{i,j}^d = 1$ for all $i, j$. We define a shifted stack of the left view as $I_{i,j}^d = I_{i,j-d}$, then the selection layer reconstructs the right view with:

$$O_{i,j} = \sum_d I_{i,j}^d D_{i,j}^d$$  \hfill (4.5)

This is now differentiable with respect to $D_{i,j}^d$ so we can compute an L1 loss between the output and ground-truth right view $Y$ as the training objective:

$$L = |O - Y|$$  \hfill (4.6)

We use L1 loss because recent research has shown that it outperforms L2 loss for pixel-wise prediction tasks [79].

4.3.3 Scaling Up to Full Resolution

Modern movies are usually distributed in at least 1080p resolution, which has 1920 pixel by 1080 pixel frames. In our experiments, We reduce input frames to 432 by 180 to preserve
aspect ratio and save computation time. As a result, the generated right view frames will only have a resolution of 432 by 180, which is unacceptably low for movie viewing.

To address this issue, we first observe that the disparity map usually has much less high-frequency content than the original color image. Therefore we can scale up the predicted disparity map and couple it with the original high resolution left view to render a full resolution right view. The right view rendered this way has better image quality compared to the naively 4x-upsampled prediction.

4.4 Dataset

Since Deep3D can be trained directly on stereo pairs without ground-truth depth maps as supervision, we can take advantage of the large volume of existing stereo videos instead of using traditional scene depth datasets like KITTI [30] and NYU Depth [83]. We collected 27 non-animation 3D movies produced in recent years and randomly partitioned them to 18 for training and 9 for testing. Our dataset contains around 5 million frames while KITTI and NYU Depth only provide several hundred frames. During training, each input left frame is resized to 432 by 180 pixels and a crop of size 384 by 160 pixels is randomly selected from the frame. The target right frame undergoes the same transformations. We do not use horizontal flipping.

4.5 Experiments

In our main experiments we use a single frame at a time as input without exploiting temporal information. This choice ensures fair comparison to single-frame baseline algorithms and also allows applying trained models to static photos in addition to videos. However, it is natural to hypothesize that motion provides important cues for depth, thus we also conducted additional experiments that use consecutive RGB frames and computed optical flow as input, following [117]. These results are discussed in Section 4.5.4.
4.5.1 Implementation Details

For quantitative evaluation we use the non-upsampled output size of 384 by 160 pixels. For qualitative and human subject evaluation we upsample the output by a factor of 4 using the method described in Section 4.3.3. Our network is based on VGG16, which is a large convolutional network trained on ImageNet [103]. We initialize the main branch convolutional layers (colored green in Fig.4.2) with VGG16 weight and initialize all other weights with normal distribution with a standard deviation of 0.01.

To integrate information from lower level features, we create a side branch after each pooling layer by applying batch normalization [54] followed by a $3 \times 3$ convolution layer. This is then followed by a deconvolution layer initialized to be equivalent to bilinear upsampling. The output dimensions of the deconvolution layers match the final prediction dimensions. We use batch normalization to connect pretrained VGG16 layers to randomly initialized layers because it solves the numerical instability problem caused by VGG16’s large and non-uniform activation magnitude.

We also connect the top VGG16 convolution layer feature to two randomly initialized fully connected layers (colored blue in Fig.4.2) with 4096 hidden units followed by a linear layer. We then reshape the output of the linear layer to 33 channels of 12 by 5 feature maps which is then fed to a deconvolution layer. We then sum across all up sampled feature maps and do a convolution to get the final feature representation. The representation is then fed to the selection layer. The selection layer interprets this representation as the probability over empty or disparity -15 to 16 (a total of 33 channels).

In all experiments Deep3D is trained with a mini-batch size of 64 for 100,000 iterations in total. The initial learning rate is set to 0.002 and reduce it by a factor of 10 after every 20,000 iterations. No weight decay is used and dropout with rate 0.5 is only applied after the fully connected layers. Training takes two days on one NVIDIA GTX Titan X GPU. Once trained, Deep3D can reconstruct novel right views at more than 100 frames per second. Our implementation is based on MXNet [14] and available for download at
4.5.2 Comparison Algorithms

We used three baseline algorithms for comparison:

1. Global Disparity: the right view is computed by shifting the left view with a global
disparity \( \delta \) that is determined by minimizing Mean Absolution Error (MAE) on the
validation set.

2. The DNN-based single image depth estimation algorithm of Eigen et al. \cite{24} plus a
standard DIBR method as described in Section 4.3.2.

3. Ground-truth stereo pairs. We only show the ground-truth in human subject studies
since in quantitative evaluations it always gives zero error.

To the best of our knowledge, Deep3D is the first algorithm that can be trained directly
on stereo pairs, while all previous methods requires ground-truth depth map for training.
For this reason, we cannot retrain comparison algorithms on our 3D movie data set. Instead,
we take the model released by Eigen et al. \cite{24} and evaluate it on our test set. While it is a
stretch to hope that a model trained on NYU Depth will generalize well to 3D movies, this
fact underscores a principal strength of our approach: by directly training on stereo pairs,
we can exploit vastly more training data.

Because \cite{24} predicts depth rather than disparity, we need to convert depth to disparity
with Eqn. 4.3 for rendering with DIBR. However, \cite{24} does not predict the distance to the
plane of focus \( f \), a quantity that is unknown and varies across shots due to zooming. The
interpupillary distance \( B \) is also unknown, but it is fixed across shots. The value of \( B \) and
\( f \) can be determined in two ways:

1. Optimize for MAE on the validation set and use fixed values for \( B \) and \( f \) across the
whole test set. This approach corresponds to the lower bound of \cite{24}’s performance.
2. Fix $B$ across the test set, but pick the $f$ that gives the lowest MAE for each test frame. This corresponds to having access to oracle plane of focus distance and thus the upper bound on [24]'s performance.

We do both and report them as two separate baselines, [24] and [24] + Oracle. For fair comparisons, we also do this optimization for Deep3D’s predictions and report the performance of Deep3D and Deep3D + Oracle.

4.5.3 Results

Table 4.1: Deep3D evaluation. We compare pixel-wise reconstruction error for each method using Mean Absolute Error (MAE) as metric.

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global Disparity</td>
<td>7.75</td>
</tr>
<tr>
<td>[24]</td>
<td>7.75</td>
</tr>
<tr>
<td>Deep3D (ours)</td>
<td>6.87</td>
</tr>
<tr>
<td>[24] + Oracle</td>
<td>6.31</td>
</tr>
<tr>
<td>Deep3D + Oracle</td>
<td>5.47</td>
</tr>
</tbody>
</table>

Quantitative evaluation. For quantitative evaluation, we compute Mean Absolute Error (MAE) as:

$$ MAE = \frac{1}{HW} |y - g(x)|, $$

where $x$ is the left view, $y$ is the right view, $g(\cdot)$ is the model, and $H$ and $W$ are height and width of the image respectively. The results are shown in Table 4.1. We observe that Deep3D outperforms baselines with and without oracle distance of focus plane.
Figure 4.4: Qualitative results. Column one shows an anaglyph of the predicted 3D image (best viewed in color with red-blue 3D glasses). Each anaglyph is followed by 12 heat maps of disparity channels -3 to 8 (closer to far). In the first row, the man is closer and appears in the first 3 channels while the woman is further away and appears in 4th-5th channels; the background appears in the last 4 channels.
Figure 4.5: Comparison between [24] and Deep3D. The first column shows the input image. The second column shows the prediction of [24] and the third column shows Deep3D's prediction. This figure shows that Deep3D is better at delineating people and figuring out their distance from the camera.

**Qualitative evaluation.** To better understand the proposed method, we show qualitative results in Fig. 4.4. Each entry starts with a stereo pair predicted by Deep3D shown in anaglyph, followed by 12 channels of internal soft disparity assignment, ordered from near (-3) to far (+8). We observe that Deep3D is able to infer depth from multiple cues including size, occlusion, and geometric structure.

We also compare Deep3D’s internal disparity maps (column 3) to [24]’s depth predictions (column 2) in 4.5. This figure demonstrates that Deep3D is better at delineating people and figuring out their distance from the camera.

Note that the disparity maps generated by Deep3D tend to be noisy at image regions with low horizontal gradient, however this does not affect the quality of the final reconstruction because if a row of pixels have the same value, any disparity assignment would give the same reconstruction. Disparity prediction only needs to be accurate around vertical edges and we
Figure 4.6: Human subject study setup. Each subject is shown 50 pairs of 3D anaglyph images. Each pair consists of the same scene generated by 2 randomly selected methods. The subjects are instructed to wear red-blue 3D glasses and pick the one with better 3D effects or “Not Sure” if they cannot tell. The study result is shown in Table 4.2.

Indeed observe that Deep3D tends to focus on such regions.

Human subject evaluation. We also conducted a human subject study to evaluate the visual quality of the predictions of different algorithms. We used four algorithms for this experiment: Global Disparity, \cite{24} + Oracle, Deep3D without Oracle, and the ground-truth\footnote{\cite{24}}.

For the human subject study, we randomly selected 500 frames from the test set. Each annotator is shown a sequence of trials. In each trial, the annotator sees two anaglyph 3D images, which are reconstructed from the same 2D frame by two algorithms, and is instructed to wear red-blue 3D glasses and pick the one with better 3D effects or select “not sure” if they are similar. The interface for this study is shown in Fig. 4.6. Each annotator is given 50 such pairs and we collected decisions on all \(C_4^2\) 500 pairs from 60 annotators.

Table 4.2 shows that Deep3D outperforms the naive Global Disparity baseline by a 49% margin and outperforms \cite{24} + Oracle by a 32% margin. When facing against the ground

\footnote{\cite{24} without Oracle and Deep3D + Oracle are left out due to annotator budget. Note that a change in average scene depth only pushes a scene further away or pull it closer and usually doesn’t affect the perception of depth variation in the scene.}
Table 4.2: Human Subject Evaluation. Each entry represents the frequency of the row method being preferred to the column method by human subjects. Note that 66% of times subjects prefer Deep3D to [24] and 24% of the times Deep3D is preferred over the ground truth.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Global Disparity</td>
<td>N/A</td>
<td>26.94%</td>
<td>25.42%</td>
<td>7.88%</td>
</tr>
<tr>
<td>[24] + Oracle</td>
<td>73.06%</td>
<td>N/A</td>
<td>33.92%</td>
<td>10.27%</td>
</tr>
<tr>
<td>Deep3D (ours)</td>
<td>74.58%</td>
<td>66.08%</td>
<td>N/A</td>
<td>24.48%</td>
</tr>
<tr>
<td>Ground Truth</td>
<td>92.12%</td>
<td>89.73%</td>
<td>75.52%</td>
<td>N/A</td>
</tr>
</tbody>
</table>

truth, Deep3D’s prediction is preferred 24.48% of the time while [24] + Oracle is only preferred 10.27% of the time and Global Disparity baseline is preferred 7.88% of the time.

4.5.4 Algorithm Analysis

Ablation study. To understand the contribution of each component of the proposed algorithm, we show the performance of Deep3D with parts removed in Tab. 4.3. In Deep3D w/o lower level feature we show the performance of Deep3D without branching off from lower convolution layers. The resulting network only has one feed-forward path that consists of 5 convolution and pooling module and 2 fully connected layers. We observe that the performance significantly decreases compared to the full method.

In Deep3D w/o direct training on stereo pairs we show the performance of training on disparity maps generated from stereo pairs by block matching algorithm [49] instead of directly training on stereo pairs. The predicted disparity maps are then fed to DIBR method to render the right view. This approach results in decreased performance and demonstrates the effectiveness of Deep3D’s end-to-end training scheme.
Table 4.3: Ablation studies. We evaluate different components of Deep3D by removing them from the model to further understand the contribution of each component. Note that removing lower level features and selection layer both result in performance drop.

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep3D w/o lower level feature</td>
<td>8.24</td>
</tr>
<tr>
<td>Deep3D w/o direct training on stereo pairs</td>
<td>7.29</td>
</tr>
<tr>
<td>Deep3D w/o selection layer</td>
<td>7.01</td>
</tr>
<tr>
<td>Deep3D</td>
<td>6.87</td>
</tr>
</tbody>
</table>

We also show the result from directly regressing on the novel view without internal disparity representation and selection layer. Empirically this also leads to decreased performance, demonstrating the effectiveness of modeling the DIBR process.

**Temporal information.** In our main experiment and evaluation we only used one still frame of RGB image as input. We made this choice for fair comparisons and more general application domains. Incorporating temporal information into Deep3D can be handled in two ways: use multiple consecutive RGB frames as input to the network, or provide temporal information through optical flow frames similar to [117].

We briefly explored both directions and found moderate performance improvements in terms of pixel-wise metrics. We believe more effort along this direction, such as model structure adjustment, hyper-parameter tuning, and explicit modeling of time will lead to larger performance gains at the cost of restricting application domain to videos only.

### 4.6 Conclusions

In this paper we proposed a fully automatic 2D-to-3D conversion algorithm based on deep convolutional neural networks. Our method is trained end-to-end on stereo image pairs
Table 4.4: Temporal information. We incorporate temporal information by extending the input to include multiple consecutive RGB frames or optical flow frames. We observe that additional temporal information leads to performance gains.

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep3D with 5 RGB frames</td>
<td>6.81</td>
</tr>
<tr>
<td>Deep3D with 1 RGB frames and 5 optical flow frames</td>
<td>6.86</td>
</tr>
<tr>
<td>Deep3D</td>
<td>6.87</td>
</tr>
</tbody>
</table>

directly, thus able to exploit orders of magnitude more data than traditional learning based 2D-to-3D conversion methods. Quantitatively, our method outperforms baseline algorithms. In human subject study stereo images generated by our method are consistently preferred by subjects over results from baseline algorithms. When facing against the ground truth, our results have a higher chance of confusing subjects than baseline results.

In our experiment and evaluations we only used still images as input while ignoring temporal information from video. The benefit of this design is that the trained model can be applied to not only videos but also photos. However, in the context of video conversion, it is likely that taking advantage of temporal information can improve performance. We briefly experimented with this idea but found little quantitative performance gain. We conjecture this may be due to the complexity of effectively incorporating temporal information. We believe this is an interesting direction for future research.
Chapter 5
OBJECT DETECTION

Object detection aims at classifying and localizing all objects in an image. It is a heavily studied task in computer vision. The cost of labeling images for object detection training is relatively high because of the need for labeling multiple objects and their locations per image. As a result, most object detection algorithms leverage data from other domains by using pre-trained models.

In this chapter, we explore a number of tricks that help boosting the performance of object detection models. Our experiments show that these tricks can bring as much as 5% absolute precision increment without sacrificing inference speed [135]. In particular, we highlight one technique, mixup, which improves accuracy as while as alleviating confusion caused by context. We also investigate the interaction of mixup and transfer learning and found that mixup is most effective when it is applied to both the pre-training and fine-tuning stages.

5.1 Introduction

Object detection is one of the cutting edge research areas in computer vision. Most state-of-the-art detectors, including single stage (SSD [73] and YOLO [95]) and multi-stage (Faster-RCNN, etc. [96]) models, are based on pre-trained backbone networks like VGG [103], ResNet [42], Inception [107] and MobileNet [51] [100].

However, due to inherent complexities and fast progress in the field, researchers have not converged to a standard setting for initialization, data pre-processing, optimization, etc. As a result, many results are not comparable to each other. It is also difficult to delineate the contributions from improved pre-trained backbone networks and improved object detection
algorithms.

In this chapter, we explore effective techniques that can boost the accuracy of state-of-the-art object detection methods without introducing extra computational cost. We systematically examine many components of the training pipeline, including learning rate scheduling and weight decay, to provide best practices and guidelines. In particular, we highlight one technique, mixup, that constructs auxiliary training samples by blending two images at variable ratio. mixup was first proposed for image classification in [132]. In this chapter, we adapt it to object detection and found that it helps improving accuracy as well as decreasing confusion caused by context.

The rest of this chapter is organized as follows. First, we introduce related works in Section 5.2. Then, the proposed tricks are detailed in Section 5.3. Next, we show experiment results in Section 5.4. Finally, Section 5.5 concludes this chapter.

5.2 Related Work

5.2.1 Scattering tricks from Image Classification

Image classification serves as the foundation of all most all computer vision tasks. Classification models are cheap compared with popular object detection and semantic segmentation models, therefore attractive enormous researchers to prototyping ideas. In this section, we briefly introduce previous work that opened the shed for this work. Learning rate warm up heuristic [36] was introduced to overcome the negative effect of extremely large mini-batch size. Interestingly, even though mini-batch size used in typical object detection training is nowhere close to the scale in image classification (e.g. 10k or 30k [36]), a large amount of anchor size (up to 30k) is effectively contributing to batch size implicitly. a gradual warmup heuristic is crucial to YOLOv3 [95] as in our experiments. There is a line of approaches trying to address the vulnerability of deep neural network. Label smoothing was introduced in [107], which modifies the hard ground truth labeling in cross entropy loss. Zhang et al. [132] proposed mixup to alleviate adversarial perturbation. Cosine annealing strategy for
learning rate decay is proposed in [77] in response to traditional step policy. In this work, we dive deeper into the heuristic techniques introduced by image classification in the context of object detection.

5.2.2 Deep Object Detection Pipelines

Most state-of-the-art deep neural network based object detection models are derived from multiple stages and single stage pipelines, starting from R-CNN [33] and YOLO [94], respectively. In single stage pipelines, predictions are generated by a single convolutional network and therefore preserve the spatial alignments (except that YOLO used Fully Connected layers at the end). However, in multiple stage pipelines, e.g. Fast R-CNN [32] and Faster-RCNN [96], final predictions are generated from features which were sampled and pooled in a specific region of interests (RoIs). RoIs were either propagated by neural networks or deterministic algorithms (e.g. Selective Search [111]). This major difference caused significant divergence in data processing and network optimization. For example, due to the lack of spatial variation in single stage pipelines, spatial data augmentation is crucial to the performance as proven in Single-Shot MultiBox Object Detector (SSD) [73]. Due to lack of exploration, many training details are exclusive to one series. In this work, we systematically explore the mutually beneficial tweaks and tricks that may help to boost the performance for both pipelines.

5.3 Technique Details

![Figure 5.1: mixup visualization of image classification with typical mixup ratio at 0.1 : 0.9.](image)

Figure 5.1: mixup visualization of image classification with typical mixup ratio at 0.1 : 0.9.
In this section, we propose a visual coherent image mixup method for object detection and introduce data processing and training scheduler designed for systematically improving the model performance of object detectors.

5.3.1 Visually Coherent Image Mixup for Object Detection

Mixup, introduced by Zhang et al. [132] is proved to be successful in alleviating adversarial perturbations in classification networks. The distribution of blending ratio in mixup algorithm proposed by Zhang et al. [132] is drawn from beta distribution with \((a = 0.2, b = 0.2)\). The majority of mixups are barely noises with such beta distribution. Inspired by the heuristic experiments in Rosenfeld et al. [97], we focus on the natural co-occurrence object presentations which play significant roles in object detection. The semi-adversarial object patch transplantation method is not a traditional attack, but introduced natural occlusions, spatial signal perturbations that are common but good challengers to existing object detectors.

In our empirical experiments, continue increasing blending ratio used in the mixup, the objects in resulting frames are more vibrant and coherent to the natural presentations, similar to the transition frames commonly in low FPS movies. The visual comparisons of image
classification and such high ratio mixup are illustrated in Fig. 5.1 and Fig. 5.2 respectively.
In particular, we use geometry preserved alignment for image mixup to avoid distort images at the initial steps. We also choose a beta distribution with more visually coherent ratios \(a \geq 1\) and \(b \geq 1\) instead of following the same practice in image classification, as depicted in Figure 5.3.

We also experimentally tested empirical mixup ratio distributions using the YOLOv3 network on Pascal VOC dataset. Table 5.1 shows the actual improvements by adopting detection mixups. Beta distribution with \(\alpha\) and \(\beta\) both equal to 1.5 is marginally better than 1.0 (equivalent to uniform distribution) and better than fixed even mixup.

To validate the effectiveness of visually coherent mixup, we followed the same experiments of "Elephant in the room" [97] by sliding an elephant image patch through an indoor room image. We trained two YOLOv3 models on COCO 2017 dataset with identical settings except for that model mix is using our mixup approach. We depict some surprising discoveries in Fig. 5.4.

Figure 5.3: Comparison of different random weighted mixup sampling distributions. Red curve indicate the typical mixup ratio used in image classification.
<table>
<thead>
<tr>
<th>Model</th>
<th>mAP @ 0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>81.5</td>
</tr>
<tr>
<td>0.5:0.5 evenly</td>
<td>83.05</td>
</tr>
<tr>
<td>beta(1.0, 1.0), weighted loss</td>
<td>83.48</td>
</tr>
<tr>
<td>beta(1.5, 1.5), weighted loss</td>
<td>83.54</td>
</tr>
</tbody>
</table>

Table 5.1: Effect of various mixup approaches, validated with YOLOv3 [95] on Pascal VOC 2007 test set.

5.3.2 Classification Head Label Smoothing

For each object, detection networks often compute a probability distribution over all classes with softmax function:

\[ p_i = \frac{e^{z_i}}{\sum_j e^{z_j}}, \quad (5.1) \]

where \( z_i \)'s are the unnormalized logits directly from the last linear layer for classification prediction. For object detection during training, we only modify the classification loss by comparing the output distribution \( p \) against the ground truth distribution \( q \) with cross-entropy:

\[ L = \sum_i q_i \log p_i. \quad (5.2) \]

\( q \) is often a one-hot distribution, where the correct class has probability one while all other classes have zero. Softmax function, however, can only approach this distribution when \( z_i \gg z_j, \forall j \neq i \) but never reach it. This encourages the model to be too confident in its predictions and is prone to over-fitting.

Label smoothing was proposed by Szegedy et al. [107] as a form of regularization. We
Figure 5.4: Elephant in the room example. Model trained with geometry preserved mixup (bottom) is more robust against alien objects compared to baseline (top).

smooth the ground truth distribution with

\[ q'_i = (1 - \epsilon)q_i + \frac{\epsilon}{K}, \]  

(5.3)

where \( K \) is the total number of classes and \( \epsilon \) is a small constant. This technique reduces the model’s confidence, measured by the difference between the largest and smallest logits.

In the case of sigmoid outputs in 0 to 1.0 as in YOLOv3 [95], label smoothing is even simpler by correcting the upper and lower limit of the range of targets as in Eq. 5.3.

5.3.3 Data Pre-processing

Unlike image classification domain, where the network is extremely tolerant to image geometrical transformation. It is actually encouraged to do so in order to improve generalization accuracy. However, for object detection image pre-processing, we need to carry additional cautious since detection networks are more sensitive to such transformations.

We experimentally reviewed the following data augmentation methods:
• Random geometry transformation. Including random cropping (with constraints), random expansion, random horizontal flip and random resize (with random interpolation).

• Random color jittering including brightness, hue, saturation, and contrast.

In terms of types of detection networks, there are two pipelines for generating final predictions. First is single stage detector network, where final outputs are generated from every single pixel on feature map, for example, SSD\cite{73} and YOLO\cite{95} networks which generate detection results proportional to spatial shape of an input image. The second is multi-stage proposal and sampling based approached, following Fast-RCNN\cite{96}, a large amount of ROI candidates are generated and sampled with a fixed number, the detection results are produced by repeatedly cropping the corresponding region on feature maps and the number of predictions is proportional to the fixed sampling number.

Since sampling-based approaches repeat enormous crop like operations on feature maps, it substitutes the operation of randomly cropping the input image, therefore these networks do not require extensive geometric augmentations applied during the training stage.

5.3.4 Training Scheduler Revamping

During training, the learning rate usually starts with a relatively big number and gradually becomes smaller throughout the training process. For example, the step schedule is the most widely used learning rate schedule. With step schedule, the learning rate is multiplied by a constant number below 1 after reaching pre-defined epochs or iterations. For instance, the default step learning rate schedule for Faster-RCNN\cite{96} is to reduce learning rate by ratio 0.1 at \(60k\) iterations. Similarly, YOLOv3\cite{95} uses same ratio 0.1 to reduce learning rate at \(40k\) and \(45k\) iterations. Step scheduler has sharp learning rate transition which may cause the optimizer to re-stabilize the learning momentum in the next few iterations. In contrast, a smoother cosine learning rate adjustment was proposed by Loshchilov et al.\cite{77}. Cosine schedule scales the learning rate according to the value of cosine function on 0 to \(\pi\). It starts
Figure 5.5: Visualization of learning rate scheduling with warm-up enabled for YOLOv3 training on Pascal VOC. (a): cosine and step schedules for batch size 64. (b): Validation mAP comparison curves using step and cosine learning scheduler.

with slowly reducing large learning rate, then reduces the learning rate quickly halfway, and finally ends up with tiny slope reducing small learning rate until it reaches 0.

Warm up learning rate is another common strategy to avoid gradient explosion during the initial training iterations. Warm-up learning rate schedule is critical to several object detection algorithms, e.g., YOLO v3, which has a dominant gradient from negative examples
in the very beginning iterations where sigmoid classification score is initialized around 0.5 and biased towards 0 for the majority predictions.

Training with cosine schedule and proper warmup lead to better validation accuracy, as depicted in Fig. 5.5, validation mAP achieved by applying cosine learning rate decay outperforms step learning rate schedule at all times in training. Due to the higher frequency of learning rate adjustment, it also suffers less from plateau phenomenon of step decay that validation performance will be stuck for a while until learning rate is reduced.

5.3.5 Synchronized Batch Normalization

In recent years, the massive computation requirements forced training environments to equip multiple devices (usually GPUs) to accelerate training. Despite handling different hyperparameters in response to larger batch sizes during training, Batch Normalization [54] is drawing the attention of multi-device users due to the implementation details. Although the typical implementation of Batch Normalization working on multiple devices (GPUs) is fast (with no communication overhead), it inevitably reduces the size of batch size and causing slightly different statistics during computation, which potentially degraded performance. This is not a significant issue in some standard vision tasks such as ImageNet classification (as the batch size per device is usually large enough to obtain good statistics). However, it will hurt the performance in some tasks that the batch size is usually very small (e.g., 1 per GPU). Recently, Peng et al. has proved the importance of synchronized batch normalization in object detection with the analysis made by Pen et al. [92]. In this work, we systematically review the importance of Synchronized Batch Normalization with YOLOv3 [95] and Faster-RCNN [96] to evaluate the impacts on larger (usually larger than 64) and smaller (usually less than 4) batch trainers, respectively.

5.3.6 No Decay to Bias Terms

The weight decay is often applied to all learnable parameters including both weights and bias. It equals to applying an L2 regularization to all parameters to drive their values towards 0.
However, it’s only recommended to apply the regularization to weights to avoid over-fitting, as pointed by Jia et al. [55]. The no bias decay heuristic follows this recommendation, it only applies the weight decay to the weights in convolution and fully-connected layers. Other parameters, including the biases and $\gamma$ and $\beta$ in Batch Normalization layers, are left un-regularized.

5.4 Experiments

Figure 5.6: Example detection results by applying BoF on COCO 2017 validation set.
<table>
<thead>
<tr>
<th>Model</th>
<th>mAP</th>
<th>Delta</th>
</tr>
</thead>
<tbody>
<tr>
<td>- data augmentation</td>
<td>64.26</td>
<td>-15.99</td>
</tr>
<tr>
<td>baseline</td>
<td>80.25</td>
<td>0</td>
</tr>
<tr>
<td>+ synchronize BN</td>
<td>80.81</td>
<td>+0.56</td>
</tr>
<tr>
<td>+ random training shapes</td>
<td>81.23</td>
<td>+0.98</td>
</tr>
<tr>
<td>+ cosine lr schedule</td>
<td>81.69</td>
<td>+1.44</td>
</tr>
<tr>
<td>+ class label smoothing</td>
<td>82.14</td>
<td>+1.89</td>
</tr>
<tr>
<td>+ mixup</td>
<td><strong>83.68</strong></td>
<td><strong>+3.43</strong></td>
</tr>
</tbody>
</table>

Table 5.2: Training Refinements on YOLOv3, evaluated at 416 × 416 on Pascal VOC 2007 test set.

In order to compare incremental improvements of all tweaks for object detection, we used YOLOv3 [95] and Faster-RCNN [96] as representatives for single and multiple stages pipelines, respectively. To accommodate massive training tasks, we use Pascal VOC [26] for fine-graded trick evaluation, and COCO [70] dataset for overall performance gain and generalization ability verification.

Results on Pascal VOC.

Following the common settings used in Fast-RCNN [32] and SSD [73], we use Pascal VOC 2007 trainval and 2012 trainval for training and 2007 test set for validation. The results are reported in mean average precision defined in Pascal VOC development kit [26]. For YOLOv3 models, we consistently measure mean average precision (mAP) at 416 × 416 resolution. If random shape training is enabled, YOLOv3 models will be fed with random resolutions from 320 × 320 to 608 × 608 with 32 × 32 increments, otherwise they are always trained with fixed 416 × 416 input data. Faster RCNN models take arbitrary input resolutions. In order to regulate training memory consumption, the shorter sides of input images are resized to 600
Table 5.3: Training Refinements on Faster-RCNN, evaluated at 600 × 1000 on Pascal VOC 2007 test set.

<table>
<thead>
<tr>
<th>Model</th>
<th>mAP</th>
<th>Delta</th>
</tr>
</thead>
<tbody>
<tr>
<td>- data augmentation</td>
<td>77.61</td>
<td>-0.16</td>
</tr>
<tr>
<td>baseline</td>
<td>77.77</td>
<td>0</td>
</tr>
<tr>
<td>+ cosine lr schedule</td>
<td>79.59</td>
<td>+1.82</td>
</tr>
<tr>
<td>+ class label smoothing</td>
<td>80.23</td>
<td>+2.46</td>
</tr>
<tr>
<td>+ mixup</td>
<td>81.32</td>
<td>+3.55</td>
</tr>
</tbody>
</table>

Table 5.4: Overview of improvements achieved by applying bag of freebies (BoF), evaluated on MS COCO [70] 2017 val set.

<table>
<thead>
<tr>
<th>Model</th>
<th>Orig $AP_{bbox}^{0.5:0.95}$</th>
<th>Our BoF $AP_{bbox}^{0.5:0.95}$</th>
<th>Absolute delta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faster-RCNN resnet50</td>
<td>36.5</td>
<td>37.6</td>
<td>+1.1</td>
</tr>
<tr>
<td>Faster-RCNN resnet101</td>
<td>39.4</td>
<td>41.1</td>
<td>+1.7</td>
</tr>
<tr>
<td>YOLOv3 [95]</td>
<td>33.0</td>
<td>37.0</td>
<td>+4.0</td>
</tr>
</tbody>
</table>

pixels while ensuring the longer side in smaller than 1000 pixels. Training and validation of Faster-RCNN models follow the same pre-processing steps, except that training images have chances of 0.5 to flip horizontally as additional data augmentation. The incremental evaluations of YOLOv3 and Faster-RCNN with our bags of freebies (BoF) are detailed in Table. 5.2 and Table. 5.3 respectively. The results are motivating that by stacking the tricks, YOLOv3 models can achieve up to 3.5% performance gain and Faster-RCNN models have less effective tricks but obtained similar performance bump. One phenomena has been discovered that data augmentation has minimal effect on multi-stage pipelines, i.e., Faster-RCNN,
Figure 5.7: **COCO 80 category AP analysis with YOLOv3** [95]. Red lines indicate performance gain using BoF, while blue lines indicate performance drop.

Figure 5.8: **COCO 80 category AP analysis with Faster-RCNN resnet50** [96]. Red lines indicate performance gain using BoF, while blue lines indicate performance drop.

but poses significant compact to YOLOv3 models, due to the lack of spatial mutational operations.

**Results on MS COCO**

COCO 2017 is 10 times larger than Pascal VOC and contains tiny objects compared with PASCAL VOC. We use MS COCO to validate the generalization of our bags of tricks in this work. We use similar training and validation settings as Pascal VOC, except that Faster-RCNN models are resized to 800 × 1300 pixels in response to smaller objects. The results
are shown in Table 5.4. In summary, our proposed bags of freebies boosted Faster-RCNN models by 1.1% and 1.7% absolute mean AP over existing state-of-the-art implementations \cite{34} with ResNet 50 and 101 base models, respectively. Our proposed bag of tricks also outperforms existing YOLOv3 models by as large as 4.0% absolute mAP. Note that all these results are obtained by generating better weights in a fully compatible inference model, i.e., all these achievements are free lunch during inference.

**Mixup and Transfer Learning**

<table>
<thead>
<tr>
<th></th>
<th>-Mixup YOLO3</th>
<th>+Mixup YOLO3</th>
</tr>
</thead>
<tbody>
<tr>
<td>-Mixup darknet53</td>
<td>35.0</td>
<td>35.3</td>
</tr>
<tr>
<td>+Mixup darknet53</td>
<td>36.4</td>
<td>37.0</td>
</tr>
</tbody>
</table>

Table 5.5: Combined analysis of impacts of mixup methodology for pre-trained image classification and detection network.

<table>
<thead>
<tr>
<th></th>
<th>-Mixup FRCNN</th>
<th>+Mixup FRCNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>-Mixup R101</td>
<td>39.9</td>
<td>40.1</td>
</tr>
<tr>
<td>+Mixup R101</td>
<td>40.1</td>
<td>41.1</td>
</tr>
</tbody>
</table>

Table 5.6: Combined analysis of impacts of mixup methodology for pre-trained image classification and detection network.

Mixup can be applied in two phases of object detection networks: 1) pre-training classification network backbone with mixup \cite{44,132}; 2) training detection networks using proposed visually coherent image mixup for object detection. We compare the results using Darknet
53-layer based YOLO3 [95] implementation and ResNet101 [42] based Faster-RCNN [96] in Table 5.5 and Table 5.6, respectively. The results show that applying mixup to both phases of training yields compounding improvements.

### 5.5 Conclusion

In this chapter, we proposed a bag of training enhancements that significantly improved model performances while introducing zero overhead during inference. Our empirical experiments with YOLOv3 [95] and Faster-RCNN [96] on Pascal VOC and COCO datasets show that the bag of tricks consistently improves object detection models. By stacking all these tweaks, we observe additive improvements and suggest a wider adoption in future object detection training pipelines.
Chapter 6

CONCLUSIONS

In this thesis, we studied the intersection of transfer learning, deep learning, and computer vision. We applied transfer learning to various computer vision applications including object detection, 2D-to-3D conversion, and clustering. We also studied the most widely used source task in computer vision, i.e. image classification, and empirically examined the “transferability” between improvements on the source task and improvements on the target task.

In Chapter 2, we first experimented with a combination of techniques for improving image classification accuracy on ImageNet, which is the most widely used source task in computer vision. Then, we empirically demonstrated that improvements can be transferred to target tasks including object detection and semantic segmentation.

In the following chapters, we studied the role of transfer learning in a number of computer vision tasks. In Chapter 3, we described deep embedded clustering (DEC), a clustering algorithm that combines unsupervised pre-training and self-supervised fine-tuning. DEC first used unsupervised autoencoders to learn a mapping from the data space to a lower-dimensional feature space and then iteratively refines the mapping with a clustering objective. Our experiments on image and text corpora showed that DEC brings significant improvement over previous state-of-the-art clustering methods.

In Chapter 4, we presented Deep3D, a 2D-to-3D video conversion algorithm. Deep3D was trained to minimize the pixel-wise reconstruction error of the right view when given the left view. We took a backbone network pre-trained for classifying 2D images and fine-tune it on stereo image pairs for 3D reconstruction. Deep3D outperformed baselines in both quantitative and human subject evaluations.
Finally, in Chapter 5, we focused on object detection and studied various factors that affect detection accuracy. In particular, we adapted mixup \cite{132} to object detection and showed that it helps to improve generalization and avoid confusion caused by context. We also demonstrated that in order to attain the best effect of mixup training in detection, the source model also needs to be pre-trained with mixup on image classification.

The main contribution of this thesis is two fold: 1) we showed that transfer learning can be used in many forms to improve performance on various computer vision tasks, and 2) we empirically studied the link between performance on the source task and performance after transfer learning. For future work, it would be interesting to form a theoretical framework for explaining transferability.
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