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Real-time traffic data is essential for the advancement of emerging data-driven transportation technologies, e.g. deep learning-based traffic modeling approaches, autonomous vehicles, and urban computing. The existing sensing technologies work properly well for identifying the mobility patterns of motorized vehicles. However, it is still a big challenge for transportation agencies to obtain reliable data of transit riders and non-motorized travelers in today’s practice with existing traffic sensing technologies. To fulfill the data needs of understanding and modeling the mobility of transit riders and non-motorized traffic (bicycling, and walking), device-based wireless sensing methods and technologies have been developed to acquire relevant data. The basic idea of device-based wireless sensing technology is to capture the Media Access Control (MAC) address of Wi-Fi or Bluetooth enabled mobile devices. The MAC address can be used as a global
unique identifier to re-identify mobile devices at different sensing locations, and thus travelers can be detected by identifying their mobile devices instead of detecting travelers directly. Such a data acquisition method certainly provides a novel means for transit riders and non-motorized traffic data collection. Nevertheless, the limitations still exist for wireless sensing technologies due to the uncertainties caused by the sensing mechanism, including traffic mode uncertainty, localized spatial uncertainty, and population uncertainty. Such uncertainties bring considerable errors that can generate significant biases in the extracted traffic parameters from wireless sensing data.

The major objective of this dissertation is to mitigate the impacts of the uncertainties based on the proposed wireless sensing methods and technologies for transit rider and non-motorized traffic data acquisition. Large-scale field tests are conducted to evaluate the efficiency and accuracy of the proposed methodology. Besides the proposed methodology, a general method for establishing a wireless sensing system is presented for guiding implementations. This dissertation fills up the gap about effective traffic data acquisition methods for transit rider and non-motorized traffic and thus supporting the transportation systems with reliability, equality, and sustainability.
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Chapter 1. INTRODUCTION

1.1 PROBLEM STATEMENT

This research is mainly motivated by two issues. The first is the increasing needs of transit rider and non-motorized (bicycling and walking) traffic data. As the interest in providing better infrastructure support for non-motorized and public transit users increases, relevant data is getting more attraction to improve the understanding of infrastructure usage patterns based on data-driven approaches. However, it still lacks an effective means to collect traffic data of transit riders and non-motorized travelers, which turns into the second issue, that being the limitations of the existing sensing methods and technologies on transit rider and non-motorized data acquisition. In this chapter, each of the issues presented is described in greater detail in the following subsections.

1.1.1 Traffic Data Needs of Transit Riders and Non-motorized Travelers

Due to the rapid increase in use of data-driven traffic modeling approaches, such as, deep learning-based algorithms for traffic prediction [1], [2], mobility pattern recognition [3]–[5], and traffic signal timing optimization [6], the entire transportation system has experienced numerous improvements during the recent decades in terms of safety, mobility, sustainability, and efficiency [7]. In general, the goal of data-driven approaches is to mine the data and discover any underlying patterns in the datasets [8]. A traffic dataset with high volume, variation, veracity, and intensive information is essential for developing data-driven approaches. To obtain representative real-time traffic data across a given geographic area, thousands of traffic sensors are deployed on roadway networks and in vehicles, e.g., surveillance cameras, loop detectors, microwave traffic sensors, and in-vehicle sensing systems. Based on the existing traffic sensor networks, network-wide traffic parameters, e.g., travel time, traffic volume, traffic speed, and parking activities, can be extracted
to support traffic status inference, traffic control applications, and traffic management systems. As the desire to pursue green and sustainable transportation is growing, interest in providing better infrastructures support for non-motorized (bicycling and walking) and public transit users is a topic generating more attention. Volumes and other basic traffic information on transit riders and non-motorized travelers are indispensable in supporting and understanding infrastructure usage and traffic demand. For example, transit ridership flow and Origin-Destination (O-D) information are essential for transit route planning, transit vehicle dispatch optimization, and trip scheduling [9]–[12]. Traffic counts and travel time data for non-motorized traffic are critical for travel information systems, non-motorized traffic signal control, crowd management strategies, and for use in emergency and evacuation scenarios. However, it is still a big challenge for transportation agencies to obtain reliable data of transit riders and non-motorized travelers in today’s practice with existing traffic sensing technologies.

1.1.2 Limitations of The Existing Methods for Transit Rider and Non-motorized Traffic Data Acquisition

Currently, collecting traffic data describing transit riders and non-motorized travelers is a task that still primarily relies on traditional methods and off-the market sensing technologies. Traveler surveys [13] and smart card data are the major data sources for inferring transit ridership flow and O-D information [14]–[19]. However, inferring transit ridership flow based on survey data requires substantial manual work and as a result suffers from high latency, biases, and costliness. Even for smart card data, it is hard to infer real-time ridership flow due to the lack of alighting locations of transit passengers. For non-motorized traffic data collection, analysts mainly rely on traditional data acquisition methods, such as surveys, manual counting, infrared sensing, and eco-counter [20]. To increase the availability of data describing non-motorized traffic, video-based sensing
technologies are employed to extract real-time traffic information of non-motorized traffic modes, e.g., traffic speed, and travel time [21], [22]. However, the accuracy of the extracted information cannot satisfy the needs for understanding and identifying traffic status due to the impacts from environmental factors, such as illumination conditions and weather [23], [24]. In addition, the excessive computational cost and privacy issues restrict the large-scale implementation of video-based sensing technology. Therefore, there is a clear need of novel data sources and acquisitions technologies to support the understanding of and enable improvements to be made to public transit systems and non-motorized traffic mobility [25]–[27].

1.2 RESEARCH BACKGROUND

With the ubiquitous usage of wireless devices increases, scholars developed traffic sensing methods based on wireless sensing technologies. The basic idea of wireless sensing technology is to detect the signals being transmitted by the wireless device in vehicles or being carried by travelers, e.g., Wi-Fi or Bluetooth-enabled mobile device (WBM device), and on-vehicle wireless devices. Typically, wireless signals contain global unique identifiers which can be used to precisely re-identify a specific wireless device. Then, traffic parameters can be obtained by identifying the movements of wireless device instead of tracking travelers and vehicles directly. For acquiring traffic data on transit riders and non-motorized travelers, the existing wireless sensing methods usually utilized the probe request frames or slave messages being transmitted by the WBM device of transit riders and non-motorized travelers. However, the extracted traffic parameters based on the existing wireless sensing methods still contain considerable biases caused by three uncertainties, including traffic modes uncertainty, localized spatial uncertainty, and population uncertainty.
Localized spatial uncertainty: A WBM device can be detected at any location within the detection range of a wireless sensor. The exact detection location cannot be determined based on the wireless sensing data. Usually, the wireless sensor’s location is used for traffic parameters calculation, e.g., traffic speed. The difference between detection location and sensor’s location cause considerable errors within the extracted traffic parameters.

Traffic modes uncertainty: Since the detected wireless signals can be transmitted by the wireless devices of travelers in any traffic modes, e.g., pedestrian and bicyclist, and transit passengers and non-passengers, the traffic modes cannot be directly observed in wireless sensing data. Thus, the extracted traffic parameters can be extremely biased if traffic modes are not correctly identified and separated properly.

Population uncertainty: Since not every traveler has a wireless device in the discoverable mode, it is difficult to ensure that the detected sample came from enough representatives of the population to reflect the global trend. Usually, the population uncertainty varies from location to location and, also, changes in the temporal dimension. Thus, developing a method to estimate the population based on the detected samples, or to utilizing device-free wireless sensing technologies is necessary in order to mitigate the impacts of penetration rate of discoverable wireless devices.

1.3 RESEARCH OBJECTIVES

The major objective of this dissertation is to develop innovative wireless sensing methods and technologies to enhance transit rider and non-motorized traffic data by addressing the three aforementioned uncertainties. The specific objectives corresponding to addressing each uncertainty are presented as follows.

- Localized spatial uncertainty
1) By utilizing wireless signal strength measurements, an innovative method is established to reduce the estimated traffic speed errors caused by localized spatial uncertainty.

- Traffic modes uncertainty
  2) For transit rider data, a new algorithm is developed to separate wireless signals transmitted by the wireless devices of transit passengers and non-passengers.
  3) For non-motorized traffic data, an approach is designed to identify wireless sensing data from different traffic modes, including car, bike, and walk modes.

- Population uncertainty
  4) For transit rider data, a method is constructed to estimate the population of transit passengers.
  5) For non-motorized traffic data, a device-free wireless sensing technology is developed for detecting pedestrian presence and moving features that also mitigates the impacts of population uncertainty.

In addition, this research proposes a general framework for establishing a wireless sensing system. This methodology includes wireless sensing equipment, the supporting system architecture, and a data analysis and visualization platform. To demonstrate the feasibility and the effectiveness of the proposed wireless sensing theory and framework, two case studies are implemented for transit ridership flow monitoring and non-motorized traffic monitoring, respectively.

1.4 DISSERTATION ORGANIZATION

The remainder of the dissertation contains six chapters. Figure 1-1 shows the framework of all chapters, Chapter 1-7. The current chapter, Chapter 1, introduces the problem statement and background knowledge. Chapter 2 presents the literature review results in terms of state of the art
and practice. Chapter 3 proposes a generalized methodology for wireless sensing. The proposed methodology includes two parts: the theoretical methodology for addressing the introduced uncertainties and the common method for implementations. Chapters 4 and 5 propose specific methods and technologies for transit ridership flow monitoring and non-motorized traffic monitoring based on the proposed generalized methodology. In addition, these two chapters present the prototype products developed based on the proposed common framework for implementations. Chapter 6 discusses the impacts of MAC address randomization as well as the potential implementation scenarios of the proposed wireless sensing methods. Finally, Chapter 7 concludes the dissertation with a summary of the contributions and recommendations for future research.

Figure 1-1 Dissertation Framework
Chapter 2. STATE OF THE ART AND PRACTICE

The major goal of this research is to enhance transit rider and non-motorized traffic data through new sensing methods and technologies. A thorough understanding of the state-of-the-art and state-of-the-practice related to transit rider and non-motorized traffic data collection is essential. Thus, this chapter presents the literature review results on the topics of traffic sensing theory, wireless sensing theory, and the existing implementations.

2.1 TRAFFIC SENSING THEORY

In general, traffic parameters, e.g., traffic speed, can be detected by two sensing methods, those being point detection and re-identification. For point detection, traffic sensors utilize the physical features (e.g., visual features) of objects (vehicles and travelers) to detect their presence. Localized traffic parameters, such as speed, volume, and occupancy, can be extracted based on point detection results. The detected physical features are similar from object to object, and thus such methods generally cannot support re-identify objects at different sensing locations. Representative point detection technologies include inductive loop detectors [28], microwave sensing, video-based sensing device [29]–[31], 3D laser-based sensing [32], radar-based detection [30], [33], and infrared sensors [34]. For re-identification, the main goal is more than to simply detect the presence of objects. Rather, objects need to be re-identified at different sensing locations based on either extracted visual features or global unique identifiers, e.g., license plates of vehicles, Radio-Frequency Identification (RFID), and Media Access Control (MAC) addresses. Then, traffic parameters can be inferred based on the timestamp when objects were detected at different sensing locations. Basically, the result of re-identification method conveys more valuable information than that of point detection. For example, travel time is a type of traffic parameter that can convey the
traffic status of a road segment. Re-identification method can detect travel time, while it cannot be achieved by point detection method. Among the existing sensing technologies, some are enabled with re-identification functions for identifying vehicles or individual travelers, such as video-based sensing technology utilizing visual features and license plate information [35]–[38], phone app-based sensing [39], [40], RFID-based sensing [41], and smart card-based methods [42]. For transit riders and non-motorized travelers (bicyclists and pedestrians), only a few technologies are available for re-identification, including video-based sensing technology, phone app-based sensing, and smart card-based methods. However, all of these methods face challenges and limitations in terms of sensing accuracy and implementation feasibility. Video-based sensing technology is highly sensitive to environmental factors, e.g., illumination and weather conditions. The sensing accuracy will heavily drop under unsatisfactory environmental conditions. Considering the visual features of transit riders and non-motorized travelers are not evident among individuals, the accuracy of video-based sensing technology would be even worse for re-identifying transit riders and non-motorized travelers. In addition, the privacy concerns and high computational cost limit the feasibility of large-scale implementations [43]. In terms of other methods, phone app-based sensing methods suffer from low penetration rate and data availability issues, and smart card-based methods for transit ridership monitoring also have penetration concerns and issues with the lack of alighting information. Therefore, a novel traffic sensing technology with a re-identification function that can accommodate the disadvantages of the existing methods is in-demand to provide robust, reliable, and efficient sensing results.

2.2 WIRELESS SENSING THEORY

As the usage of wireless devices (e.g., smart phones, and on-vehicle communication devices) increases rapidly, wireless signals being transmitting by a huge amount of wireless devices is an
excellent data resource for traffic sensing. Basically, there are two kinds of wireless sensing methods, those being device-based wireless sensing and device-free wireless sensing. The goal of device-based wireless sensing is to capture the hardware unique identifier of the wireless device being carried by travelers. Then, the hardware unique identifier can be used for re-identification. Device-free wireless sensing utilizes the perturbation in wireless communication caused by moving travelers to detect their presence and moving features. The following sections will introduce the existing studies on such topics and their pros and cons.

2.2.1 *Device-Based Wireless Sensing*

2.2.1.1 Sensing Technology

Device-based wireless sensing requires that a discoverable wireless device be carried by travelers and vehicles so that they can be detected by tracking the discoverable wireless device based on the hardware unique identifier. According to the literature, several wireless signals were utilized for device-based wireless traffic sensing, including RFID [44], Dedicated Short-Range Communication (DSRC) [45], Wi-Fi, and Bluetooth (BT) [46]. Among them, RFID and DSRC were usually used for motorized vehicle detection, a process which required vehicles to install a tag containing an RFID or DSRC chipset. Then, the signal being transmitted by the chipset can be captured by wireless sensors. However, for transit riders and non-motorized travelers, it is difficult to force each traveler to carry a chipset to be detected. WBM devices are common electronic devices that many people use in their daily lives. Nowadays, it is reported that more than 80% of individuals carried at least one WBM device in their daily life [47], [48]. For each WBM device, a Media Access Control (MAC) address is assigned as the hardware unique identifier. A Wi-Fi and BT MAC address is a 48-bit global unique identifier assigned by The Institute of Electrical and Electronics Engineers (IEEE) for use as a network address in communications with a network
segment [49]. As seen from Figure 2-1, the MAC address of WBM devices can be captured by either connecting the device with an access point or deploying a MAC address detector to passively capture the Wi-Fi probe request frames or BT slave response messages in the air (also known as passive Wi-Fi and BT sensing). Typically, building connections between the device and an access point requires actions being conducted from users. This requirement makes the impacts of population uncertainty even worse. For the passive sensing method, when WBM devices do not connect with access points, they keep sending out probe request frames or slave response messages to find potential connections. If the access points are set in monitor mode, they can capture the frames and messages in the air so that they capture the MAC address in the header of the frames. Previously, scholars utilized passive Wi-Fi and BT sensing technology to establish methods for transit ridership flow monitoring and multi-modal traffic speed estimation. The following two sections will introduce the existing studies and potential improvements.

![Figure 2-1 Device-Based Wi-Fi and BT Sensing. (a) Access Point Recording, and (b) Passive Sensing](image)

2.2.1.2 Transit Ridership Flow Monitoring

For monitoring transit ridership flow based on passive Wi-Fi and BT sensing, two major uncertainties need to be solved, those being traffic mode uncertainty and population uncertainty. For traffic mode uncertainty, since the detection range of a MAC address detector is usually larger than the inside space of transit vehicles, it is possible to detect WBM devices outside of transit vehicles. Thus, separating passengers’ MAC addresses and non-passengers’ MAC addresses is
crucial. Previously, several studies shed light on solving this problem based on filtering methods [50], [51]. Basically, several empirically predefined thresholds were used to filter out the data potentially coming from the outside of transit vehicles, e.g., detection duration. However, the results of the majority of those studies are barely convincing due to the lack of validation. Since collecting ground truth O-D information is costly and labor intensive, only a few studies provided the comparison of observed ridership flow and the estimated ridership flow [52]–[54]. The obvious gaps between the observed data and the filtering results indicated that the considerable errors are caused by the use of hard-threshold filtering methods. Hence, an accurate and effective method for separating the MAC address data belonging to passengers and non-passengers is in-demand. For population uncertainty, only partial transit passengers carry WBM devices, a method targeting estimation of the population ridership flow based on the number of separated passengers is needed. Previously, several methods were implemented to estimate the population, including scaling with a fixed number [55], linear regression [56], and power function and Fourier function based methods [57]. Among the existing methods, Lasani and Miranda-Moreno (2016) [57] conducted a performance comparison of power function and Fourier function based methods for estimating the population of pedestrians based on the detected Wi-Fi and BT MAC addresses. The proposed power function achieved a relatively higher R-squared value than the Fourier function. In addition, the R-squared value of the proposed power function is also much higher than that from linear regression method in other studies [58], which could be an indicator of the non-linear relationship between the population and the number of detected MAC addresses.

2.2.1.3 Multi-Modal Traffic Speed Estimation
The previous studies demonstrated that traffic speed monitoring based on passive Wi-Fi and BT sensing is cost-effective and relatively accurate compared with other means [59]. Numerous
studies shed light on investigating sources of bias and improving the accuracy of passive Wi-Fi and BT sensing-based travel time estimation from multiple perspectives. Jason et al. proposed a method for real-time travel time estimation using Media Access Control address matching in 2008 [46]. Their study was the first case in which passive Wi-Fi and BT sensing technology was used in travel time acquisition. The existing studies demonstrated the reliability and modeled the error sources of the travel time estimation based on passive Wi-Fi and BT sensing data [59]–[69]. The accuracy of such methods can be impacted by the communication of BT devices with sensors, the size of the detection range of the MAC address detector, the average traffic speed on a road segment, vertical sensor placement, and the type of antennas used for collecting data. To improve the accuracy of traffic speed estimation based on passive Wi-Fi and BT sensing data, other data sources, e.g., loop detector data, GPS data, were fused with passive Wi-Fi and BT sensing data [70]–[72]. Hyoshin and Ali proposed a two-stage stochastic model for determining the optimal number and location of MAC address detectors [73]. A traffic mode identification model was developed [74], and the Received Signal Strength Indicator (RSSI) of Wi-Fi and BT communication was used for developing an improved travel time estimation method [75], [76]. Based on the understanding of this technology, several implementations were developed for monitoring traffic in different scenarios, including travel time prediction [77], [78], arterial traffic congestion analysis [79], bicycle travel time estimation [80], travel time delay monitoring in work zones [81], roadway system assessment [82], freeway travel time monitoring system development [83], pedestrian network monitoring [84], and crowd mobility pattern exploration [85]. Most of them demonstrated the feasibility and effectiveness for monitoring motorized traffic on freeways, and only a few of them conducted research on multi-modal traffic monitoring in road networks within urban areas. In case of solely monitor motorized traffic on freeways, the challenges may
not be as hard as those posed in monitoring traffic for urban areas which have more complicated roadway networks and traffic composition. There are still several issues that potentially limit the implementation of such technology to monitor multi-modal traffic speed in urban areas including the localized spatial uncertainty, and the traffic mode uncertainty. For the localized spatial uncertainty, one previous studies explored methods to mitigate errors by evaluating the errors of the estimated traffic speed calculated by the first or the last detection [76]. Another study explored the detection point closest to the sensors based on RSSI values [86]. However, those simple methods cannot effectively correct the biases of the estimated traffic speed caused by the detection range of the sensors. For the traffic mode uncertainty, several studies have established algorithms to identify traffic modes based on supervised machine learning algorithms [74], filtering methods based on pre-defined thresholds [87], and logit models [84]. However, the accuracy of the existing methods highly relies on the empirical information extracted from a large set of labeled data or pre-defined thresholds. Considering that labeled data is often hard to obtain, and the optimal values of pre-defined thresholds are difficult to determine, the existing methods may still need to be improved to remove their dependency on large amounts of labeled data or pre-defined thresholds.

2.2.2 Device-Free Wireless Sensing

As mentioned earlier, passive Wi-Fi and BT sensing technology suffers from population uncertainty. For some implementation scenarios, e.g., advanced pedestrian crossing light systems and advanced driver-assistance systems [88], [89], precise pedestrian detection is required. False pedestrian detection could potentially result in pedestrian-related traffic crashes. Thus, a device-free wireless sensing technology is in-demand to alleviate the impacts of population uncertainty. In 802.11b/g/n standards, Wi-Fi Channel State Information (CSI) is a fine-grained channel response which describes the amplitude and phase information for Orthogonal frequency-division
multiplexing (OFDM) subcarriers [90]. Wi-Fi CSI is mainly impacted by the static environment (e.g., buildings in the outdoor environment, or furniture in the indoor environment) and moving objects (e.g., pedestrians or bicyclists) within the detection range (see Figure 2-1). Previously, scholars utilized Wi-Fi CSI to monitor microscopic human movements in indoor environments, including gait recognition, fall detection, gesture recognition, etc. [91]–[94]. The existing studies demonstrate Wi-Fi CSI is capable of sensing detailed information on human movements in the indoor environment. However, for implementations in the transportation domain, pedestrian detection is usually conducted in an outdoor environment. Thus, it is valuable to demonstrate whether the Wi-Fi CSI is feasible and reliable means for pedestrian detection in outdoor environments.

2.3 STATE OF THE PRACTICE

The state-of-the-art describes the theory of how existing methods based on passive Wi-Fi and BT sensing technology can help with traffic sensing, especially for transit rider and non-motorized traffic monitoring. That said, for implementing the state-of-the-art, use of sensing equipment and systems beyond just equations and algorithms are essential. In general, only a few studies are available on guiding the implementation. The following paragraphs introduce the limited sources in terms of MAC address detector, and wireless sensing system development.

For MAC address detector development, some existing products are available on the market, e.g. Acyclica RoadTrend [95]. These devices are mainly used as a fixed MAC address detector for traffic analysis at intersections. However, MAC address detector also can be used as mobile sensing devices in applications, such as sensing transit riders on transit vehicles. The necessary hardware and software of the MAC address detector are quite different depending on whether as fixed sensing or mobile sensing paradigm is used, e.g., GPS recording, data communication, and
power supply. Thus, customized MAC address detector is critical to extend the implementation scenarios. In addition, the stability of the MAC address detector is significant for large-scale implementations. To maintain the stable operation of the equipment, advanced software frameworks and other minor hardware components, e.g., a real-time clock and watch dog module, are critical to support cost-effective and sustainable sensing system. However, no existing literature comments on the guidance of software framework design and hardware integration. To facilitate the implementations, a comprehensive guide for development of MAC address detector is also important. For wireless sensing system design, limited studies proposed system architecture design for specific implementations, including pedestrian monitoring [84], and freeway travel time monitoring [83]. Basically, these studies proposed a conceptual system architecture with the description of essential system components and data streaming among them. However, the proposed system lacks a means of data management and visualization, and these components are an important part to help make analysis results beneficial for road users and traffic manages.

According to the preceding considerations, besides the proposed methods for addressing uncertainties, this research will propose a general method for establishing a wireless sensing system. This method will include a sensing system design, sensing equipment development, and tools for data management and visualization. The proposed method will be introduced in Chapter 3.
Chapter 3. RESEARCH METHODOLOGY

3.1 METHODOLOGY FOR ADDRESSING UNCERTAINTIES

3.1.1 Localized Spatial Uncertainty

Typically, the detection range of MAC address detectors is about 50 - 80 meters for Wi-Fi and 10 - 20 meters for BT. The MAC address of a WBM device may be detected anywhere within the detection range, however, the exact detection location cannot be observed in the raw data. Such localized spatial uncertainty causes errors within the extracted traffic parameters, e.g. traffic speed.

As seen in Figure 3-1, the two red circles represent the location of two MAC address detectors marked as $s$ and $e$, and their detection range is represented by the blue circles. While the pedestrian is walking from the sensing location $s$ to the sensing location $e$, the MAC address of the WBM device carried by the pedestrian is detected at $P_1$ and $P_2$. The traffic speed of the pedestrian moving from $s$ to $e$ can then be estimated with Equation (3-1),

$$\text{Speed}_{\text{original}} = \frac{d_{device}}{TT_{P_1-P_2}} \quad (3 - 1)$$

where $d_{device}$ is the distance between sensing points $s$ and $e$, and $TT_{P_1-P_2}$ is the travel time between $P_1$ to $P_2$. Obviously, the estimated traffic speed using Equation (3-1) is biased and the error can be calculated with Equation (3-2),

$$\text{Speed}_{\text{error}} = \frac{|d_{device} - d_{P_1-P_2}|}{TT_{P_1-P_2}} \quad (3 - 2)$$

where $d_{P_1-P_2}$ is the distance between $P_1$ and $P_2$. The magnitude of the error depends on the size of the detection range. Sometimes the detection range can be enlarged to one thousand meters by
adding a powerful antenna to the MAC address detector in order to capture the MAC addresses of WBM devices in vehicles driving with high speed [66].

For each detected Wi-Fi and BT probe request frame, there is an integer ranging from $-120$ to $-30$ that tells the signal strength of a Wi-Fi or BT signal. This integer is called the Received Signal Strength Indicator (RSSI). In previous studies, the distance between MAC address detectors and WBM devices has been demonstrated as one of the major influential factors of RSSI [96]. Functions mapping RSSI to distance were developed and utilized for indoor localization at the centimeter-level [97], [98].

In this study, the RSSI is utilized to mitigate the impacts of localized spatial uncertainty in traffic speed estimation. To explore the relationship between RSSI and distance, experiments are conducted to collect RSSI measurements under varying distances from the MAC address detector. Figure 3-2 shows the boxplot of RSSI measurements at different distances for Wi-Fi and BT signals, respectively. According to the figures, it is obvious that the values of RSSI increase as the WBM device gets closer to the MAC address detector. The correlations are fitted with exponential functions which are shown as red dashed lines. The R-squared value is higher than 0.95 for both
Wi-Fi and BT data, and this indicates an outstanding goodness of fit of the fitted functions. Then, the distance can be estimated by Equations (3-3) and (3-4) based on RSSI measurements,

\[
d_{Wi-Fi} = e^{-0.04273 \times RSSI}
\]

\[
d_{Bluetooth} = e^{-0.03199 \times RSSI}
\]

Figure 3-2 RSSI vs Distance with Regression Line. (a) Wi-Fi, and (b) BT
where \( d_{Wi-Fi} \) and \( d_{Bluetooth} \) are the distance between a WBM device and the MAC address detector for Wi-Fi and BT, respectively. To correct the errors based on RSSI measurements, the relative position of the detected WBM device and the MAC address detector is another required piece of information. Figure 3-3 illustrates the relative position when a WBM device is detected once, twice, and \( n \) times within the detection range of a MAC address detector.

In Figure 3-3, Scenario 1-1 and 1-2 present the case when a WBM device is detected once while within the detection range, where \( P_1 \) is the detection location and \( d_{P_1} \) is the distance between the MAC address detector and \( P_1 \). In this case, \( P_1 \) is either detected before or after the traveler passes the MAC address detector, and the relative position cannot be determined. When a WBM device has two detection points for a single trip, there are four scenarios which are presented in Scenario 2-1 through Scenario 2-4. If \( P_1 \) and \( P_2 \) are detected in chronological order with \( RSSI_{P_1} < RSSI_{P_2} \), the relative position of \( P_1 \) to the MAC address detector can be determined such that \( P_1 \) is always detected before the WBM device passes the MAC address detector and vice versa. In general, if a WBM device is detected \( n \) times, we will always have a detected point with the highest RSSI measurement which is considered as the closest detection point to the MAC address detector. Then, the relative position of the rest of detection points to the MAC address detector can be determined by the following rules:

1) The detection points that are detected before the detection point with the highest RSSI measurement are determined to be the detection points being detected before the WBM device passes the MAC address detector.

2) The detection points that are detected after the detection point with the highest RSSI measurement can be determined to be the detection points being detected after the WBM device passes the MAC address detector.
Thus, if a WBM device is detected more than once either at the start or the end sensor location, the estimated traffic speed can be corrected by Equation (3-5) based on a single pair of detection points at the start and the end sensing locations,

Figure 3-3 Relative Position of Detection Locations and MAC address detectors
Corr\textit{ec\textit{ted Speed}}_{s-e} = \begin{cases} 
\frac{d_{device} - d_s + d_e}{TT_{s-e}}, & \text{if } P^s = \{P^s_n \mid n \in (\text{min}, n]\} \text{ and } P^e = \{P^e_n \mid n \in (\text{min}, n]\} \\
\frac{d_{device} + d_s - d_e}{TT_{s-e}}, & \text{if } P^s = \{P^s_n \mid n \in [1, \text{min})\} \text{ and } P^e = \{P^e_n \mid n \in [1, \text{min})\} \\
\frac{d_{device} + d_s + d_e}{TT_{s-e}}, & \text{if } P^s = \{P^s_n \mid n \in [1, \text{min})\} \text{ and } P^e = \{P^e_n \mid n \in (\text{min}, n]\} \\
\frac{d_{device} - d_s - d_e}{TT_{s-e}}, & \text{if } P^s = \{P^s_n \mid n \in (\text{min}, n]\} \text{ and } P^e = \{P^e_n \mid n \in [1, \text{min})\} 
\end{cases}
(3 - 5)

where $d_{device}$ is the distance between start and end sensing locations. $d_s$ and $d_e$ are the distances between $P^s$ and $P^e$ to the MAC address detector, and $TT_{s-e}$ is the detection time difference between the timestamps $P^s$ and $P^e$. The traffic speed can be corrected by adding or subtracting $d_s$ and $d_e$ depending on whether $P^s$ and $P^e$ are detected before or after the detection point $P_{\text{min}}$ which is the detection point that has the highest RSSI measurement. Typically, a specific MAC address can be detected multiple times at a sensing location. Thus, the estimated traffic speed of a trip based on MAC address matching can be corrected by averaging the corrected speed of all pairs of detection points at the start and end sensing locations based on Equation (3-6),

\[
\text{Corrected Speed}_{\text{trip}} = \frac{\sum_i^S \sum_j^E \text{Corrected Speed}_{i-j}}{S \times E}
\]

(3 - 6)

where $S$ and $E$ are the total numbers of detection points at the start and end sensing locations, $i$ represents the detection point at the start sensing location, and $j$ represents the detection point at the end sensing location. As previously discussed in the above, the proposed method for traffic speed correction is not feasible when a WBM device is detected only once at both the start and end sensing locations. However, Figure 3-4 (a) shows the boxplot of detection times of WBM devices when they are separated into car, bike, and walking modes. The average detection times is larger than once for all three modes, which indicates the impact of having only one detection point is trivial, and the proposed traffic speed correction method can be implemented for addressing localized spatial uncertainty.
3.1.2 Traffic Mode Uncertainty

To identify the traffic mode through MAC address data, pre-defined hard thresholds of extracted features (e.g. estimated traffic speed) were used in previous studies. However, as it is introduced in the literature review, this method has issues with both accuracy and efficiency. In this research, fuzzy clustering is proposed to identify the traffic mode based on the extracted features. The following sections will introduce the feature extraction and the proposed fuzzy clustering, respectively.

3.1.2.1 Features Extraction

MAC address detectors can be used as either fixed sensing equipment or mobile sensors. For using them as fixed sensing equipment, the features only can be extracted from MAC address data. When
WBM devices are carried by travelers in different traffic modes, they will stay within the detection range for different time durations, and the travel times between adjacent sensing points will be different as well. Thus, the number of detections, detection duration, detection time difference, and the estimated traffic speed are the potential features. Besides MAC address data, high-resolution GPS location data from mobile sensors can provide useful information as well. The potential features include travel distance, average speed, maximum speed, and the location when a MAC address is detected at the first and last time. All in all, there are two data sources that can be used for feature extraction, and the features need to be selected depending on specific implementations.

3.1.2.2 Fuzzy Clustering
The disadvantages of the traffic mode identification method based on pre-defined thresholds can be summarized in two parts. On one hand, since the values of the extracted features vary according to time and location, it is hard to develop a general method to determine the values of the thresholds. On the other hand, for the hard thresholding, it is assumed the feature spaces among different traffic modes are well separated, a condition which might not be satisfied in reality. As seen from Figure 3-4, all three features are overlapping for different traffic modes. Thus, to accommodate these two disadvantages, fuzzy clustering is proposed for traffic mode identification.

Clustering algorithms are a class of unsupervised machine learning algorithms. The goal of clustering is to separate a finite unlabeled data set into discrete underlying data structures. In this case, no pre-defined values of features need to be provided as the input. As shown in Figure 3-5, there are two types clustering algorithms in terms of the types of boundaries among clusters, those being hard clustering and fuzzy clustering. In general, hard clustering is good at coping with data sets with clear boundaries, e.g. K-Means clustering. The membership function of each data point
belonging to a specific cluster equals either 1 or 0, which means a data point is assigned to only one cluster. However, for fuzzy clustering, the data points can be assigned to all clusters with a certain degree of membership which reflect the possibility of a data point belonging to a specific cluster. This is quite useful for dealing with data sets with ambiguous boundaries. Among the class of fuzzy clustering algorithms, many existing algorithms have been demonstrated to be effective for image segmentation [99], sensor network optimization [100], stock performance prediction [101], and medical analysis [102]. The previous studies employed different fuzzy clustering algorithms with modifications based on specific challenges. For addressing traffic mode uncertainty in this research, fuzzy clustering algorithms need to be selected based on specific implementations, and the algorithms need to be modified to fit the nature of specific problems. The proposed fuzzy clustering algorithms for identifying traffic modes in different scenarios will be introduced in Chapters 4 and 5.

Figure 3-5 Comparison of Hard Clustering and Fuzzy Clustering

3.1.3 Population Uncertainty

To address population uncertainty of the passive Wi-Fi and BT sensing method, two methods are considered effective, one is population estimation and another one is device-free wireless sensing technology. For population estimation, a set of labelled data is required to train an estimation
function. For device-free wireless sensing technology, additional sensors need to be deployed on-site. The method selection needs to be re-considered based on specific challenges. The following section will introduce these two methods separately.

3.1.3.1 Population Estimation

Once the traffic modes of WBM devices are identified, a sample of the population is obtained as the outcome. Then, it is required to estimate the entire population based on the detected sample. Basically, the detection rate of WBM devices depending on the penetration rate of discoverable WBM devices at a specific location. It is assumed that the population shares the same penetration rate at a specific location. Therefore, the detected sample can be considered as representative of the total population, which means the main trend of variation can be reflected by the detected sample. Then, Equation 3-7 can be used to estimate the population based on the detected sample.

\[
F(X_i) = P_i \tag{3 - 7}
\]

where \( F(\cdot) \) is the estimation function which maps the detected sample to the total population, \( X_i \) is the detected sample at timestamp \( i \), and \( P_i \) is the estimated population at timestamp \( i \). For the estimation function, a set of labelled data is essential to train the coefficients of the estimation function. The function can be selected as a linear or non-linear function according to the specific implementations. Previously, several methods were demonstrated to be effective for estimating the population based on a sample of MAC address data, including scaling with a fixed number [55], linear regression [56], and power function and Fourier function based methods [57]. Among the existing methods, the non-linear functions performed better than linear functions for multiple implementations, e.g. traffic volume estimation [84]. Thus, the non-linearity and linearity of the estimation function should be considered to fit the intrinsic attributes of the problem.
3.1.3.2 Device-Free Wireless Sensing using Wi-Fi Channel State Information

In this research, a device-free wireless sensing technology utilizing Wi-Fi CSI is proposed. Wi-Fi CSI is a high-resolution signal strength indicator which is primarily influenced by the static environment and moving objects in surrounding areas. To capture Wi-Fi CSI signals, Wi-Fi CSI sensor is consisted of two devices, those being Wi-Fi frame transmitter and the receiver. During the sensing process, the transmitter keeps sending Wi-Fi frames to the receiver through a Line of Sight (LoS). The Wi-Fi communication will be influenced when an object is moving around the LoS. Figure 3-6 presents an example of sensing pedestrians in an indoor environment. Basically, the Wi-Fi frame communication is reflected off the moving pedestrian so that Wi-Fi CSI will generate a perturbation which can be used for sensing the presence and moving features of the object. In this case, the detection no longer relies on sensing WBM devices of travelers, and thus, the population uncertainty issue can be solved. In previous studies, Wi-Fi CSI has been demonstrated to be effective for multiple sensing objectives in indoor environments, e.g., indoor localization at the decimeter-level [103], human presence detection [104], indoor crowd counting [93], human activities recognition [105], and fall detection [106]. No existing studies shed light on pedestrian detection in outdoor environments. Thus, in this research, a device-free mobile sensing technology for pedestrian detection is developed for addressing population uncertainty of passive Wi-Fi and BT sensing technology. Details of the proposed sensing algorithm will be introduced in Chapter 5.
3.2 WIRELESS SENSING SYSTEM DEVELOPMENT

To implement the proposed wireless sensing methods and technologies, components beyond a set of data analysis and method are required. A thorough wireless sensing system based on passive Wi-Fi and BT sensing is indispensable for data collection, data communication, data analysis and data visualization. In this section, a generalized method for establishing a wireless sensing system is introduced. The wireless sensing system architecture, MAC address detector, and data management and visualization platforms will be introduced separately.

3.2.1 Wireless Sensing System Architecture

A wireless sensing system primarily consists of two parts, the wireless sensors for data collection, and the remote server for data analysis, management, and visualization. Figure 3-7 shows the architecture of a wireless sensing system. The major role of wireless sensors on the edge side is to sense discoverable WBM devices. Real-time wireless sensing data is transmitted to a remote server either by cellular network or Ethernet communication. On the serve side, an advanced database is deployed for managing wireless sensing data and other relevant data sources. Data analysis
modules are used to address uncertainties and for traffic parameter extraction. Finally, the results are visualized and broadcasted to transportation managers and road users through a visualization platform, and, also, the platform will be responsible for dealing with the users’ requests. Each component of the system can be customized to fit the needs of a specific implementation. For example, wireless sensors can be either fixed or in-vehicle MAC address detectors, and the data analysis modules can be targeted to extract transit ridership flow or multi-modal traffic speed. In either case, the system architecture will remain the same for different implementations.

![Figure 3-7 Sensing System Architecture](image)

The real-time data streaming between the sensor-side and the server side is supported by remote communication protocols, including Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) [107]. These two communication protocols are main members of the internet protocol suite, and each has clear advantages and disadvantages. TCP is a connection-oriented protocol, and thus data is guaranteed to be received if a connection exists. Consequently, the data packet header of TCP is rather large resulting in higher communication costs. UDP is a
connectionless protocol meaning a connection between the terminal and server is not required while data is transferring. That said, the delivery of data is not guaranteed under the UDP protocol, and the data reception rate is influenced by communication bandwidth, data generation rate, and terminal performance [108]. However, since the UDP data packet has a smaller header than the TCP header, it is more suitable for scenarios with limited communication sources.

3.2.2 Customized MAC Address Detector

3.2.2.1 Hardware Design

The MAC address detector is one of the most significant components of the proposed wireless sensing system. The customized MAC address detector is composed of four components, including sensing modules, the data processing unit, the communication module, and the power supply. All sensing modules are integrated into a customized USB board which connects with the data processing unit through GPIO pins (see Figure 3-8).

**Sensing Modules:** Four sensing modules are necessary, Wi-Fi module, BT module, GPS module and real-time clock.

1) Wi-Fi module: to capture the MAC address of Wi-Fi management frames, the Wi-Fi 802.11b/g/n module needs to set in monitor mode [109]. In the design, the Ralink 5370 Wi-Fi chipset is proposed. Its detection range is about 60 meters, and the frequency range is 2.4 - 2.4835 GHz.

2) BT module: for sensing the MAC address in BT slave response messages, the BT module needs to keep sending out inquiry requests. The BT 4.0 BCM20702 chipset is used in this study. The detection range is about 20 meters.

3) GPS module: to use as a mobile sensor, a GPS module is employed to record the high-resolution latitude and longitude. The U-blox 7020 chipset with -162 dBm tracking
sensitivity is employed. The GPS module stores one data point per half-second. Each data point includes latitude, longitude, and timestamp.

4) Real-time clock: the data sensing programs run in parallel on the data processing unit via automatic start-up scripts. The MAC address data and GPS location matching is based on the timestamp. Most single-board computers have an embedded clock for time recording. However, once the power is off, the clock will stop running. If no internet connection or manual time synchronization is conducted, the clock will not be synchronized. Even through the GPS module can help with time synchronization, it still can ruin the data quality due to signal-related issues. Thus, the DS 3231 RTC real-time clock module was employed in this study to avoid the problems caused by time synchronization.

**Data Processing Unit:** Raspberry Pi Zero is employed as the data processing unit in this study. The Pi Zero is a single-board computer with a 1.0 GHz Single-Core CPU and 512 MB RAM [110]. Other Internet of Things (IoT) devices can be used for this kind of implementation, e.g. NVIDIA Jetson NANO, Asus Tinker Board, and Arduino Uno R3.

**Communication Modules:** A 4G USB Modem is a necessary hardware component in order to enable data communication using a cellular network. A cellphone data SIM card is plugged into the 4G modem, and the modem connects with the sensor via a USB interface. The connection of the MAC address detector to the cellular network is activated via the Network Manager API in the software which allows automatic network connection upon start-up and automatic re-connection to the Internet whenever the connection fails. Ethernet communication or Wi-Fi service can be used as alternatives for the data communication module.
**Power Supply**: Both power wire and portable power bank are ideal for supporting the sensing equipment’s operation. As the data processing unit has low energy consumption, a portable power bank can support the operation for a whole day.

Figure 3-8 Customized MAC Address Detector. (a) Integrated Equipment, and (b) Conceptual Framework of Customized USB Board

3.2.2.2 Software Architecture

Within the software running on the customized MAC address detector, there are four main functions are designed including sensing programs, sensor status monitoring programs, data communication programs, and a local log. Figure 3-9 presents the four functions and their relationships. The sensing programs are designed to communicate with sensing modules (Wi-Fi, BT, and GPS) for setting the modules’ mode, defining hyper-parameters of sensing, and passing data to the communication socket and local log sub-system. Sensor status monitoring programs take the responsibility of checking the status of the hardware and the operation system. The monitoring history will be recorded in a local log, and the recording of abnormal actions will pass to the communication packet to warn the managers on the server-side. The communication programs are developed for dealing with two directional communication with the remote server, including transmitting real-data and warning messages, and allowing remote access control function from managers. The local log is responsible for recording the sensor’s operation history.
and storing real-time data locally in log files. In summary, the designed software framework can support the customized MAC address detector’s operation with reliability, stability, and efficiency.

<table>
<thead>
<tr>
<th>Sensing Programs</th>
<th>Local Log</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wi-Fi Sensing</td>
<td>Activities history</td>
</tr>
<tr>
<td>Bluetooth Sensing</td>
<td>Local Data Storage</td>
</tr>
<tr>
<td>GPS (Fixed or Mobile)</td>
<td>Sensor Status History</td>
</tr>
</tbody>
</table>

**Sensor Status Monitoring**

- Sensing Module Status
- Sensor Activities
- Hardware Status

**Communication**

- Real-Time Data Transmission
- Warning Messages to Remote Server
- Remote Access Control

**Figure 3-9 Framework of Sensing Software**

### 3.2.3 Data Management and Visualization

#### 3.2.3.1 Database Design

For visualizing traffic parameters, spatial data and non-spatial data need to be matched in the database. Basically, spatial data are stored as shapefiles [111], which usually contain geospatial information, such as polylines, points and polygons. The real-time wireless sensing data can be treated as non-spatial data. To present non-spatial data in a GIS system, one must link the spatial data and non-spatial data together. To solve the data matching task, a relational database was created based on Open Street Map (OSM) geospatial data [112]. In the designed database, geospatial data are encoded in the manner of well-known binary (WKB) format which is defined by the Open Geospatial Consortium (OGC); the binary content is used to encode vector geometry.

The GPS location (e.g., latitude and longitude) and projection information are encoded in a hexadecimal string and can be decoded to a sequence of latitude and longitude pairs to view in any
GIS or mapping system for data visualization purposes. Figure 3-10 shows the proposed database structure. There are two spatial data tables and four non-spatial data tables in the database. Foreign keys were used to link tables for cross-referencing. The wireless sensing data table is responsible for storing the real-time data which are collected by wireless sensors. The latitude and longitude of wireless sensing data are the foreign keys to find the corresponding sensor ID and trip ID. The vertices’ OSM IDs are the keys for matching spatial and non-spatial data. In this manner, relevant geospatial information can be easily extracted from spatial data tables and matched with non-spatial data for transportation data analysis.

![Database Structure Design](image_url)
3.2.3.2 Analysis and Visualization Platform Design

To visualize real-time traffic parameters being extracted from wireless sensing data, a multi-tier data management, analysis and visualization platform is developed. Figure 3-11 presents the conceptual design. As shown in the figure, there are three tiers in the platform: the data tier, the data matching and computational tier, and the presentation tier.

The data tier is responsible for the data reception service and data warehousing. The real-time wireless sensing data are remotely sent from customized wireless sensors by communication protocols. The data server is set in listening mode and data are inserted into a relational database...
management system (RDBMS) in a real-time manner. The geospatial data are downloaded from the OSM application program interface and will automatically update when any renewal in the data source occurs.

The data matching and computational tier is used for spatial and non-spatial data matching and traffic parameter extraction. This tier will process the data based on client input and send the results to the client-side web server for data visualization. The client-side engine can parse the encoded geospatial data into a sequence of latitude and longitude pairs, and present these data on OSM map system.

The current chapter mainly presented the general methodology to address uncertainties while implementing passive Wi-Fi and BT sensing technology for traffic data collection. The following two chapters, Chapters 4 and 5, will focus on applying the proposed methodology in transit rider and non-motorized traffic detection.
Chapter 4. TRANSIT RIDERSHIP FLOW MONITORING

4.1 INTRODUCTION

Public transit ridership flow and O-D information are crucial for transit network planning, routes optimization, service quality improvements, and travel scheduling [9]–[12]. It is also an essential data input of Internet of Vehicles (IoV) in transit systems [113]. In this section, a novel transit ridership flow monitoring method based on passive Wi-Fi and BT sensing technology is proposed. As it is introduced in section 2.2.1, there are two uncertainties need to be solved for this application, those being traffic mode uncertainty and population uncertainty. For the traffic mode uncertainty, based on the assumption of the overlapping feature spaces of passengers and non-passengers, a Fuzzy C-Means (FCM) clustering algorithm is proposed for separating passenger and non-passenger MAC addresses in this research. FCM is one of the most popular fuzzy-based clustering algorithms which is suitable for separating the clusters with ambiguous boundaries [114]. Unlike hard or crisp clustering algorithms, e.g. K-Means clustering, FCM allows objects to have the possibility for belonging to all groups with a certain degree of membership. For the population uncertainty, considering the non-linearity among the dataset, a Random Forest regression (RF) model [115] is proposed for estimating the population ridership flow in this study, including the number of onboard, boarding and alighting passenger.

The focus of this section is to construct a novel three-step algorithm framework for addressing the uncertainties of wireless sensing technology. The target parameters include the number of onboard, boarding, and alighting passengers, and O-D information. The main contribution of this research can be summarized as follows:
1) A novel three-step data-driven algorithm framework is proposed for separating transit passengers and non-passengers and estimating population ridership flow based on passive Wi-Fi and BT sensing data.

2) The proposed system is implemented on three transit routes in Seattle. The ground truth data is collected manually for validating the performance of the proposed algorithms by comparing with other selected baseline models.

3) The performance of the proposed algorithm is compared with the existing filtering methods. The experimental results indicate the proposed algorithm can highly improve the estimation accuracy.

The remainder of this section is organized as follows. Section 4.2 presents the proposed three-step data-driven algorithm. Section 4.3 describes the experimental design and the numerical results are presented in Section 4.4. This chapter is summarized by concluding the research findings.

4.2 PROPOSED METHODOLOGY

4.2.1 Algorithm Framework

The proposed algorithm framework is designed for mining real-time transit ridership flow using Wi-Fi and BT sensing data which is presented in Figure 4-1. Generally, the proposed algorithm is a three-step data-driven approach. Step one aims to extract the features and the vehicle moving features during the detection time of each MAC address. Then, MAC address data with their extracted features are used as the input of step two in which the Fuzzy-C Means (FCM) clustering algorithm is employed to cluster the MAC addresses into the passenger and non-passenger clusters. In step three, the ridership flow population is estimated by the proposed RF regression model using the clustered passenger MAC addresses. The manual counted ground truth data is used for training
the proposed RF regression model in this study. Other data sources also can be alternatives for training algorithms, e.g. in-vehicle surveillance cameras and smart card data. In this study, the proposed algorithm framework estimates the population numbers of onboard, boarding, and alighting passengers of each stop. In addition, by accurately clustering the MAC addresses of passengers, the OD matrix of partial passengers also can be achieved. The following sections introduce the details of each step.

![Figure 4-1 Algorithm Framework](image-url)
4.2.2 Feature Extraction

Since the detection range is not exactly the inside space of transit vehicle, the MAC addresses come from the WBM devices outside the vehicle can be detected as well. In the following situations, the MAC address of non-passenger WBM devices can be detected by the on-board MAC address detectors.

- Fixed Wi-Fi or BT-enabled devices within the sensing range.
- WBM devices of the passengers standing at stations.
- WBM devices of the pedestrians or the bicyclists within the sensing range.
- WBM devices in other vehicles within the sensing range.

For the fixed Wi-Fi or BT-enabled devices and the WBM devices carried by the passengers standing at stations, the MAC address features are quite different with the passenger MAC address. Intuitively, the MAC address should be detected by only few times and in a short time-period. For the WBM devices in other vehicle or of pedestrian and bicyclists, even they travel in parallel with transit vehicle, the MAC address features also would be different with passenger MAC addresses, e.g. the location of the first and the last detection could be far away from the nearest stations.

To depict the features of each MAC address, 9 features were extracted from the MAC address and GPS data which are presented in Table 4-1. The features were categorized into two parts, MAC address features and vehicle moving features, respectively. MAC address features contain detection times, detection duration, average RSSI, and maximum RSSI. Travel distance, average speed, maximum speed, and the distances of to the nearest station when the MAC address is first and last detected are the five features that describe the vehicle moving features during the detection time of each unique MAC address. In this study, matching MAC address data and GPS data is finished on the edge side. Then, the MAC address data with GPS location is transmitted from the
MAC address detector to the remote server for feature extractions. In this step, the output is the vectors of each MAC address and its features.

Table 4-1 Extracted Features for Characterizing Each Unique MAC Address

<table>
<thead>
<tr>
<th>Categories</th>
<th>Features</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAC Address Features</td>
<td>Detection Times</td>
<td>The number of times a unique MAC address is detected (Times)</td>
</tr>
<tr>
<td></td>
<td>Detection Duration</td>
<td>The total amount of time for a unique MAC to be detected (Seconds)</td>
</tr>
<tr>
<td></td>
<td>Average RSSI</td>
<td>The average value of received signal strength indicator of each MAC (dBm)</td>
</tr>
<tr>
<td></td>
<td>Maximum RSSI</td>
<td>The maximum value of received signal strength indicator of each MAC (dBm)</td>
</tr>
<tr>
<td>Vehicle Moving Features</td>
<td>Least Distance Start</td>
<td>The distance to the nearest station when MAC address is first detected (Meters)</td>
</tr>
<tr>
<td></td>
<td>Least Distance End</td>
<td>The distance to the nearest station when MAC address is last detected (Meters)</td>
</tr>
<tr>
<td></td>
<td>Travel Distance</td>
<td>The total travel distance of the vehicle between the first and the last detection of a unique MAC address (Meters)</td>
</tr>
<tr>
<td></td>
<td>Average Speed</td>
<td>The average speed of the vehicle between the first and the last detection of a unique MAC address (Meters/Second)</td>
</tr>
<tr>
<td></td>
<td>Maximum Speed</td>
<td>The largest speed of the vehicle between the first and the last detection of a unique MAC address (Meters/Second)</td>
</tr>
</tbody>
</table>

4.2.3 Separating Passenger and Non-Passenger MAC Address

Other than hard or crisp clustering algorithms, the fuzzy clustering algorithm assigns a certain degree of membership to a data point for all clusters, which indicates the data point can belong to any cluster [116]. Thus, fuzzy clustering algorithms usually are useful when the boundaries among clusters are ambiguous [117], which satisfies the characteristics of the overlapping feature spaces of passengers and non-passengers. Fuzzy-C Means (FCM) clustering is one of the most popular fuzzy clustering algorithms. It attempts to minimize the cost function $J$ in Equation (4-1) which is the summation of the membership function of each data point. The membership function only depends on the distance to the center of each cluster. Then, assign each data point to the closest cluster in terms of the membership function. Let $\chi = (X_1, X_2, X_3, \cdots, X_N)$ denotes a set of $N$ MAC
address to be partitioned into $C$ clusters. $X_j = (x_1, x_2, x_3, \cdots, x_n)$ denotes $n$ features of each MAC address. Then, the cost function $J$ would be calculated as the following equation:

$$J = \sum_{j=1}^{N} \sum_{i=1}^{C} u_{ij}^m \|X_j - v_i\|^2$$  \hspace{1cm} (4 - 1)$$

where $m$ is the parameter for controlling the fuzzification, $u_{ij} \in [0,1]$ is the membership function of $j$th data point in cluster $i$, which represents the possibility that $j$th MAC address data point whether belongs to a passenger or not, thus, $\sum_{i=1}^{C} u_{ij} = 1$ ($j = 1,2,\cdots,N$). $v_i$ is the center of $i$th cluster, and $\|\cdot\|$ is the similarity function of data point $X_j$ and the cluster center $v_i$. For the similarity function selection, the Euclidean distance is employed as the similarity function in this study since it can reflect the attributes of the most extracted features. All extracted features are normalized for the similarity calculation. The cost function $J$ is minimized when the data points closer to the center of their clusters are assigned with higher membership values than the assigned values of the data points far from the centroid. The solution of the minimized cost function $J$ can be achieved by the following equations.

$$u_{ij} = \frac{1}{\sum_{k=1}^{C} \left( \frac{\|X_j - v_i\|}{\|X_j - v_k\|} \right)^{2/(m-1)}}$$  \hspace{1cm} (4 - 2)$$

$$v_i = \frac{\sum_{j=1}^{N} u_{ij}^m X_j}{\sum_{j=1}^{N} u_{ij}^m}$$  \hspace{1cm} (4 - 3)$$

Initially, the centers of each cluster are randomly selected. Then, the membership function and the centers are updated until the cost function is converged. The training process of Fuzzy C-Means clustering is presented in Algorithm 4-1. For the parameter settings, previous studies demonstrated that user-defined parameters highly influence the performance of algorithms, and several existing methods were designed to determine the hyper-parameter settings for achieving
optimal performance [118]–[120]. In this study, the parameters are set based on the results of previous studies. The fuzzification parameter \( m \) is set as 2 [121], the number of clusters \( C \) is set to 2 representing the clusters of passengers and non-passengers. The \( \varepsilon \) and \( L \) in the algorithm are set as 0.001 and 1000, respectively.

---

**Algorithm 4-1: The Training Process of Fuzzy C-Means**

**Initialization:**
- The number of clusters \( C \)
- The maximum number of iterations \( L \)
- The fuzzification parameter \( m \)
- Randomly Select the values of each cluster center \( v_i^{(0)} \)

Estimate \( U^0 = [u_{ij}^0] \) using (3-2), \( U^0 \) is a \( C \times N \) matrix

**Repeat:**
- Update \( v_i^{(t)} \) using (4-3) based on \( U^{t-1} \)
- Compute \( U^t \) using (4-2) based on \( v_i^{(t)} \)

**Until:** \( \|U^t - U^{t-1}\| \leq \varepsilon \) or \( t \geq L \)

---

4.2.4 **Passenger Population Estimation**

In this study, Random Forest (RF) regression model was employed for the estimation task. RF regression is a widely used non-parametric machine learning regression algorithm. As shown in the previous study, RF regression can capture the non-linear relationship in the data set which result in a better goodness of fit than linear regression [122]–[124]. The general concept of RF is introduced by Breiman in 2001 [115]. In this study, the CART (Classification and Regression Trees) algorithm [125] is used for trees development. Once a CART tree has been built, the branches which do not contribute to the predictive performance of the tree will be pruned for avoiding overfitting. However, if the CART trees are used in the random forest, the pruning process will be ignored since the generalization error of a random forest will always converge.
For the RF regression model development in this study, 5 variables were selected as the regressors, including the day of week, the hour of day, the minute of hour, the dummy variable of whether the current stop is the last stop of the trip, and the number of passenger MAC addresses.

4.2.5 Algorithm Evaluation

4.2.5.1 Passenger and Non-Passenger Separation
To evaluate the FCM clustering algorithm, Gaussian Mixture Model (GMM) and a Bayesian approach to GMM (BGM) were selected as the baseline models, since GMM and BGM are mixture density-based clustering algorithms which are also suitable for the dataset with ambiguous boundaries. GMM is good at forming smooth approximation to arbitrarily shaped of the probability density and at scaling with the dimensionally of data [126]. BGM optimizes the selection of the number of components in the model as well as the partition data sets by automatically penalizing the overcomplex model [127], which could further improve the performance of the GMM model. In addition, BGM can avoid overfitting by eliminating parameters using integration [128]. The model specification can be found in the references [126], [129]. Then, four metrics are employed for evaluating clustering performance. The following paragraphs introduce the metrics in detail.

External and internal clustering validation are two main categories of clustering validation methods [130]. The major difference is whether external information would be used for validation. For unsupervised clustering algorithms, internal clustering validation is the only option due to the lack of available labeling information [131]. Compactness and separation are two main criteria for evaluating cluster similarity. Compactness measures the intra-distance of each cluster and separation measures inter-distance [132], [133]. The following metrics are employed to measure compactness and separation, including Silhouette coefficient, Dunn’s index, Davies-Bouldin index, and Beta CV measurement.
Silhouette coefficient (SC) [134] evaluates the performance of clustering result based on the pairwise difference of inter and intra distances of clusters, which is simply expressed as equation below.

\[
SC = \frac{b(j) - a(j)}{\max\{a(j), b(j)\}}
\]  

where \(a(j)\) is the average distance between the \(i\)th sample and all samples which are included in a given cluster \(C_j\), and \(b(j)\) is the minimum average distance between the \(i\)th sample and all samples of a given cluster \(C_k\) \((k \neq j)\). The value of SC ranges in \([-1, 1]\). A large SC value infers better clustering results.

Dunn’s (DU) index is dedicated for identifying sets of compact and well separated clusters by maximizing inter-cluster distances whilst minimizing intra-cluster distances [135]. The Dunn’s validation index is calculated as

\[
DU = \min_{1 \leq i \leq C} \left\{ \min_{1 \leq j \leq C, j \neq i} \left\{ \frac{\delta(C_i, C_j)}{\max_{1 \leq k \leq C} \{\Delta(X_k)\}} \right\} \right\}
\]  

where \(\delta(C_i, C_j)\) measures the inter-cluster distance between \(C_i\) and \(C_j\), \(\Delta(X_k)\) defines the intra-cluster distance of \(X_k\), and \(C\) is the number of clusters. A larger value of Dunn’s index implies better clustering results.

Davies-Bouldin (DB) index [136] is the ratio of the sum of intra-cluster distance to inter-cluster separation, which is expressed by

\[
DB = \frac{1}{k} \sum_{i=1}^{k} \max_{i \neq j} \left( \frac{D(C_i) + D(C_j)}{D(v_i, v_j)} \right)
\]  

where \(D(v_i, v_j)\) is the inter-cluster distance between the centers of clusters \(C_i\) and \(C_j\) and \(D(C_i)\) is the intra-cluster diameter of the cluster \(C_i\). The lower the DB value, the better the clustering results.
Beta CV Measure (Beta CV) [137] is a measurement of clustering validation based on the ratio of the mean intra-cluster distance to the mean inter-cluster distance which can be calculated as below [138]

\[
Beta CV = \frac{Distance_{\text{intra}}/N_{\text{intra}}}{Distance_{\text{inter}}/N_{\text{inter}}} \quad (4 - 7)
\]

where \(N_{\text{intra}}\) is the number of distinct intra-cluster edges, \(N_{\text{inter}}\) is the number of distinct inter-cluster edges.

4.2.5.2 Passenger Population Estimation

To evaluate the performance of the RF regression model, traditional Linear Regression model is developed based on the same variables for the comparison purpose. Mean Absolute Error (MAE), Mean Square Error (MSE) and Mean Absolute Percentage Error (MAPE) are used as the evaluation metrics. The following equations present the metrics formulation:

\[
MAE = \frac{\sum_{i=1}^{N} |\hat{Y}_i - Y_i|}{N} \quad (4 - 8)
\]

\[
MSE = \frac{\sum_{i=1}^{N} (\hat{Y}_i - Y_i)^2}{N} \quad (4 - 9)
\]

\[
MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{\hat{Y}_i - Y_i}{Y_i} \right| \times 100\% \quad (4 - 10)
\]

where \(\hat{Y}_i\) is the estimated number of onboard, boarding or alighting passenger of stop \(i\), \(Y_i\) is the ground truth value, and \(N\) is the number of stops in the testing data set. Typically, the MAE presents a measure of the average misprediction of the model, the MSE is used to measure the error associated with a prediction, and the MAPE usually expresses accuracy as a percentage. The model with a smaller value of MAE, MSE and MAPE performs better in the prediction of observed data.
4.2.5.3 Comparison with The Existing Filtering Methods

For the relevant existing studies, filtering method was employed for processing the Wi-Fi and BT sensing data to estimate the public transit ridership flow [50]–[52], [139]–[143]. RSSI, the number of received packets of each MAC, detection duration of each MAC, distance of the first and the last detection to the nearest bus station and vehicle speed while a MAC been detected were the main parameters for filtering the MAC address data. In order to compare the performance of the proposed algorithms, two filtering methods were selected as the representatives for the comparison purpose. The selected filtering methods were considered more comprehensive than others in terms of the number of filters and how the thresholds of each filter were determined. The number of onboard passengers at each stop was estimated by the proposed algorithm framework and two existing filtering methods. The detailed description of the selected filtering methods is presented as follows.

Filtering Method 1: Dunlap et al. (2016) [50] developed a three-step filtering method for separating passengers and non-passengers. The MAC address which fits any following conditions would be considered as a non-passenger MAC address, 1) detection times is lower than 3 for Wi-Fi MAC address and 1 for BT MAC address, 2) detection duration is less than 60 seconds, and 3) the distances of vehicle to the nearest station when the MAC address is first and last detected are larger than 600 ft (183 meters) for Wi-Fi and 300 ft (91 meters) for BT. The first and the last stops of the trip are determined by the stations which are the nearest stops to the vehicle when the MAC address is first and last detected.

Filtering Method 2: Mishalani et al. [51] defined a filtering method with four filters. If the features of a unique MAC address meet the following rules which is considered as a non-passenger MAC address: 1) detection duration is less than 3 minutes, 2) maximum signal strength is lower than 20th of the cumulative distribution of observed signal strengths, 3) total travel distance is less
than 900 ft (274 meters), and 4) total number of detected signals per mile is less than 10. The first and last detected time of each MAC, the distance between the sensor and stops nearby and a predefined threshold of the maximum sensor detection range of 200 ft (61 meters) are used to determine the boarding and alighting stops for each MAC address.

4.3 **EXPERIMENTAL DESIGN**

The data used in this study were collected from 9 trips of 3 routes in Seattle. The detailed description of the study area and statistical summary of the data set are introduced in the following sections.

4.3.1 **Testing Fields and Data Collection**

The study area is three transit routes in the north of King County, including route 32, route 67 and route 372. Figure 4-2 shows the three routes on the map and the GPS data points as well. Route 67 depicted in blue runs from University District to Northgate Transit Center, route 32 highlighted in red operates from Queen Avenue to Sand Point Way, and route 372, marked in green, provides service along the route from Bothell to University District.

![Figure 4-2 Study Area](image-url)
The data were collected from three trips of each route by the customized MAC address detector. For each trip, the MAC address detector was carried by a volunteer seating in the middle of the vehicle. The sensing equipment was powered on when the volunteer got seated and powered off once the vehicle arrived at the last stop or the volunteer took off the vehicle. The customized MAC address detector is designed based on the method being introduced in section 3.2.1. Figure 4-3 shows the sensing equipment is used in this research.

![Customized MAC Address Detector](image)

**Figure 4-3 Customized MAC Address Detector**

### 4.3.2 Statistical Summary of the Dataset

Table 4-2 shows the statistical summary of the dataset. There are 9 trips were traveled for collecting data. The number of stops is different from trip to trip. Since the vehicles only stop at the stations with waiting passengers or have on-board passengers requesting for taking off. Only the stations where the vehicle stopped were counted as stops in the dataset. Besides the trip information, the amount of MAC address collected from each trip also are introduced. Based on the statistical summary, 17806 data points were collected, including 16027 Wi-Fi data points and 1779 BT data points. Totally, 5064 unique MAC addresses were detected, including 4859 via Wi-Fi network and 205 via BT network. Based on the dataset, averagely, one unique Wi-Fi MAC
address is collected out of 4 Wi-Fi data points and one unique BT MAC address is collected out of 10 BT data points.

Table 4-2 Statistical Summary of the Dataset

<table>
<thead>
<tr>
<th>Routes No.</th>
<th>Trip Date</th>
<th>Trip Start Time</th>
<th>Trip End Time</th>
<th>The Number of Stops</th>
<th>Number of Data Points</th>
<th>Number of Unique MAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>372</td>
<td>3/6/2018</td>
<td>7:35:00</td>
<td>8:32:00</td>
<td>21</td>
<td>2550</td>
<td>344  431</td>
</tr>
<tr>
<td></td>
<td>3/6/2018</td>
<td>10:51:00</td>
<td>11:49:00</td>
<td>24</td>
<td>2055</td>
<td>344  854</td>
</tr>
<tr>
<td></td>
<td>3/1/2018</td>
<td>11:03:00</td>
<td>11:51:00</td>
<td>28</td>
<td>3547</td>
<td>346  819</td>
</tr>
</tbody>
</table>

4.4 **Numerical Results**

4.4.1 *Separating Passenger and Non-Passenger MAC Addresses*

The raw Wi-Fi and BT MAC address data along with the GPS data were used to extract the proposed features of each MAC address. The FCM clustering was conducted to cluster each MAC address into passenger or non-passenger clusters. The metrics of each model are presented in Table 4-3. According to the evaluation metrics, the FCM clustering model outperformed all models in terms of achieving the highest value of SC and DU and the lowest value of Beta CV and DB, which indicates the clusters were separated well by the FCM clustering. The BGM and GM models had similar performance according to the closing value of all 4 metrics.

Table 4-3 Evaluation of Clustering Algorithms for Separating Passenger and Non-Passenger MAC Address

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Fuzzy C-means</th>
<th>Bayesian Gaussian Mixture</th>
<th>Gaussian Mixture</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC</td>
<td>0.74289</td>
<td>0.65651</td>
<td>0.63654</td>
</tr>
<tr>
<td>DU</td>
<td>0.00021</td>
<td>0.00007</td>
<td>0.00005</td>
</tr>
<tr>
<td>DB</td>
<td>0.67708</td>
<td>0.79231</td>
<td>0.81318</td>
</tr>
<tr>
<td>Beta CV</td>
<td>0.16561</td>
<td>0.21994</td>
<td>0.23426</td>
</tr>
</tbody>
</table>
Totally, 5064 unique MAC address were clustered by the FCM clustering algorithm into two clusters with 399 passenger MAC addresses and 4665 non-passenger MAC addresses. Based on the FCM clustering results, the statistical summary of each feature is presented in Table 4-4. The mean values of the detection times and the detection duration of passenger MAC address are much larger than those of non-passenger MAC address. The non-passenger MAC addresses have 1.26 average detection times and 4.24 seconds detection duration which is consistent with the assumption that non-passenger MAC address should be detected for few times and in a short time window. The average RSSI and the max RSSI of passenger MAC address is larger than those of non-passenger for all four numbers, which is reasonable that the signal strength of non-passenger’s WBM device might be influenced by the bodyshell of the transit vehicle or the larger distance from the in-vehicle MAC address detector. The Least Distance Start and Least Distance End of passenger MAC addresses are about 200 meters which is smaller than those of non-passenger MAC addresses. It is explicable that the passenger MAC addresses are more likely to be detected around the station for the first and the last detection, and non-passenger MAC addresses are more likely to be detected during the trip where the vehicle is far away from stations. However, since the non-passengers waiting for other vehicles at the station are possible to be detected, several MAC addresses are close to the stations for the first and the last detections are still considered as non-passenger. Other three vehicle moving features of passenger MAC address, including trip distance, average speed, and maximum speed, have higher mean values than those of non-passengers for all four-number. The mean values of these three features of non-passengers’ MAC addresses are close to zero, which indicates the vehicle almost halted during the time-period when the MAC addresses of non-passengers were detected. It is noticed that the maximum values of
average speed and the max speed of passenger are unreasonably high, which is caused by unstable GPS data.

<table>
<thead>
<tr>
<th>Features</th>
<th>Passenger</th>
<th>Non-Passenger</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>Detection Times</td>
<td>2.00</td>
<td>1021.00</td>
</tr>
<tr>
<td>Detection Duration (Seconds)</td>
<td>1.00</td>
<td>3060.00</td>
</tr>
<tr>
<td>Average RSSI (dBm)</td>
<td>-88.00</td>
<td>-22.19</td>
</tr>
<tr>
<td>Max RSSI (dBm)</td>
<td>-85.00</td>
<td>-17.00</td>
</tr>
<tr>
<td>Least Distance Start (Meters)</td>
<td>1.64</td>
<td>2306.17</td>
</tr>
<tr>
<td>Least Distance End (Meters)</td>
<td>2.18</td>
<td>1722.00</td>
</tr>
<tr>
<td>Trip Distance (Meters)</td>
<td>8.94</td>
<td>20442.36</td>
</tr>
<tr>
<td>Average Speed (Meters/Second)</td>
<td>0.44</td>
<td>30.29</td>
</tr>
<tr>
<td>Max Speed (Meters/Second)</td>
<td>0.44</td>
<td>79.70</td>
</tr>
</tbody>
</table>

4.4.2 Estimating Population Number of Onboard, Boarding and Alighting Passenger

After separating the passengers MAC address from the dataset, the boarding and alighting stations of each passenger MAC address were assigned as the stations with the smallest distance to the vehicle for the first and the last detection. The total number of onboard, boarding, and alighting passengers of each stop were estimated based on the FCM clustering results. Then, the data were divided into training data and testing data with a portion of 7:3 for developing the proposed RF regression model as well as the linear regression model. The manual counting number of onboard, boarding, and alighting passengers of each stop was used as the ground truth for calculating MAE, MSE and MAPE. To demonstrate the clustering results of the FCM, the total number of onboard, boarding and alighting passenger of each stop were also counted based on the BGM and GM clustering results.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Linear Regression</th>
<th>Random Forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>20.29</td>
<td>14.61</td>
</tr>
<tr>
<td>MAE</td>
<td>3.26</td>
<td>2.08</td>
</tr>
<tr>
<td>MAPE</td>
<td>28.96</td>
<td>11.27</td>
</tr>
<tr>
<td>Bayesian Gaussian Mixture</td>
<td>23.54</td>
<td>22.61</td>
</tr>
<tr>
<td>MSE</td>
<td>3.46</td>
<td>3.25</td>
</tr>
<tr>
<td>MAE</td>
<td>33.86</td>
<td>31.02</td>
</tr>
<tr>
<td>Gaussian Mixture</td>
<td>27.79</td>
<td>10.36</td>
</tr>
<tr>
<td>MAE</td>
<td>3.43</td>
<td>2.50</td>
</tr>
<tr>
<td>MAPE</td>
<td>34.49</td>
<td>32.09</td>
</tr>
</tbody>
</table>
Firstly, only the number of onboard passengers was estimated. The evaluation results are presented in Table 4-5. According to the evaluation results, the estimated results based on the FCM clustering performed better than all other baseline models in terms of the smallest values of MSE, MAE and MAPE for both the estimations of the linear regression and the RF regression except the MSE of Gaussian Mixture algorithm in RF regression case. The potential reason is that the passenger flow estimation based on Gaussian Mixture algorithm with RF regression might achieve more accurate results for the stations with large number of passengers. However, since the overall estimated performance is not as accurate as FCM in the case of RF regression, the overall estimated error of Gaussian Mixture algorithm in RF regression case is still higher than the FCM in RF regression case. Furthermore, the estimated performance of the proposed RF regression algorithm is more accurate than that of the linear regression model for the estimation based on all three clustering algorithms. MSE, MAE, and MAPE of the RF regression model are highly smaller than those of the linear regression model. The estimated number of on-board passengers of each stop based on the FCM clustering results and the ground truth are visualized in Figure 4-4.

The black solid line is the number of clustered passenger MAC addresses of each stop based on the FCM clustering. The red solid line is the ground truth number of onboard passengers of each stop. For most of the stops, the number of passenger MAC addresses is a small proportion of the ground truth, and it can effectively reveal the trend of the ground truth. The blue dashed line presents the estimated number of onboard passengers based on the estimation of linear regression. By employing linear regression, the number of passenger MAC addresses were enlarged with a fixed proportion. The green dashed line shows the estimation results by RF regression, which is highly close to the ground truth and even superposed the red line for some stops. By capturing the
A non-linear relationship between the number of passenger MAC addresses and the ground truth, the RF regression model achieved more accurate estimation of the population number of onboard passengers.

![Comparison of The Estimated and Ground Truth Number of Onboard Passengers of Each Stop](image)

Figure 4-4 Comparison of The Estimated Number of Passengers and The Ground Truth

### 4.4.3 Comparison with The Existing Filtering Methods

The estimation results of RF regression and linear regression using the filtering results as the inputs are compared with the estimations based on FCM clustering results in this section. Table 4-6 shows the evaluation results. Consistent with the previous evaluation results, the RF regression model performed better than the linear regression for all metrics. Among the existing filtering methods, Filtering Method 2 achieved a better performance than Filtering Method 1 in the case of RF regression, and the results in the case of linear regression is opposite. The estimation performance based on the FCM results improved a lot compared with the two existing filtering algorithms. It is demonstrated that the MAC addresses of passenger and non-passenger are hard to be well-separated by filters. By considering the overlapped feature spaces of passenger and non-passenger, the FCM clustering algorithm effectively separated the MAC addresses of passenger and non-
passenger. Furthermore, the RF regression model effectively estimated the population number of onboard passengers by capturing the non-linearity.

Table 4-6 Comparison of The Proposed Algorithm and The Existing Filtering Algorithms

<table>
<thead>
<tr>
<th>Methods</th>
<th>Fuzzy C-means</th>
<th>Filtering Method 1 [50]</th>
<th>Filtering Method 2 [51]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE</td>
<td>MAE</td>
<td>MAPE</td>
</tr>
<tr>
<td>Linear Regression</td>
<td>26.29</td>
<td>3.26</td>
<td>28.96</td>
</tr>
<tr>
<td>Random Forest</td>
<td>14.61</td>
<td>2.08</td>
<td>11.27</td>
</tr>
</tbody>
</table>

The scatter plots of the ground truth versus the estimated number of onboard passengers based on RF regression using FCM results and two filtering algorithms are presented in Figure 4-5. According to the figure, the dots in the plots of filtering algorithms are dispersed around the diagonal line. For Filtering Method 1, most of the dots are above the diagonal line, which indicates the MAC addresses were more likely to be separated into the non-passenger cluster so that the number of onboard was underestimated. The potential reason is that the Filtering Method 1 is inclined to separate passenger into the non-passenger cluster, e.g. the GPS location was recorded every 20 seconds so that the distance of the vehicle to the nearest station is possible to be larger than the detection range for the first detection of a passenger MAC address. For the results of Filtering Method 2, most of the dots are beneath the line, which indicates the algorithm overestimated the number of onboard passengers. The explanation could be the filter for filtering signal strength was apt to separate the non-passenger MAC addresses to the passenger cluster since the distribution of signal strength of non-passenger MAC address is similar with the distribution of passenger MAC address. The rightmost scatter plot presents the estimation using the FCM results. The dots are more concentrated around the diagonal line than others. It is noticed that the estimation is more accurate for the small number of passengers. As the number increased, the error
became more considerable. The potential reason could be the insufficient data point with large value in the training data set.
Besides the number of onboard passengers, the numbers of boarding and alighting passengers of each stop were also estimated based on the RF regression model using FCM clustering results. The estimation performance was evaluated by the three metrics calculated based on the manual counting numbers of boarding and alighting passengers of each stop, which is presented in Table 4-7. According to the evaluation results, the estimated numbers of boarding and alighting passengers are acceptable in terms of the small value of MSE, MAE, and MAPE. It is noticed that the MAPE of estimated numbers of both boarding and alighting passengers are higher than the MAPE of the estimated number of onboard passengers, which is potentially caused by numerous zero values of the number of boarding and alighting passengers in the dataset.

Table 4-7 Evaluation of Estimated Number of Boarding and Alighting Passenger of Each Stop

<table>
<thead>
<tr>
<th>Estimations</th>
<th>MSE</th>
<th>MAE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimating the Number of Boarding Passengers of Each Stop</td>
<td>0.86</td>
<td>0.50</td>
<td>14.72</td>
</tr>
<tr>
<td>Estimating the Number of Alighting Passengers of Each Stop</td>
<td>0.96</td>
<td>0.54</td>
<td>17.41</td>
</tr>
</tbody>
</table>
4.4.4 Estimating Real-Time Ridership Flow and O-D Information

Based on the proposed algorithm framework, the transit demand can be monitored by the estimated numbers of onboard, boarding, and alighting passengers and O-D information from Wi-Fi and BT sensing data. To further demonstrate the feasibility of the proposed method, the ridership flow and O-D matrix of a selected trip were estimated based on the proposed algorithms. The results are presented in Table 4-8 and 4-9. The selected trip was traveled on November 9th, 2018 from 19:38:58 to 20:05:48. Totally, the transit vehicle stopped at 15 stations during the trip.

Table 4-8 presents the O-D matrix of the passenger MAC addresses by the FCM clustering algorithm. Even only partial O-D information can be achieved, the main trend of the travel demand can be achieved. Besides the O-D matrix, the numbers of boarding and alighting passengers were estimated using the RF regression model. The RF regression was trained by the data set which is collected from other trips. The ground truth numbers of boarding and alighting passengers of each stop are also presented in the table. Table 4-9 shows the estimated number of onboard passengers of each stop and the ground truth as well. The estimated errors are negligible for the most stops. However, the estimation errors were relatively large for the last two stops. Since the in-vehicle MAC address detector was powered off before the trip ended for the selected trip so that the MAC address data quality was influenced for the last two stops. Therefore, the zero number of MAC addresses for the last stops is the main reason for the large error.

By successfully capturing the partial O-D matrix, the numbers of onboard, boarding, and alighting passengers of each stop, the public transit demand can be achieved. Based on the output parameters of the proposed system, it is easy to observe that which parts of the trip have more travel demands and which stops are more popular for the traveler.
Table 4-8 O-D Matrix of the Selected Trip

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>Total Boarding MAC</th>
<th>Total Ground Truth Boarding</th>
<th>Total Estimated Boarding</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Alighting MAC</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Ground Truth Alighting</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Estimated Alighting</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4-9 The Number of Onboard Passengers of the Selected Trip

<table>
<thead>
<tr>
<th>Stops</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth Onboard Passenger</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Onboard MAC of Each Stop</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>8</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Estimated Onboard Passenger</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

4.5 CONCLUDING REMARKS

In summary, this study proposed a three-step data-driven approach for mining the transit ridership flow and O-D information from Wi-Fi and BT sensing data, including feature extraction for characterizing MAC address data, FCM clustering algorithm for separating MAC address of passenger, and RF regression for estimating the population number of ridership flow. To demonstrate the effectiveness and efficiency of the proposed algorithm, GMM and BGM were selected as the baseline models for evaluating FCM clustering, and linear regression was selected...
for evaluating RF regression. The comparison of the proposed algorithm with the existing filtering methods was conducted as well. The data was collected by the customized MAC address detector from 9 trips of 3 transit routes in Seattle. Multiple metrics were calculated based on ground truth data and the estimates to provide the quantitative evidence for evaluating the estimation performance. According to the results, the proposed algorithm outperformed baseline models and the existing filtering methods in terms of estimation accuracy.

The finding of this study can help to provide real-time accurate transit ridership flow and O-D information for supporting the transit network plan and service optimization. In addition, transit passengers could get a better understanding of the operational status of the transit system for optimizing the travel plan. In this study, only the O-D information of transit partial passengers was achieved. The population O-D inference based on Wi-Fi and BT sensing data could be a valuable research direction for improving the comprehensiveness and accuracy of the whole system.
Chapter 5. NON-MOTORIZED TRAFFIC MONITORING

5.1 INTRODUCTION

In this chapter, the methods to address the uncertainties for sensing non-motorized traffic is proposed. The research will be presented in two parts. The first part introduces the proposed method for real-time multi-modal traffic speed monitoring, which mainly deal with the traffic mode uncertainty, and localized spatial uncertainty. The second part shows the research about device-free wireless sensing technology development for pedestrian monitoring, which copes with the population uncertainty.

For real-time multi-modal traffic speed monitoring, the specific contributions include:

1) An algorithm is developed to correct the estimated traffic speed based on Received Signal Strength Indicator of Wi-Fi and BT signals. Ground truth speed measurements and the estimated traffic speed of 408 trips are compared to validate the performance. The accuracy of the proposed algorithm can be implied based on the comparison results.

2) Traffic mode identification algorithm is proposed based on a designed semi-supervised Possibilistic Fuzzy C-Means clustering algorithm. Multiple baseline algorithms are selected for the evaluation purpose. The evaluation results demonstrate the advantage of the algorithm in terms of accuracy.

3) A real-time multi-modal traffic speed estimation algorithm is established. The accuracy of the proposed algorithm is evaluated based on the comparison of estimated results and ground truth data. The evaluation results indicate the proposed algorithm is accurate for all three traffic modes, including walk, bike, and car modes.
For pedestrian monitoring based on device-free wireless sensing, the contributions include:

1) A set of Wi-Fi CSI signal denoising method is proposed based on Hampel Identifier, Linear Signal Interpolation, Kalman Filter and Wavelet Transform.

2) A pedestrian existence detection method is developed based on the level of fluctuations of the normalized average CSI amplitude in the time domain.

3) Pedestrian moving direction identification method is built based on Fresnel Zone theory.

4) Pedestrian moving speed estimation method is constructed by utilizing extracted features from Wi-Fi CSI signals.

5) The effectiveness of the proposed methods is demonstrated by conducting experiments in both indoor and outdoor environments. The impacts of Wi-Fi CSI sampling ratios and antennas are investigated as well.

The remainder of this section is organized as follows. Section 5.2 presents the proposed method for monitoring real-time multi-modal traffic speed. Section 5.3 describes the proposed device-free pedestrian sensing technology using Wi-Fi CSI.

5.2 MULTI-MODAL TRAFFIC SPEED MONITORING

For estimating multi-modal traffic speed based on passive Wi-Fi and BT sensing technology, the challenges mainly focus on traffic mode identification and addressing localized spatial uncertainty. This section presents the proposed method to address these two issues.
5.2.1 Proposed Methodology

5.2.1.1 Real-Time Multi-Modal Traffic Speed Monitoring
Algorithm 5-1 presents the proposed multi-modal traffic speed estimation algorithm. Firstly, the algorithm traverses each road segment of a road network to extract valid MAC trips within a specific time window \([t_0, t_0 + \Delta t]\), where \(t_0\) is the start time of a time window, and \(\Delta t\) is a pre-defined time interval. A road segment is the road between two adjacent MAC address detectors, and a valid MAC trip is generated when a unique MAC is detected by two adjacent MAC address detectors in chronological order within a reasonable time range. After achieving all valid MAC trips for a road segment, the traffic speed of each trip will be corrected. The traffic speed correction algorithm is introduced in section 3.1.1 in details. Then, a vector of features which represents the characteristics of each MAC trip will be extracted.

Algorithm 5-1: Real-Time Multi-Modal Traffic Speed Estimation

\textbf{Initialization}: start time \(t_0\), time interval \(\Delta t\)

\begin{algorithm*}
\begin{algorithmic}
\FOR {road segments \(i\) in \(\{1, \ldots, N\}\)}
\STATE Extract all MAC trips \(M\) within time interval \([t_0, t_0 + \Delta t]\)
\FOR {MAC trip \(j\) in \(\{1, \ldots, M\}\)}
\STATE Correct traffic speed based on RSSI using Equation (3-6)
\STATE Extract features vector \(v_j\) of MAC Trip \(j\)
\ENDFOR
\STATE Identify travel modes for all MAC trips \(M\) using Algorithm 5-2
\ENDFOR
\textbf{Output}: average multi-modal traffic speed of all road segments for the time window \([t_0, t_0 + \Delta t]\)
\end{algorithmic}
\end{algorithm*}

The extracted features are presented in Table 5-1. Basically, the features not only contain the travel time and speed attributes, but also include the movement features at two sensing stations of a road segment, e.g. detection times and duration. Then, all extracted features will be used as the input of the algorithm for identifying travel modes of each trip using Semi-Supervised Possibilistic Fuzzy
C-Means Clustering (PCM) which will be introduced in section 5.2.1.2. Finally, the average multi-modal traffic speed of a road segment within the time window \([t_0, t_0 + \Delta t]\) is the outcome of the proposed algorithm. The algorithm can be implemented in a real-time way by repeating Algorithm 5-1 for every \(\Delta t\).

<table>
<thead>
<tr>
<th>Features (Unit)</th>
<th>Unit</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start Detection Times</td>
<td>Times</td>
<td>The number of times that a unique MAC address is detected at the start sensing location</td>
</tr>
<tr>
<td>End Detection Times</td>
<td>Times</td>
<td>The number of times that a unique MAC address is detected at the start sensing location</td>
</tr>
<tr>
<td>Start Detection Duration</td>
<td>Seconds</td>
<td>The total amount of time for a unique MAC address to be detected at the start sensing location</td>
</tr>
<tr>
<td>End Detection Duration</td>
<td>Seconds</td>
<td>The total amount of time for a unique MAC address to be detected at the end sensing location</td>
</tr>
<tr>
<td>First Time Difference</td>
<td>Seconds</td>
<td>The detection time difference between the first detected data point at two sensing locations of a road segment</td>
</tr>
<tr>
<td>Last Time Difference</td>
<td>Seconds</td>
<td>The detection time difference between the last detected data point at two sensing points of a road segment</td>
</tr>
<tr>
<td>Original Speed</td>
<td>Meters/Second</td>
<td>The estimated speed calculating by Equation (4-1)</td>
</tr>
<tr>
<td>Corrected Speed</td>
<td>Meters/Second</td>
<td>The estimated speed calculating by Equation (4-6)</td>
</tr>
</tbody>
</table>

5.2.1.2 Travel Modes Identification

To monitor multi-modal traffic speed by passively sensing WBM devices, the traffic modes of valid MAC trips need to be identified based on the features of each trip. In this study, the traffic mode of each MAC trip is identified by the proposed semi-supervised Possibilistic Fuzzy C-Means (PCM) clustering algorithm. The proposed algorithm is introduced in the following sections.

5.2.1.2.1 Fuzzy C-Means Clustering

Fuzzy C-Means (FCM) clustering is a widely used fuzzy-based clustering algorithm [114]. Comparing to traditional hard clustering algorithms, e.g. K-Means clustering, FCM assigns a certain membership function of all clusters to each data point which allows the ambiguous
boundaries among the features of different clusters [117]. The objective function of FCM and the constraints for assigned membership functions of clusters are shown in Equation (5-1) and (5-2),

$$J_{FCM} = \sum_{j=1}^{N} \sum_{i=1}^{C} u_{ij}^m d_{ij}^2$$  \hspace{1cm} (5 - 1)

$$u_{ij} \in [0,1] \text{ for all } i \text{ and } j,$$

$$0 < \sum_{j=1}^{N} u_{ij} < N \text{ for all } i, \text{ and}$$

$$\sum_{i=1}^{C} u_{ij} = 1 \text{ for all } j.$$  \hspace{1cm} (5 - 2)

where $u_{ij} \in [0,1]$ is the membership function of $j$th data point belonging to cluster $i$, $d_{ij}^2$ is the distance of $j$th data point to the center of $i$th cluster, $m$ is the parameter for controlling the fuzzification, $N$ is the total number of data points, and $C$ is the total number of clusters. It is noticed that, the last constraints in Equation (5-2) restricts the memberships to lie on the hyperplane defined by $\sum_{i=1}^{C} u_{ij} = 1$. For the traffic modes identification, this constraint is too restrictive and lead to the memberships only represent relative numbers dependent on $C$ rather than the real possibility of a data point belonging to clusters. Thus, Possibilistic Fuzzy C-Means (PCM) clustering algorithm was developed to improve the algorithm by releasing this constraining. The detailed introduction of PCM clustering is presented in the next section.

5.2.1.2.2 Possibilistic Fuzzy C-Means Clustering

PCM clustering was developed by releasing the constraint of $\sum_{i=1}^{C} u_{ij} = 1$ [144]. The constrains of PCM is shown in Equation (5-3),

$$u_{ij} \in [0,1] \text{ for all } i \text{ and } j,$$

$$0 < \sum_{j=1}^{N} u_{ij} \leq N \text{ for all } i, \text{ and}$$

$$\max_i u_{ij} > 0 \text{ for all } j.$$  \hspace{1cm} (5 - 3)
where the memberships of each cluster are restricted by the constrain of \( \max_i u_{ij} > 0 \). In this case, the membership functions represent the degree of possibility of a data point belonging to clusters. The objective function of PCM is shown in Equation (5-4),

\[
J_{PCM} = \sum_{i=1}^{C} \sum_{j=1}^{N} u_{ij}^m d_{ij}^2 + \sum_{i=1}^{C} \eta_i \sum_{j=1}^{N} (1 - u_{ij})^m
\]  

(5 - 4)

where \( \eta_i \) are suitable positive numbers which determine the distance at which the values of the membership function of a data point in a cluster becomes 0.5. The selection of its value will be introduced later. The interpretation of other parameters is the same as those of the FCM clustering. The solution of the objective function can be achieved by Equation (5-5).

\[
u_{ij} = \frac{1}{1 + \left( \frac{d_{ij}^2}{\eta_i} \right)^{\frac{1}{m-1}}} \quad (5 - 5)
\]

It is obvious that the membership function of PCM satisfies the constrains in Equation (4-9). In each iteration, the updated value of \( u_{ij} \) depends only on the distance between the center of \( i \)th cluster and \( j \)th data point. From the standpoint of possibility belonging to a cluster, the membership of a data point in a cluster should be determined solely by how far it is from the center of the cluster, and should not be coupled with its location with respect to other clusters. Then, the solution of the objective function of PCM clustering allows optimal membership solutions to lie in the entire unit hypercube rather than restricting them to the hyperplane given by \( \sum_{i=1}^{C} u_{ij} = 1 \). For the selection of the value of \( \eta_i \), it should represent the possibility distribution for each cluster. The typical selection of \( \eta_i \) is shown in Equation (5-6),

\[
\eta_i = K \frac{\sum_{j=1}^{N} u_{ij}^m d_{ij}^2}{\sum_{j=1}^{N} u_{ij}^m} \quad (5 - 6)
\]
where $K$ is a constant number which is typically selected to be 1 [144]. Equation (5-6) makes $\eta_i$ proportional to the average fuzzy intra-cluster distance of clusters. The initialized value of $\eta_i$ depends on the initialization of $u_{ij}^{(0)}$ and the center of clusters by randomly selection. However, random selection of the initialized parameters can generate unexpected errors to clustering accuracy [145]–[147]. In this study, a Semi-Supervised PCM clustering is proposed to mitigate the errors utilizing a small set of labelled data.

5.2.1.2.3 Semi-Supervised PCM Clustering

In Equation (5-5) and (5-6), $\eta_i$ and $u_{ij}$ are iteratively updated until the converging criteria are met. To utilizing the prior information of labelled data, the equation of $\eta_i$ is designed as in Equation (5-7) for semi-supervised PCM clustering.

$$\eta_i = \frac{\sum_{x_j \in \text{(labelled)}} d_{ij}^2}{n_{\text{labelled}}}$$  \hspace{1cm} (5 - 7)

where $x_j \in \text{(labelled)}$ are the data points in the labelled data set and $n_{\text{labelled}}$ is the total number of data points in labelled data set. In this case, the memberships and $u_{ij}$ and $\eta_i$ can be initialized by the labelled data. The semi-supervised PCM clustering algorithm is trained by Algorithm 5-2.

<table>
<thead>
<tr>
<th>Algorithm 5-2: Semi-Supervised PCM Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initialization:</strong></td>
</tr>
<tr>
<td>The number of clusters $C$</td>
</tr>
<tr>
<td>The maximum number of iterations $L$</td>
</tr>
<tr>
<td>The fuzzification parameter $m$</td>
</tr>
<tr>
<td>Calculate the center of each cluster in labelled data $v_i^{(0)}$</td>
</tr>
<tr>
<td>Initialize $\eta_i$ using Equation (5-7)</td>
</tr>
<tr>
<td>Initialize $U^0 \in R^{C \times N}$, $u_{ij}^{(0)} = U^0(i,j) \in [0,1]$ using Equation (5-5)</td>
</tr>
<tr>
<td><strong>Repeat:</strong></td>
</tr>
<tr>
<td>Update $U^t$ using (5-5), and Increment $L$</td>
</tr>
<tr>
<td><strong>Until:</strong> $|U^t - U^{t-1}| \leq \varepsilon$ or $t \geq L$</td>
</tr>
</tbody>
</table>
5.2.1.3 Results Validation

To evaluate the performance of traffic speed correction based on RSSI and the final estimation of multi-modal traffic speed estimation, Mean Absolute Error (MAE), Mean Square Error (MSE) and Mean Absolute Percentage Error (MAPE) are used to compare the accuracy of corrected traffic speed and original speed. The following equations present the metrics formulation:

\[ MAE = \frac{\sum_{i=1}^{N} |\hat{Y}_i - Y_i|}{N} \quad (5-8) \]

\[ MSE = \frac{\sum_{i=1}^{N} (\hat{Y}_i - Y_i)^2}{N} \quad (5-9) \]

\[ MAPE = \frac{1}{N} \sum_{i=1}^{N} \frac{|\hat{Y}_i - Y_i|}{Y_i} \times 100\% \quad (5-10) \]

where \( \hat{Y}_i \) is the estimated average traffic speed for time-window \( i \), \( Y_i \) is the ground truth value, and \( N \) is the number of time-windows in testing data set. Typically, the MAE presents a measure of the average misprediction of the model, the MSE is used to measure the error associated with a prediction, and the MAPE usually expresses accuracy as a percentage. The model with a smaller value of MAE, MSE and MAPE performs better in the prediction of observed data.

The performance of the proposed semi-supervised PCM clustering algorithm for identifying traffic modes is evaluated by comparing the accuracy of the selected unsupervised and semi-supervised clustering algorithms, including K-Means [148], Constrained K-Means [149], FCM clustering [114], semi-supervised FCM [150] and PCM clustering [144]. The evaluation metrics are presented in Equation (5-11),

\[ \text{Recall} = \frac{TP}{(TP + FN)} \quad (5-11) \]
where $TP$ is short for True Position which is the number of MAC trips belonging to traffic mode $i$ with correctly assigning traffic mode $i$, and $FN$ is short for False Negative which is the number of MAC trips belonging to traffic mode $j$ with wrongly assigning traffic mode $i$.

5.2.2 System Deployment and Data Collection

Typically, sensors are installed at road intersections and get power supply from road-side cabinets. However, the metal shell of cabinets generates severe influence for Wi-Fi and BT signal communicating due to signal shielding. Thus, Wi-Fi and BT antenna should be extended to the outside of the cabinet with waterproof measures. The sensor installation is shown in Figure 5-1 (b). The Wi-Fi and BT antenna were put in a waterproof box which is attached to the side of the cabinet. The server of the prototype system is a general PC with data listening, managing, analyzing, and visualizing programs setting up.

Figure 5-1 System Deployment. (a) Customized MAC address detector, (b) Installation, and (c) Data Storage and Analysis Server
The data used in this study was collected by four Customized MAC address detector at Tongji University which locates in Shanghai City, China. The sensors’ location is shown in Figure 5-2. Besides the Wi-Fi and BT MAC address data, the ground truth of traffic speed and traffic modes was also collected for the validation purpose. 4 hours ground truth of multi-modal traffic speed was collected by video camera from 16 p.m. to 18 p.m. on Jun 2nd and 3rd, 2019. The MAC address data collecting in the same time periods are used for the analysis which is shown in Table 5-2.

Figure 5-2 Study Site

In Table 5-2, the number of data points and the number of unique MAC address collecting by each sensor are presented. Totally, 106,926 data points and 26,596 unique MAC addresses were detected by four sensors within the 4 hours data collection period. Among them, 24,263 unique
MAC addresses were detected through Wi-Fi and 2,333 were collected via BT. The data volume of Sensor 4 is the most among four sensors and Sensor 2 obtained the least data volume.

Table 5-2 Statistics of the Data Collecting at 16 p.m. to 18 p.m. on Jun 2nd and 3rd, 2019

<table>
<thead>
<tr>
<th>Sensing Points</th>
<th>Data Points</th>
<th>Unique MAC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Wi-Fi</td>
<td>22074</td>
<td>4136</td>
</tr>
<tr>
<td>BT</td>
<td>4771</td>
<td>3182</td>
</tr>
<tr>
<td>Total</td>
<td>26845</td>
<td>7318</td>
</tr>
</tbody>
</table>

In addition, the traffic mode labels of 408 MAC trips were collected by 10 volunteers. They traveled back and forth among four sensors by different traffic modes. At the meanwhile, the high-resolution GPS trajectories of their movements were collected by a phone app to calculate the ground truth traffic speed of each trip for evaluating the proposed algorithm of correcting traffic speed based on RSSI measurements. Table 5-3 shows the number of MAC trips with traffic mode labels for each mode.

Table 5-3 The Number of MAC Trips with Traffic Mode Labels

<table>
<thead>
<tr>
<th>Traffic Modes</th>
<th>Car</th>
<th>Bike</th>
<th>Walk</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wi-Fi</td>
<td>52</td>
<td>42</td>
<td>66</td>
<td>160</td>
</tr>
<tr>
<td>BT</td>
<td>70</td>
<td>108</td>
<td>70</td>
<td>248</td>
</tr>
<tr>
<td>Total</td>
<td>122</td>
<td>150</td>
<td>136</td>
<td>408</td>
</tr>
</tbody>
</table>

5.2.3 Experimental Results

5.2.3.1 Traffic Speed Correction Based on RSSI
To evaluate the proposed algorithm for correcting the estimated traffic speed based on RSSI measurements, the estimation accuracy of were calculated based on the estimated traffic speed before and after the correction. MSE, MAE and MAPE were utilized as the evaluation metrics. The evaluation results are presented in Table 5-4. According to the evaluation results, the proposed
algorithm for correcting traffic speed is highly effective for improving the estimation accuracy. The estimated traffic speed of all three traffic modes are closer to the ground truth after the correction based on RSSI measurements. All three metrics are decreased a lot comparing with those calculating by the original estimated speed. Among three traffic modes, walk mode achieved the most accurate estimation which the accuracy is about 95%, since the relative more detection points of each trip provides more information about the location of travelers within the detection range. The estimated speed of car mode and bike mode after correction also performed well which the accuracy is about 85%.

Table 5-4 Performance Evaluation of Correcting Traffic Speed by RSSI

<table>
<thead>
<tr>
<th>Mode</th>
<th>Car</th>
<th></th>
<th>Bike</th>
<th></th>
<th>Walk</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Original Speed</td>
<td>Corrected Speed by RSSI</td>
<td>Original Speed</td>
<td>Corrected Speed by RSSI</td>
<td>Original Speed</td>
<td>Corrected Speed by RSSI</td>
</tr>
<tr>
<td>MSE</td>
<td>7.1854</td>
<td>1.7194</td>
<td>1.3099</td>
<td>0.9208</td>
<td>0.0986</td>
<td>0.0121</td>
</tr>
<tr>
<td>MAE</td>
<td>2.4608</td>
<td>1.1672</td>
<td>0.8898</td>
<td>0.7160</td>
<td>0.2421</td>
<td>0.0863</td>
</tr>
<tr>
<td>MAPE</td>
<td>0.2909</td>
<td>0.1511</td>
<td>0.2005</td>
<td>0.1626</td>
<td>0.1869</td>
<td>0.0663</td>
</tr>
</tbody>
</table>

5.2.3.2 Travel Modes Identification

In this section, the evaluation result of traffic mode identification is presented. Totally, the data of 408 MAC trips were used for evaluating traffic mode identification algorithms. For semi-supervised clustering algorithms, the data was randomly split into labeled and unlabeled data by the ratio of 4:6 for algorithm training. The estimated labels of the unlabeled data were compared with true labels to calculate the evaluation metrics. For unsupervised clustering algorithms, the total data set was also randomly split into two parts with the same ratio of 4:6, and the evaluation metrics were calculated only based on the clustering results of the second part. The experiment was repeated five times. The presented result is the average performance of all five experiments.
Table 5-5 shows the evaluation result of the proposed algorithm and other baseline clustering algorithms. According to the results, the proposed semi-supervised PCM clustering algorithm outperformed all other baseline algorithms in terms of the highest accuracy of traffic mode identification for all three traffic modes. The average identification accuracy of walk mode and car mode are closer to 100%. For bike mode, there are about 17% trips were identified as car mode. The major reason is that the traffic speed of car mode is relative lower than usual condition due to the lower speed limits on the university campus. Seen from Figure 3-4 (b), the third quantile of the traffic speed of car mode is about 10 meters per second. In urban area, the average traffic speed usually is 14 meters per second or higher. Such lower traffic speed distribution of car mode made the features of car mode and bike mode similar.

<table>
<thead>
<tr>
<th>Ground Truth</th>
<th>K-Means Predicted</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walk</td>
<td>72.06% 26.47% 1.47%</td>
<td>72.06%</td>
</tr>
<tr>
<td>Bike</td>
<td>0.00% 50.00% 50.00%</td>
<td>50.00%</td>
</tr>
<tr>
<td>Car</td>
<td>0.00% 50.00% 50.00%</td>
<td>50.00%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>COP K-Means</th>
<th>Predicted</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walk</td>
<td>98.53% 1.47% 0.00%</td>
<td>98.53%</td>
</tr>
<tr>
<td>Bike</td>
<td>0.00% 75.00% 25.00%</td>
<td>75.00%</td>
</tr>
<tr>
<td>Car</td>
<td>0.00% 6.56% 93.44%</td>
<td>93.44%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ground Truth</th>
<th>FCM Predicted</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walk</td>
<td>85.29% 13.24% 1.47%</td>
<td>85.29%</td>
</tr>
<tr>
<td>Bike</td>
<td>0.00% 39.33% 60.67%</td>
<td>39.33%</td>
</tr>
<tr>
<td>Car</td>
<td>0.00% 1.64% 98.36%</td>
<td>98.36%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Semi-FCM</th>
<th>Predicted</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walk</td>
<td>98.53% 1.47% 0.00%</td>
<td>98.53%</td>
</tr>
<tr>
<td>Bike</td>
<td>0.00% 78.67% 21.33%</td>
<td>78.67%</td>
</tr>
<tr>
<td>Car</td>
<td>0.00% 1.64% 98.36%</td>
<td>98.36%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ground Truth</th>
<th>PCM Predicted</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walk</td>
<td>85.29% 13.24% 1.47%</td>
<td>85.29%</td>
</tr>
<tr>
<td>Bike</td>
<td>0.00% 63.62% 36.38%</td>
<td>63.62%</td>
</tr>
<tr>
<td>Car</td>
<td>0.00% 0.82% 99.18%</td>
<td>99.18%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Semi-PCM</th>
<th>Predicted</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walk</td>
<td>99.81% 0.19% 0.00%</td>
<td>99.81%</td>
</tr>
<tr>
<td>Bike</td>
<td>0.00% 82.67% 17.33%</td>
<td>82.67%</td>
</tr>
<tr>
<td>Car</td>
<td>0.00% 0.82% 99.18%</td>
<td>99.18%</td>
</tr>
</tbody>
</table>

For other clustering algorithms, K-Means, FCM clustering and PCM clustering performed with the accuracy in ascending order. The main reason is that the mechanism of FCM clustering
algorithm allows the features space of clusters to be partially overlapped, and PCM clustering improves membership function by reflecting the essential of “possibility”. It is noticed that all clustering algorithms trained by semi-supervised learning performed better than they were trained by unsupervised learning strategy. As it is discussed in the section of methodology, the better performance is attributed to avoiding random initialization based on the prior information in the labeled data set.

5.2.3.3 Multi-Modal Traffic Speed Estimation
After the traffic mode of each MAC trip is identified, the average traffic speed of each road segment within a pre-defined time-window can be calculated. 15 minutes was selected for evaluating the estimated multi-modal traffic speed. The 4-hour time-period from 16 p.m. to 18 p.m. on Jun 2nd and 3rd, 2019, was divided into 16 time-windows. The ground truth of multi-modal traffic speed was calculated based on the video recording. The trips in video data were extracted by manually identification. In this study, multi-modal traffic speed was estimated for the road segments between two adjacent MAC address detectors. The road segments with sensing points in the middle were not considered. Actually, if the traffic modes can be identified accurately based on the data collecting by two sensing points, adding more sensing points in the middle of road segments will definitely make the estimated accuracy higher [74]. In the 16 time-windows, not every time window had valid trips of every traffic mode for each road segment. Thus, the evaluation results are calculated only based on the time windows with valid measurements of both the ground truth and estimated multi-modal traffic speed. Figure 5-3 shows the comparison of the ground truth and the estimated multi-modal traffic speed for the time windows with 15 minutes interval. In the figures, the solid blue lines present the estimated traffic speed of three modes and the dashed red lines show the ground truth. During the 4-hour time-period, the traffic speed of
three modes were fluctuated. The estimated multi-modal traffic speed is highly close to the ground truth and reflect the flotation very well. The evaluation metrics are shown in Table 5-6.

Table 5-6 Performance Evaluation of Estimated Multi-Modal Traffic Speed

<table>
<thead>
<tr>
<th>Mode</th>
<th>Car Original Speed</th>
<th>Car Corrected Speed by RSSI</th>
<th>Bike Original Speed</th>
<th>Bike Corrected Speed by RSSI</th>
<th>Walk Original Speed</th>
<th>Walk Corrected Speed by RSSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>2.2898</td>
<td>1.5235</td>
<td>1.0612</td>
<td>0.6867</td>
<td>0.1383</td>
<td>0.0943</td>
</tr>
<tr>
<td>MAE</td>
<td>1.2768</td>
<td>1.0507</td>
<td>0.8688</td>
<td>0.7094</td>
<td>0.3258</td>
<td>0.2537</td>
</tr>
<tr>
<td>MAPE</td>
<td>0.2001</td>
<td>0.1594</td>
<td>0.1926</td>
<td>0.1606</td>
<td>0.1947</td>
<td>0.1519</td>
</tr>
</tbody>
</table>

In Table 5-6, the evaluation metrics calculated by the estimated speed before and after correcting based on RSSI measurements are presented. According to the evaluation results, traffic speed correcting based on RSSI improved the estimation accuracy a lot for all three traffic modes. The values of the evaluation metrics calculated by the corrected multi-modal speed is highly reduced comparing with those calculated by the original multi-modal traffic speed. The overall traffic speed estimation accuracy is around 85% for all three traffic modes.
Figure 5-3 Comparison of Estimated Multi-Modal Traffic Speed and Ground Truth

It is noticed that some of time windows have no valid MAC trips were detected, therefore not every time windows have estimated traffic speed values. Basically, two factors highly influence the detection rate therefore affecting the feasibility of the implementations, those being smartphone penetration rate and MAC address randomization. From the perspective of multi-modal traffic speed monitoring based on passive Wi-Fi and BT sensing technology, Figure 5-4 can tell how much the feasibility of the proposed method for monitoring traffic speed for the time-window with
different time interval. Figure 5-4 shows the proportion of the time-windows had valid MAC trips been detected for three traffic modes. The proportion was calculated for the time-window with different pre-defined time interval. According to the figure, when the time interval is 5 minutes, only 20% time-windows have valid MAC trips detected for walk mode, and about 60% time-windows have valid MAC trips by car and bike modes. While the time interval is increasing, the proportion of time-windows with valid MAC trips gradually increased as well. When the time interval over 18 minutes, over 80% time-windows contain valid MAC trips by walk, and over 90% time-windows contain valid MAC trips by car and bike modes. Based on the results, it indicates that the proposed multi-model traffic speed monitoring system is more effective for estimating average multi-modal traffic speed for the time-window with longer time interval.

Figure 5-4 Ratio of Time Slots with Detected Traffic Status to Time Slots with GT Traffic Status and with Different Time Interval

5.2.4 Data Visualization

5.2.4.1 Study Area

There are fifty-five customized MAC address detectors were installed in the study site. Figure 5-5 shows the sensors’ location. The visualization platform is developed based on the proposed
method in section 3.2.3. In this section, only the traffic data in walk mode is selected to visualize as an example.

Figure 5-5 Study Area

5.2.4.2 Pedestrian Traffic Speed

The traffic speed of pedestrian is shown in this section. The traffic mode and traffic speed are calculated using the proposed method. If there is more than one path between two sensors, the shortest path algorithm was used to calculate the traffic speed. The estimation results of pedestrian traffic speed for both peak hours and non-peak hours were shown in Figure 5-6. As shown in the figure, the majority area shared the similar traffic speed for both peak hours and non-peak hours. The main reason could be the most paths were not influenced by the increased volume in peak
hours. Some differences of pedestrian traffic speed on several paths were identified by the comparison between non-peak and peak hours. The difference could be caused by pedestrian flow, as congested pedestrian flow during peak hours could result in longer travel time on the path.

Figure 5-6 Real-Time Pedestrian Traffic Speed Estimation. (a) Non-Peak Hours, and (b) Peak Hours
5.2.4.3 Pedestrian Traffic Volume

Figure 5-7 shows the real-time pedestrian traffic volume estimation for peak hours and non-peak hours, respectively. As shown in the figure, there are several features can be summarized based on the real-time pedestrian traffic volume monitoring: (1) the traffic volume at each detection point during non-peak hours is relative small than the traffic volume in peak hours; (2) the traffic volume spatial distribution is more homogeneous during the non-peak hours than the traffic volume during the peak hours; (3) during the peak hours, traffic volume dramatically increased at the main gate of the campus, food center, teaching halls and student dormitory and the traffic volume at other area increase a little or keep stable.

The potential reason for the first feature is that students, teachers and campus staff were at work or in the class during non-peak hours, so the WBM devices they carried were either connected with access point or out of the detection range. For the second and the third features, the main reason is the student and staff had more travel demand which origin is teaching halls or destination is main gate of the campus or food center.

Even wireless sensing data is only a sample of the whole population since not all travelers have WBM device, the measurements still conformed to the reality and the true traffic volume trend. Thus, the real-time traffic volume estimation function could provide useful and valuable information for traffic monitoring and management.
Figure 5-7 Real-Time Pedestrian Traffic Volume Estimation. (a) Non-Peak Hours, and (b) Peak Hours

5.2.5 Concluding Remarks

This study proposes a real-time multi-modal traffic speed monitoring system based on passive Wi-Fi and BT sensing technology. An algorithm is established to correct the estimated traffic speed based on RSSI measurements. The traffic mode of each trip is identified by the proposed semi-
supervised PCM clustering algorithm. The performance of the proposed system was evaluated based on the ground truth data. The evaluation results indicate the effectiveness and accuracy of the proposed system. By considering the impact of MAC address randomization function on MAC address detection rate, two datasets were collected in the study site and Seattle to support an analysis about randomized MAC address impacts on the feasibility of implementing the proposed system. The analysis results show that the proposed system is feasible by given the current condition of MAC address randomization implementation, and the proposed system is more effective for estimating average multi-modal traffic speed for the time-window with longer time interval. The future research direction includes urban mobility recognition based on the multi-modal traffic status estimating by Wi-Fi and BT sensing data.

Besides, based on the proposed system design, this study developed a real-time analysis and visualization platform for multi-modal traffic monitoring based on the wireless sensing data. A web-based data-driven platform for visualizing, modeling, and analyzing mobile sensing data for pedestrian flow analysis was developed in this study. This platform has ability to visualize the real-time travel time, traffic volume and trip generation and attraction by tying the geospatial data with wireless sensing data in relational database management system. In addition, we design a three tiers system for processing real-time wireless sensing data which includes data tier, data matching and computational tie and presentation tier. Finally, the analysis results were found and discussed. In the future, more endeavors should be made to enhance both the depth and width of the proposed work in this study. In this study the shortest path was used as routing rule for selecting route between two mobile sensors. However, an optimal itinerary in terms of the distance may not guarantee the truthful travel time. Thus, how to identify the most truthful route between any two mobile sensors is another research direction to improve analysis accuracy and effectiveness.
Finally, by integrating cloud computing technology into this system, the computing ability will hugely increase for more complex computational function development.

5.3 **Device-Free Wireless Sensing for Pedestrian Detection**

The passive Wi-Fi and BT sensing only can detect partial non-motorized travelers, which is the aforementioned population uncertainty. For some implementation scenarios, e.g., smart pedestrian signal control systems, precise pedestrian detection is critical. Thus, this section presents a proposed device-free wireless sensing technology aiming to address the population uncertainty for pedestrian detection.

5.3.1 **Proposed Methodology**

5.3.1.1 **Wi-Fi CSI Signal Pre-Processing**

Due to the environmental influential factors, weak signal strength, and the impact of non-LoS links, the Wi-Fi CSI base signal would have issues about generating outlier, losing packets, unsmooth waveform, and noise signal. To this end, Hampel identifier, Linear Interpolation, Kalman Filter and Wavelet Transform are deployed for addressing these issues.

5.3.1.1.1 **Outlier Filtering Using Hampel Identifier**

The raw CSI amplitudes and phases contain outliers that are generated by internal state transitions, e.g. transmission power and rate adaptations, and thermal noises in the devices, which can introduce variations to the base signal that is not caused by pedestrian movements. In order to remove the unexpected outlier, Hampel Identifier [151] is deployed in this research. Basically, for each value $x$ of the base signals, the CSI base signal is computed as the median of a window which is consisted of $x$ and $m$ neighboring points on each side. The Median Absolute Deviation (MAD) is calculated as the standard deviation of $x$ about its window. The value of $x$ is replaced by the
median if the value of $x$ is obviously different from the median by more than a predefined number of MAD. Namely, the Hampel Identifier filters the discrete values as outliers outside the interval $[\mu - \gamma \cdot \sigma, \mu + \gamma \cdot \sigma]$ where $\mu$ and $\sigma$ depict the median and MAD respectively and $\gamma$ is dependent on the application which is set to be 3 as default. In our research, the parameters are set as $\gamma = 3, m = 8$ and $MAD = 2$. Figure 5-8 presents an example of outlier filtering result. Figure 5-8 (a) shows the Wi-Fi CSI signal before filtering outliers where the black circles point out the outliers. In Figure 5-8 (b), by implementing the Hampel Identifier, the outliers are filtered without losing any main component of the Wi-Fi CSI base signal.

![Figure 5-8 Example of Outlier Filtering Result. (a) Before Outlier Filtering. (b) After Outlier Filtering](image-url)
5.3.1.1.2 Linear Signal Interpolation

For obtaining a fixed sampling ratio of Wi-Fi CSI amid packet losses due to weak signals in through-wall and non-LoS links. The losing packet result in incomplete and uneven time domain data. As the packet loss rate is random, Linear interpolation is deployed in this study for imputing the losing values. Usually, the incremental time interval caused by losing packet is integral multiples of a sampling cycle. Thus, the linear data interpolation method is conducted when the time interval is larger than a standard sampling cycle. Firstly, the time interval between each packet is measured to check whether the time interval is larger than a standard sampling cycle. Then, the data is interpolated piecewise [152]. Figure 5-9 presents an example of losing packet interpolation result. Since the packet losing rate is random, the time intervals between each adjacent packet are variates (see Figure 5-9 (a)). As shown in Figure 5-9 (c), the blue circles point out the location where the losing packet is interpolated by linear interpolation, and the Wi-Fi CSI signal in time domain has uniform time interval between each adjacent packet after interpolating losing packet.

It is noticed that there is a cluster of packets were lost which are indicated by the dense blue circles in the right part of Figure 5-9 (c). The potential reason could be the electromagnetic wave generated by other device in surrounding areas, e.g. BT and Wi-Fi devices. As mentioned before, multiple factors can trigger packet to loss, which usually is random without any regularity. This is the reason why uniform interpolation is not suitable for this implementation.
5.3.1.1.3 Signal Smoothing Using Kalman Filter

After interpolating the losing packet, the Kalman Filter is deployed in this research for smoothing the Wi-Fi CSI base signal [153]. The Wi-Fi CSI signal contains noisy signals which are randomly produced by multiple influential factors, e.g. environmental factors, and sampling ratio. The Kalman Filter can smooth the signal by filtering the random noise out and can filter partial high-frequency component which is not helpful for sensing pedestrian movement.

5.3.1.1.4 Signal Denoising Using Wavelet Transform

Using wavelet analysis to denoise the data consist of two steps. First, discrete wavelet analysis (DWT) is used to decompose the data of each subcarrier to levels of details. Assume the sampling rate of the original data is \( f \) Hz, then, the \( i^{th} \) level of detail in the result of decomposition contains the frequency component with frequency between \( f \times 2^{i-1} \) Hz to \( f \times 2^i \) Hz, which is used to select...
the appropriate levels of details representing the desired frequency band of the original signal. For example, if only the $i^{th}$ level of detail of the data is used in the recomposing process, the components which have frequencies above $f \times 2^i \text{Hz}$ or below $f \times 2^{i-1} \text{Hz}$ would be suppressed while the $f \times 2^{i-1} \text{Hz}$ to $f \times 2^i \text{Hz}$ band components remains largely intact. Then, the wavelet recomposing is used to recompose the selected details. The results are the final result of data preprocessing.

![Figure 5-10 Effect of Wavelet Denoising on Time Domain](image)

In our experiment, 2.4GHz directional antenna is utilized as the signal transmitter. Daubechies 4 wavelet [154] is employed as the mother wavelet and recomposed the signal based on the $8^{th}$ level of detail. The result corresponds to the combination of frequency components on 0 Hz to
3Hz. This level of detail depicted the less reflected part of the signal received by the receiver and retains the amplitude features of pedestrian existence well. It is a concise representation of the pedestrian movements that is beneficial for further detection of pedestrian existence. The following figures show the effect of wavelet decomposition and recomposing’s effect on the time and frequency domain of the original signal.

On time domain, as seen from Figure 5-10, the effect of wavelet denoising is highly desirable. The environmental noises in the original data of subcarrier 1 is successfully filtered, leaving significant features to distinguish human movements. After the wavelet denoising, the fluctuations of the amplitude of subcarrier 1 when there were no pedestrians became much lower than the fluctuations of the amplitude of subcarrier 1 when there were pedestrians. On frequency domain, as shown in Figure 5-11, components larger than 5Hz shrunk significantly while components lower than 5Hz remained intact.

![Figure 5-11 Effect of Wavelet Analysis on Frequency Domain](image)
5.3.1.2 Pedestrian Existence Detection

After processing the Wi-Fi CSI signal of 30 subcarriers, the normalized average amplitude in time domain of 30 subcarriers is used for the pedestrian existence detection. Firstly, a parameter is calculated to represent the level of fluctuation of normalized average CSI amplitude at each timestamp which is denoted as $d_{iff}$. A time window is used for calculating the parameter. For the Wi-Fi in 2.4GHz frequency band, any object with the dimension size of about 6 centimeters can produce fluctuation. Combining the consideration of that the walking speed of pedestrian normally range in 0.3 ~ 2 meters per second, the window with 0.2 second is selected as the window size. To avoid undesired errors generation, the adjacent sliding time windows is set to have 50% overlap. Then, the $d_{iff}$ parameter is calculated by Equation (5-12).

$$d_{iff} = \max(x(i:i + T)) - \min(x(i:i + T))$$  \hspace{1cm} (5-12)

where $x(i)$ is the normalized average CSI amplitude at timestamp $i$, $T = 0.2 \text{ second/sampleing cycle}$. When the sampling ratio equals 100Hz, then $T = 20$. After measuring the level of fluctuation of CSI amplitude at each timestamp, a predefined threshold is used to determine whether a pedestrian is passing or not. The predefined threshold is calculated in Equation (5-13).

$$\text{threshold} = \mu - p \cdot \sigma$$  \hspace{1cm} (5-13)

where $\mu$ and $\sigma$ is the mean and standard deviation of $d_{iff}$ over the experiment time periods, $p$ is a hyper-parameter which equals 1 as default. Based on the observation, most perturbed CSI signal has higher value of $d_{iff}$, and the $d_{iff}$ is close zero for the stable CSI signal. Thus, if there are $k$ successive $d_{iff}$s larger than the predefined threshold, we consider there is a pedestrian existed. Since the time interval between two adjacent $d_{iff}$s is 0.1 second and the time cost for passing the LoS with normal walking speed (1 meter per second) is 1 ~3 second, $k$ is set as 5 in this research.
5.3.1.3 Pedestrian Moving Direction Recognition

There is a series of concentric ellipsoidal regions of alternating reinforced strength and weakened strength of a wave’s propagation is called Fresnel zone [155]. When a reflective surface (e.g. pedestrian) is along a radio propagation path, the reflected radio waves by the surfaces may have phase difference with the CSI signal which does not impact by the reflective surface. Then the phase difference among the reflected signal and the signal directly travel to receiver can be utilized for pedestrian moving direction recognition. Basically, when pedestrian walks inward a Fresnel zone, the subcarrier with longer wavelength (lower frequency) will be perturbed first. Then, the waveforms of two subcarriers have time delay $\Delta t$ caused by difference of each initial Fresnel phase $\rho$. The pedestrian moving direction can be identified based on the phase difference of the waveforms from two different subcarriers. For any two subcarriers of wavelength $\lambda_1$ and $\lambda_2$, we have the phase difference:

$$\Delta \rho = 2\pi (d_1 - d_0) \left( \frac{1}{\lambda_1} - \frac{1}{\lambda_2} \right) = 2\pi (d_1 - d_0) (f_1 - f_2)/c \quad (5 - 14)$$

$$\Delta \rho = 2\pi (d_1 - d_0) \Delta f/c \quad (5 - 15)$$

where $d_1$ is the reflected path and $d_0$ is the path for directly travelling to receiver, $f_1$ and $f_2$ are frequencies of two subcarriers and $c$ is light speed in air.

The Fresnel direction can be identified by measuring the phase difference of two waveforms from different subcarriers. According to the previous study[156], positive Fresnel direction is defined as outwards the Fresnel zone, and negative in the opposite direction. As analyzed in previous study, any object with the dimension size of 3 centimeters can produce fluctuation of Wi-Fi CSI in Wi-Fi 5GHz frequency band. Then the CSI power roughly has $(0.3, 2)/0.03$ times fluctuation per second. A 0.1 second window is suitable in this case. For the Wi-Fi in 2.4GHz
frequency band, any object with the dimension size of about 6 centimeters can produce fluctuation. The sliding time window size is set as 0.2 second as well.

According to the distribution of waveforms, the time difference between two subcarriers is closer if the order number of the subcarriers is close. But if the order number of two subcarriers is adjacent, the time difference is ignorable to identify the phase difference. If two subcarriers are too far away from each other (e.g. subcarrier 1 and 20), the correlation would be rare and the phase difference between them can be more than one cycle. Thus, the phase difference is calculated using subcarrier pairs from 1 to 15 with the interval of 6 subcarriers, e.g. 1 and 7, 2 and 8, 3 and 9, and 4 and 10.

5.3.1.4 Pedestrian Speed Estimation

5.3.1.4.1 Feature Selection
To measure the speed of the pedestrian, the time duration that a pedestrian crossing the detection range need to be detected. Measuring the speed of pedestrian involves the following equation:

\[
v = \frac{s}{t}
\]

In the equation, \( s \) is the detection range of the Wi-Fi CSI sensor and \( t \) is the time of a pedestrian crossing the detection range. Therefore, the accuracy of the speed measurement is mostly reliant on the measurement of time \( t \). To achieve this, the detection of pedestrian existence requires accuracy of a few milliseconds. Due to the remain of noise and unavoidable small fluctuations of the original data, the required accuracy could not be achieved by simply analyzing the unprocessed temporal features of the denoised data. Other features are required for analysis.

**Correlation features:**
The occurrence of a pedestrian significantly changes the relationship between the subcarriers in each 30-subcarrier group in each antenna pair. This relationship is illustrated in Figure 5-12 and Figure 5-13:

Figure 5-12 Amplitude of Subcarrier 1 and The Pearson Correlation Matrix of 30 Subcarriers of Antenna 1 in Static Environment

Figure 5-13 Amplitude of Subcarrier 1 and The Pearson Correlation Matrix of 30 Subcarriers of Antenna 1 During Detected Pedestrian Movement
The figures show the original amplitude data and the Pearson correlation matrix between the amplitude of subcarriers received by antenna 2 in two 1-second time-windows, one without pedestrian existence and the other with. The figure indicates that when the environment near the LOS is static without the invasion of pedestrian, the correlation between subcarriers is rather evenly distributed between -1 and 1, showing various kind and intensity of correlation. However, when a pedestrian attempt to move across the line of sight, the amplitudes of the subcarriers become highly synchronized with high positive correlation between each pair of subcarriers. Thus, correlation between subcarriers become an important feature in distinguishing static and disturbed environment.

**Covariance features:**

To shorten the number of features in describing the correlation, we seek a concise feature to represent the overall correlation situation of the set of subcarriers. For a matrix containing the correlation information, its eigen vectors and eigen values are good representation of itself. Another highly efficacious feature in pedestrian existence detection is the maximum eigen value of the covariance matrix of the group of 30 subcarriers in a certain antenna pair during a small temporal window. The following figure depicts the variation of the original amplitude data and the maximum eigen value of the covariance matrix in a time window of 0.125 seconds before and during the crossing of a pedestrian.
It can be observed that in Figure 5-14, the maximum eigen value during the pedestrian crossing event is significantly higher than the maximum eigen value in static environment. This indicates that the maximum eigen values of covariance matrixes successfully retain the significant
difference appeared in the overall correlation status between pedestrian existence and non-existence while reducing the shape and numbers of features. This makes it an effective and less costly feature in further analysis.

Comparing to the original amplitude data, the features regarding the correlation features are more sensitive and recognizable when a pedestrian occurs near the light of sight. Using these correlation features, we can detect the existence of pedestrians accurately.

**Utilizing cycle in measurement:**

According to the discussions in the previous section, a simple way to pinpoint the start and end time of pedestrian occurrence would be adopting hard threshold to the maximum eigen value time series, as the difference of the maximum eigen value of covariance matrix between static environment and pedestrian movement is very significant. In this case, it can tell that the start point of pedestrian occurrence is the point when the maximum eigen value exceeds a certain threshold. However, the threshold is highly related to the environment and could vary from time to time and situation and situation. Even for the same antenna pair, the rise of the maximum eigen value varies in different pedestrian crossing events. Figure 5-16 and Figure 5-17 depict this phenomenon.
Figure 5-16 The Difference of Maximum Eigen Value of Covariance Matrix for Different Antennas in The Same Pedestrian Crossing Event

Figure 5-17 The Difference of Maximum Eigen Value of Covariance Matrix for Different Pedestrian Crossing Event of The Same Antenna, The Pedestrian Remains as The Same
Furthermore, the maximum eigen value also has high fluctuation during the movement of the pedestrian. This issue could be observed in Figure 5-15, 5-16 and 5-17. At some point inside the cycle, the maximum eigen value might grow lower than the threshold. This would hurt the continuity of the detection and possibly wrongfully recognize the movement of a single pedestrian as the movement of several independent pedestrians. To make the detection more stable and accurate, the difference and the fluctuations of the maximum eigen value is considered in an improved pinpoint method.

To further investigate the sampling mechanism, we investigated the fluctuations of the maximum eigen value of the covariance matrix in a sliding time window of 0.125 seconds. The results are illustrated in Figure 5-18 to 5-21:

Figure 5-18 Intrinsic Cycle of The Maximum Eigen Value of Covariance Matrix of 30 Subcarriers Received by Antenna 1
Figure 5-19 Intrinsic Cycle of The Maximum Eigen Value of Covariance Matrix of 30 Subcarriers Received by Antenna 2 in Static Environment

Figure 5-20 Intrinsic Cycle of The Maximum Eigen Value of Covariance Matrix of 30 Subcarriers Received by Antenna 2 Around Pedestrian Movement
Figure 5-18 indicated that apart from the significant difference of maximum eigen value between static environment and pedestrian movement, the fluctuation of the maximum eigen value also has a significant intrinsic cycle around 0.3125s. This cycle is relatively consistent in all the antenna pairs, as shown in Figure 5-19.

The source of this intrinsic cycle is possibly an intrinsic cycle of the Wi-Fi CSI sensor from the transmission side or the receiving side. Utilizing this intrinsic cycle, the data can be smoothened and a new target of pinpointing the pedestrian crossing time emerged.

5.3.1.4.2 Speed Estimation

As it is shown in Equation 5-16, $s$ is fixed in the calculation which is the detection range of the CSI sensor 1.2 meters, the focus of velocity measurement is to accurately determine $t$ in the detection. $t$ is the interval between the start and end of pedestrian crossing event.
To pinpoint the start and end of pedestrian crossing event, the main target of the detection is to determine the time when the relative magnitude of the maximum eigen value in the intrinsic cycle mentioned in the previous section shifts from the low magnitude of static environment to the relative high magnitude of pedestrian interrupted environment. To detect this shift of pattern, two methods are developed for the comparison purpose.

**Approach 1: Moving Average**

Based on the existence of the intrinsic cycle, calculation of moving average has been adopted to smoothen the data and solve the problems caused by fluctuations of the maximum eigen value. First, the maximum eigen value time series is generated from the data of antenna 1. Denote \( x_i \) as the data point of maximum eigen value time series at the \( i^{th} \) sampling point. It is generated from the data matrix:

\[
A_i = \begin{bmatrix}
    a_{1,i} & a_{1,i+1} & \ldots & a_{1,i+99} \\
    a_{2,i} & a_{2,i+1} & \ldots & a_{2,i+99} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{30,i} & a_{30,i+1} & \ldots & a_{30,i+99}
\end{bmatrix}
\] (5 – 17)

In matrix \( A_i \), \( a_{i,j} \) is the amplitude data of subcarrier \( i \) at sampling point \( j \). The covariance matrix \( M \) of the 30 subcarriers is calculated at each sampling point:

\[
M_i = \text{cov}(A_i)
\] (5 – 18)

Then, \( x_i \) is defined as the maximum eigen value of \( M_i \). For a point \( x_i \) in the maximum eigen value time series, the smoothened data \( x_i' \) is calculated by median of 250 data points \( x_i, x_{i+1}, \ldots, x_{i+249} \):

\[
x_i' = \frac{x_i + x_{i+1} + \cdots + x_{i+249}}{250}
\] (5 – 19)
The moving average time series \( \{x'_t\} \) is generated for further analysis. In the calculation, a sliding window size of 0.125 second is adopted and the window size of the moving average is 250 data points. The effect of this smoothen method is depicted in Figure 5-22.

![Figure 5-22 The Effect of Moving Average Smoothing](image)

After the data have been smoothened, fluctuation of the maximum eigen value disappeared, thus enabling the application of thresholding in pinpointing the start and end time of pedestrian existence. After this, fixed threshold is adopted to determine the existence of pedestrian. The selection of the threshold is a trade-off factor of sensitivity and micro-accuracy. If the threshold is too high, the sensitivity of the detection would be too low, thus enlarging the error at the start and end. Otherwise, the sensitivity would be too high, leading to false detection. After some experiments, we found 0.9 to be the appropriate threshold in this environment. For the smoothened data \( x'_t \), if \( x'_t \) is larger than 0.9, it indicates that there is pedestrian moving near the LOS. After determining the start and end time of each pedestrian walking sample, the speed of pedestrian is calculated based on the size of detection zone and the detected time of pedestrian movement.
**Approach 2: Neural Network**

Approach 1 used the maximum eigen value of the covariance matrix of a group of subcarriers in a sliding time window as the feature of pedestrian movement. Essentially, this feature aims to describe the correlation between various subcarriers in the time window. However, the correlation matrix with shape of $30 \times 30$ is the original description of the correlation of the subcarriers. Compressing the $30 \times 30$ matrix to a single maximum eigen value would unavoidably cause the loss of some correlation features, thus potentially increasing the error and decreasing the accuracy. Also, as shown in Figure 5-16 and 5-17, the amplitude of the maximum eigen value varies significantly in different samples. Adopting hard threshold is not universal and has the danger of missing pedestrians. In this approach, we aim to use the whole correlation information from the correlation matrixes we obtained for each time to identify the occurrence of the pedestrian.

Assume $M_i$ is the correlation matrix of a group of subcarriers at sampling point $i$. In this approach, the correlation matrix is calculated from the same original data matrix as equation 5-7, and $M_i$ is calculated as:

$$M_i = corr(A_i)$$  \hspace{1cm} (5 – 20)

Based on the existence of the intrinsic cycle, an array of correlation matrix $M_i, M_{i+1}, ..., M_{i+249}$ would be the full representation of the correlation feature of the intrinsic cycle time $i$ is in. However, stacking all 250 correlation matrixes as the feature map would be costly and is hard to deploy. In the experiments, a sampling of the features in the cycle has been deployed to shorten the feature expression. 10 temporal evenly distributed point are selected in the cycle and their corresponding correlation matrixes are stacked as the feature map of time point $i$.

The final expression of the feature map of time point $i$ is:

$$[M_i, M_{i+24}, M_{i+49}, ..., M_{i+249}]$$  \hspace{1cm} (5 – 21)
The ground truth of the first one third of the 42 normal pedestrian walking event and the non-walking intervals between them have been manually labeled as training data. ResNet 2.0 [157] has been used as the training network. The first one third of the samples are used as training data and others are used for verification.

5.3.1.5 Results Validation

For validating the detection results, two evaluation metrics are deployed for measuring the level of accuracy of the detection results which are Accuracy and False Positive (FP) Rate. They are calculated using the following equations,

\[
Accuracy = \frac{Y_{total} - Y_{miss}}{Y_{total}} \times 100\% \quad (5 - 22)
\]

\[
False Positive Rate = \frac{T_{FP}}{T_{FP} + T_{TN}} \times 100\% \quad (5 - 23)
\]

where \(Y_{total}\) is the total number of times of pedestrian passing, \(Y_{miss}\) is the total number of times of missing detection, \(T_{FP}\) is the total time duration of detecting pedestrian existence when there is actually no pedestrian exists, \(T_{TN}\) is the total time duration of detecting pedestrian presence when there is actually any pedestrian exists, and \(T_{FP} + T_{TN}\) is the total time duration of no pedestrian existence during the experiment. Since the window size is set as 0.2 second, when there is no pedestrian exists, the time duration of detecting pedestrian existence is calculated by multiplying the number of detections of pedestrian passing by the window size.

5.3.2 Experimental Design

In this paper, the pedestrian existence and moving direction will be sensed based on Wi-Fi CSI in both indoor and outdoor environments. The Wi-Fi CSI data is collected by an open-source software tool that runs on the GIGABYTE 4570R computer with the Intel Wi-Fi Link 5300 wireless NIC
chipset [158]. The Wi-Fi CSI sensor can capture CSI for 30 groups of subcarriers, spread evenly among the 56 subcarriers of a 20 MHz channel or the 114 carriers in a 40 MHz channel. Three 4DBi omnidirectional antennas are connected with the Wi-Fi chipset of receiver and transmitter respectively. The detailed information about the study sites and experimental design are introduced in the following sections.

5.3.2.1 Study Site

As shown in Figure 5-23, two study sites were selected for conducting the designed experiments in both indoor and outdoor environments. In both environments, the Wi-Fi packet receiver and transmitter were put on chairs with about 50 centimeters from the ground, and the distance between the receiver and the transmitter is set as 3.5 meters. The transmitter keeps sending Wi-Fi packets with a specific sampling ratio during the experiments, and the receiver was set as a listener mode. Multiple volunteers walk through the Line of Sight (LoS) back and forth. In addition, there is a video camera recording the volunteers’ movements for validating the results of Wi-Fi CSI detection. Detailed information about data collection is introduced in the next section.

![Figure 5-23 Study Sites. (a) Indoor Environment, and (b) Outdoor Environment](image-url)
5.3.2.2 Data Collection

The data collection work was conducted in both indoor and outdoor study sites. Totally, we have 4 volunteers for collecting data. All volunteers are male with similar height and weight. They walked through LoS one person at a time with the normal walking speed of about 1 meter per second. We count passing the LoS once is one time of pedestrian existence. The total data collection duration is one hour for each site. In addition, as claimed in previous studies, the sampling ratio is an influential factor for the detection accuracy [159]. To explore the influence of sampling ratio in this application scenario, we repeat the data collection work in three different sampling ratios which are 100Hz, 500Hz, and 800Hz. The description of the dataset is presented in Table 5-7.

<table>
<thead>
<tr>
<th>Sampling Ratio</th>
<th>Environment</th>
<th># Pedestrian</th>
<th>Direction 1</th>
<th>Direction 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>100Hz</td>
<td>Indoor</td>
<td>130</td>
<td>65</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>Outdoor</td>
<td>154</td>
<td>77</td>
<td>77</td>
</tr>
<tr>
<td>500Hz</td>
<td>Indoor</td>
<td>49</td>
<td>24</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Outdoor</td>
<td>48</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>800Hz</td>
<td>Indoor</td>
<td>24</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Outdoor</td>
<td>27</td>
<td>14</td>
<td>13</td>
</tr>
</tbody>
</table>

5.3.3 Numerical Results

5.3.3.1 Wi-Fi CSI Signal Pre-Processing

Figure 5-24 shows the Wi-Fi CSI signal pre-processing results using the CSI data collected by three sampling ratios in the indoor environment. The presented results were randomly selected which cover 50 seconds of the experimental time periods for all three sampling ratios. The subplots in Figure 5-24, from the top to the bottom, the original Wi-Fi CSI signal of 30 subcarriers, the waveforms of subcarriers 1, 10, 20 and 03 after signal pre-processing, and the normalized average amplitude of 30 subcarriers are presented respectively. For the base signal of original subcarriers,
since it contains lots of random noise and the signal is in higher frequency, the fluctuation caused by pedestrian existence cannot be observed directly. In addition, due to the higher frequency in the signal collected in 500Hz and 800Hz sampling ratio, the signal trend has more fluctuation which is uniformly distributed in the time domain than the signal collected in 100Hz. After signal pre-processing, the waveforms of each subcarrier are smooth (see the mid-subplots of Figure 5-24 (a), (b) and (c)). For the CSI signal collected in 100Hz, the perturbation caused by pedestrian existence is obvious, and all subcarriers share a similar fluctuation trend. However, for the CSI signal collected with 500Hz, on account of the signal perturbation caused by walking movement is around 40Hz [156], the signal in 500Hz would be also sensitive to the pedestrian gait and gesture. Thus, the signal waveforms of the CSI signal collected in 500Hz has more minor fluctuations (see the mid-subplots in Figure 5-24 (b)). For the waveform of CSI signal collected with 800Hz, since it can be more sensitive to the influence of the electromagnetic wave generated by other devices in surrounding areas. Thus, the waveform of the CSI signal collected in 800Hz is the most disorderly (see Figure 5-24 (c)). Finally, the normalized average amplitude of all 30 subcarriers in the time domain is shown in the bottom-subplots of Figure 5-24. It is obvious that the fluctuation caused by pedestrian existence can be observed in the data collected in 100Hz (bottom-subplots in Figure 5-24 (a)). However, since the CSI signal collected with 500Hz and 800Hz can capture the movements of other objects or the influence of the electromagnetic wave generated by other devices in the building, the waveforms contain plenty of disorderly fluctuations.
Figure 5-24 Wi-Fi Signal Pre-Processing Results in Indoor Environment. (a) 100Hz Sampling Ratio, (b) 500Hz Sampling Ratio, (c) 800Hz Sampling Ratio.
Figure 5-25 Wi-Fi Signal Pre-Processing Results in Outdoor Environment. (a) 100Hz Sampling Ratio, (b) 500Hz Sampling Ratio, (c) 800Hz Sampling Ratio.
Figure 5-25 shows the signal pre-processing results based on the data in the outdoor environment. It is similar with the signal pre-processing results based on the data collected in indoor environment the signal perturbation caused by pedestrian existence is obvious in the signal collected in 100Hz (see Figure 5-25 (a)) after signal pre-processing, and the waveforms of the signal data collected in higher sampling ratios have more minor disorderly fluctuations and the level of disorder increased as the sampling ratio increases (see Figure 5-25 (b) and (c)).

5.3.3.2 Pedestrian Existence Detection

For the pedestrian existence detection, the normalized average CSI amplitude in the time domain was used to identify the pedestrian existence based on the proposed algorithm. Table 5-8 shows the detection results for both indoor and outdoor environments for three different sampling ratios.

<table>
<thead>
<tr>
<th>Sampling Ratio</th>
<th>Environment</th>
<th># Pedestrian</th>
<th># Correct Detection</th>
<th>Accuracy</th>
<th>FP Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>100Hz</td>
<td>Indoor</td>
<td>130</td>
<td>129</td>
<td>99.23%</td>
<td>0.26%</td>
</tr>
<tr>
<td></td>
<td>Outdoor</td>
<td>154</td>
<td>147</td>
<td>95.45%</td>
<td>1.53%</td>
</tr>
<tr>
<td>500Hz</td>
<td>Indoor</td>
<td>49</td>
<td>46</td>
<td>93.88%</td>
<td>2.07%</td>
</tr>
<tr>
<td></td>
<td>Outdoor</td>
<td>48</td>
<td>45</td>
<td>93.75%</td>
<td>2.11%</td>
</tr>
<tr>
<td>800Hz</td>
<td>Indoor</td>
<td>24</td>
<td>13</td>
<td>54.17%</td>
<td>15.47%</td>
</tr>
<tr>
<td></td>
<td>Outdoor</td>
<td>27</td>
<td>10</td>
<td>37.04%</td>
<td>21.26%</td>
</tr>
</tbody>
</table>

According to the results, the detection results based on the data collected in the 100Hz sampling ratio in the indoor environment achieved the best accuracy and the lowest FP rate. The accuracy is close to 100% and the FP rate is close to zero. As the sampling ratio increased from 100Hz to 800Hz, the accuracy and FP rate became worse. Since the 800Hz sampling ratio is too high, the Wi-Fi CSI signal is not only impacted by pedestrian existence but also is influenced by the other electromagnetic wave and the movements of minor objects in the surrounding area. Thus, the accuracy of the detection results dropped a lot comparing to the results calculated by 100Hz data and 500Hz data. Besides, since the environmental factors are more unstable in the outdoor
environment, the results of the outdoor environment were worse than the results of the indoor environment for the data of all three sampling ratios. But the detection accuracy in the outdoor environment is still at an acceptable level.

5.3.3.3 Pedestrian Moving Direction Recognition
Once a pedestrian existence event is detected, the proposed algorithm was utilized for recognizing the moving direction of the pedestrian. During the data detection procedure, only one person passing the LoS at a time. Thus, the moving direction is unidirectional. As the data collected with the 100Hz is the most effective in this implementation for pedestrian existence detection, so we only recognized the moving direction of the pedestrian for the data collected with the 100Hz sampling ratio. Table 5-9 shows the results of the moving direction recognition. For the indoor environment, the accuracy is 100% and 96.92% for both two directions. For the outdoor environment, since the stability of the Wi-Fi CSI signal is worse than in the indoor environment, the accuracy dropped a little comparing to the results of the indoor environment. However, the level of accuracy is still acceptable with 92.21% and 93.51% of two directions, respectively.

Table 5-9 Validation Results of Moving Direction Recognition using The Dataset in 100Hz

<table>
<thead>
<tr>
<th>Environment</th>
<th>Direction 1</th>
<th>Direction 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># Pedestrian</td>
<td># Correct Detection</td>
</tr>
<tr>
<td>Indoor</td>
<td>65</td>
<td>65</td>
</tr>
<tr>
<td>Outdoor</td>
<td>77</td>
<td>71</td>
</tr>
</tbody>
</table>

5.3.3.4 Pedestrian Speed Estimation
The proposed Approach 1 and 2 were both conducted for the comparison purpose. These approaches would accurately measure the overall time of a pedestrian walking by the Wi-Fi CSI sensor and across its sensing zone.
5.3.3.4.1 Approach 1 Moving Average

A representative sample of detection results of approach 1 is shown in the following figure.

In Figure 5-26, the blue line is the original amplitude data of subcarrier 1 of antenna 2, the orange line is the detection result of approach 1, value of 1.0 indicates the existence of pedestrian. Comparing to pinpointing the start and end of pedestrian existence from the original signal, usage of correlation features and neural network identification can generate a sharper edge of detection in the orange line and could explicitly show the time of pedestrian existence.

![Figure 5-26 A Sample Detection Result of A Pedestrian in The Experiment by Approach 1](image.png)

For the 42 samples of normal walking samples, the distribution of measured pedestrian crossing time by fixed threshold approach is illustrated in the following figure:
Figure 5-27 Distribution of Detected Pedestrian Walking Time Measured by The Fixed Threshold Approach

The distribution of calculated pedestrian crossing speed by fixed threshold approach is shown in the following figure.
Figure 5-28 Distribution of Detected Pedestrian Speed Measured by The Fixed Threshold Approach

The mean of speed measured by this approach is 1.29m/s and the standard variation is 0.58m/s. From Figure 5-28, we can see that the main reason for the high variance is that for a few samples, the measurement gave result that is abnormally high. Eliminating them gives a result of 1.13m/s in mean speed and 0.34m/s in standard deviation.

5.3.3.4.2 Approach 2 Neural Network

A sample of pedestrian crossing time detected by Resnet is illustrated in Figure 5-29:

Figure 5-29 A Sample Detection Result of a Pedestrian in The Experiment by Approach 2

It is similar with Figure 5-26, the blue line is the original amplitude data of subcarrier 1 of antenna 2, the orange line is the detection result, namely the output of the neural network, of approach 2. A higher output of the neural network indicates higher probability of pedestrian existence. Comparing to the original data and the detection result of approach 1, this neural network approach could generate a sharp detection edge similar with approach 1. Moreover, this
approach does not have hard threshold which naturally generates sharp edge of detection, but rather indicates a sharp transition of subcarrier correlation between pedestrian existence and non-existence.

For the 42 samples of normal walking samples, the distribution of measured pedestrian crossing time by Resnet is illustrated in the following figure:

![Figure 5-30 Distribution of Detected Pedestrian Walking Time Measured by The Neural Network Approach](image)

The distribution of calculated pedestrian crossing speed by ResNet is shown in the following figure.
The mean of speed measured by this approach is 1.27m/s and the standard variation is 0.46m/s. From Figure 5-31, we can see that the main reason for the high variance is that for a few samples, the measurement gave result that is abnormally high. Eliminating them gives a result of 1.06m/s in mean speed and 0.21m/s in standard deviation.

5.3.3.4.3 Discussion of detection result of approach 1 and 2
As illustrated in Figure 5-27 and 5-28, the most of crossing time measured by approach 1 is between 0.7 to 1.6s, with most samples around 1.1s. For speed measurement, most samples have a measured speed between 0.8m/s to 1.5m/s, with a few samples being the outlier at speed of 2.5m/s to 3.0m/s. Comparing to the usual pedestrian walking speed around 1.2m/s, the outlying measurement outcomes is significantly higher and should be considered erroneous. However, the outlier samples only occupy few percentages of the samples. Removing the outliers, the
measurement result has a median of 1.13m/s, which is very close to the empirical pedestrian walking speed.

For approach 2, as shown in Figure 5-30 and 5-31, the most of crossing time measured by approach 1 is between 0.6 to 1.2s, with most samples around 0.8s to 1.1s. For speed measurement, most samples have a measured speed between 0.8m/s to 1.5m/s. There are also some outlying results in this approach and their number is slightly higher than the number in approach 1, but both proportions are low. Removing the outliers, the measurement result has a median of 1.06m/s, which is very close to the empirical pedestrian walking speed. Comparing to approach 1, the velocity measurement result is relatively lower, and the result is slightly more unstable reflected by the number of outliers.

Overall, the two proposed approaches are efficient in measuring pedestrian velocity and could measure pedestrian velocity reliably in most circumstances.

5.3.3.4.4 The discussion about factors influencing speed measurement
In general, multiple factors could influence the result of speed measurement. The actual walking space for pedestrian is not a line without width in the experiment. In the samples, the pedestrian could be in the middle or relatively closer to the left or right side of the lane. Pedestrian walking in different lines could have different actual sensing range since it crosses the detection zone in different manners. This could impact the received signal since the obstacle for the signal and the length of sensing range are different in different samples. Another factor that could influence the result is the gait situation caught by the sensor. Since the sensing window is around 1s, pedestrians in various samples could be in varied part of his or hers gait cycle. This difference in walking manner could also affect the result of speed measurement.
5.3.4 Concluding Remarks

In summary, this research demonstrated the feasibility and the reliability for sensing pedestrian existence, recognizing pedestrian moving direction and estimating pedestrian moving speed using the Wi-Fi CSI signal. The experiment data was collected using three different sampling ratios in both indoor and outdoor environments. Hampel Identifier, Linear Interpolation, Kalman Filter and Wavelet Transform were employed to pre-process the Wi-Fi CSI raw signal. The pedestrian existence detection relied on the level of fluctuations of the normalized average CSI amplitude in the time domain. The pedestrian moving direction is recognized based on the Fresnel zone theory. The results indicated the proposed detection method based on the Wi-Fi CSI signal with the 100Hz sampling ratio achieved the best accuracy in pedestrian existence detection which is 99.23% in the indoor environment and 95.45% in the outdoor environment. For pedestrian moving direction recognition, the results of the outdoor environment are worse than those of indoor environments due to the more environmental influence. But the detection in the outdoor environment still achieved an acceptable accuracy with 92.21% and 93.51% of two directions, respectively. For pedestrian speed estimation, the proposed methods are effective to estimate accuracy pedestrian moving speed. The future research will continue in overlapped pedestrian identification, and pedestrian, bicyclists, and wheelchair classification.
Chapter 6. DISCUSSIONS

The proposed wireless sensing methods and technologies provide a real-time way to detect some traffic parameters of transit rider and non-motorized traffic which are hard to achieve accurate values by the existing sensing methods and technologies, e.g. O-D information and traffic speed. Traffic Data collection is the first step for improving and understanding traffic mobility. How the novel traffic data sources can benefit improvements in transportation systems still need more efforts in data mining and modeling. Thus, the first sub-section of this chapter introduces some potential implementation scenarios that may lack effective solutions based on the existing data sources. In addition, besides the aforementioned three uncertainties, other issues, e.g. randomized MAC address, been generating impacts on traffic sensing methods based on passive Wi-Fi and BT sensing technology. Hence, the second sub-section presents an evaluation of the impacts of MAC address randomization.

6.1 POTENTIAL APPLICATION OF THE PROPOSED WIRELESS SENSING METHODS AND TECHNOLOGIES

Traffic Congestion Spatial Causal Factors Identification Based on Wireless Sensing Data

Unlike traditional traffic sensing methods, wireless sensing not only can extract traffic parameters of roadway networks, e.g. traffic volume, travel time and traffic speed, but also the O-D information of a sample of travelers can be achieved. The O-D information can tell the spatial distribution of the locations where mainly generates and attracts traffic mobility. The basic traffic parameters only can help to observe the traffic status of road networks. By combining O-D information and basic traffic parameters, the traffic flow can be observed in detail. When traffic congestions occur, the origins of the traffic which mainly contribute to traffic congestions can be
explored, and even the magnitude of the contribution to traffic congestions can be quantified. Once the hotspots for generating traffic congestions are determined, transportation managers can build control strategy for traffic optimization. Thus, developing an algorithm to identify the spatial causal factors of traffic congestions can be an important future research topic.

**Assisting Autonomous Driving by Cooperating with On-Vehicle Sensing System**

Autonomous driving relies on in-vehicle sensing systems that assist drivers or fully control vehicles while driving and parking [160]. By far, environment perception and understanding remains to a critical challenge for autonomous driving [161]. Specifically, precise 3-D detection of vehicles and pedestrians [162], and understanding road users’ intentions [163], are needed for roadway traffic decision making and parking assistance. Current advanced driving systems mainly rely on in-vehicle Light Detection and Ranging (Lidar) and cameras for environmental perception [164], which work well under certain circumstances, but has the following limitations:

1) relying on only in-vehicle sensors makes the perception system be limited in both spatial (limited horizontal and vertical fields of views and suffering from occlusions) and temporal (only observing other traffic participants for a limited amount of time and hard to fully understand their intentions) dimensions [165];

2) Vehicle lidar sensors are expensive, require a high communication bandwidth for transmitting the generated huge amount of point cloud data and suffer from degraded performances in cases of rain, snow, fog, and dust [166];

3) In-vehicle cameras are suitable for 2-D vehicle and pedestrian detections [167], [168] but have poor performances when used for 3-D object detections [169].

By having the proposed wireless sensing methods and technologies for non-motorized traffic monitoring, the affluent real-time data being collected by the road-side wireless sensing equipment
can be used as complementary data resources to broaden the views of current driving perception systems in both spatial and temporal dimensions. Multiple challenges (such as occlusion issues and low precisions of monocular 3-D detections) can be solved by fusing the real-time data of in-vehicle sensors and road-side wireless sensing devices instead of solely relying on in-vehicle sensing technologies.

**Improving the Understanding of the Impacts of Built Environment on Non-Motorized Traffic Demand**

The impacts of built environment on traffic demand is quite important for transportation planning purpose. Previous studies demonstrated the non-motorized traffic demand is highly corrected with built environment of urban areas [170]–[172]. However, due to the lack of non-motorized traffic data, the impacts are hard to be quantified. By having the proposed wireless sensing methods, the non-motorized traffic data can help with the improvements of the understanding of the built environment impacts on non-motorized traffic demand, therefore future improving non-motorized transportation infrastructures.

### 6.2 Evaluation of Randomized MAC Address Impacts

In 2014, Apple Inc. initialized a new function called MAC address randomization in iOS 8 operation system [173]. After that, Android and Windows systems started to employ MAC address randomization function. Basically, randomized MAC address is not a global unique identifier, and re-identification based on MAC address is no longer feasible if all MAC addresses are randomized. It generates considerable impacts on device-based wireless sensing for traffic parameter extraction. However, for the randomized MAC address, there are no existing literatures discussing or demonstrating its impacts on the traffic sensing methods based on passive Wi-Fi and BT-based
sensing technology. In this section, the impact of MAC address randomization is discussed based on a long-term data set collecting in Shanghai City and Seattle.

A MAC address is either globally unique or locally assigned. A global MAC address is the hardware MAC address of each WBM device, which is a globally unique identifier assigned to its network interface controller by the manufacturer. While, a locally assigned MAC address is assigned temporarily to override the global address, which is either randomized by the operating system for protecting privacy or generated for special local communication services [174]. The type of a given MAC address can be identified by the Universal/Local (U/L) bit in it (see Figure 6-1), which is the second-least significant bit of the first octet of the address. When the U/L bit is set as 1, the MAC address is locally assigned, otherwise the MAC address is globally unique [175].

![Figure 6-1 Universal/Local bit in a MAC address](image)

Figure 6-1 Universal/Local bit in a MAC address

Figure 6-2 presents a comparison of global MAC address rate in two places. In Figure 6-2 (a), the long-term monthly unique MAC address detection rate and global MAC address rate of the data set collecting in Shanghai City is presented. 50 hours data which were randomly selected between 8 a.m. to 20 p.m. are considered as the representatives of one month. The solid blue line displays the average hourly detection rate of unique MAC address by one MAC address detector. According to the results, from November 2017 to January 2020, the detection rate was relatively stable ranging from 400 to 500. After January 2020, it was rapidly dropped under 100 due to the quarantine policy. The cyan line displays the globally unique MAC address rate of 50 hours data.
Seen from the figure, from November 2017 to August 2019, the rate gradually decreased from 35% to 18%, and then, the rate is relatively stable ranging from 15% to 20%. The interpretation can be that some of the cellphone manufacturers gradually enhanced the privacy protection function of cellphones by launching new embedded MAC address randomization mechanism before August 2019. After that, there are probably no manufacturers newly initialize function for randomizing MAC address, therefore the global MAC address rate remains stable.

Figure 6-2 (b) shows the globally unique MAC address rate of the data collected in Seattle. Five MAC address detectors were installed along SR-522 for data collection from October 17th to November 3rd, 2019. In this figure, three statistics are displayed, including the number of unique MAC address collecting by each MAC address detector which is shown in orange bars, the number of global MAC address collecting by each MAC address detector which is shown in blue bars, and the global MAC address rate of the data collecting by each MAC address detector which is shown in dashed red line. Basically, the number of unique MAC address collecting by each MAC address detector is various. Whereas, the global MAC address rate of each MAC address detector is relatively consistent through all MAC address detectors. Besides, it is noticed that the global MAC address rate of the data collecting in Seattle is almost tripled the global MAC address rate of the data collecting in Shanghai City. The reason could be the lower frequency of people changing cellphones in Seattle. Thus, the MAC address randomization function is still inactivated for the most of cellphones are in use.
Besides the global MAC rate, the vendor distribution of global MAC address probably can tell the status of MAC address randomization implementation. Figure 6-3 (a) and (c) show the vendor distribution of global MAC address collecting in Shanghai City and Seattle. The vendors occupying less than 0.5% global MAC address were integrated into the “Other” category. For the global MAC address collecting in the study site, there are six vendors, including “Other” category, dominate the global MAC address generation, which are Xiaomi, HUAWEI, OPPO, Apple, Inc, and vivo. The proportion of rest of the vendors is less than 2%. In the data collecting in Seattle, there are 11 vendors generated over 2% of global MAC address. Among them, except for the
“Other” category, 4 of them are the manufacturers of automotive technology, e.g. ALPS Electrics, eSSys, Garmin International, and Pioneer Corporation. Comparing the vendor distribution of global MAC address with the market share of cellphones in China and the US which is shown in Figure 6-3 (b) and (d), it is consistent that, in China, the top six vendors in the rank of vendor distribution of global MAC address shared over 90% percentage cellphone market in China in 2019. However, in the US, the ranking order in two ranks are quite different. Levono achieved the top one order in the rank of vendor distribution of global MAC address that 24.41% global MAC addresses of Levono’s WBM device were detected. For the vendors, e.g. Apple, Samsung, and LG Electronics, they shared over 80% cellphone market in 2018 and 2019, however, only about 15% global MAC addresses of these vendors were detected.

In summary of the analysis about global MAC address rate in two data set, the major manufacturers have not implemented MAC address randomization according to the data collecting in Shanghai City, but some of minor vendors have implemented. The current global MAC address rate is stable around the level of 18% based on the long-term data analysis. The average hourly global MAC address detection rate is about 100 for one MAC address detector. Thus, the level of data quantity still can support the sensing system to capture enough valid MAC trips for the multi-modal traffic speed estimation. In the dataset collecting in the US, even some major cellphone manufacturers have implemented MAC address randomization due to the privacy concerns, other cellphone and automotive devices still can provide considerable amount of global MAC address data, the average global MAC address rate is over 50 %, to support the implementation of the proposed system.
Figure 6-3 Vendor Distribution of Global MAC Address and Market Sharing of Vendors. (a) Vendor Distribution of Global MAC Address Collecting in Tongji University, (b) Market Share of Cellphone Vendors in China, (c) Vendor Distribution of Global MAC Address Collecting in Seattle, and (d) Market Share of Cellphone Vendors in US
Chapter 7. CONCLUSIONS AND FUTURE WORK

7.1 SUMMARY OF CONTRIBUTIONS

As data-driven traffic modeling approaches enhance traffic management and control systems with smarter intelligence, lower latency, better reliability than traditional traffic analysis methods, the advancement of traffic modeling for mobility pattern exploration, traffic control, and network optimization relies on real-time traffic data with more weights. The existing traffic sensing methods work reasonably well on sensing dynamic movements of motorized vehicles. However, collecting traffic data of transit rider and non-motorized still faces challenges. As the prevalent usage of smartphones, previous studies developed sensing methods for transit riders and non-motorized traffic by identifying WBM devices instead of detecting travelers directly. The findings of previous research presented the feasibility and effectiveness of such sensing technology which is called wireless sensing. Nevertheless, it is still limited in sensing accuracy and sample representativeness due to three types of uncertainties, including traffic mode uncertainty, localized spatial uncertainty, and population uncertainty. This dissertation proposes methodologies to reduce the errors caused by the introduced three types of uncertainties for transit rider and non-motorized traffic data acquisition. The proposed algorithms are validated by comparing the modeling results and the ground truth data. The major contributions of this dissertation can be summarized as follows.

Transit Ridership Flow Monitoring

1) An algorithm is designed to separate the wireless signals of passengers and non-passengers based on Fuzzy C-Means clustering.
The population number of passengers is estimated based on the proposed algorithm based on Random Forest regression.

The architecture of the system for monitoring real-time public transit ridership flow is designed based on the customized Wi-Fi and BT MAC address detector.

The proposed system is implemented on three transit routes in Seattle for collecting wireless sensing data. The ground truth data is collected manually for validating the performance of the proposed algorithms by comparing with other selected baseline models. The evaluation results indicate that the proposed algorithms are accurate.

The performance of the proposed algorithm is also compared with the existing filtering methods. The experimental results indicate the proposed algorithm can highly improve the estimation accuracy.

Multi-Modal Traffic Speed Monitoring

An algorithm is developed to correct the estimated traffic speed based on Received Signal Strength Indicator of Wi-Fi and BT signals. Ground truth speed measurements and the estimated traffic speed of 408 trips are compared to validate the performance. The accuracy of the proposed algorithm can be implied based on the comparison results.

Traffic mode identification algorithm is proposed based on a designed semi-supervised Possibilistic Fuzzy C-Means clustering algorithm. Multiple baseline algorithms are selected for the evaluation purpose. The evaluation results demonstrate the advantage of the algorithm in terms of accuracy.

A real-time multi-model traffic speed monitoring system is designed to explicitly describe the required components and the data streaming among the components. The proposed architecture can be used as a guideline for implementations.
4) A multi-modal traffic speed estimation algorithm is established for estimating traffic speed of the road networks covered by customized MAC address detector in a real-time way. The accuracy of the proposed algorithm is evaluated based on the comparison of estimated results and ground truth data. The evaluation results indicate the proposed algorithm is accurate for all three traffic modes, including walk, bike, and car modes.

**Pedestrian Dynamic Movements Detection**

1) An algorithm framework is developed for Wi-Fi CSI signal denoising method based on Hampel Identifier, Linear Signal Interpolation, Kalman Filter and Wavelet Transform.

2) Pedestrian existence detection method is designed based on the level of fluctuations of the normalized average CSI amplitude in the time domain.

3) An algorithm for identifying pedestrian moving direction is built based on Fresnel Zone theory.

4) Pedestrian moving speed estimation algorithm is established based on extracted features of Wi-Fi CSI signals.

5) The proposed algorithms are evaluated by the data collecting in indoor and outdoor environments with different Wi-Fi CSI sampling ratios. The evaluation results demonstrate the accuracy of the proposed algorithms.

7.2 **Future Works**

This dissertation provides solutions to address three major uncertainties that cause considerable errors to the traffic parameters extracted from wireless sensing data. However, there are still some issues that need to be solved when it is applied in large-scale implementations or under more complex traffic conditions. Thus, future research in this direction includes the following specific topics.
Addressing Route Uncertainty of Wireless Sensing

This dissertation provides the solution to identify traffic modes and estimate traffic speed for a roadway network which has wireless sensors installing at every intersection. In this case, only one route between two adjacent sensing points. However, when it is implemented in a large-scale road network for traffic monitoring, it is hard to deploy sensors at every intersection. There are might have several potential routes for travelling between the adjacent sensing points. Thus, such route uncertainty can potentially hurt the sensing results in terms of accuracy. Future research should target a solution dedicating to reduce the impacts caused by route uncertainty, therefore enhancing the whole system.

Solving Population Uncertainty Caused by MAC Address Randomization

Since 2014, cellphone manufacturers initialized MAC address randomization mechanism due to privacy concerns. In Chapter 4, the status of MAC address randomization is analyzed based on long-term wireless sensing data collecting in two places. Based on the analysis results, there are no cellphone manufacturers newly initialize randomized MAC address during the recent years. Besides, it is found that the ratio of randomized MAC is about 80% in China and 40% in the US. In China, the major cellphone vendors have not deployed MAC address randomization, but it has been deployed by US major cellphone vendors. Although it demonstrates that multi-modal traffic speed monitoring is not highly impacted by MAC address randomization, the population uncertainty of wireless sensing data is certainly influenced by it. Thus, establishing solution to solve population uncertainty caused by randomized MAC address is a significant research direction.

Enhancement of Device-Free Wireless Sensing for Non-Motorized Traffic Monitoring
In Chapter 5 of this dissertation, the feasibility of device-free wireless sensing for pedestrian monitoring is thoroughly demonstrated. It certainly reduces the population uncertainty of device-based wireless sensing to some extent. However, there is way more to go for real implementations of such technology. The future research includes distinguishing bicyclist, pedestrian, and wheelchairs, identifying overlapped travelers, and crowd event identification based on device-free wireless sensing data as well.
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