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Humans perceive the world in three dimensions and can interpret the hidden part of objects and scenes despite partial observations and occlusions. This level of understanding comes from imagining the hidden surfaces based on the knowledge of object shapes, scene arrangement, and high-level inference based on common scene patterns. Understanding the 3D scene with the object-level composition of its components is essential for meaningful interaction with surrounding objects in the real world physical environments.

In this thesis, first, we consider the problem of scene understanding where we show that if we can decompose a scene into its prominent objects, then we can start analyzing the scene. This enables us to infer high-level information about the scene structure, such as scene recognition and scene completion. Second, we introduce a novel perspective of recomposing the CAD model of the scene. We propose transforming raw visual sensory observations in order to re-create the scene with corresponding 3D object-level components. Towards this goal, we take advantage of large databases of object CAD models and leverage learning methods to solve this problem for real-world scenes at scale. Our scene CAD recomposition re-creates the scene by matching, placing, and aligning the objects from a database of thousands of CAD models. We also propose learning-based methods to automatically recompose the scene from a single-view RGB image as well as a sequence of RGB-D images for whole scene recomposition. Finally, we incorporate scene recomposition to solve a robotic object interaction problem. By means of technical analysis and
experimental studies on real-world scenes, we validate that our novel object-level scene recomposition perspective provides a useful and yet concise representation that can facilitate accomplishing downstream tasks such as object manipulation in robotics. This thesis takes first steps towards developing a fully automatic system for recomposing scenes, and we hope our work inspires future research both on 3D learning and recomposition applications.
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Chapter 1

INTRODUCTION

We humans perceive the world as a 3D structure composed of parts, pieces, objects, and spaces. To interact and live in our world, we constantly rely on our perceived 3D cues such as shape, depth, size, and distances to objects. Similarly, an artificially intelligent agent needs to understand our 3D world in order to be a helpful tool and a good human companion. The major goal of this thesis is to pose 3D scene understanding as a learning problem. We propose novel scene understanding methods and techniques for object-based scene analysis and object-level 3D scene CAD recomposition as well as application to a real-world robotics problem. We introduce the 3D Scene CAD recomposition problem from raw sensory data. 3D Scene CAD recomposition is the object-level scene recreation using thousands of object CAD models such that the recreated 3D scene matches the real scene as close as possible. This inevitable need to write programs that see and describe the 3D world [118] has challenged computer vision scientists since its emergence in the 1960s.

The perception of the visual world is a hallmark of artificial intelligence. Perhaps, the earliest perceptual psychology work that influenced computer science had been the Helmholtz machine. Helmholtz coined “unconscious inference” in 1867 to describe an essential mechanism in the formation of visual impressions. Later, in 1950, James J. Gibson suggested that the nervous system actively constructs conscious visual perception. Building upon the assumption that humans utilize depth cues from perceiving an array of objects, Gibson pointed out the importance of studying the visual world of objects and surfaces in his “Perception of the Visual World” book [49]. Being influenced by Gibson’s depth cues about the effects of perspective, texture gradient, and illumination variations [49], Lawrence Roberts proposed 3D reconstruction from 2D images. Lawrence argued that “The process of creating an object list from a picture is mainly mathematical, based on the
natural laws of the space around us.”. In his 1963 Ph.D. thesis, Lawrence Roberts processed the edge information in a photograph aiming to obtain a three-dimensional description. His idea was to carefully utilize the natural three-dimensional properties in projective transformation to mathematically identify objects and compute their poses and orientations in the space [129] (see Figure 1.1 part (a)).

Roberts’s vision illuminated a path that resulted in seminal research works for robot vision. During the 1970s and 1980s, three-dimensional interpretation of 2D images gained interest, and “block-piling automation” was explored as one of the major research projects in Artificial Intelligence [14, 17, 63]. One of the earliest, and yet remarkably beautiful, manifestations of a complete “closed loop” AI system that integrates 3D perception and robotic control appeared in “MIT AI Lab Copy Demo” lead by Patrick Winston in the 1970s [174]. With a group of researchers at MIT, Winston created a robot with all three major components of sensing, planning, and actuation that could build a copy of a block structure. With the help of his team, Winston presented this breakthrough demo to his advisor Marvin Minsky via a 15-minute film titled “Eye of the Robot” [1] (see Figure 1.1 part (b)).

Followed by those efforts, a whole field of geometric computer vision grew during the 1990s, devoted to studying objects’ appearance change as a function of different viewpoints and camera parameters [56, 42, 168, 38, 147, 82]. With the prevalence of digital cameras and the abundance of photos over the Internet in the 2000s, computer vision researchers became interested in data-driven approaches for analyzing the visual data and rediscovering the elements of the world distilled through the filter of a camera lens. For example, data-driven spatial layout estimation was studied
in [60]. In [180], object cuboids were estimated from single images. Later, single object 3D pose estimation from RGB images [8, 95] and depth [142] were developed using hand-crafted features.

The boom of deep learning and the astonishing success of convolutional neural networks in pattern recognition [133, 50, 109, 59, 51], motivated researchers to develop neural networks specialized to different aspects of 3D scene analysis such as depth and surface normal prediction, single object pose estimation, etc. [35, 176, 169]. While those works are valuable and relevant to our work, we propose a complementary approach of elevating classic 3D reconstruction to a new level of object-level 3D scene recomposition by means of 3D deep learning and Computer Aided Design (CAD). Our scene CAD recomposition is inspired by the Roberts’s Ph.D. thesis [129] and motivated by the “MIT AI Lab Copy Demo” [1], we worked to deploy it in a real robotic task. While previously CAD recomposition was not feasible at scale, with the advent of large CAD databases like ShapeNet [20] this scene recomposition becomes tractable for real-world scenes. We believe that 3D reconstruction, by providing a semantic object-level scene description, opens up new research directions for a range of applications.

In this thesis, we study 3D scene learning problem by investigating several research questions: (1) How can we learn to analyze a scene and decompose it into its major components? (2) Suppose we decomposed a scene into a set of objects, can we recompose the scene into an accurate 3D representation? (3) How can scene recomposition facilitate solving major applications of computer vision such as robotics? Figure 1.2 highlights our proposed approaches for tackling the above research questions.

The organization of this thesis is as follows. We start by studying how we can decompose a scene into its major components and how we can learn the structure of natural scenes based on its prominent object components. Learning scene structure enables making solid assumptions about scene layout, such as completing an incomplete scene using major objects. We then focus on 3D scene re-generation. In particular, we introduce the problem of 3D scene recomposition from incomplete visual sensory data. We provide solutions for object-level 3D scene recomposition using single RGB images or sequences of RGB-D images. When single RGB images are used, we can recompose a scene based on visible objects in an image. Having access to a sequence of RGB-
In this thesis we study object-level scene analysis and propose learning approaches for (a) scene structure learning and (b) 3D scene layout estimation. By inferring 3D objects and scene layouts, we introduce a fully automatic object-level scene recomposition technique from (c) single RGB images as well as (d) RGBD sequences. We demonstrate how 3D recomposition can be used for a real application, (e) robotic object manipulation, which involves robot object interaction in the real world.

D images and various viewpoints, we can improve the fidelity and completeness of our 3D scene recomposition and produce an object-level 3D CAD model of large environments. Along with that goal, we also propose a novel learning-based iterative closest point (LICP) technique to infer objects pose and rotation from incomplete point clouds captured with a depth camera. Finally, we consider the challenging problem of nonprehensile robotic manipulation in cluttered scenes as a use case application for scene recomposition. We demonstrate, both qualitatively and quantitatively, that based on scene recomposition, we can devise novel solutions for challenging underactuated
robotic problems with object interactions. We now describe each of these sub-problems and our contributions.

1.1 Object-level Scene Analysis

A scene is created by a set of objects arranged in a space, typically for a special purpose. Naturally, the type of objects that appear in a scene depends on functionality. Therefore, we make the assumption that a scene category imposes tight distributions over the kind of objects that might appear in the scene, the appearance of those objects and their layout. We study the correlation between different objects conditioned on different scene categories to learn scene structure. In our proposed method, we learn scene structure that encodes three main components of a scene: the scene category, the context-specific appearance of objects, and their layout. We compare and evaluate our method to a closely related prior method of Deformable Part Models [40] in detecting objects in a scene and observe that our learned scene structures result in better performance. Our model provides a level of scene understanding that is amenable to deep visual inferences. The scene structure is characterized by learned features that can later be used for scene categorization. Using these features, we also show promising results on scene categorization. Our learned scene structures are also useful in scene completion, by providing a probability distribution over the category of the missing object.

1.2 Single-View Scene CAD Recomposition

By analyzing RGB images of various scenes, we show that we can learn different scene arrangements and infer prominent objects of a scene even from incomplete images. Having access to only single RGB images, can we infer the 3D structure of a scene along with the 3D shapes and style of the objects that have furnished the scene? (see Figure 1.2 part (c)) Can we convert an RGB image (IM) to its corresponding CAD model? We call this problem Image to CAD or IM2CAD for short, and we propose 3D scene CAD model recomposition from a single image. Given a single photo of a room and a large database of furniture CAD models, our goal is to reconstruct a scene that is as
similar as possible to the scene depicted in the photograph, and composed of objects drawn from the database. We present a completely automatic system to address this IM2CAD problem that produces high quality results on challenging imagery from interior home design and remodeling websites. Our approach iteratively optimizes the placement and scale of objects in the room to best match scene renderings to the input photo, using image comparison metrics trained via deep convolutional neural nets. By operating jointly on the full scene at once, we account for inter-object occlusions. We also show the applicability of our method in standard scene understanding benchmarks where we obtain significant improvement.

1.3 Scene CAD Recomposition from RGBD Sequences

Using our proposed IM2CAD method we can create the 3D CAD model of a scene from a single RGB image. How can we handle more complicated scenes, and how can we make our CAD recomposition more accurate and complete by leveraging a sequence of images taken from different viewpoints in the scene? We work to address this question by proposing a fully automatic system for generating a 3D CAD model of the environment from a sequence of RGB-D images. Suppose we move a depth sensor around a room and scan the scene from multiple viewpoints. We can use the scan sequence as input to our proposed method and recompose the room in an object-based CAD model that captures the room shape and contents such as chairs, desks, sofas, and tables.

To generate the object-level scene recomposition, we match, place, and align each object in the scene to thousands of CAD models of objects. This is in contrast to the classic approaches where the geometry is reconstructed. More technically, we propose a novel learning method based on deep reinforcement learning to align CAD models to 3D scans. This approach, which we call Learning-based ICP (LICP), outperforms prior ICP methods in the literature, by learning the best points to match and conditioning on object viewpoint. Our proposed LICP method learns to align using only synthetic data and does not require ground truth annotation of object pose or keypoint pair matching in real scene scans. While LICP is trained on synthetic data and without 3D real scene annotations, it outperforms both learned local deep feature matching and geometric based
alignment methods in real scenes. The proposed method is evaluated on publicly available real scenes datasets of SceneNN [64] and ScanNet [30] as well as synthetic scenes of SUNCG [155]. High quality results are demonstrated on a range of real-world scenes, with robustness to clutter, viewpoint, and occlusion.

1.4 Scene CAD Recomposition for Robotic Nonprehensile Manipulation

Using our proposed scene CAD recomposition, we can generate the object-level 3D representation of the scene, which includes 3D localization of objects in the scene, estimation of their 3D poses as well as objects semantic categories. Our scene CAD recomposition enables robots to interact with objects while taking into account their physical properties, such as their complete shape and geometry. Building upon such scene representation, we propose to use the simulation for predicting the future effects of applying robot actions in a cluttered scene and analyzing the reward of robot action in simulation. We study the problem of nonprehensile robot object manipulation for pushing an object on a surface to a goal location by a real RC-car mobile robot platform. Nonprehensile object manipulation of pushing an object in a cluttered scene is challenging as it involves making and breaking contacts between robot end-effector and the objects as well as object-object contacts. Given a single RGB-D image, we automatically recompose the scene layout that includes the location of 3D objects, their 3D poses as well as objects semantic category labels. Once we recompose the scene CAD model, we run the simulation with different control parameters of a second-order dynamic system controller. Using a predictive reward estimate inside the simulation, we determine the best robot action. Accordingly, we design a closed-loop robot controller where we repeatedly recompose the scene after applying each robot action in the real world. At each step, we run our proposed Real-to-Sim future reward estimation on the updated recomposed scene in simulation and compute the best robot action. We repeat this process until the target object is pushed by the robot to the goal location. We evaluate the performance of our proposed approach on simulated and real-world RC-car robot platform and show high quality results for pushing objects in cluttered scenes.
1.5 Contributions and Roadmap

This thesis is divided into six chapters. Each chapter presents one of our main contributions and provides our proposed algorithm along with the experimental results and closely related work as follows:

**Chapter 2:** In this chapter, we study the scene formation as influenced by objects. We propose to learn object-based scene structures which can provide a high level scene representation. Such structures can be used in multiple downstream tasks, such as improving scene recognition and scene completion. This work is published in [67].

**Chapter 3:** In this chapter, we present IM2CAD which can produce a 3D CAD model of the scene from single RGB images. This work is published in [69].

**Chapter 4:** In this chapter, we present a learning-based full 3D scene recomposition using 3D point clouds. We propose Learning-based ICP (LICP) and generate full environment 3D scene recomposition from a sequence of sensory data in the format of point clouds. This work is published in [68].

**Chapter 5:** In this chapter, we present an application of scene recomposition for solving nonprehensile object manipulation, which is one of the challenging open research problems in robotics. This work is presented in [66].

**Chapter 6:** Finally, we discuss our concluding remarks which motivate future research in several directions.
Chapter 2

INCORPORATING SCENE CONTEXT AND OBJECT LAYOUT INTO APPEARANCE MODELING

What is behind the black box in Figure 2.1? What are the cues that enables human vision to make an intelligent guess about the object behind the box? How can human vision go beyond category prediction and reason about details of pose, style, and material? Such predictions require complex reasoning about several interlacing components that define a scene. The fact that this picture shows a dinning room scene suggests the existence of dinning chairs, dinning table, walls, and windows. By considering the layout of the room and relative locations of the table, walls, windows and other chairs we expect to see a chair behind the black box. But do we expect to see an office chair? How about a rocking chair? By knowing the layout and the scene category we can also make strong predictions about fine-grained categories in the scene. Is the chair behind the box facing the camera? Or we expect to see a lateral view of the chair? The layout of the scene, along with the appearance of other parts in the scene suggests that the chair should be at the $3/4$ view, facing away from the camera and to the table.

We argue that the scene type imposes a tight distribution over the categories of objects in the scene, their layout, and also their context-specific appearance. For example, in an office scene we expect to see a desk, an office chair, and a monitor. The desk should probably be located against the wall, the monitor should be on the desk, and the chair should face the desk. The appearance of the chair is affected by its pose (side views of chairs look different from their front views), type (office chairs typically have one central leg whereas dinning room chairs have four wooden legs), and possible predictable occlusions that one should expect in an office (in an office, chairs are occluded by desks or other office chairs in predictable patterns).

In this chapter, we propose joint learning of scene categories, the context-specific layout of the
Figure 2.1: What is behind the black box? Human observer can make predictions about the category of the object behind the box, its orientation, pose, material and style. By joint reasoning over scene categories, objects, their type, layout and context-specific appearances our method can make correct predictions about what is hidden behind the black box. Four image patches on right are the ones selected by our method based on how well they can fill in the black box.

prominent objects in the scene, and their context-specific appearance. To this end, we need to know the underlying structure of object layouts. This structure can be discovered by exploiting spatially consistent relations among objects with similar appearance.

We cast the problem of joint learning of the scene category, the object layout and their appearance models as a structure learning problem where both the topology of the structure and its parameters are to be learned. The structure corresponds to the spatial relationships between objects; For example, monitors tend to appear on the desks. The layout corresponds to the locations and scales of objects in a scene. Learning the structure of the layout requires optimizing challenging objective functions that aim at incorporating the layout topology, the layout parameters, and the appearance of objects all together. In this chapter we propose approximate solutions to this challenging problem.

Our experimental evaluations show that joint learning of scene categories, object categories, their context-specific layouts and appearance models improves not only object detection but also
scene classification. Our method outperforms state-of-the-art Deformable Part Models (DPM [39]) as well as context based object detection [25] and provides a level of scene understanding that allows deeper inferences about scenes such as those necessary to do Black Box Test (BBT). Also, our method outperforms a strong baseline that observes the content of the image behind the box in BBT.

2.1 Related Work

Our work is related to the efforts done in scene recognition. Space does not allow a comprehensive review of the literature. Here, we briefly mention few related work. Scene recognition has long been regarded as a global classification task and several methods have utilized holistic features for scene categorization [170, 87, 115, 99, 48, 182, 175]. However, as shown in [125], holistic image features fail to provide detailed scene information that is amenable for discrimination between large number of scenes with various configuration of similar objects. Large scale indoor scene classification is an example of such a task. [125] proposed training a classifier using global features combined with local features captured from manually segmented salient regions of the scenes. Following this approach, [117, 152, 140] explore the problem of scene recognition through automatically discovering discriminative scene parts using various techniques. Pandy and Lazebnik [117], utilized Deformable Part Models (DPM) object detector [39] to automatically find the salient scene regions. Sadeghi and Tappen [140] represent a scene via discriminatively discovered scene parts called Latent Pyramidal Regions (LPR). [152] and [34] learn scene parts in a jointly unsupervised/weakly-supervised manner. All these recent approaches [117, 140, 152] seek the use of parts as an intermediate representation of scenes but do not provide any semantics for the discovered parts. [164] presents an exemplar-based approach to image parsing. In an earlier effort, Xiao et. al. proposed the extensive Scene UNderstanding (SUN) dataset with 899 scene categories [179]. In [179] a subset of well-sampled categories (397 categories) of SUN are used to evaluate the state-of-the-art holistic features in scene recognition. To the best of our knowledge, none of the recent scene classification algorithms has considered SUN dataset for evaluation. This is mainly due to the large number of categories and images in this challenging dataset.
On the other side of the spectrum, an object-centric approach represent an image as a pool of pre-trained object detectors (called Object Bank [94, 93]). Scene recognition is performed by learning a scene category classifier using the object score-map as new features [93]. The main limitation of this approach is that the object detectors fail to provide accurate object localization because object models are learned independent from each other and the scene information. In addition, several scene components (e.g. sky, grass, wall, road) can hardly be modeled with object templates while they can be efficiently recognized if the context model is taken into account. In our method we show that learning the scene structure and the layout of prominent scene objects (semantic scene parts) can boost the performance of both scene recognition and object localization.

For improving object detection, [25] proposes an extension of non-maximum suppression that uses contextual information in the form of a single cooccurrences relation tree. [25] takes independently trained detector responses as input and smartly prunes out contextually irrelevant ones which results in improving precision but not recall. However, we have scene specific trees that takes into account the scene specific appearances of objects (chairs in offices look different from chairs in family rooms) and their spatial/contextual relationships in a single framework. Also, we jointly train our detectors and contextual model and improve both object detection and scene recognition.

### 2.2 Proposed Method

Learning the underlying structure of the layout entails reasoning about the appearance of the scene, the context-specific appearance and layout of prominent objects in the scene, and the topology of objects layouts. We cast this joint learning problem as learning the underlying layout structure and the structure parameters.

To setup the notations, assume that $\mathcal{X} = \{x_1, \ldots, x_n\}$ is the set of training images that belong to one of the scene categories $\mathcal{C} = \{c_1, \ldots, c_m\}$. Each image $x_i$ might depict a set of objects $\mathcal{O}_i = \{o_{i,1}^1, \ldots, o_{i,q_i}^i\}$ where $q_i$ corresponds to the number of objects in the $i^{th}$ image. Each training image has a ground truth layout $\mathcal{H}_i$ that indicates the location of bounding boxes of each object $\mathcal{H}_i = \{h_{i,1}, h_{i,2}, \ldots, h_{i,q_i}\}$, $h_{i,1}$ corresponds to the location and scale of the first object in the $i^{th}$ image.
Each scene category $c$ imposes a latent structure (topology) $G_c$ over the layout. A scene structure $S$ for the scene $c$ correspond to the layout of objects, their relative locations, and their appearance models $S^c = \{W^a_c, W^d_c, G_c\}$ where $W^a_c = \{W^a_{c1}, W^a_{c2}, \ldots, W^a_{cp_c}\}$ is the set of $p_c$ appearance models for the objects in the $c$th scene, and $W^d_c$ corresponds to the set of weight vectors that encode relative locations of objects $W^d_c = \{W^d_{c,j,k} | j, k = 1 : p_c\}$. The function $D$ measures how well a scene structure $S^c$ is aligned with an observation $x_i$:

$$D(x_i, H_i, W^a_c, W^d_c, G_c) = \sum_{j=1}^{p_c} (W^a_{c,j} \phi(x_i, H_i, G_c) + \sum_{k=1}^{p_c} W^d_{c,j,k} \psi(H_i,j, H_i,k, G_c))$$

where $\phi$ encodes unary appearance features (in our case vectorized HOG features) and $\psi$ corresponds to binary deformation features (in our case quadratic distance transform function [39]).

Discovering scene structures for a scene category $c$ can be formulated as a structure discovery problem:

$$\min_{G_c, W^a_c, W^d_c, H, \xi} \sum_{j=1}^{p_c} \|W^a_{c,j}\|^2_2 + \sum_{j,k=1}^{p_c} \|W^d_{c,j,k}\|^2_2 + \lambda_1 \sum_{i=1}^{n} \xi_i + \lambda_2 \|G_c\|_\bullet.$$ 

$$D(x_i, H_i, W^a_c, W^d_c, G_c) \geq \max_{H^*} D(x_i, H^*_i, W^a_c, W^d_c, G_c) + \Delta(H_i, H^*_i) - \xi_i \quad \forall i$$ 

$$\xi_i \geq 0 \quad \forall i$$

where $\|G\|_\bullet$ is a form of complexity regularizer over the topology of the structure, and $\Delta$ is a form of structured loss.

Joint optimization over the topology of the structure and the parameter of the structure, the appearance and deformation models of objects, is extremely challenging. This is an optimization over highly interleaving parameters $G$ and $H$. In fact, this is an NP-Hard problem. To approximate this hard optimization we decouple the optimization over $G$ from the rest of the parameters. If $G$ is known, we can rewrite the optimization 2.2 as a form of margin based structure learning problem.
Fixing $G$ and putting $W^a$ and $W^d$ together into $W$ results in:

$$
\min_{W, H, \xi} \|W\|_2^2 + \lambda_1 \sum_{i=1}^{n} \xi_i \\
D(x_i, H_i, W) \geq \max_{H_i^*} D(x_i, H_i^*, W) + \Delta(H_i, H_i^*) - \xi_i \\
\xi_i \geq 0 \quad \forall i.
$$

(2.3)

We use hamming loss for the structured loss $\Delta$ and solve this optimization problem by cutting plane method [162, 183, 161].

Optimizing for $G$ is a challenging problem and requires approximation. Learning for $G$ entails reasoning about which objects will make it to the final layout and what is the topology of the graph connecting these prominent objects. To approximate this, we make use of domain knowledge. Distribution of objects in scenes is known to follow Zipf’s law [179]. Meaning that there are large number of objects which occur very rarely in each scene and have small correlation with other objects in the scene. At the same time, a limited subset of objects exposes strong correlation across instances of a scene category. This suggests pruning scene-specific objects that are rare and relations (edges) that are spatially inconsistent. To this end, we form a Scene-Object graph $SOG_c = (V_c, E_c)$ whose nodes correspond to objects that appeared in scene $c$. The edges $E_c$ correspond to spatial consistency of two objects with respect to each other across samples of scene $c$. Starting from a full graph $SOG_c$, discovering $G$ can be formulated as selecting a set of nodes and edges that maximizes the prominence of objects and spatial consistency of their relations. Since the discovered structure will be used for further inferences, a crucial constraint would be to avoid loops in the resultant structure. More formally, the discovered $G^*$ can be represented as the optimized set of nodes $V^*$ and edges $E^*$ such that:

$$
\max_{\sigma_v, \sigma_e} \sum_{v \in V} \sigma_v \Omega(v) + \sum_{e \in E} \sigma_e \Gamma(e) \\
\text{Subject to} \\
\sum_{v \in V} \sigma_v \leq p_c \\
\sum_{e \in E(N)} \sigma_e \leq |N| - 1, \quad \forall N \subset V, N \neq \emptyset \\
\sigma_e \in \{0, 1\}, \sigma_v \in \{0, 1\}
$$

(2.4)
where $\sigma_e$ and $\sigma_v$ are binary indicator variables that indicate which nodes and edges will make it to the final scene structure, $\Omega(v)$ is proportional to the prominence of each object in a scene, and $\Gamma(e)$ is proportional to the spatial consistency between two objects in a scene and $p_c$ is the total number of objects in scene $c$. The second constraint avoids loop in the final structure. This optimization can be reduced to a form of weighted maximum spanning tree problem. We initialize the tree with the vertex with maximum $\Omega(v)$ and grow the tree by adding one edge at a time which brings the maximum gain to the equation 2.4. We stop this process until there is no edge that increases the total gain more than a certain threshold. In our experiments the prominence function $\Omega(v)$ corresponds to the frequency of object $v$ in the instances of scene $c$. The spatial consistency $\Gamma(e)$ is set to $\frac{1}{\sigma}$ where $\sigma$ is the variance of the Gaussian distribution for the relative spatial location of each pair of objects.

Our learned scene structures include a set of context-specific appearance filters for prominent objects in a scene category and their corresponding deformation models. To be more expressive, we use mixture models for the appearance and deformations for prominent objects. This allows our model to capture context-specific variations within a scene category. Our model encodes the relationships between the layout of the objects and their appearance. For example, the pose of a chair affects the appearance model of the nearby desk.

Inference involves computing equation 2.1 for all possible scene structures and picking the highest scoring one for each image. More specifically, we first find the part convolution scores for all mixtures and take the maximum among mixtures for computing part score in every location of the image. Then distance transform is used to efficiently pass messages from child nodes to their parents. The maximum collected score in the root node is considered as the best scene structure. In the message passing, we save the location of maximum score for each node and use them as the detection of all scene parts for the best inferred structure.

This provides not only the scene category labels but also the layout of prominent objects and their spatial relationships. The scene structures provide a level of understanding for scenes that is much richer than just scene category labels. Our experimental evaluations show that our model can localize objects in a scene significantly more accurate than state-of-the-art object detectors that
2.2 Experiments

We train our scene structures using the SUN dataset that includes 397 scene categories. We use 390 categories which contained enough annotated images. We experimentally evaluate the benefits of using the discovered scene structures in object detection, the Black Box Test and also scene recognition.
Figure 2.3: Sample of best scoring scene structures that lead to accurate object detection in several challenging cases. In this image we show four different categories: Street, Office, Kitchen and Dorm room. Each row shows samples of one scene category. Discovered scene structures are superimposed into each image and objects are color-coded according to the legend on the right most column. Our model can detect the objects accurately even in very different layouts of a scene. Stuffs such as buildings and walls are also detected precisely using our flexible mixture of parts. The edges between objects correspond to the layout discovered by our method. For example, our method discovered that chairs are typically at desks and desks are typically located by the wall or windows in office scenes.

2.3.1 Object Detection

At inference, the maximum scoring scene structure contains information about objects, their appearance and also layout. Layout contains bounding box information about prominent objects in a scene.

To better encode the appearance and deformations of stuff we consider a three part model for each stuff. This allows our model to detect stuff more reliably by leveraging the structured boundaries of stuff with other prominent objects in the scene. For example, for the abbey scene,
Figure 2.4: Average precision of object localization using our scene structures (ours) compared to Deformable Part Models. This plot shows the gain over DPM. Positive values correspond to the case where our method outperforms DPM and negative values correspond to cases where DPM works better than our method. Our method outperforms DPM by significant margin. The biggest gain corresponds to objects or stuffs that are hard to detect but can be detected with the help of contextual information encoded in our scene structure. The green bars correspond to stuffs and blue bars to objects. For very small objects like bottle or objects that typically appear in less structured scenes like airplanes DPM performs better. For most of the stuff our method outperforms DPM.

our model can reliably localize sky be leveraging the fact that the boundaries of sky with the abbey structure produces a very context-specific pattern (Fig. 2.2). Fig. 2.3 also includes interesting detection results for stuff and also objects.

We compare the performance of object detection using our scene structure versus that of Deformable part models trained in Object Bank (OB) [93]. We use 7249 annotated images in SUN database from all 390 scene categories. For evaluation, in each image we only consider the labeled objects for which there is a node in our method and also an object detector trained in OB. The precision of object localization is measured by computing the intersection over union of object localization mask $B_i$ and ground truth polygon $P_{gt}$ (i.e. $\frac{B_i \cap P_{gt}}{B_i \cup P_{gt}}$).

For DPM models in OB, we apply models on each image and compute the score map in different levels of feature pyramid. Then the score of each level is propagated in a window with the same size as that of HOG filter [32] as object mask. The score of all levels is pooled over each pixel using max pooling. Similar to standard object detection criteria we threshold the object score map with different thresholds and compute the object localization precision for each threshold. The
Our scene structures provide a level of scene understanding that enables deep inferences such as the one used in Black Box Test. This test is inspired by Antonio Torralba’s Context challenge [166].
Figure 2.6: Black Box Test: What is behind the black box? Our scene structures provide a level of scene understanding that allows deep inferences such as the one necessary to complete the black box test. Our method not only predicts what is behind the box but it also provides interesting detailed information about object poses.

and has also been studied in [102]. To be successful in BBT one needs to understand the scene category, and the context-specific layout and appearance models. For example, in Fig. 4.1, our model understands that because of the location of the wall and the table the expected chair should be in $3/4$ view. To test the performance of our model in BBT, we randomly select 120 images and black out examples of stoves, chairs, windows, beds, sofas, and cars in these images. We then use these blacked out images to find the highest scoring scene structures. To avoid artifacts due to the black box, we cancel out the effects (both appearance and deformation) of nodes that have any overlap with the black box. The best scoring scene structure contains information about the layout of the scene. This structure also encodes information about the missing part. For example, if there is a wall in a specific location and there is a desk at the wall, there should be a chair with a specific pose at the desk. We use the part filters in the best scoring structure that has enough overlap with the black box to retrieve image patches. Fig. 4.1 and 2.6 show samples of image patches suggested by our method. Note that, our method not only finds the object of the right category but also its right pose.

To evaluate the quality of suggested patches by our method, we compare it against a baseline that can see what is behind the box. We also use the information about what objects we expect
<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP</td>
<td>18.12</td>
<td>GIST-color+SP+DPM [117]</td>
<td>43.1</td>
</tr>
<tr>
<td>HOG [117]</td>
<td>22.8</td>
<td>LPR [140]</td>
<td>44.84</td>
</tr>
<tr>
<td>ROI-GIST [125]</td>
<td>26.5</td>
<td>Ours</td>
<td>45.91</td>
</tr>
<tr>
<td>GIST-color [117]</td>
<td>29.7</td>
<td>Ours+LBP</td>
<td>47.64</td>
</tr>
<tr>
<td>DPM [117]</td>
<td>30.4</td>
<td>Ours+Texton</td>
<td>49.36</td>
</tr>
<tr>
<td>SSIM</td>
<td>33.45</td>
<td>Ours+LLC</td>
<td>49.38</td>
</tr>
<tr>
<td>Spatial Pyramid (SP)[87]</td>
<td>34.4</td>
<td>MLD Patches+GIST+SP+DPM [152]</td>
<td>49.4</td>
</tr>
<tr>
<td>Texton</td>
<td>35.98</td>
<td>Ours+SSIM</td>
<td>49.62</td>
</tr>
<tr>
<td>Object bank [93]</td>
<td>37.6</td>
<td>Ours+LLC+SSIM+Texton+LBP</td>
<td>52.41</td>
</tr>
<tr>
<td>LLC</td>
<td>37.53</td>
<td>BoP+IFV [76]</td>
<td>63.10</td>
</tr>
<tr>
<td>MLD Patches [152]</td>
<td>38.1</td>
<td>Midlevel elements+IFV [34]</td>
<td>66.87</td>
</tr>
</tbody>
</table>

Table 2.1: Scene categorization results on MIT indoor: The average per-class accuracy results on MIT indoor-67 dataset.

to see. This optimistic baseline uses the HOG2x2 descriptors of the whole image (including the object behind the box) to retrieve images of similar appearance. We then use the corresponding DPM model to obtain the best scoring patches among the retrieved images with similar appearance.

To compare the quality of the patches retrieved by our method to that of the baseline we perform a human subject forced choice task where subjects were asked to choose between the patches produced by our method and those of the baseline. For each image, we gather between 3 to 4 annotations. On average, the annotators preferred our patches to those of the baseline on 74.74% of cases. Fig. 2.5 shows the results of the human subject test on BBT for different categories of objects. For objects such as Stove and window that appear in more structured scenes like kitchen and rooms our method shows larger gain compared to objects like cars in less structured scenes such as streets. Fig. 2.6 shows qualitative results of the BBT.

### Scene Category Recognition

We also exploit the scene structures to generate features that can later be used for scene recognition. To this end, we run all of our scene structure models on all test images and pick the $k$ best scoring structures per scene category. We then record the structure scores of the $k$ best structures as features and append the convolution scores of the objects in the best structures, and their normalized loca-
Table 2.2: Scene categorization results on SUN: The average per-class accuracy results on SUN database.

tions. We also include relative locations of objects using the parents in the best scoring structures. Then, for each scene category, we train an SVM with HI kernel using this feature vector [37].

To evaluate the performance of the structures in scene categorization, we use SUN as well as the MIT indoor-67 dataset as test beds. In both these datasets we report the average per class accuracy obtained by our method and compare it with other state-of-the-art methods. We use half of the annotated images in each SUN category for learning scene structures. For categorization task on SUN, we randomly choose 100 (50 test, 50 train) images from the unannotated portion of each category which is not used in the training set of our structure learning. For the MIT indoor-67 we use the standard train/test split which is available in [125]. In scene recognition task on MIT indoor-67 dataset we use the scene structures trained on SUN. It is not possible to train our scene structures for MIT indoor 67 because object-level annotations are not available.

Tables 2.1 and 2.2 compare our results with the state-of-the-art methods in scene recognition. Following [179, 117, 152] we also combine our result with other state-of-the-art holistic features to encode global scene appearance information. We use Locally-constrained Linear Coding (LLC) [170], Self-Similarity (SSIM) [149], Local Binary Patterns (LBP) [114] and Texton [104] features. We observe that combining our feature vectors with other global features boosts our recognition performance in both MIT indoor-67 and SUN database. Our scene structures provide information orthogonal to the state-of-the-art holistic features.

According to the results of Table 2.1 scene structures produce promising results in scene categorization (accuracy of 45.91%). When combined with other state-of-the-art holistic features, the accuracy boosts to 52.41%. Note that our scene structures are trained on SUN dataset and tested
Figure 2.7: Scene recognition and object detection accuracy spectrum. Our method can recognize the scene label and detect objects simultaneously. For other methods since they do not have object detection step, we use object detectors of Object bank for their object detection step.

on MIT indoor-67 dataset whereas other methods have trained their models on the MIT indoor-67 dataset.

Table 2.2 compares our scene recognition results with state-of-the-art models on SUN database. We have provided the recognition accuracy of the state-of-the-art holistic features using our test and train splits. The best single-feature scene classification accuracy is 27.2% which is obtained by HOG2x2 [179]. As reported in [179], the recognition accuracy can be boosted up to 38% by combining 15 different feature types. According to Table 2.2, our method obtain an accuracy of 28.45% in SUN. After combining our method with four holistic features (LLC, SSIM, Texton and LBP) we have reached the accuracy of 35.95% which is on par with the combination of 15 features. Note that [76, 34] are using very high dimensional features to produce state-of-the-art results.

2.4 Discussion

We introduced a model that can link up the scene categories, the context-specific layout and appearance models for prominent objects and stuff in a scene. Our experimental evaluations show
that the learned scene structures are capable of localizing objects significantly better than state of the art detectors. We also show that our scene structure enables the level of scene understanding that is amenable to deep inferences such as those required in BBT. We compared our method with a baseline that sees what is behind the black box and show significant improvement in a forced choice human subject task. We also show promising results in scene recognition.

Our scene structures enables both scene categorization and object localization. To better understand the space of scene understanding methods in terms of both object localization and scene categorization we propose to consider a joint evaluation. Fig. 2.7 compares the performance of our method in the scene recognition and scene-object localization tasks with other state-of-the-art scene recognition methods. In this graph, the x-axis shows the scene recognition accuracy whereas the y-axis represents the scene-object localization precision. This can be measured as multiplication of scene recognition performance and scene-object localization. Most conventional scene recognition methods focus on the categorization and do not provide object-level information. To make a fair comparison, we use the available pre-trained detectors of OB [93] as the object detection step for state-of-the-art methods. We assume that for other methods we first run the scene recognition for each image and then use scene label for applying the corresponding object detectors on that image. As shown in Fig. 2.7, our method outperforms other state-of-the-art methods in terms of both scene recognition accuracy and object detection precision. In this plot an ideal method would be located on the top right corner. Our method takes advantage of the scene layout to improve the object localization and uses the object localization to improve scene recognition.
Chapter 3

IM2CAD: SINGLE-VIEW SCENE CAD RECOMPOSITION

In his 1963 Ph.D. thesis, Lawrence Roberts [129] demonstrated a system that infers a 3D scene from a single photo (Figure 3.2). Leveraging a database of known 3D objects, his system analyzed edges in the image to infer the locations and orientations of these objects in the scene. Unlike the vast majority of modern 3D reconstruction techniques, which capture only visible surfaces, Robert’s method was capable of inferring back-facing and occluded surfaces, object segments, and recognized which objects are present.

While Robert’s method was visionary, more than a half century of subsequent research in computer vision has still not yet led to practical extensions of his approach that work reliably on realistic images and scenes. One major limitation is the need for an accurate, a priori 3D model of each object in the scene. While a chair model, e.g., is not hard to come by, obtaining exact 3D models of every chair in the world is not presently feasible. A further challenge is the need to reliably match between features in photographs and CAD models, particularly when the model does not exactly match the object photographed.

We therefore introduce a variant of Robert’s original problem, that we call IM2CAD, in which the goal is to reconstruct a scene that is as similar as possible to the scene depicted in a photograph, where the reconstruction is composed of objects drawn from a database of available 3D object models. For example, the bed in Fig. 4.1 resembles but does not exactly match the one in the input photograph at left, as we did not have that specific bed in the database. While our results are not perfect, they represent a significant step forward to achieving Robert’s vision on real-world imagery. Producing CAD models of real scenes has applications for VR/AR, robotics, games, and education.

Our work builds on a number of recent advances in the computer vision and graphics research
Figure 3.1: We introduce IM2CAD, a new system that takes a single photograph of a real scene (left), and automatically reconstructs a 3D CAD model (right) that is similar to the real scene.

community. First, we leverage ShapeNet [20], which contains millions of 3D models of objects, including thousands of different chairs, tables, and other household items. This dataset is a game-changer for 3D scene understanding research, and was key to enabling our work. Second, we use state-of-the-art object recognition algorithms [127] to identify common objects like chairs, tables, windows, etc.; these methods work impressively well in practice. Third, we leverage deep features trained by convolutional neural nets (CNNs) [83] to reliably match between photographs and CAD renderings [8, 79, 142, 65]. Finally, we build on recent research on room reconstruction [57, 88, 103].

Our main contribution is a fully automatic system that produces full-scene CAD models (room + furniture) from a single photo. While many of the technical ingredients of our system draw heavily from prior work (as detailed in the previous paragraph), we also contribute noteworthy technical advances on room modeling and scene optimization. Our room modeling approach produces significant improvement on standard benchmarks. Our novel full-scene optimization approach iteratively adjusts the placement and scale of objects to best align rendered photos with input images, operating jointly on the full scene at once, and accounting for inter-object occlusions. Our models include semantics (e.g. “table”, “chair”) segmented into objects, and take only a few bytes to represent, encoded as a collection of ShapeNet object IDs and transformations that define position, orientation and scale. We evaluate our performance on scene understanding using the datasets
3.1 Related Work

The last decade has seen renewed interest in single-image 3D modeling, following the work of Hoiem et al., [61] and Saxena et al., [144]. Single-image modeling of indoor scenes has enjoyed significant recent progress, with a series of papers on room-shape estimation (floor, walls, ceiling), e.g., [57, 88, 103, 33, 128] that yield increasingly good results. Our approach for room shape estimation obtains competitive results. More recently, researchers have moved beyond walls, and toward approximating furniture in the room using cuboids [180, 187, 26, 54, 121, 145]. While the cuboid based approach avoids the need for object databases, the resulting models are primitive and do not accurately depict scene appearance.

Another closely related line of research is 3D object and pose recognition of chairs and other objects [8, 79, 142, 95, 65, 169, 10, 176]. These methods can produce very accurate alignment of a single object to a photograph or depth image. Our work leverages similar 3D object recognition techniques, combined with room shape estimation, to jointly solve for all of the objects in the room in a way that accounts for inter-object occlusions. Our work also builds upon recent advancements of research on object detection from single images [50, 127].
Researchers have explored a variety of techniques to automatically compute CAD scene models using non-photographic means, e.g., using example based approaches [41], utilizing text descriptions [21], and optimizing for furniture arrangements in a given space [184, 108]. These approaches rely on analyzing location and pose correlations between furniture types, based on analyzing databases of scene models. Collecting such data is a challenge, and therefore these approaches can greatly benefit from our solution which generates more comprehensive and plausible indoor models in a fully automatic fashion.

The closest works to ours are [143] and [97] which find the best matching 3D scene model to a given image. Our system is a significant advance in a number of ways. In particular, [143] requires a complete scene in the database that matches each image. Hence, their approach can be thought of as “3D scene retrieval,” whereas we reconstruct each scene from scratch, using a database of furniture (not scene) models. The latter allows for a much broader range of reconstructable scenes. While [97] reconstructs the scene by placing individual pieces of furniture, they make a number of limiting assumptions (axis aligned furniture, no walls, easy-to-segment objects), operate on a much smaller database (180 models), and do not demonstrate as broad a range of results. Both of [143] and [97] use hand-crafted features, while our proposed method uses CNN feature which is learned end-to-end on just image data. Guo et al. [53] render a synthesized model of the scene using RGBD (depth) images while our method only uses RGB information. The synthesized rooms produced by [53] have low fidelity in terms of object details while we retrieve the detailed ShapeNet CAD model for each object.

In the context of 3D prediction, several previous approaches estimate the depth and surface normals of visible surfaces from a single image [35, 85, 10]. In contrast, our approach does not require dense surface normal estimation but is capable of estimating both visible and invisible surfaces through joint estimation of room and object CAD models.

3.2 Proposed Method

Our approach to reconstructing CAD models from an image (see Figure 3.3) is based on recognizing objects in the scene, inferring room geometry, and optimizing 3D object poses and sizes in the
Figure 3.3: System overview: an input image (left) is processed through a series of steps to produce a scene CAD model (bottom right).

The proposed approach involves several steps, as follows. We first fit room geometry, by classifying pixels as being on walls, floor, or ceiling, and fitting a box shape to the result. In parallel, we detect all of the chairs, tables, sofas, bookshelves, beds, night tables, chest, and windows in the scene using state of the art object detection techniques. Wherever an object, e.g., a bed, is detected with high confidence, we estimate its 3D pose, by comparing its appearance with renderings of hundreds of beds from many different angles, using a deep convolutional distance metric, trained for this purpose. Finally, we optimize for the placement of all objects in the reconstructed room by optimizing the difference between the rendered room and the photograph. Our optimization approach operates on all objects jointly, and thus accounts for inter-object occlusions.

In the remainder of the section, we describe these technical components in detail: room geometry estimation, object detection, object alignment, and scene optimization.

3.2.1 Room Geometry Estimation

Humans are adept at interpreting the shape of a room (i.e., positions of walls, ceiling, and floor), even in the presence of significant clutter. Computer vision algorithms have also become increasingly good at this task in the last few years by following a paradigm introduced by Hedau et al. [57] and Lee et al. [88] in which a set of room shapes are hypothesized (typically 3D boxes), and eval-
We improve upon previous approaches to room geometry estimation, by adopting an alternative approach for ranking the room 3D box hypothesis using deep convolutional features. Specifically, we train a network that estimates per-pixel surface labels (ceiling, floor, left, middle, and right walls). These features are analogous to the context geometric feature (“support”, “vertical”, and “sky”) of [62].

Unlike [62] that learns the geometry features from hand-designed low level descriptors (e.g., color, texture, and other perspective cues) over superpixels, our method uses an end-to-end deep Fully Convolutional Network (FCN) [98], using VGG [151] and converting each fully connected layer into a convolutional layer with a kernel covering the entire input region. Finally, the weights are fine-tuned for the pixel-level labeling task. In this work, we produce the output dense score map of size $41 \times 41 \times 5$ given an input image of $321 \times 321$. We then use upsampling to produce a probability map with the same size of the input image. We trained the FCN network on the annotated indoor scenes in the LSUN dataset [2].
A key advantage of the FCN-based architecture is that it integrates contextual information over the entire image. Whereas most methods use a “distractors” class [57, 103] to remove furniture from consideration, the FCN is able to use furniture as additional context, e.g., using the presence of a bookshelf or bed to infer the likely presence of an adjacent wall. We note that [103] also used a convolutional network, but rather than classifying surface orientations directly as we do, they estimate informative edges in the scene, and employ a second stage to iteratively re-label room surfaces and rank room box estimates.

3.2.2 Object Detection

The first step in our furniture modeling pipeline is to detect the presence of objects of interest in the image, and their 2D bounding boxes. While any number of object detectors can be trained, we focused specifically on the following: chair, table, sofa, bookshelf, bed, night table, chest, and window.

Object detection is an area that has seen explosive progress in the last several years, and existing methods work impressively well. In particular, we use the state-of-the-art Faster-RCNN [127] deep
network for detection. This network performs two steps to detect objects. First it produces object region proposals, and then it computes the likelihood of each category for the proposed objects using deep convolutional layers. The region proposal layer produces bounding boxes of different scales and aspect ratios. This network is initialized with pre-trained models from large scale object recognition tasks (ILSVRC2012) [72]. The network weights are then fine-tuned for the object proposal and object detection tasks by minimizing an objective function for a multi-task loss on bounding box regression and object misclassification. The trained network is then able to produce bounding boxes with object categories for any image. The network output also includes an object score which shows the probability of that particular object in the bounding box. Greedy non-maximum suppression (NMS) is used to obtain a single peak detection for each object, remove low scoring detections that overlap with higher scoring object bounding boxes.

Our Faster-RCNN implementation uses VGG16 [151] architecture. We further fine-tune the weights of this network for the object detection task on our eight furniture categories using three publicly available datasets, namely SUN2012 detection dataset [179], ImageNet detection challenge dataset [133], and the window category of Rent3D dataset [96]. We show detection results on a sample of our images in Figure 3.5.

3.2.3 CAD Model Alignment

The object detection results from Section 3.2.2 identify the presence of a “chair” (e.g.,) in a certain region of the image with high probability. Now we wish to determine what kind of chair it is, its shape, and approximate 3D pose.

Inspired by [8], we solve this retrieval problem by searching for 3D models that are most similar in appearance to the detected objects in the image. Specifically, we consider all 3D models in the ShapeNet repository [20] associated with our object categories of interest, i.e., chair, table, sofa, bookshelf, bed, night table, chest, yielding 9193 models in total. Each 3D model is rendered to 32 viewpoints, consisting of 16 uniformly sampled azimuth angles and two elevation angles (15 and 30 degrees above horizontal).

Robust comparison of photos with CAD model renderings is not straightforward; simple norms
like L2 do not work well in practice, due to differences in shape, appearance, shading, and the presence of occluders. We achieve good results, once again, by using convolutional nets (see Figure 3.6); we compute deep features for each of the rendered images and the detected image bounding boxes and use cosine similarity as our distance metric. More specifically, we use the convolution filter response in the ROI-pooling layer of the fine-tuned Faster-RCNN network [127] described in Section 3.2.2. A benefit of using the ROI-pooling layer is that the length of its feature vector does not depend on the size and the aspect ratio of the bounding box, thus avoiding the need for non-uniform rescaling (a source of artifacts in general). Choosing the rendering that best matches each image object detection yields an estimate both for the best-matching CAD model and its approximate 3DOF orientation.

### 3.2.4 Object Placement in the Scene

Equipped with a set of CAD models and their approximate orientations, we now wish to place them in the reconstructed room. This placement need not be exact, as we will further optimize it in a subsequent step, but should be a reasonable initial estimate. To this end, we first estimate the intrinsic camera parameters ($K$) and camera rotation ($R$) with respect to the room space using three orthogonal vanishing points [57], and choose one of the visible room corners as the origin of the world coordinate system. If none of the corners are visible, we choose the origin to be the intersection of the visible wall edge with the floor.

The ShapeNet 3D models are normalized with a bounding box corresponding to a unit cube.
Based on the alignment procedure from Section 3.2.3, we can determine the input photo pixel locations corresponding to each of the eight corners of this cube. We can find the object location and scale in the $x$ and $y$ (parallel to ground plane) directions by intersecting the ground plane with the ray casted from the camera center through the input image pixels corresponding to the bottom four corners of the aligned CAD model cube. To compute the object scale along the $z$ axis, we compute the ratio between the length of the four vertical edges of the projected cube and the length of those edges from the ground plane to the intersection of those lines with the horizontal vanishing line. Note that the height of the vanishing line is equal to the camera height.

We treat windows as a special case, as they are attached to walls instead of floor. To place windows, we find the intersection of the window bounding box from object detection with each of the walls and assign the window to the wall with which it has the largest overlap. The window’s detected bounding box in the image back-projects to a quadrilateral on the assigned wall. The pose and location of window is determined by the largest axis-aligned rectangle on the wall plane contained within that quadrilateral.

3.2.5 Scene Optimization via Render and Match

The placement procedure in Section 3.2.4 is sensitive to several sources of error including the quantization of object orientations, ground plane misregistration, occlusions, and other factors, which
can lead to erroneous estimates of object pose and scale. We therefore introduce an optimization in which the configurations of all objects in the scene are jointly aligned. A benefit of this procedure is that it properly accounts for inter-object occlusions, and yields more accurate estimates for object location, scale, and orientation.

After estimating the 3D room geometry and the initial placement of the objects in the scene, we refine our object placements by optimizing the visual similarity of the rendered scene with that of the input image. To this end, we solve an optimization problem where the variables are the 3D object configurations in the scene and the objective function is the minimization of the cosine distance between the convolutional features obtained from the camera view rendered scene and the input image.

More formally, suppose we detect objects \( \{O_1, \ldots, O_k\} \) in the scene. The placement of each object \( O_i \) is represented by its \((x, y, z)\) location, scale along the \(x\), \(y\) and \(z\) axis as well as the rotation. The variables for all \(N\) objects are concatenated into a \(7N\) parameter vector. Given a parameter vector, we can generate the rendered image of the scene, denoted \(I^*\). The cost function used in our optimization tries to minimize the cosine distance between \(I^*\) and the original input image \(I\):

\[
\min \Phi(I^*, I) = \frac{1}{|C|} \sum_{c_i \in C} 1 - \frac{C_i(I^*) \cdot C_i(I)}{\|C_i(I^*)\| \|C_i(I)\|} \tag{3.1}
\]

We model the feature vector of an image by using the outputs of all convolutional layers\(^1\). In the above equation, \(C\) refers to the set of conv layers in the network and \(C_i\) is the feature vector obtained from the \(i\)th layer. The total cost function is the average similarity of all layers. The convolution filters in higher layers of the network provide abstract shape features while the details of the images such as edges and corners appear in the features obtained from the lower layers of the network. The features in higher levels have larger receptive fields, and can therefore cope with larger displacements, and help the optimization to converge in the first iterations when the initial estimates are far off. Similarly, the lower convolutional layers play a greater role in later

---

\(^1\)We use conv1-1, conv1-2, conv2-1, conv2-2, conv3-1, conv3-2, conv3-3, conv4-1, conv4-2, conv4-3, conv5-1, conv5-2 and conv5-3 layers in the VGG network
iterations, to help the objects converge with more precision. In this way, the network provides a natural coarse-to-fine structure to the optimization.

Since our objective function is not differentiable we use COBYLA [122], a derivative free numerical optimization method, deployed in a Python optimization package. We found this procedure to work very well in practice. Figure 3.7 shows the convergence of the method for example scenes.

### 3.2.6 Coloring CAD models

We use a medoid color of each object in the input image for scene optimization (Section 3.2.5) and visualization. The process is as follows. First, we project the best aligned CAD model of an object onto its bounding box in the image. We then find the median value of each color channel separately, and take the closest color which appears within the mask. We also compute the medoid color for each wall of the room using a similar approach. We compute the mask of each wall through the room geometry, and exclude the bounding boxes from detected objects. This approach works well in practice for scene optimization and creates visually pleasant renderings without falling into the uncanny valley [148] (see results in Figure 3.9).

### 3.3 Experiments

We evaluate our IM2CAD system both qualitatively and quantitatively on scene understanding benchmarks.

### 3.4 Qualitative Evaluation

We evaluated the proposed IM2CAD system with 100 real world indoor images collected from “Zillow Digs” [191]. These images are living room and bedroom shots as our training object categories are chair, table, sofa, bookshelf, bed, night table, chest, and window, i.e., typical bedroom and living room furniture. We cover a variety of room styles from traditional to modern with various furniture arrangement, complexity, and clutter that are representative of real world scenes. We also show example results on the SUN RGB-D dataset.
<table>
<thead>
<tr>
<th>Method</th>
<th>Pixel Error(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lee et al. [88]</td>
<td>24.70</td>
</tr>
<tr>
<td>Hedau et al. [57]</td>
<td>21.20</td>
</tr>
<tr>
<td>Del Pero et al. [121]</td>
<td>16.30</td>
</tr>
<tr>
<td>Gupta et al. [54]</td>
<td>16.20</td>
</tr>
<tr>
<td>Zhao et al. [188]</td>
<td>14.50</td>
</tr>
<tr>
<td>Schwing et al. [146]</td>
<td>13.59</td>
</tr>
<tr>
<td>Ramalingam et al. [126]</td>
<td>13.34</td>
</tr>
<tr>
<td>Mallya et al. [103]</td>
<td>12.83</td>
</tr>
<tr>
<td>Dasgupta et al. [33]</td>
<td>9.73</td>
</tr>
<tr>
<td>Ren et al. [128]</td>
<td>8.67</td>
</tr>
<tr>
<td><strong>IM2CAD</strong></td>
<td><strong>10.15</strong></td>
</tr>
</tbody>
</table>

Table 3.1: Room layout pixel misclassification error on Hedau [57].

Our IM2CAD approach consistently produces reasonable results on most of the test images. Figures 3.9 and 3.10 is representative of the top 30% of our results, where most pieces of furniture are detected, represented using well-matched CAD models, and properly posed. Typical failure results are shown in Figure 3.8. Our failures are rarely catastrophic, and generally fall into the category of some furniture items being omitted or misplaced.

Object pose estimation can sometimes get stuck in local optimal. Notice that the foreground chair in Figure 3.8(a) is in an incorrect pose while the chair legs are aligned almost perfectly to the image. The last two rows of Figure 3.6 demonstrate cases where the visual similarity fails to retrieve appropriate CAD models. Heavily occluded objects impose additional challenges. Notice the missing chair and coffee table in Figure 3.8(a) and (b). If the room shape is not perfectly cubic (Figure 3.8(c)), room layout estimation can fail to recover the true room shape. The windows can be confused with paintings as they have very similar visual features (see Figures 3.9 and 3.10). Both windows and paintings typically appear as glassy and shiny rectangular shapes on a wall.

We use Caffe [72] to implement and train our deep networks. We learn the weights of our FCN network for the room geometry estimation using stochastic gradient descent with initial learning rate of 0.001 and weight decay of 5e-4. We train our network in 45 epochs where the learning rate decreases every 15 epochs. For the object detection we use same threshold for all object categories and only keep the detection boxes with scores higher that 0.5.
<table>
<thead>
<tr>
<th>Method</th>
<th>Pixel Error(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hedau et al. [57]</td>
<td>24.23</td>
</tr>
<tr>
<td>Mallya et al. [103]</td>
<td>16.71</td>
</tr>
<tr>
<td>Dasgupta et al. [33]</td>
<td>10.63</td>
</tr>
<tr>
<td>Ren et al. [128]</td>
<td>9.31</td>
</tr>
<tr>
<td>IM2CAD</td>
<td>10.04</td>
</tr>
</tbody>
</table>

Table 3.2: Room layout pixel misclassification error on LSUN [2].

Object detection and geometric feature extraction are processed on a Titan X GPU, while room layout sampling and object pose estimation are computed on CPU. For a typical input image of size $300 \times 500$, the computational time is approximately 0.15 seconds for object detection, 0.3 seconds for geometric feature extraction, 8 seconds for room layout sampling and ranking, and 10 seconds for object placement. Scene optimization is an iterative process where each iteration takes about 1 second. We set the maximum number of iterations to be 250. The overall CAD model creation process finishes within 5 minutes.

To produce final room renderings with global illumination, we use Blender Cycle Render Engine [13], with fixed lighting consisting of distant sunlight from the top right point and five area lights on the ceiling. The final rendering process takes about 15 minutes with global illumination.

### 3.5 2D Room Layout Estimation

To evaluate the accuracy of room layout estimation, we compute the pixelwise difference between the predicted layout and the ground truth layout labels, averaged across all images as the evaluation metric. We evaluated on the test split of [57] dataset (we do not use their training split). Our FCN features (without 3D box estimation) achieve a $12.4\%$ pixel misclassification error compared to $28.9\%$ of [62] on the leading benchmark dataset [57] (see Figure 3.4). When combined with a box-fitting step of [57, 88], we achieve competitive result of $10.15\%$ error compared with [33] and [128] as shown in Table 3.1. More specifically, we improve the reported result of [103] by $2.7\%$, [33] by $3.1\%$, and [128] by $4.2\%$. As an ablation study to evaluate the effect of different room hypothesis estimation approaches, we tested our approach while being combined with either of [57] or [88] and we obtain an error of $11.02\%$ and $11.13\%$, respectively.
We also evaluated performance on the task of room layout pixel misclassification using the LSUN dataset [2]. As summarized in Table 3.2, IM2CAD outperforms previous approaches [57, 103] significantly as well as [33] and obtains competitive results with recent approach of [128].

### 3.6 3D Room Estimation and Scene Understanding

Our IM2CAD system is also applicable for 2D and 3D scene understanding as well as room layout estimation. For evaluating our performance in scene understanding tasks, we use the SUN RGB-D dataset [153]. This dataset contains images captured from different view points, some of the images have low field of view and a considerable number of them are captured from highly cluttered scenes. Note that, although the SUN RGB-D dataset contains the depth data for all the images, we do not use the depth information at either train or test time, but estimate the 3D room geometry as well as object layout using only single 2D images. We use the test split for the bedroom and living room scene categories with a total of 484 images.

#### 3.6.1 3D Room Layout Estimation

3D room layout estimation enables precise reasoning about free space versus spaces occupied by objects. In the absence of depth data, this task is challenging as it requires reasoning about room geometry from 2D images. Our 3D room layout estimation is evaluated by computing the intersection over union (IoU) between the predicted and the ground truth free spaces. Following [153], we assume empty rooms without objects and define a voxel grid of $0.1 \times 0.1 \times 0.1$ meter. The effective voxels are the ones that are located within 0.5 and 5.5 meters from the camera and are inside the field of view. We check whether each voxel is inside the 3D room polygon and compute the intersection and union computed by counting the 3D voxels. Table 3.4 summarizes our obtained
Table 3.3: 3D scene free space prediction (voxel IoU) and object localization (mAP) results on SUN RGB-D [153] and 3DGP [26] datasets (higher is better).

<table>
<thead>
<tr>
<th>Method</th>
<th>SUN RGB-D voxel IoU</th>
<th>mAP</th>
<th>3DGP voxel IoU</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>3DGP [26]</td>
<td>38.7</td>
<td>42.1</td>
<td>38.4</td>
<td>59.7</td>
</tr>
<tr>
<td>IM2CAD (w/o optim.)</td>
<td>46.1</td>
<td>74.7</td>
<td>53.5</td>
<td>86.6</td>
</tr>
<tr>
<td>IM2CAD (w/ optim.)</td>
<td>49.0</td>
<td>75.6</td>
<td>53.8</td>
<td>86.6</td>
</tr>
</tbody>
</table>

results. Our method outperforms [57] by 13.2%.

3.6.2 Scene Understanding

The task of scene understanding integrates recognition and localization of all the objects as well as estimating the room structure. Compared to the task of 3D room estimation, this is a more challenging task as it requires detecting non-free spaces occupied by the objects. We compute the distance between the projection of the box centroid on the ground plane for all pairs of predicted and ground truth objects with the same label. We sort the distances in ascending order for each available pair and choose the pair with the shortest distance while the two boxes are marked as unavailable. We compute the precision and recall by varying the distance threshold and use the mean average precision as object localization metric.

Free space prediction is evaluated in a similar manner to the 3D room layout. The visible 3D voxels for the free space inside the room polygon but outside any object bounding box is computed and then the IoU between the free space prediction and the ground truth is computed. Table 3.3 shows the results of free space prediction and object localization on SUN RGB-D dataset. We compare the performance of our approach for scene understanding with [26]. IM2CAD obtains superior results compared with [26] in both metrics i.e., 33.5% boost in the mean AP and 11.7% in scene free space prediction. We compare our results before and after applying scene optimization (Section 3.2.5). Our scene optimization approach results in improved accuracy for the task of scene understanding.

We also report IM2CAD performance on the dataset presented in [26] which we call 3DGP. We use 372 images from the test split of living room, bedroom and dining room categories. How-
Table 3.4: 3D room estimation results using voxel IoU on SUN RGB-D [153] and 3DGP [26] datasets (higher is better).

<table>
<thead>
<tr>
<th>Method</th>
<th>SUN RGB-D</th>
<th>3DGP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hedau et al. [57]</td>
<td>49.4</td>
<td>47.3</td>
</tr>
<tr>
<td>IM2CAD</td>
<td>62.6</td>
<td>63.2</td>
</tr>
</tbody>
</table>

ever, we do not train our model on the 3DGP training set. To estimate the ground truth camera parameters, we compute the pseudo ground truth vanishing points by using the annotated ground truth edges corresponding to the three vanishing points following the experimental setting of [26] for 3D scene evaluation. We evaluate on the three tasks of 3D room layout, whole scene free space prediction, and object localization. These results are summarized in Tables 3.4 and 3.3. For the task of 3D room estimation, IM2CAD significantly outperforms [26] by 15.9%. In the free space prediction task, IM2CAD obtains significantly better results than 3DGP in both voxel IoU and mean AP criteria.

3.7 Discussion

This chapter presents a fully automatic system that reconstructs a 3D CAD model of an indoor scene from a single photograph, by utilizing a large database of 3D furniture models. It estimates room geometry, and detects and aligns objects in the image with accurate 3D poses. We introduce novel approaches for room modeling and scene optimization, that are keys to the success of our system. We evaluate on a wide range of living room and bedroom photographs with a variety of home styles. The results demonstrate the effectiveness of our approach in creating 3D CAD models that faithfully resemble the real scenes. With the abundance of indoor photos available online, our system is applicable to produce a large database of indoor scene models. Our approach obtains significant improvement on the 2D room layout estimation and 3D scene understanding benchmarks.

Our system does have limitations suggesting a number of areas for future work. We assume the room geometry in the image can be modeled with a cube. Working with complicated room geometry is an area of future improvement. Understandably, heavily occluded objects impose
challenges. We assume objects are always on the ground plane (e.g., chairs and beds) or attached to walls (windows), posing a lamp on a table would require extension of our work. Incorporating more object types would lead to more general scenes and room types (e.g. kitchens and bathrooms).
Figure 3.9: The reconstruction results. In each example the left image is the real input image and the right image is the rendered 3D CAD model produced by IM2CAD. Last three example results on the SUN RGB-D dataset.
Figure 3.10: The reconstruction results. In each example the left image is the real input image and the right image is the rendered 3D CAD model produced by IM2CAD.
Chapter 4

SCENE RECOMPOSITION BY LEARNING-BASED ICP

3D scene reconstruction is a fundamental challenge of computer vision. Most reconstruction techniques focus on estimating surface geometry, in the form of meshes, point-clouds, voxels, or other low-level representations. Suppose that you had access to a database of 3D models of every object in the world; then you could generate a scene model by identifying which objects are in which locations and placing them there. We call this variant of the reconstruction problem scene recomposition. While previously such an approach was not feasible at scale, the advent of large CAD repositories like ShapeNet [20] and SUNCG [155] begins to make scene recomposition tractable for real-world scenes.

Scene recomposition has a number of advantages over scene reconstruction. First, whereas reconstruction methods often generate holes and capture only visible surfaces, recomposition yields more complete models, including back-facing and hidden geometry (see Figure. 4.1). Second, CAD models are clean, segmented, and hand-optimized, and thus better suited for applications like games, VR, robotics, and etc. And third, recomposed models can be easily edited by moving objects around, replacing objects, and often come with semantic labels and annotated parts.

Recomposition is not a new idea, dating back to the first “blocks world” methods from the 1960s [129], which also employed a model-based approach. More recent examples include SLAM++ [142] and IM2CAD [69]. We introduce the first fully automatic 3D scene recomposition method that takes an RGBD sequence as input and produces a model of the scene composed of best-matched CAD models from thousands of 3D CAD models. In addition, we propose a novel learning-based ICP technique for aligning CAD models to scanned geometry.

Aligning 3D object models to depth scans is a classical problem in computer vision and geometry processing, and a staple of many practical applications spanning mapping, robotics, and
Figure 4.1: Given an RGBD sequence from a moving camera, we produce a 3D CAD recomposition of the scene. While a fused reconstruction (top) contains holes and noisy geometry, our recomposition (bottom) models the scene as a set of high quality 3D shapes from CAD databases.

visualization. The Iterative Closest Point algorithm (ICP) [12] works by alternating between finding the closest points between the model and the depth image (or other sensor data), solving for the best transformation that aligns the two point sets, and iterating until convergence. ICP and its variants can robustly converge when the model is initialized close to the solution, but suffer without good initialization or in the presence of significant occlusions and scene clutter. Matching discriminative local 3D features [74, 43, 165, 136, 137] is an alternative which relaxes the initialization requirements to be more robust, but is less effective for matching synthetic CAD models to real scenes, where 1) the models are simple and feature-poor, and 2) the shapes of the model and real object only approximately agree.

To address these problems, we cast the alignment problem of 3D object CAD models to RGBD scans in a reinforcement learning framework which we call Learning-based ICP (LICP). LICP is trained entirely on synthetic scenes without requiring ground truth annotation of object pose alignment or keypoint pairs in real scenes. Despite this fact, our quantitative evaluations show that LICP outperforms prior methods in real scene experiments. We demonstrate the application of our approach for fully automatic scene recomposition of complex real room environments populated with different types of furniture exhibiting a high degree of occlusion. Our recomposed scenes are
Figure 4.2: **LICP Network Architecture**: The input to our network consists of a scanned object paired with a reference CAD model (left) which are processed by the **geometry network** (middle). The geometry network is trained via a supervised loss to predict 3D voxel labels (yellow). The input representations are then concatenated to form the input to the **policy network** (right) which is trained via policy gradient to predict action distribution and value (orange) in order to maximize an ICP reward function. An auxiliary reward function (yellow) that estimates the rotation degree of the 3D CAD model with respect to the scanned shape is also incorporated.

The 3D CAD model is comprised of best-matched CAD models from thousands of 3D CAD models in ShapeNet.

### 4.1 Related Work

Inferring 3D object pose and scene recomposition relates to prior works in computer vision and graphics, as follows.

**ICP**: ICP was introduced by [23] and [12] solves for the transformation between two point sets. Much research has been devoted to improving this method over the years, including [132, 23, 29, 131]. Where prior methods focus on feature representation and optimization, we introduce a data-driven and learning-based approach.

**3D shape alignment, 3D features and keypoint matching**: An alternative to dense alignment via ICP is to detect robust features (aka *keypoints*) to facilitate shape alignment. [74] proposed *spin images* and used RANSAC for shape alignment. Other examples of geometric descriptors are Geometry Histograms [43], Signatures and Histograms [165], Feature Histograms [136] and many more available in Point Cloud Library [137]. However, keypoint methods can be sensitive to noise and do not always perform well particularly for matching CAD models which are often piece-wise planar and feature-poor. Local features are not robust to symmetries (e.g., all chair legs may have
the same features). Model-fitting approaches, also known as registration approaches, try to align an input with a training model but without using descriptors [12, 73, 177]. These approaches do not incorporate learning so that they do not benefit from large amount of data to gain robustness in keypoint detection and matching. Techniques like [55, 154, 47, 86, 112, 106, 81] estimate complete scene geometry by fitting instance-level 3D mesh models to the observed depth map. Compared to these methods, our model learns global models over CAD shapes to align poses.

A recent approach for CAD to scan alignment [9], requires manual annotation and curation of a large dataset of 3D keypoint correspondences between object CAD model and real scans. [9] uses the collected annotation data for learning correspondences between CAD models and scans. However, our proposed method only uses available synthetic data during training without needing annotated keypoint correspondences in both CAD and real scan domains. While not needing annotated data, our proposed method performs well in the real scene scenarios at the test time. Also to find correspondences at the test time, [9] uses the ground truth object set or a limited set of CAD models, whereas our method can find corresponding CAD models from an unconstrained set of objects.

Object level RGBD scene reconstruction: Like our approach, SLAM++ [142] performs room scale semantic object reconstruction using KinectFusion [113] followed by 3D shape recognition. Also, SLAM++ only uses a handful of 3D object models (vs. the thousands in ShapeNet), and does not incorporate a learning-based approach.

3D CAD scene model generation: Several prior works proposed methods of generating CAD-based room models using a variety of techniques. Example of these approaches are CAD from text descriptions [21], example based methods [41] or optimizing furniture arrangements in a space [184, 108]. Scene models can also be generated by matching 3D objects to a given image [143, 97], rendering a low fidelity synthesize model using RGBD images [53] or recomposing each scene by analyzing layout and furniture and jointly optimizing their placements [69].

Voxel prediction and shape completion: Single object shape completion and voxel category prediction has been studied by several authors [130, 163, 178]. In this chapter, we utilize voxel category prediction as an auxiliary loss function to learn 3D representation, but the output of our
model is 3D CAD model with correct pose instead of a voxel grid. As such, we do shape completion, but compared to prior voxel-wise shape completion methods, our method produces CAD meshes with shape semantics.

**Shape pose estimation:** Single object 3D pose recognition from a photograph or depth image is also related to our work [8, 79, 142, 95, 65, 169, 10, 176]. However our approach differs since we learn the best points to match by conditioning on object viewpoint.

**Deep feature learning and deep reinforcement learning:** A number of researchers have used deep neural networks to learn 3D feature representations [155, 185, 31]. Recently, deep Reinforcement Learning (RL) approaches have gained considerable attention due to their success in learning efficient policies to play games [110, 150] and obtaining promising performance in robotics [52, 6]. Part of the success of deep RL is its applicability in solving black-box non-differentiable optimization problems [160]. Our approach for selecting the correct camera transformation action based on score approximation is closely related to a class of RL techniques called policy gradients [11, 173]. In our method, we have a non-differentiable reward function based on ICP scores of two point clouds and we want to learn the policy that results in receiving maximum reward by using stochastic gradient decent and following a policy gradient update rule.

## 4.2 Proposed Method

We begin by describing our learning-based ICP (LICP) approach. Then we explain how to use LICP for recomposing a scene from an input point cloud. For scene recomposition, 3D object detection and 3D semantic segmentation are incorporated for extracting the object instances in the scene. Then, LICP is applied to match and align 3D object CAD models to segmented regions of scene geometry.

LICP seeks to estimate the transformation parameters of a scanned rigid object in natural real scenes. This is a challenging task due to inter-object occlusion, self-occlusion and clutter. We train a deep neural network that takes in a scanned shape (query) paired with a reference CAD model as input and learns to infer the transformation that should be applied to the reference CAD model to best align its point cloud with the query scan (Figure. 4.2). To learn such a model, we
Figure 4.3: Top retrieved CAD models for each object instance segmentation as query. Point cloud query is color-coded with surface normal.

take advantage of the fact that we can apply any transformation on the reference CAD object and simulate a depth map (point cloud) of the transformed object using ray tracing. To this end, we generate a training set of 3D scans, each paired with a 3D object with known 6DoF parameters. We pose the learning problem in a Reinforcement Learning (RL) framework where the task is to predict the best action that should be applied to the reference shape such that we can generate the queried input scan. Each action encodes a possible 3D transformation that will be applied to the reference 3D shape. By applying each action, we can produce a reward that reflects how much the transformed 3D shape matches the queried shape.

4.2.1 Shape Alignment by Deep RL

We pose the problem of 3D pose estimation with respect to a reference shape in an RL framework. Suppose we have a reference shape $X^r$ which is presented in a reference pose $P^r$. Using this reference shape, we want to learn to predict the 3D pose of any queried 3D object scan $X^q$ that is being cropped out of a complete scene scan. The 3D scan can contain a high amount of occlusion, complicating the alignment process. For representing 3D models, we use a voxel-based 3D feature representation function $\Phi(X)$ for both reference and query shapes. The goal of the RL agent is to select transformation actions to the queried object which maximize the expected sum of future rewards. Our reward function, shows the matching score of the queried shape with the reference shape if point-to-point local closest point alignment is performed (details in Section 4.2.2).
We consider a Markov Decision Process (MDP) defined by states $s \in S$ and actions $a \in A$ where each 3D rotational camera transformation is an action $a$ that the RL agent can potentially apply to a 3D shape. We define each pair of query object scan and reference object scan captured with camera transformation $\varrho$ as a state $s : (\Phi_\tau(X^q), \Phi_\varrho(X^r))$. By taking each camera transformation action $a$, each state transits to a new state by capturing the 3D scan of the reference object $X^r$. We uniformly discretise the action space of each dimension of rotation degrees into a list of 32 bins where each bin corresponds to a rotation transformation with a fixed angle. Reducing the action space complexity by discretization accelerates learning and makes it more sample efficient.

### 4.2.2 ICP-based Rewards

Each training instance is composed of a 3D point cloud of a scanned query object $\Phi_\tau(X^q)$ as captured with an unknown camera pose $\tau$ paired with a reference 3D object $X^r$. After choosing an action $a$, we apply the corresponding camera transformation $a$ and render the transformed point cloud $\Phi_a(X^r)$ of the reference shape $X^r$. Our reward function takes in the point cloud of the query object $\Phi_\tau(X^q)$ and the point cloud of the reference object $\Phi_a(X^r)$ captured under camera transformation imposed by $a$ and produces a score value which reflects how well the two of the point clouds can be matched.

$$r(s, a) = f(\Phi_\tau(X^q), \Phi_a(X^r))$$  \hspace{1cm} (4.1)

In practice, we leveraged the ICP matching score as the feedback to compute the reward function $f$.

### 4.2.3 Learning by REINFORCE

Our reward function is non-differentiable. To solve this black-box optimization problem we opt to use the REINFORCE learning rule [173] where our goal is to find a policy $\pi_\theta(a|s)$ with parameters $\theta$ which maximizes the expected sum of rewards: $J(\theta) = \mathbb{E}_{\rho_{\theta \tau}}[R_t]$, where $R_t = \sum_t \gamma^{t-1} r(s_t, a_t)$. This expectation is with respect to the distribution of rollout trajectories generated by the policy
The gradient of this objective with respect to the parameters $\theta$ can be computed by $\nabla_\theta J = \mathbb{E}_\theta[\sum_t \nabla_\theta \log \pi(s_t|a_t)(R_t - b_t)]$ where $b_t$ is a baseline that does not depend on $a_t$ of the future states and actions. Following a well-known approach, we choose the baseline to be $\mathbb{E}[R_t|s_t]$ and in practice we approximated it with the average value of rewards, updated over time.

To accelerate training, we augmented the loss function obtained from the REINFORCE learning rule with an auxiliary reward function that is particularly tailored for our task of shape pose estimation. This loss function reflects the error in estimating the rotation angles between the reference CAD model and the shape query scan and corresponds to sum of squared distance between the ground truth rotation and the regressed rotation. We use stochastic action sampling based on the probability produced by the current policy. Also, we use dropout [157, 44] to incorporate stochastic action selection and standard epsilon-greedy strategy in RL [160] for providing exploration in learning.

4.2.4 LICP Network Architecture

Learning complex shape representation from sparse rewards is very challenging and requires a large number of trials. Instead, we learn the shape representation using dense voxel category labels in a supervised approach, as follows. Freezing the learned shape representation network, we compute features of the 3D observation signal and use a separate network to learn the policy for finding the object poses.

**3D Geometry Network:** For 3D geometry feature representation, we use a 3D fully convolutional network that takes in a 3D volume as input and learns to produce per-voxel category labels in a supervised fashion, using the softmax loss function over object categories. Each tower of our geometry network uses 3D fully convolutional architecture of [155] which incorporates several 3D convolution layers.

**Input volume generation:** Our observation signal is in the form of 2D depth maps, which we convert to a volumetric grid of Truncated Distance Function (TDF) values. TDF representation can encode both single depth and multiple depth images. Specifically, each voxel takes a value which indicates the distance between the center of that voxel to the nearest 3D surface. Following [185],

\[ \pi_\theta. \]
these values are truncated, normalized and then flipped to be between 1 and 0, indicating on surface and far from surface, respectively.

**Policy Network:** Our policy is learned via a fully connected network consisting of three layers, each with 256 units followed by dropout and ReLU, using the policy learning and loss and reward function in Sections 4.2.2 and 4.2.3.

**Training Details:** We implement our model in TensorFlow [4] and use stochastic gradient descent with a learning rate of 0.001 and decay factor of 0.95. We train both 3D geometry and policy network over more than 1 million training samples in simulation.

### 4.2.5 Generate Training Data using Simulation

We generate synthetic training data using SUNCG scenes [155]. In each room, we move the camera at a person’s height while looking at different objects in the scene. We generate a wide range of camera angles: yaw varies between $[-180, 180]$, pitch depends on the height of objects and varies between $[-90, 90]$ and roll randomly takes a value in $[-10, 10]$ degrees. To produce a variety of viewpoints, we jitter the camera with a small amount of noise. For each view, we capture the depth image and crop the box around the object which also contains some parts of the other objects. We then pass the partial point cloud to the network as input. We rasterize the mesh of the 3D CAD model into a point cloud and use the produced point cloud as the reference input of the network. The truncated distance function of the point cloud is used as input to the network.

### 4.2.6 Scene Recomposition

Our scene recomposition pipeline takes in a point cloud which is produced from RGBD video of a real scene. We apply 3D object detection and semantic segmentation for extracting 3D object instances. Then, we use the output of our trained 3D geometry network (see Figure 4.2) for finding the nearest 3D CAD model in the set of CAD models and use it as reference 3D shape. Finally, we deploy LICP for aligning the 3D CAD model to object instance segmentation, as described in Section 4.2.1.
Figure 4.4: Qualitative examples of the recomposed CAD model of the scene. Each example shows a view of the camera in the scanned scene on left and recomposed CAD from the same view on right. Our method can successfully recompose cluttered scenes with lots of distractor objects (first and second rows) and huge amount of occlusions in scenes populated with many furniture objects and in confined spaces (third and fourth rows). Less accurate CAD recomposition can occur due to ambiguous extent of scanned meshes with nearby objects (bottom row, right), or lack of discriminative shape features in different views (cabinet in row four, right).
Figure 4.5: Comparison of proposed LICP method with local feature matching and alignment methods on real data (lower values are better). The legend is only shown on the right plot for better readability and the color of methods are the same for all plots.

**3D Object Detection:** We use the two-step object detection regime [127, 22, 84]. We train a category agnostic region proposal network which gives the objectness score for different 3D bounding boxes over the point cloud. We simultaneously train another network for classification of 3D bounding boxes for each of the object categories. Both networks share the feature extraction layers which are based on VGG architecture [151]. We use cross entropy loss for both region proposal and classification networks. We also learn the deviation of the 3D boxes using regression loss in $x$ and $y$ dimensions and the $z_l$ and $z_h$ for the lower and higher extent of object along $Z$ axis in regard to the ground plane. We rectified the point cloud in world coordinates by rotating the gravity direction and then making it axis aligned with the dominant $X$-$Y$ orientation on the ground plane. To compute feature maps from the point clouds we use the top-down view of the point cloud representations and extract feature from planes in different heights following [22]. For training, we use rendered depth images from SUNCG [155] as explained in 4.2.5. We use the entire scene composed of multiple objects in the field of view for each camera pose. We set 0.5 threshold for intersection over union (IoU) of 3D detection boxes and use non-maximum suppression for removing low scoring 3D boxes which have high overlap with higher scoring detections. We find the translation and scale of the objects via 3D object detector and apply the inferred translation and scale to the CAD models.

**3D Semantic Segmentation:** Clean object instance segmentation is important for the alignment stage of our method. For instance, when a chair is next to a table the 3D bounding box of the
chair may include some part of table and vice versa. In order to remove such distractors from the detection bounding box of each object detection we incorporate the semantic segmentation inferred on the point clouds. We take all points inside the 3D detection box and remove the points with semantic label of other object categories with overlapping detected bounding boxes. We also remove the points with “floor” and “wall” labels. We follow [123, 92, 124] for training semantic segmentation over the point cloud and learn a model for all object categories as well as floor and wall classes.

**Room Layout Estimation and Scene Visualization:** We use the inferred wall points from the 3D point cloud segmentation to estimate the room layout. For each point on the ground plane \((X, Y)\), we count the number of wall 3D points, aggregating over the \(Z\) axis. The locations on the ground plane with high frequency of wall voxels define the boundary of the room. We use the extent of the floor voxels wherever scan does not have wall in the boundary. Once all wall voxels on the ground plane are computed we run the concave hull algorithm to find the room boundary. We infer the location of the floor plane to be at the \(Z\) which has the highest frequency of floor voxels inferred via semantic segmentation of 3D points. The color of each object is estimated by medoid color of the point clouds belonging to the object instance segmentation. The floor texture is selected based on the feature similarity to a set of texture image.

### 4.3 Experiments

In our experiments we want to investigate: 1) How accurate is our learning-based ICP compared to non-learning previous approaches, 2) how is our method compared with keypoint matching approaches based on deep features, and 3) how can our model be applied in scene CAD model recomposition of unstructured and cluttered real world environments. To answer these questions, we evaluate the performance of our method both quantitatively and qualitatively. For real-world evaluation, we use the publicly available SceneNN [64] and ScanNet [30] datasets. SceneNN and ScanNet test sets contain scans of 95 and 312 scenes from different real world indoor spaces, respectively. These scene point clouds are scanned from various offices, bedrooms, living room, kitchen, etc., and as such they exhibit a diverse collection of unstructured real world scenes popu-
lated with various furniture types, styles and clutters of many distractor objects. These scenes are scanned with commodity depth camera and we use the fusion output.

4.3.1 Quantitative Evaluation

We evaluate the accuracy of our proposed method for 6DoF pose estimation of furniture objects in both real and synthetic scenarios. We compare our results with prior works of [23, 135, 185, 36, 15, 189, 181, 19, 107]. For the evaluation criteria, we compute the alignment error between the scanned mesh and the shape CAD model with the predicted pose. To compute the alignment score, the closest point in CAD model is found for each point in the input scan and the cosine distance between surface normals are computed. In the synthetic data experiment, we use the distance between points in reference CAD model and scan given that we have access to the ground truth mesh of the object in simulation.

**Quantitative evaluation on real data:** To evaluate the effectiveness of LICP for 6DoF object pose estimation, we incorporate the ground truth point cloud segments and object labels. We use the feature representation of our trained 3D geometry network for finding the nearest 3D CAD model from a database of 1550 CAD models from [155, 159] and use it as the reference CAD model. The quality of the object style match for retrieved CAD models are shown in several examples in Figure 4.3.

We compare LICP with local feature matching and variants of ICP from the literature. For local feature matching, we compare against hand-designed geometric feature of FPFH [135], learned
local deep feature by 3DMatch [185] and LORAX [36]. After matching the local features, we use RANSAC for coarse registration followed by point-to-plane ICP [23] for fine alignment of CAD model and input scan. For comparing against LORAX, we use released code of [36] for super-point extraction and use local deep features learned in an unsupervised fashion from point clouds of synthetic object CAD models via GAN. We also compare with Sparse ICP [15] (a variant of ICP that is robust to input noise), and PCL implementation of ICP. Figure 4.5 summarizes our quantitative comparison results. In the plots of Figure 4.5 “ICP point-to-plane, geom feature” refers to FPFH setting. As demonstrated in Figure 4.5, our method outperforms all aforementioned prior methods.

We also compare LICP with other baselines and variants of proposed LICP with different combinations of loss and reward function. **Rotation prediction** only uses object rotation estimation output of the learned network in Figure 4.2 and does not use our RL component. **Rotation pred., ICP point-to-plane** uses the rotation estimation output of the LICP network and applies ICP point-to-plane for finer object alignment. **Visible point cloud, ICP** only uses the visible points of the point cloud from predicted object pose for ICP alignment. **LICP w/o Pose Supervision** uses a policy network that is only trained with RL component and without strong object pose supervision of auxiliary loss. All of these variants have lower performance than our full LICP model that combines ICP-based reward and auxiliary loss for learning the policy network. Also the performance of LICP only with RL is close to LICP which suggests that LICP performance is mostly gained by RL learning rather than strong object pose supervision.

We do not have access to the ground truth CAD model of the shapes in the input scan and we use the surface normal error between recomposed CAD and input scan. We plot the surface normal error vs. recall for each category, which is the percentage of samples with surface normal error lower than each error value. Note that the smallest average ICP distance between the pair of scan and CAD model never goes to zero since the point cloud input pairs to the ICP method are sampled differently and are never identical.

**Quantitative evaluation on synthetic data:** We test on SUNCG [155] test set where objects are placed in 3D scenes with realistic furniture arrangements. This experiment is performed on several
input CAD models and input scans. The alignment error is the mean surface point distance in meter between the object surface in scan and the reference CAD model. In this experiment we test on synthetic scans where we have the ground truth surface of the scanned object. Therefore, we can compute the distance between the surface of the reference CAD and surface of the CAD in the scan. We compare LICP with robust and global alignment algorithms: Fast Global Registration [189], globally-optimal algorithm Go-ICP [181], GOGMA [19], Super4PCS [107] and Sparse ICP [15]. We also compare LICP against point-to-plane ICP [23] with FPFH geometric feature and PCL implementation of ICP. The results are summarized in Figure 4.6. Our LICP alignment outperforms other global and robust alignment methods by a large margin.

We also evaluate the robustness of LICP against large orientation differences between the object scan input and the reference CAD model and compare against the Chen and Medioni ICP [23] in Figure 4.7. The reference CAD models are initialized with different orientations for each experiment. In Figure 4.7, the x-axis shows the initialization error while the y-axis shows the final alignment error after ICP is converged. While both methods reduce the alignment error, LICP obtains lower final error compared to [23].
Figure 4.8: Scene recomposition using our proposed fully automatic method. Scene recomposition is shown for three different scenes. In each scene, the top row shows the top-down view of the scene; the middle and bottom rows demonstrate two close-up views of each scene. Camera location and pose is color coded on top-down view).

4.3.2 Qualitative Evaluation

**Real scene shape alignment:** Figure 4.4 demonstrates several examples of scene CAD models recomposed (on right) from the depth scan of real scenes (on left) by applying our algorithm where best-matched CAD models and 6DoF object poses are estimated. The first row in Figure 4.4 shows several recomposed CAD scene models in the presence of a high amount of scene clutter. For example, the surface of the two chairs on the top left is filled with random objects, and the back cushion of the blue office-chair (first row, middle figure) is occluded with a shirt. While such arbitrary objects results in significant amount of noise in the depth scans, our method can estimate the 6DoF pose and object style reasonably well. Examples of the second row in Figure 4.4 show scenarios with significant occlusions as the result of a densely populated scene. As shown in the figure, our method handles such occlusions well and produces CAD scene models with accurate object pose and styles. Several failure cases are shown in the bottom row of Figure 4.4 where the estimated object poses are less accurate. For example, in the middle example of the forth row, the pose of the cabinet behind the blue chair is not estimated correctly due to the lack of strong discriminative shape features between the right face and the front face of the cabinet. Also the
retrieved armchair style is not accurate in the left example of the forth row, as the extent of the armchair cannot accurately be obtained from the scanned point cloud because of high level of occlusion with the nearby objects.

**Real scene recomposition:** We deploy our fully automatic scene recomposition method on real scenes, with results shown in Figure 4.8. For each scene, we render two different close-up camera viewpoints and the top-down view of the scene recomposed by our method and also show corresponding views from the scan. As shown in Figure 4.8, these scenes are densely populated with different furniture and the scene scans contain many holes. Despite many occlusions and holes, our method produces satisfying scene recompositions. Using TITAN Xp GPU, the computational time for a typical scene with an average complexity is approximately 6.5 seconds for 3D object detection and 9.5 seconds for 3D semantic segmentation. LICP 3D CAD alignment takes 1.22 seconds per object instance which includes 0.65 seconds for 3D Geometry Net, 0.008 seconds for Policy Net and 0.56 seconds for ICP Reward.

**Surface point visualization during inference:** LICP learns to assign different weights to surface points of the reference CAD model when queried with arbitrary posed object scans. The assigned weights for surface points in the reference CAD model are computed based on the visible surface points. The visible surface points are captured via ray tracing from the actions inferred, i.e., the camera transformation multiplied with the value estimated by the value function in our policy network. These weights reflect the contribution of each surface point in inferring the correct transformation action.

Figure 4.9 shows the surface point weights obtained for different objects when queried with scans from various viewpoints. The assigned weights are conditioned on the viewpoint of the queried shape. When LICP is queried with a left-sided armchair, the visible surface points on the left side of the reference armchair gain higher weights and vice versa. Similarly, office chairs with different poses and occlusion patterns are provided. LICP assigns higher weights to the surface points that are not occluded and ignores the contribution of the occluded surface points. The bottom row of Figure 4.9 shows similar patterns in the produced weights for surface points of desk and L-shaped sofa instances.
4.4 Discussion

In this chapter, we compute 3D scene recompositions from a sequence of RGBD scans captured by a moving camera from a real scene. We present a learning based approach for shape alignment called Learning-based ICP (LICP). LICP combines deep 3D feature learning with reinforcement learning and is able to infer the 6DoF object transformation with respect to a reference shape. By leveraging large scale shape 3D databases and learning the transformation policy for various object poses, LICP becomes robust to scene clutter and partial occlusions. Our experimental results on diverse real world scans demonstrate high performance of our method compared to various baselines.
Chapter 5

NONPREHENSILE RIEMANNIAN MOTION PREDICTIVE CONTROL

Nonprehensile object manipulation is an important and yet challenging robotic task that had been studied since more than three decades ago [105] and despite its old history, the demanding and unsolved aspects of it are still subject to research [91, 111]. Nonprehensile manipulation involves long horizon underactuated object interactions and physical contact with different objects that can inherently introduce a high degree of uncertainty. Suppose we want to push an object in a surface cluttered with objects of various shapes and properties. In such a scenario, predicting the outcome of a push action is not trivial as pushing an object not only affects its own status but also can change the status of other objects.

Traditionally, motion planning and search algorithms were adopted for nonprehensile manipulation. Planning algorithms challenge with high computational cost and rely on full knowledge of a constrained workspace to produce a sequence of kinematic actions [105]. To address the computational complexity brought by uncertainty, the quasi-static planners aim to predict the motion of pushed objects by assuming a physical model of the world involving shape, friction and objects center of mass [100].

More recently, deep learning has been adopted for learning simple robotic manipulation skills using visual sensory input in a controlled setup [89, 5, 90]. Central to their idea is to train a deep neural network model in a data-driven fashion to predict the cost of applying different robotic actions for accomplishing tasks. While it is essential to reliably predict the cost of taking possible actions in a real robotic task, it is challenging to obtain the data and the supervision needed for training such cost function in unconstrained setups.

Instead of estimating the cost of different actions, can we instead simulate the real environment in an on-line closed-loop such that we can compute the outcome of taking possible actions inside
the simulation? In this chapter, we introduce a Real-to-Sim reward analysis technique as a reliable method to imagine and evaluate the outcome of taking possible actions for a real robotic platform. Our approach creates a 3D object-level recomposed model of the real scene where we can simulate the effect of different trajectories. We produce a closed-loop controller to reactively push objects in a continuous action space. We compute the acceleration command for the robot by benefiting from Riemannian Motion Policy (RMP) and second order dynamic model at every location on the surface [24]. Our goal is to produce an efficient second order dynamic system controller that maintains a continuous trajectory while preserving correct kinematics and smooth dynamics for nonprehensile object manipulation with involves high amount of uncertainty. To accomplish this goal, we focus on leveraging simulation to predict parameters of our second order controller. Instead of estimating the accurate physical parameters of the scene such as center of mass and surface friction we apply a reactive controller that deploys closed-loop feedback. Consequently, we are capable of correcting the motion if, due to uncertainties involved, the object deviates from the foreseen trajectory.

5.1 Related Work

Conventionally, planning algorithms has been deployed for solving nonprehensile manipulation by incorporating search techniques to create a trajectory of kinematic movements for a robot arm to push or rearrange objects [27, 158, 75]. To push various objects on simple trajectories, [58] learns to predicts suitable contact points by optimizing a scoring function trained on histogram features. To reach objects in clutter, [80] deployed Model Predictive Control (MPC) [172] to model the dynamics of a robot arm in contact with the environment. Compared to these past methods, our approach is more general and more efficient and the task we consider is more challenging and involves multiple object interactions.

More recently, deep learning has been incorporated for learning simple manipulation skills with a robot arm. [5] predict the outcome of a pushing action by training a network on pairs of RGB images of before and after push action. This work is extended in [111] to learn a forward models for manipulating a rope with a robot arm in a supervised fashion. Using a series of observations
via camera images, [91] tracks a history of push interactions and learns a model for pushing in scenarios with only a single object on the table and quantizing the action space. In contrast, our method is designed to be applicable in complex scenarios involving several objects and our controller produces continues actions.

Our work is related to recent efforts for deploying 3D and physics simulation environments for efficiently learning robotic policy. Several past works deployed domain adaptation to transfer policies learned in simulation to the real world [134, 16]. Domain randomization was proposed in [139] to train highly generalizable robotic policies inside a randomized simulation environment and was shown to be successfully applicable in various robotic applications [70, 167, 7]. In [16] pixel-level image generation was incorporated to create auxiliary source of data. [71] learned to translate real and simulation data into a canonical representation to be used as robot observation. Several past works incorporated real images as a complementary source of data for learning control policies inside simulation that can be transferred to the real world [16, 141, 138]. In contrast to all these works, we generate the simulation environment by recomposing the 3D scene and incorporating simulation physics environment as a computational model for predicting the outcome of robot action trajectories in a closed loop. To our knowledge, closed loop 3D scene recomposition and simulated action look ahead has not been addressed before for efficient policy evaluation inside simulation that is applicable in the real world.

5.2 Proposed Method

We assume a nonprehensile robotic manipulation setup with $N$ objects $o_{i,i\in\{1,\ldots,N\}}$. Each object has 5 degree-of-freedom (5-DoF) defined by its rotation $R \in SO(3)$ and translation $T \in \mathbb{R}^2$ and can take any arbitrary pose $p$ in $SE(2)$ on the plane. All the objects are movable on the plane and can be displaced from a location and pose to another physically feasible pose on the plane so at any time $t$, the state of the world $s_t$ encapsulates the pose of the objects in the scene $s_t = (p_1, \ldots, p_N)$. Given a target object $o_c$ and a goal location $l_g = (x_g, y_g)$ as inputs, we want to control the target object $o_c$ by pushing it to $l_g$. To accomplish that, we need to find the best sequence $\tau$ of robot actions $\tau = \{u_0, u_1, \ldots, u_t\}$ that pushes $o_c$ to $l_g$ while satisfying the constraints such as avoiding collision
with other objects as well as maximizing a reward function. Each robot action $u$ is defined by the velocity and acceleration of a push by a robot end-effector, i.e. $u_t = (v_x, v_y, a_x, a_y)$. At every iteration, our goal is to estimate a short trajectory of future actions $\tau$ that maximizes the expected sum of future rewards. By applying each action $u_t$ at state $s_t$, a reward $r_t(s_t, u_t)$ will be obtained which reflects how much the object has progressed in becoming closer to the goal location. If the action $u_t$ results in a collision between the controllable object $o_c$ and any of the objects in the scene $o_k, k \in \{1, \ldots, N\}, k \neq c$, then a penalty would be considered. More formally, the reward at each step $r_t$ is defined as:

$$r_t(s_t, u_t) = \Delta(d_{o_c, l_g}^t, d_{o_c, l_g}^{t-1}) - \sum_{i=1, i \neq p}^{N} d(p_i^t, p_i^{t-1})$$  \hspace{1cm} (5.1)$$

The first term in Equation 5.1 reflects how much the distance of $o_c$ to the goal location $d_{o_c, l_g}$ has changed between time $t - 1$ and $t$ and $d$ denotes the Euclidean distance. The second term of Equation 5.1 quantifies the collision event that might occur by applying action $u_t$. During one step of push action, if the controllable object $o_c$ collides with any other object $o_i$, it will result in an unwanted change of 5-DoF pose in $o_i$. To quantify the collision event, we compare the pose of each object $p_i$ between the time $t$ and $t - 1$ by computing the Euclidean distance $d$ between $p_i^t$ and $p_i^{t-1}$. Accordingly, the reward of a trajectory $\tau$ with fixed horizon $H$ is computed as: $R_\tau = \sum_{j=t}^{t+H} \gamma^{j-t} r_t$.
with the decay factor of $\gamma$. 

5.2.1 Closed-Loop Control

We use RMPflow [24] to compute the sequence of robot actions based on the current robot position and velocity and the configuration of scene objects. The RMPflow combines local policies in their coordinate system and computes a global policy for the robot motion. We use attractor policy for pushing to the goal and collision avoidance policy for avoiding obstacles. By combining these local motion policies the potential field of robot action is computed in continuous space which determines the robot global motion policy at every location. Suppose the average dimension $o_c$ along its width and length is $\overline{m}_{oc}$ and its location on the plane is $l_{oc} = (x_{oc}, y_{oc})$. The local policy in the coordinate of the target object rotated by the orientation of the RMP global policy for an immediate pushing action is defined by $(v_x, v_y) = (\alpha_1 x^2 - \alpha_2 y^2 - \alpha_3 \left( \frac{\overline{m}_{oc}}{2} \right)^2, \alpha_4 xy)$ and $\alpha_i$s are the hyperparameters of our local potential field.

5.2.2 Riemannian Motion Predictive Control

Using the computed RMPflow [24] we can select an action $u_t$ at each time step $t$ to find the optimum trajectory to push $o_c$ to $l_g$. However, in dynamic systems with a high degree of uncertainty selecting the actions purely based on RMPflow may not be optimal specially in underactuated tasks [101] such as ours where the target object makes and breaks contact with robot end-
Figure 5.3: Examples of fully automatic object-level scene recomposition from the point cloud. The first and second rows show the side view and the top view of the captured point cloud. The third row shows our object-level scene recomposition.

effector and other objects. Therefore, we propose Riemannian Motion Predictive Control (RMPC) where instead of fixing a single parameter for computing the RMPflow, we consider a range of weights for each node. By sampling from the different node weights, we produce different pushing trajectories at every time step $t$ and select the next best action based on the trajectory with the highest estimated reward using Equation 5.1.

Designing an accurate reward function and learning to predict the outcome of different action sequences is challenging due to inefficiencies in collecting real robot data and inherent uncertainties in under-actuated and non-prehensile object manipulation. To alleviate those challenges, our proposed method estimates the reward of different sampled action trajectories by recomposing the 3D scene and imagining the outcome of different action trajectories inside a 3D physics simulation. We leverage the power of 3D physics simulation to look ahead the outcome of pushing an object along different trajectories by proposing to recompose the 3D scene at each step during the trajectory. In our setup, we have a depth camera that captures the scene and we incorporate sensory point cloud input for object-level scene recomposition. Using the captured point cloud, we detect 3D objects in the scene. Once we recomposed the scene using object-level 3D shapes, we migrate the scene to a physics simulator to evaluate the outcome of different pushing trajectories. To train a 3D object detector that is robust to clutter and high amount of occlusion, we generate a high volume of diverse synthetic data in a simulation environment inspired from prior work of [68] and domain
randomization [139]. We create a huge number of diverse scenes by randomly dropping objects in a physic simulation. Such data generation approach will capture the realistic physical arrangement of objects on a surface and results in learning a more efficient 3D object detector. Figure 5.1 illustrates the overview of our approach where scenes captured by point clouds are recomposed in a 3D simulation environment where we can compute the look ahead motion field.

5.2.3 Implementation Details

We implemented our method using PyTorch [120] and used Bullet physics engine for simulating the scenes [28]. We generate over 1 million simulated scenes diversified with random object arrangements and floor texturing to train our 3D object detector and Figure 5.5-(c) provides several examples of the generated scenes. The speed of our recomposition step is 15 frames per second. We set the hyperparameter of our local field to $\alpha_s=1$ in all our experiments.

5.3 Experiments

We conduct experiments both in simulation and in a real world to evaluate the performance of our proposed approach for nonprehensile manipulation. To evaluate the performance of our proposed approach for nonprehensile manipulation we conduct experiments both in simulation and in a real robot platform.

5.3.1 Experimental Setup

In our evaluations, We use objects of the YCB dataset [18] in simulation and in the real world experiments. For real robot experiments, we build a real RC-car hardware platform on a 1/10 chassis featuring a 4×4 suspension, and non-flat tires inspiring from the prototypes introduced in [3, 156]. To control the RC-car we use move commands that define the velocity and steering direction of the RC-car through a ROS interface. In the real experiments, we localize the RC-car robot using the April tag [116] while we detect and localize other scene objects by 3D object detection as explained in Section 5.2.
5.3.2 Results on Simulation

To evaluate our proposed motion policy we generate a held-out test set of scenes with a different combination of objects and various arrangements in simulation. To produce diverse scenarios, we randomly place objects in random locations of the workspace surface area and randomly select the target object and goal location in simulation. Figure 5.2 shows several examples of push tasks at test time. We use 500 held-out test scenes on our simulated RC-car robot platform and compare performance based on the collision rate. We compute the recall rate at the $k\%$-collision ratio as evaluation criteria. For each trial, the collision ratio is computed by dividing the number of collision events by the total length of the trajectory. A higher recall rate at a lower collision ratio indicates better performance.

We compare the performance of our RMPC method against several baselines:

**Riemannian Motion Predictive Control (RMPC):** Our proposed RMPC recomposes scene from input point cloud and computes different trajectories using RMPflow with different weights. The next best action is selected based on future reward obtained from Equation 5.1

**Riemannian Motion Policy (RMP):** RMP generates the action trajectory based on the computed RMPflow with a fixed parameter similar to [24].

**Model Predictive Control (MPC):** MPC samples different trajectories at each step and selects
the next action from the trajectory with the smallest cost in a closed-loop. The cost function is computed based on the distance of the target object and the location of the obstacles so the trajectory that moves closer to the obstacles is of higher cost.

**Open-loop control:** This baseline is similar to MPC except that it computes the whole trajectory from the initial location of the target object to the goal location and applies action sequence in an open-loop.

**Direct control:** This baseline moves the target object toward goal location without considering collision avoidance and recomputes the action in closed-loop.

Comparison results are summarized in Figures 5.5 and 5.6 and show that our proposed RMPC method outperforms all of the baselines and experiences less number of collisions during the trails. Hence RMPC obtains higher recall at lower collision ratios.

5.3.3 *Results on Real-World*

In all real experiments we capture the scene point cloud using a depth camera. Given the point cloud of a scene, our 3D object detection produces the 3D bounding boxes around each object with their 3D poses as well as category labels from which we can recompose the scene in the physics
simulation. Figure 5.3 depicts several examples of the recomposed real scene in the 3D simulator. As can be seen, our scene recomposition produces simulated scenes that are identical to the real world in terms of object scene arrangement, various object categories, and their poses. Also, our scene recomposition is robust to a high amount of clutter and occlusion in the scene.

We quantitatively compare our proposed RMPC with RMP which we observed to be the strongest baseline in section 5.3.2. We evaluate the performance by computing the percentage of non-collision push actions in different trials. We evaluate the performance in 32 different real scene arrangements and obtained the average collision rate of 17.9% for RMPC and 35.4% average collision for RMP. Figure 5.4 shows the example trajectories of real RC-car pushing tasks in three different scenarios. As Figure 5.4 shows, our proposed RMPC method produces a closed-loop sequence to successful actions and pushes the controllable object to the goal location (shown by green dot) without colliding to with obstacles in the scene where pushing to a goal location could be accomplished without a collision event.
5.4 Discussion

Solving for the parameters of a second order dynamic system controller is challenging when the task involves objects of various properties and complex manipulation under high uncertainty especially in nonprehensile settings. In this chapter, I propose a Real-to-Sim approach for analysing the reward of action trajectory in simulation and estimating the parameters of a second order dynamic system controller for nonprehensile manipulation task. With our controller, we produce a closed-loop reactive motion policy. I consider the complex task of pushing objects on a surface in a complex environment with high uncertainty and demonstrate the efficiency of our controller by comparing it to the prior works on a set of nonprehensile manipulation tasks in simulation and real-world RC-car robot platform.
Chapter 6

CONCLUSION

In this thesis, we proposed learning-based object-level scene recomposition from different types of input sensory data. Our proposed scene recomposition approaches re-create a scene through learning to detect and align prominent objects in the scene along with their category, shape, 3D pose, and room layout.

6.1 Contributions

Recomposition of the scene CAD model is the re-creation of the scene by localizing the objects and inferring their pose and object type and shape to match the scene captured via input sensory data. This thesis made contributions by proposing learning-based approaches for scene recomposition an application to robotic object manipulation as follows:

- **Object-level scene analysis.** We proposed learning object-based scene structure from RGB image, including scene category, the appearance of objects in scene context, and the spatial relation of prominent objects in the scene. We showed that the relationships between prominent objects in the scene is an important clue for scene understanding, which can be used for improving object detection, fine-grained scene categorization, and inferring missing objects in an image [67].

- **Single-view scene CAD recomposition.** We proposed IM2CAD, a fully automatic scene CAD recomposition approach, from a single RGB image of an indoor scene, that detects prominent objects of the scene, finds CAD models that are as similar as possible to those objects, and places them automatically in the 3D scene. Then we trained a fully convolutional neural network for estimating the room geometry by detecting walls, floor, and ceiling. We
leveled a large database of thousands of object CAD models from ShapeNet [20] to match the style and pose of each object detected in the image. To do that, we compared the convolution filter response of our trained object detector with the object shape database. To account for inter-object occlusions and to produce a more accurate estimation of object location and pose in the scene, we then rendered and matched for jointly aligning all objects in the scene. We showed that our method produces high quality scene recomposition from single RGB images. Finally, we compared our method against prior works, evaluating on publicly available 3D scene understanding benchmarks and observed that our method obtains superior quantitative performance [69].

- **Scene CAD recomposition from RGBD sequences.** We proposed a fully automatic scene recomposition from RGBD sequences by matching the scanned object to a large scale database of object CAD models and aligning them to the input RGBD scan. Our scene recomposition approach involves 3D object detection and semantic segmentation for extracting 3D object instances from the input scan. The best-matched 3D CAD model to the extracted object instance is found from thousands of object CAD models using our trained 3D geometry network. The scene recomposition yields more complete models, including back-facing and hidden geometry of objects, as opposed to reconstruction methods that capture only visible surfaces of objects and generate holes in the mesh. We also proposed a novel learning-based ICP (LICP) technique in a reinforcement learning framework to align CAD models to RGBD scanned geometry. LICP learns to predict the 3D object pose of the queried object to the input scan. While LICP is trained on synthetic data and without needing 3D annotation of keypoint correspondences in real scenes, it outperformed prior works on learned local feature matching and geometric based alignment methods [68].

- **Scene CAD Recomposition for robotic nonprehensile manipulation.** We proposed scene CAD recomposition for robotic nonprehensile object manipulation. We studied the task of pushing a target object to a goal location on a surface cluttered with obstacle objects of various shapes and properties on a real RC-car robot platform. Given the input RGBD
point cloud of the scene, including objects on the robot’s workspace and the robot itself, we generate the object-level scene recomposition of the scene. We then used the recomposed scene to compute the expected sum of future rewards for a real-world robot action sequence in the recomposed CAD model in a physics simulation. We produce a closed-loop controller where at each timestamp robot perceives the workspace, recomposes the 3D scene, and uses that to look ahead the reward of different actions in the recomposed 3D scene. Then, the action with maximum reward is selected and applied by the real robot in the scene. The performance of our proposed method is evaluated on simulated and real-world RC-car robot platform. We showed that our method obtains better performance compared to several baselines [66].

6.2 Future Work

We introduced the scene recomposition problem and proposed multiple solutions to tackle it. We believe that our work opens up new research directions as follows. Scene recomposition can be improved by incorporating more details of the scene, such as adopting illumination inference and light source detection. Deformable objects, such as a person in the scene, can also be considered. Furthermore, object type and shape can be more adapted and customized based on scene context. Scene recomposition can also be useful in various applications such as interactive games, virtual content creation, VR/AR, interactive style, matching and interior design. Now, we elaborate on the aforementioned research directions for future work.

6.2.1 Object Context in Recomposition

The object choice in our scene recomposition method is based on the perceived shape from the sensory data such as RGB or depth. While we seek to recompose a scene to be as close as possible to the real scene, our object choice can be improved in scenarios where there is a high level of noise in the sensory data. For example, partial views, object occlusions, or noisy sensing can result in incomplete sensory data [190]. One improvement is to use scene context to enhance
the shape and style choice. Suppose we detect a chair in the scene, which is partially observable because of other furniture pieces in front. Retrieving the style and shape of such an object is difficult based on the perceived sensory data. However, if we consider the scene context and the nearby objects, we can infer the scene type (e.g., office) and bias our choice inclined towards the chair styles that occur in such scenes more often (e.g., office chair). Another example use case where incorporating context can improve the recomposition is in the environments where there are multiple instances of an object such as a classroom with many similar chairs, a lobby with multiple similar sofas, or a bedroom with similar side tables. In such cases, if we can infer the style and shape of one instance of the repeated object with high confidence, then we can propagate the inferred style to other instances.

6.2.2 Person Recomposition

Deformable objects and specifically human pose estimation from RGB and RGBD images is an active and important research area in computer vision and graphics [77, 78]. This includes inferring a person’s pose from sensory input by learning the shape of different body parts as well as the person’s clothing type and colors. Having a database of different part shapes and clothing types, we can learn to re-create the human in the scene. Such re-creation can involve inference over all possible combinations of body attributes such as pose and clothing, which makes it a very challenging and interesting future research direction.

6.2.3 Light and Illumination Estimation

Scene illumination is a crucial aspect of realistic synthetic scene rendering. Future recomposition work can consider learning to estimate the light sources for indoor scenes such as approaches proposed in [186, 46]. The various sources of light and their intensities in an indoor scene makes this problem challenging. For example, different light sources in an indoor scene can include outside natural light reflected through a window, and indoor light sources such as the ceiling or wall lamps as well as floor or table lamps; the effect of all such lights sources in the final appearance of
the scene can be different based on object materials, object occlusions and day versus night.

6.2.4 Textured Scene Recomposition

Inferring material and texture on different object surfaces can play a critical role in producing more realistic scene recompositions. However, it is an interesting research direction to investigate ways for re-creating a scene with its current texture or by generating a scene with the same object layout but new texturing that looks realistic on the surface of objects similar to the approach of [171, 119].

6.2.5 Interactive Gaming and VR/AR Use Cases

Most gaming and entertainment applications are designed with a set of prebuilt scenes and environments. Such prebuilt environments can result in limited user engagement and less convenient interactions with the scene. Having an accurate object-level scene recomposition could in many cases provide a better user experience. This can be addressed by providing situational awareness of the working area for the user. As an example, while working with a VR/AR application and interacting with virtual and real-world objects, the user should be able to identify occupied areas so that he/she can avoid bumping into the room objects. For this to be realized, we need to have an accurate scene recomposition to generate the virtual world presented for the user such that the extent of the objects is as close as possible to the CAD recomposition. As another example, a VR/AR application might require the user to sit down and stand up during VR/AR experience. User should be able to work with such an application without any interruption in between. For example, if we could model objects in a VR user’s real environment, we could add them to their VR world, enabling the user to sit down on a real chair or touch a real object. Scene CAD recomposition can enable gaming and VR/AR applications with situational awareness by importing the CAD model of the dominant objects that are aligned with the real scene surrounding the user and rendering in a virtual environment.
6.2.6 Interactive Interior Design and Modeling

Object-level scene recomposition enables object oriented 3D scene editing. By copying and pasting new objects in the scene or replacing current scene objects with other objects of different styles, we can provide an interactive tool for interior design and room modeling. Our 3D scene recomposition technique enables an interactive virtual 3D environment where both style and size can conveniently be taken into account to provide a close-to-real experience for the user. Such an application can be deployed in a Virtual Reality setup where a user can edit and design their room while being virtually present in that environment.
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