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We present several novel results on computational problems related to supervised learning. We focus on the computational resources required by algorithms to solve learning problems. The computational resources we consider are running time, memory usage and query complexity, which is the number of positions in the input that the algorithm needs to check. Some contributions include:

• Time-space tradeoff lower bounds for problems of learning from uniformly random labelled examples. With our methods we can obtain bounds for learning concept classes of finite functions from random evaluations even when the sample space of random inputs can be significantly smaller than the concept class of functions and the function values can be from an arbitrary finite set.

• A simple and efficient algorithm for approximating the John Ellipsoid of a symmetric polytope. Our algorithm is near optimal in the sense that our time complexity matches the current best verification algorithm. Experimental results suggest that our algorithm significantly outperforms existing algorithms.

• The first algorithm for the total least squares problem, a variant of the ordinary least
squares problem, that runs in time proportional to the sparsity of the input. The core to developing our algorithm involves recent advances in randomized linear algebra.

• A generic space efficient algorithm that is based on deterministic decision trees.

• The first algorithm for the linear bandits problem with prior constraints.
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Chapter 1

INTRODUCTION

Machine learning is the field that studies how computer algorithms can perform complicated tasks via learning. Instead of pre-programmed rules, we feed the learning algorithms with training data, and expect them to make predictions and decisions. The more training data the learning algorithms receive, the more potential for accurate predictions and high quality decisions they have. This mimics how humans learn. Taking learning language as an example, babies are not born to know how to speak: It is the language environment of newborns, rather than genes or ethnicity, that determines which language they speak; babies learn to speak by receiving visual and sound information from the environment. Things are similar in machine learning: For example, in the task of email spam detection, while traditional algorithms may design many hard-coded complicated rules, machine learning algorithms take spam emails and non-spam emails as input, and train a classifier that can make good predictions on general unseen emails.

Learning systems, especially those built on large-scale data, have made significant impact in real-life applications. A far from exhaustive list includes autonomous vehicles, recommendation systems, face recognition and machine translation, which have already been involved in the daily lives of billions of people. On the other hand, it takes vast resources to train machine learning models. The computation power needed to train learning models increased 300,000 times from 2012 to 2018 [118]. Google’s BERT-large [44], the state-of-art model across many natural language processing (NLP) tasks, was trained on 64 TPU chips for 4 days on 3 billion word-pieces. As a consequence, the carbon emissions of machine learning is becoming a problem: In a 2019 study [136], training a NLP model can cost 626,155 pounds of CO$_2$, which is about 17 times of the lifetime CO$_2$ consumption.
of average American person.

This brings in the motivation of this thesis: we need a better understanding of the computation resources needed for machine learning. To do that, we use the techniques of theoretical computer science. From an algorithmic perspective, we would like to design more efficient algorithms for different learning tasks. From a hardness perspective, we would like to identify the computational complexity of learning problems in different settings in order to understand the bottleneck of various learning tasks which enables us to better allocate computational resources. There are multiple orthogonal computation resources, like float point operations and memory. We need to understand how the usage of learning algorithms on these resources correlates with each other.

This thesis mainly focuses on supervised learning. Let us start with an example of human learning of teaching concepts to children: When children see some new objects like cars or cats, we tell children names of these objects, and after gaining enough experience, children become able to recognize cars and cats, even if these cars or cats have not been seen by children. In this example, the names of concepts serve as “labels” of the visual information. Supervised learning is analogous to this procedure: Recall that in the aforementioned email spam detection problem, for the training data, besides the contents of the emails, the learner also sees whether each email is spam or not. We can think that there is an underlying ground truth mapping (unknown to the learner) that given contents of email as input, outputs whether the email is spam or not, and the goal of machine learning algorithms is to recover such a model based on training data. The spam information actually labels the training data, and roughly speaking, supervised learning is the setting where the learner receives data with labels. With labelled data, supervised learning is a comparatively simpler setting, and contains many widely used machine learning tasks in practice such as recommendation systems, object recognition and machine translation.

Supervised learning is also widely used in other research areas like materials science and medical science, where researchers want to find the best material/medicine from a pool of candidates via costly experiments. The problem of optimal experimental design
is that of finding the best way to conduct experiments with fewest trials as possible. We can regard the performances of each experiment as labels, so this problem falls into the category of supervised learning.

Overall, we resolve several learning problems in supervised learning, including time-space tradeoffs for online learning, optimal experimental design and regression problems.

1.1 Our Contributions

More specifically, the main contributions of this thesis are summarized as follows.

1.1.1 Time-Space Tradeoffs in Online Supervised Learning

We study the time-space tradeoffs in an online supervised learning setting. Traditionally, researchers care more about the training time and the size of training data required for good performance, while little is known about the space usage. However, as modern machine learning relies increasingly on the large scale of the data, it becomes unaffordable to put all training data in memory all at once. How much information from the training data needs to be kept in memory in order to learn successfully becomes an important question. To overcome the storage constraint, inspired by advances in streaming algorithms, an online learning scheme is used in practice. This means that the learning algorithms access the training data consecutively from a data stream, which makes it possible not to store training data all at once. Hence one may hope for a good learning algorithm that is both efficient in time measured by size of training data, and space measured by storage usage. In the breakthrough work of Ran Raz [113], it is shown that in this setting, even for a very simple task, any successful learning algorithm requires either essentially putting all the needed training data into memory, or seeing exponential number of training samples. Raz considered the problem of learning a boolean vector by seeing its inner products with other boolean vectors. We prove that this type of time-space tradeoffs holds for a more general class of learning problems. We give a property of learning problems that we call
norm amplification curve so that if one learning problem has a certain norm amplification curve, then the strong time-space tradeoff holds. Moreover, our results allow labels to be more than binary by introducing complex numbers into the analysis. This work is in Chapter 3 and appears in the following publication.


Independently and contemporaneously with our preliminary version ([9]), Garg, Raz, and Tal [56] proved closely related results to ours.

The specific learning task Raz considered is over boolean variables, and the learning task is about inner product of boolean vectors, which can be considered as evaluation of linear boolean functions. A natural generalization is learning low degree polynomials from random evaluations. This is a very general class of learning problems, because when variables take discrete finite values, they can be modeled by finite fields, and all their behaviors can be modeled by polynomials over finite fields. In order to prove time-space tradeoff for learning polynomials, we need to bound the corresponding norm amplification curve, which is where the problem of estimating the weight distribution of Reed-Muller codes arises. Reed-Muller codes are among the oldest error correcting codes and are highly related to polynomials over finite fields. We resolve this problem by showing that the bias of Reed-Muller codes follows an exponential tail bound. These contributions are in Chapter 4 and appear in the following publication.

1.1.2 Decision Tree Based Generic Query Algorithm

Recently, Gonen, Lovett, and Moshkovitz [59] conjectured a criteria to determine whether a problem can be efficiently learned with bounded space usage. Their result is built on a reduction from the statistical query model. For more details on the statistical query model, see Section 2.1.1. We find a generic learning algorithm based on reduction from decision trees, which refutes Gonen et al.’s original conjecture. After communication from us, Gonen et al. proposed a modified conjecture in the conference version of their paper [60]. This is a joint work with Paul Beame and is in Chapter 5.

1.1.3 Faster Algorithm for Total Least Squares

Least squares regression is a method for fitting linear models. It was introduced by Carl Friedrich Gauss in the 18th century, and is among one of the oldest machine learning algorithms. In this setting, we have $n$ data points $(A_1, b_1), \cdots, (A_n, b_n)$ where $A_i$ is a $d$ dimensional vector, and $b_i$ is a real number. We want to use a linear model to fit these data, that is, we want to find a $d$ dimensional vector $x$ so that $b_i \approx \langle A_i, x \rangle$. Quantitatively, we want to choose $x$ to minimize the square loss $\sum_i (b_i - \langle A_i, x \rangle)^2$ (hence the name “least squares”). As one of the simplest models, linear models are widely used in many areas including statistics and finance, which in turns makes least squares regression a well-studied method.

One interpretation of least squares is that the labels $\{b_i\}$ are noisy, and we want to make the minimal shift on these labels so that the data fits into a linear model. A natural generalization is that not only the labels, but also the data $\{A_i\}$ can be noisy, so we can make changes to both $\{A_i\}$ and $\{b_i\}$ so that they fit into a linear model. This is called the total least squares problem. Traditional algebra solution for the total least squares problem require $O(nd^2)$ time. Such complexity is not efficient enough with large scale data, where sub-linear running time algorithms are preferred. Based on advances in randomized linear algebra, we develop a novel algorithm for the total least squares problem that achieves
running time proportional to the number of non-zero entries in the input. This is a huge advantage when the input is given in a sparse format. Large sparse data is quite common in applied machine learning, since information is not perfectly gained and there are many missing entries. These contributions are in Chapter 6 and appear in the following publication.


1.1.4 Efficient Algorithm for Optimal Experimental Design

Previously we talked about optimal experimental design. One simple case is optimal experimental design for linear models. Linear models are the simplest models for experimental design, where the performance of the experiment depends linearly in each attribute. In this setting, the candidate pool is all $d$ dimensional vectors. Each possible experiment is also represented by a $d$ dimensional vector. The performance of an experiment $a$ at the candidate $x$ is given by their inner product $\langle a, x \rangle$. We want to design the experiments so that as much as possible information can be obtained.

There are multiple optimal criteria for the linear optimal experimental design, and $D$-optimal is one of the widely used optimality criteria. Roughly speaking, D-optimal design maximizes the determinant of some “information matrix” of the chosen experiments, and by doing so, the variance for the estimation is minimized. It turns out that computing the D-optimal design is equivalent to a computational geometry problem: the John Ellipsoid of convex polytopes. A classic result of Fritz John [72] stated that any convex polytope can be well sandwiched by two ellipsoids. These two ellipsoids share the same center and one is a scaled version of the other. The computational task is then to compute the maximal volume ellipsoid inscribed in the polytope. This problem also has a wealth of different applications, including sampling and integration [148, 28], linear bandits [23, 68], linear
programming [93], cutting plane methods [80] and differential privacy [108].

We develop a simple fixed point iteration for this problem, which achieves the state-of-art time complexity. We give experiments showing that our algorithm outperforms all previous algorithms, which matches the theoretical calculation. This work is in Chapter 7 and appears in the following publication.

Michael B Cohen, Ben Cousins, Yin Tat Lee, and Xin Yang. A near-optimal algorithm for approximating the john ellipsoid. In COLT, 2019 [33].

1.1.5 Experimental Design with Constraints

We study the constrained optimal experimental design and apply it to the linear bandits problem. The linear bandits problem is a well studied online learning problem, and arises naturally in many applications such as content recommendation. This work generalizes the results of Fiez, Jain, Jamieson and Ratlif [54] in the unconstrained case. In the problem of linear bandits, there are examples where specific constraints can help reduce the sample complexity, but very little is known with general constraints. We obtained the first regret bound that takes advantage of the geometry properties of the constraints. This is a joint work with Lalit Jain and Kevin Jamieson, and is in Chapter 8.
Chapter 2
BACKGROUND, PRELIMINARY AND NOTATIONS

In this chapter we cover some topics and notations for the rest of this thesis.

2.1 Supervised Learning

Supervised learning is a learning task where the learner wants to learn a function from labelled data. Formally, let $\mathcal{X}$ be a space of samples, and $\mathcal{C}$ be a space of concepts, where each concept is a mapping from $\mathcal{X}$ to some range $\mathcal{Y}$. Usually samples from $\mathcal{X}$ are represented by vectors over some field. Each observation is a pair $(x, y)$ where $x \in \mathcal{X}$ and $y \in \mathcal{Y}$. With training data $(x_1, y_1), (x_2, y_2), \cdots$, the learner produces an inferred concept $\hat{c} \in \mathcal{C}$.

Many learning tasks fall into the category of supervised learning. For example, in linear regression, the concept class is all linear functions, and the labelled samples are noisy evaluations from the ground truth; in digit recognition using the MNIST dataset [92], the concept class is all mappings from $28 \times 28$ images to $\{0, 1, \cdots, 9\}$, and the labelled samples are digit drawings with correct labels.

2.1.1 Learning Models

Supervised learning can be found in various computation models. In this section we introduce some common learning models for supervised learning.

PAC Learning

PAC learning, or Probably Approximately Correct learning, introduced by Leslie Valiant [146], enables us to apply computational complexity theory concepts in machine
learning. In the setting of PAC learning, we have a distribution $D$ over $\mathcal{X} \times \mathcal{Y}$. We stress that this distribution $D$ is unknown to the learner. We also have a loss function $\ell$ mapping from $\mathcal{Y} \times \mathcal{Y}$ to $\mathbb{R}_{\geq 0}$. The input of the learning problem is a batch of $T$ samples $\{(x_i, y_i)\}_{i=1}^T$, where each sample $(x_i, y_i)$ is chosen independently identically from $D$. The goal of the learner, is to report $\hat{c} \in C$ that has good performance. The performance of a concept $c \in C$ is measured by $E_{(x,y) \sim D}[\ell(c(x), y)]$, which is called risk, or generalization error.

Let $c^*$ be the optimal concept, namely the one for which $E_{(x,y) \sim D}[\ell(c^*(x), y)]$ is minimized. Let $\epsilon \geq 0$ be the “Approximately” parameter and $\delta \in (0, 1)$ be the “Probably” parameter. PAC learning is interested in finding $\hat{c} \in C$ so that with probability at least $1 - \delta$,

$$E_{(x,y) \sim D}[\ell(\hat{c}(x), y)] \leq E_{(x,y) \sim D}[\ell(c^*(x), y)] + \epsilon.$$ 

Here the randomness is taken over both the choice of the training set and the (potential) internal randomness of the learning algorithm.

Some readers may be more familiar with a variant definition of PAC learning, where instead of a joint distribution over $\mathcal{X} \times \mathcal{Y}$, there is a distribution $D_X$ over $\mathcal{X}$, which is known to the learner. Then, the training data is generated by $y = c'(x)$, where $c'$ is a one-to-many function from $\mathcal{X}$ to $\mathcal{Y}$ and $c'$ is unknown to the learner. $c'$ may have internal randomness, for example it may contain noise. If all possible $c'$ must come from $C$, then this learning procedure is called proper.

One major goal of PAC learning is to identify the learnability of learning problems. The size of training data $T$, which is sometimes called sample complexity, is one of the most important aspects of PAC learning algorithm. For fixed parameters $\delta$ and $\epsilon$, we want to design learning algorithms with sample complexity as small as possible. To make learning algorithms applicable in practice, their computational complexity is another research focus.

In this thesis, we focus on using empirical risk minimization in PAC learning. At a high level, empirical risk minimization uses the concept that has the best performance over the
training data as its inference for the ground truth. Indeed, for each candidate concept \( \hat{c} \), although we cannot compute the risk of \( \hat{c} \) because the underlying distribution \( D \) is unknown, we can still measure its performance over the training data by \( \sum_{i=1}^{n} \ell(\hat{c}(x_i), y_i) \), which is called the empirical loss. Empirical risk minimization is the approach of reporting the concept with the smallest empirical loss. In some cases, perfect recovery is possible, namely the learner can return \( \hat{c} \) that is consistent over all observed samples; in other cases, due to noise or low complexity of the concept classes, the learner may not be able to find a consistent concept, but the learner can still return some concept that minimizes the empirical loss. Many theoretical results, including VC dimension and chaining methods, focus on the conditions under which empirical risk minimization can give a good estimator.

Statistical Query Learning

The statistical query model, introduced by Michael Kearns [77], is a generalization of the PAC learning model, aiming at developing learning algorithms robust to noise. In the statistical query model, we focus with the case of \( Y = \{-1, 1\} \). There is an unknown ground-truth \( c \in C \) where \( c \) is chosen according to some distribution (usually uniform). There is a distribution \( D_X \) over \( X \), which is known to the learner. The label of the data \( x \in X \) is then generated as \( y = c(x) \). Unlike in the PAC learning model, the learner does not have direct access to labelled data \((x, y)\), e.g., sampling from \( X \) according to \( D_X \); instead, there is an oracle SQ. SQ takes a query \((\psi, \tau)\) where \( \psi : X \rightarrow \{-1, 1\} \) is some function over \( X \) and \( \tau > 0 \) is the tolerance parameter, and returns a value \( SQ(\psi, \tau) \) satisfying

\[
|SQ(\psi, \tau) - \mathbb{E}_{x \sim D_X} [\psi(x)c(x)]| \leq \tau.
\]

It is relatively easy to prove lower bounds in the statistical query model, and the complexity measure in the statistical query model is closely related to other important quantities in learning theory including VC-dimension and sign-rank [121].
Online Learning

Online learning is another widely studied learning model. Online learning takes place in consecutive rounds, where in $t$-th round, there is a loss function $f_t : \mathcal{X} \to \mathbb{R}$. The learner selects a sample $x_t$ from $\mathcal{X}$ and suffers from a loss of $f_t(x_t)$. Then the learner receives some information about $f_t$, which can either be the whole function $f_t$, the gradient of $f_t$ at $x_t$, or just the value of the loss $f_t(x_t)$. The performance of the learner is measured by total loss, which is measured by $\sum_{t=1}^{T} f_t(x_t)$. One major goal of online learning is to design good strategy for the learner, so that the regret against optimal fixed choice, formally expressed as

$$\sum_{t=1}^{T} f_t(x_t) - \min_{x \in \mathcal{X}} \sum_{t=1}^{T} f_t(x),$$

is minimized. Another goal is to minimize the sample complexity $T$ so that the learner can make good choice after $T$ rounds.

If we regard $\{f_t\}$ as concepts and the $\{f_t(x_t)\}$ as labels, then online learning falls into the category of supervised learning. Unlike PAC learning, online learning does not have to be distributional. On one hand, the learning algorithm has the freedom to choose the sample that it would like to gain information on; on the other hand, we do not have to make assumptions on the distribution of the loss functions: they can be stochastic, i.e., i.i.d in each round; they can be oblivious adversarial, that is, they can be correlated, but not depend on the choice of the learner; they can also be totally adaptively adversarial, or in some sense, the worst case scenario where some adversary picks up the worst loss function for the learner based on previous history.

Let us see a concrete example of online learning. Suppose that we are a seller with many products and we want to sell something to one customer. In each round, we can recommend one product to the customer, and obtain the dissatisfaction index of the customer for this product, measured by a real number. Our target is to identify the product that the customer is most satisfied in as few rounds as possible. This problem can be modeled as a multi-armed bandits problem, which is a standard online learning problem.
In this problem, there is only one loss function, which is the dissatisfaction index of the customer; and the learner can only observe \( f(x) \) for the chosen \( x \), but cannot see other values.

In this thesis we also study a distributional version of online learning. In this setting, learning still takes place in rounds, but now the learner cannot choose the sample \( x \). Instead, there is a distribution \( D_X \) over \( \mathcal{X} \) that is known to the learner, and in each round the learner receives i.i.d samples \((x, y)\) where \( x \sim D_X \). We can also view this model as a streaming version of PAC learning, where the training data is not present to the learner all at once, but accessed as a stream of data. This is of great practical significance, because modern machine learning is largely built on big data, where the amount of training data is so large that it cannot be fully stored in the memory during the training process. Hence a natural work-around, is to read the training data from a data stream. From the perspective of streaming algorithms, this requires us to consider the following performance measurements: the sample complexity, the storage usage, and the number of passes we need to go through the data stream.

2.1.2 Loss Functions

Here we give some concrete examples of loss functions.

- When \( \mathcal{Y} \) is discrete, such as in the case of classification, \( \ell \) can be the 0-1 loss. Namely, \( \ell(y_1, y_2) = 1 \) if \( y_1 = y_2 \), and \( \ell(y_1, y_2) = 0 \) otherwise.

- In regression problems, norm based loss functions are widely used. For example, the ordinary least squares regression uses \( \ell_2 \) loss \( \ell(y_1, y_2) = (y_1 - y_2)^2 \); ridge regression uses \( \ell_1 \) loss \( \ell(y_1, y_2) = |y_1 - y_2| \).

The choice of loss functions is very important. In some cases, loss functions determine the computational complexity of the learning problem. For example, for the problem of binary classification, where \( \mathcal{X} = \mathbb{R}^d \) and \( \mathcal{C} \) is all linear classifiers of the form \( \mathbb{I}_{\langle x, w \rangle \geq 0} \), it is
known that with 0-1 loss, this problem is NP-hard. On the other hand, binary classification becomes tractable if we work with convex, continuous loss functions. Moreover, loss functions can affect the shape of the optimal solution. In the linear regression problem, it is well known that solution equipped with $\ell_1$ loss tends to be more sparse. This is the famous LASSO algorithm.

2.2 Algebra over Finite Fields

Sometimes we study learning problems over finite fields. We say a set $F$ is a finite field, if $F$ satisfies the following conditions:

- $F$ is finite.
- $F$ is an abelian group under the operation $+$ with the addition identity 0.
- $F^*$, which is the set of all non-zero elements in $F$, is an abelian group under the operation $\times$.
- $\times$ distributes over $+$.

We say that a finite field $F$ has order $q$, if the number of elements in $F$ is $q$. In order to emphasize the order of the field, we denote $F_q$ the finite field of order $q$.

It is well known that if $q$ is the order of some finite field, then $q$ has to be a power of some prime number. Moreover, if $q$ is prime, then $F_q$ as an addition group has to be cyclic. So for prime $q$, $F_q$ is just $\{0, 1, \cdots, q - 1\}$.

2.3 Gaussian Processes

The Gaussian distribution, or normal distribution, is the most studied continuous probability distribution for real-valued random variables. For scalar random variables, we use
$\mathcal{N}(\mu, \sigma^2)$ to denote the Gaussian distribution with mean $\mu$ and variance $\sigma^2$. That is, if $X$ is distributed according to $\mathcal{N}(\mu, \sigma^2)$, then the probability density function of $X$ is

$$f(x) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}.$$  

Similarly, for vector-valued random variables, we use $\mathcal{N}(\mu, \Sigma)$ to denote the multi-variate Gaussian distribution with mean $\mu$ and covariance matrix $\Sigma$.

### 2.4 Least squares and pseudoinverse of matrices

In this thesis we sometimes need to deal with best solution to a overdetermined linear system, that is, given a matrix $A \in \mathbb{R}^{n \times d}$ and a vector $y \in \mathbb{R}^n$ where $n \geq d$, we want to find $x \in \mathbb{R}^d$ so that $Ax = y$. This is not always possible since $n \geq d$. Therefore, we instead consider the optimal $x$ that minimizes $\|Ax - y\|_2^2 = \sum_{i=1}^n (\langle A_i, x \rangle - y_i)^2$. This is the aforementioned least squares problem in Section 1.1.3 and it has a closed form solution. Indeed, by setting the derivative of $\|Ax - y\|_2^2$ to be 0, we have

$$x = (A^\top A)^{-1} A^\top y.$$  

The matrix $(A^\top A)^{-1} A^\top \in \mathbb{R}^{d \times d}$ is the famous Moore-Penrose pseudoinverse of $A$.  

Chapter 3

TIME-SPACE TRADEOFFS FOR LEARNING FINITE FUNCTIONS FROM RANDOM EVALUATIONS

3.1 Introduction

In supervised learning from labelled examples, the question of the sample complexity required to obtain good generalization has been of considerable interest and research. However, another important parameter is how much information from these samples needs to be kept in memory in order to learn successfully. There has been a line of work improving the memory efficiency of learning algorithms, and the question of the limits of such improvement has begun to be tackled relatively recently. Shamir [119] and Steinhardt, Valiant, and Wager [134] both obtained constraints on the space required for certain learning problems and in the latter paper, the authors asked whether one could obtain strong tradeoffs for learning from random samples that yields a superlinear threshold for the space required for efficient learning. Raz [113] showed that even given exact information, if the space of a learning algorithm is bounded by a sufficiently small quadratic function of the number of input bits, then the problem of online learning parity functions given exact answers on random samples requires an exponential number of samples even to learn these parity functions approximately.

More precisely, we consider problems of online learning from uniform random samples, in which an unknown concept $c$ is chosen uniformly from a set $C$ of (multivalued) concepts and a learner is given a stream of samples $(x^{(1)}, y^{(1)}), (x^{(2)}, y^{(2)}), \ldots$ where each $x^{(l)}$ is chosen uniformly at random from $X$ and $y^{(l)} = L(x^{(l)}, c)$ for labelling function $L$ which maps each pair $(x, c)$ to the outcome (or label) of the value of concept $c \in C$ when given $x \in X$. The learner’s goal is either that of identification “find $c$” or pre-
prediction “predict $L(x, c)$ for randomly chosen $x$ with significant advantage over random guessing.” In the case of learning parities, $\mathcal{C} = \mathcal{X} = \{0, 1\}^n$ and $L(x, c) = x \cdot c \pmod{2}$. With high probability $n + 1$ uniformly random samples suffice to span $\{0, 1\}^n$ and one can learn parities using Gaussian elimination with $(n + 1)^2$ space. Alternatively, an algorithm with only $O(n)$ space can wait for a specific basis of vectors $x$ to appear (for example the standard basis) and store the resulting values; however, this takes $\Omega(2^n)$ time. Raz [113] showed that either $\Omega(n^2)$ space or $2^{\Omega(n)}$ time is essential: even if the space is bounded by $n^2/25$, $2^{\Omega(n)}$ queries are required to learn $c$ correctly with any probability that is $2^{-o(n)}$. In follow-on work, Kol, Raz, and Tal [84] showed that the same lower bound applies even if the input $c$ is sparse.

We can view $c$ as a linear function over $\mathbb{F}_2$, and, from this perspective, parity learning identifies a linear function from evaluations over uniformly random inputs. A natural generalization asks if a similar lower bound exists when we learn higher degree polynomials with bounded space. As a motivating example, consider homogeneous quadratic functions over $\mathbb{F}_2$. Let $m = \binom{n+1}{2}$ and $\mathcal{C} = \{0, 1\}^m$, which we identify with the space of homogeneous quadratic polynomials in $\mathbb{F}_2[z_1, \ldots, z_n]$ or, equivalently, the space of upper triangular Boolean matrices. This learning algorithm has $\mathcal{X} = \{0, 1\}^n$ and $\mathcal{C} = \{0, 1\}^m$, and the learning function $L(x, c) = c(x) = \sum_{i \leq j} c_{ij} x_i x_j \pmod{2}$, or equivalently $L(x, c) = x^\top c x$ when $c$ is viewed as an upper triangular matrix.

Given $x \in \{0, 1\}^n$ and $c \in \{0, 1\}^m$, we can view evaluating $c(x)$ as computing $xx^\top \cdot c \pmod{2}$ where we interpret $xx^\top$ as an element of $\{0, 1\}^m$. For $O(m)$ randomly chosen $x \in \{0, 1\}^n$, the vectors $xx^\top$ almost surely span $\{0, 1\}^m$ and hence we can store $m$ samples of the form $(x, y)$ and apply Gaussian elimination to determine $c$. This time, we only need $n + 1$ bits to store each sample for a total space bound of $O(n m)$. An alternative algorithm using $O(m)$ space and time $2^{O(n)}$ would be to look for a specific basis such as the basis consisting of the upper triangular parts of $\{e_i e_i^\top \mid 1 \leq i \leq n\} \cup \{(e_i + e_j)(e_i + e_j)^\top \mid 1 \leq i \leq n\}$.
Previous lower bounds for learning do not apply to this problem because $|\mathcal{X}| \ll |C|$. Our results imply that this tradeoff between $\Omega(nm)$ space or $2^{\Omega(n)}$ time is inherently required to learn $c$ with probability $2^{-o(n)}$ or predict its output with at least $2^{-o(n)}$ advantage.

The techniques in [113] and [84] were based on fairly ad-hoc simulations of the original space-bounded learning algorithm by a restricted form of linear branching program for which one can measure progress at learning $c$ using the dimension of the consistent subspace. More recent papers, by Moshkovitz and Moshkovitz [102] using graph mixing properties and by Raz [114] using an analytic approach, considered more general tests and used a measure of progress based on 2-norms. While the method of [102] was not strong enough to reproduce the bound in [113] for the case of parity learning, the methods of Raz [114] and the later improvement [103] by Moshkovitz and Moshkovitz of [102] reproduced the parity learning bound and more.

In particular, Raz [114] defined a $\pm 1$ matrix $M$ that is indexed by $\mathcal{X} \times C$. It is natural to see $M(x, c)$ as $(-1)^{L(x,c)}$ for a labelling function $L$ that has labels in $\{0, 1\}$. The lower bound is governed by the (expectation) matrix norm of $M$, which is a function of the largest singular value of $M$, and the progress is analyzed by bounding the impact of applying the matrix to probability distributions with small expectation 2-norm. This method works if $|\mathcal{X}| \geq |C|$ - i.e., the sample space of inputs is at least as large as the concept class - but it fails completely if $|\mathcal{X}| \ll |C|$, which is precisely the situation for learning quadratic functions. Indeed, none of the prior approaches works in this case.

In our work we extend the analytic approach to capture general discrete problems of learning from uniform random samples in which (1) the sample space of inputs can be much smaller than the concept class and (2) members of the concept class can have values from an arbitrary finite set, which we identify with $\{0, 1, \ldots, r\}$ for convenience. Our extensions come from two different directions.

Note that in [84] the lower bound applies in a dual case when the unknown $c$ is sparse, and hence $|C| \ll |\mathcal{X}|$.\footnote{Note that in [84] the lower bound applies in a dual case when the unknown $c$ is sparse, and hence $|C| \ll |\mathcal{X}|$.}
We define a property of matrices $M$ that allows us to refine the notion of the largest singular value and extend the method of Raz [114] to the cases that $|\mathcal{X}| \ll |\mathcal{C}|$. This property, which we call the \textit{norm amplification curve} of the matrix on the positive orthant, analyzes more precisely how $\|M \cdot p\|_2$ grows as a function of $\|p\|_2$ for probability vectors $p$ on $\mathcal{C}$. The key reason that this is not simply governed by the singular values is that the interior of the positive orthant can contain at most one singular vector. We give a simple condition on the 2-norm amplification curve of $M$ that is sufficient to ensure that there is a time-space tradeoff showing that any learning algorithm for $M$ with success probability at least $2^{-\varepsilon n}$ for some $\varepsilon > 0$ either requires space $\Omega(mn)$ or time $2^{\Omega(n)}$.

For any fixed learning problem given by a matrix $M$, the natural way to express the amplification curve at any particular value of $\|p\|_2$ yields an optimization problem given by a quadratic program with constraints on $\|p\|_2^2$, $\|p\|_1$, and $p \geq 0$, and with objective function $\|Mp\|_2^2 = \langle M^\top M, pp^\top \rangle$ that seems difficult to solve. Instead, we relax the quadratic program to a semi-definite program where we replace $pp^\top$ by a positive semidefinite matrix $U$ with the analogous constraints. We can then obtain an upper bound on the amplification curve by moving to the SDP dual and evaluating the dual objective at a particular Laplacian determined by the properties of $M^\top M$.

In order to handle concepts that are more than binary-valued\footnote{The formalization of Moshkovitz and Moshovitz [102, 103] does include the case of multivalued outcomes, though they do not apply it to any examples and their mixing condition does not hold in the case of small input sample spaces}, we move to matrices whose entries are complex $r$-th roots of unity. Indeed, a single matrix $M$ does not suffice for $r > 3$ and we instead work with a family of complex matrices $M^{(1)}, \ldots, M^{(r-1)}$, each associated with a different root of unity. We use the natural generalization of the norm amplification curve to complex matrices and also generalize the semi-definite relaxation method to bound these curves using $(M^{(j)})^* M^{(j)}$ instead of $M^\top M$. We then show how the overall analytic approach can be carried through with a modest number of changes from the binary-valued case.
Our lower bound shows that if the 2-norm amplification curve for $M$ has (or, in the case of $r$-valued labels, matrices $M^{(1)}, \ldots, M^{(r-1)}$ have) the required property, then to achieve learning success probability for $M$ of at least $|\mathcal{X}|^{-\varepsilon}$ for some $\varepsilon > 0$, either space $\Omega(\log |\mathcal{X}| \cdot \log |\mathcal{C}|)$ or time $|\mathcal{X}|^{\Omega(1)}$ is required. This matches the natural upper bounds asymptotically over a wide range of learning problems.

As applications, we focus on problems of learning polynomials of varying degrees over finite fields. For matrices $M$ associated with polynomials over $\mathbb{F}_2$, the property of the matrices $M^\top M$ required to bound the amplification curves for $M$ correspond precisely to properties of the weight distribution of Reed-Muller codes over $\mathbb{F}_2$. In the case of quadratic polynomials, this weight distribution is known exactly. In the case of higher degree polynomials, bounds on the weight distribution of such codes, or more precisely on the bounds on the bias of random degree $d$ polynomials over $\mathbb{F}_2$ of Ben-Eliezer, Hod, and Lovett [15] are sufficient to let us show that learning polynomials of degree at most $d$ over $\mathbb{F}_2^d$ from random inputs with probability $2^{-\Omega(n/d)}$ either requires space $\Omega(nm/d)$ or time $2^{\Omega(n/d)}$.

We also analyze learning problems for the case of prime fields $\mathbb{F}_p$ for $p$ odd using our multivalued techniques involving complex matrices. For $\mathbb{F}_p$, even the cases of linear and affine polynomials are new. We relate the norm amplification curves of the associated matrices to bounds on the bias of random degree $d$ polynomials over $\mathbb{F}_p$. We also give a precise analysis of the bias of the set of quadratic polynomials over $\mathbb{F}_p^n$ to derive tight time-space tradeoff lower bounds for learning them. For larger degrees we apply bounds on the bias that we proved in Chapter 4.

Independent of the specific applications to learning from random examples that we obtain, the measures of matrices that we introduce, the 2-norm amplification curve on the positive orthant, and semi-definite relaxation approach seem likely to have significant applications in other contexts outside of learning.
Related work: Independently and contemporaneously with our preliminary version ([9]), Garg, Raz, and Tal [57] proved closely related results to ours for the case of binary labels. The fundamental techniques are similarly grounded in the approach of [114]. At the very high-level, they prove very similar structural properties of the matrix \(M\), namely, they show that it is an “\(L_2\) two-source extractor” which can be seen to be equivalent to bounding our norm amplification curve for learning matrices. More precisely, their “almost orthogonality property” essentially corresponds to upper bounding \(W_\kappa(M^*M)\) for some threshold \(\kappa\) (see Definition 3.6.1 and Lemma 3.6.2). However, since we use duality explicitly, our proof seems more amenable to extensions, particularly, when we have more structure in the learning matrix \(M\). Subsequently ([56]), they were also able to allow multivalued labels by extending the extractor approach to permit correlations between the sample inputs and the concept.

3.2 Branching programs for learning

In order to be able to solve the learning problem given concept class \(C\), sample space of inputs \(\mathcal{X}\) and labelling function \(L\) on \(\mathcal{X} \times C\) exactly we require that the learning function \(L\) have the property that for all \(c \neq c' \in C\) there exists an \(x \in \mathcal{X}\) such that \(L(x, c) \neq L(x, c')\). Note that the set \(\{0, 1, \ldots, r-1\}\) of labels allows us to model any learning situation in which \(r\) different labels are possible.

Following [113], the time and space of a learner are modelled simultaneously by expressing the learner’s computation as a layered branching program: a finite rooted directed acyclic multigraph with every non-sink node having outdegree \(r|\mathcal{X}|\), with one out-edge for each \((x, y)\) with \(x \in \mathcal{X}\) and \(b \in \{0, 1, \ldots, r-1\}\) that leads to a node in the next layer. Each sink node \(v\) is labelled by some \(c' \in C\) which is the learner’s guess of the value of the concept \(c\). (In the case of prediction we allow the sink label to be an arbitrary function from \(\mathcal{X}\) to \(\{0, 1, \ldots, r-1\}\) denoting the best prediction of the algorithm for each \(x \in \mathcal{X}\).)

The space \(S\) used by the learning branching program is the \(\log_2\) of the maximum num-
number of nodes in any layer and the time \( T \) is the length of the longest path from the root to a sink.

The samples given to the learner \((x^{(1)}, y^{(1)}), (x^{(2)}, y^{(2)}), \ldots\) based on uniformly randomly chosen \( x^{(1)}, x^{(2)}, \ldots \in \mathcal{X} \) and a concept \( c \in C \) determines a (randomly chosen) computation path in the branching program. When we consider computation paths we include the concept \( c \) in their description. The (expected) success probability of the learner is the probability for a uniformly random concept \( c \in C \) that a random computation path given concept \( c \) reaches a sink node \( v \) with label \( c' = c \) (or with sufficiently good predictions on randomly chosen \( x \in \mathcal{X} \)).

**Progress towards identification** Following [102] and [114] we measure progress towards identifying \( c \in C \) using the “expectation 2-norm” over the uniform distribution: For any set \( S \), and \( f : S \to \mathbb{R} \), define \( \|f\|_2 = \left( \mathbb{E}_{s \in S} f^2(s) \right)^{1/2} = \left( \sum_{s \in S} f^2(s) / |S| \right)^{1/2} \). Define \( \Delta_C \) to be the space of probability distributions on \( C \). Consider the two extremes for the expectation 2-norm of elements of \( \Delta_C \): If \( \mathbb{P} \) is the uniform distribution on \( C \), then \( \|\mathbb{P}\|_2 = |C|^{-1} \). This distribution represents the learner’s knowledge of the concept \( c \) at the start of the branching program. On the other hand if \( \mathbb{P} \) is point distribution on any \( c' \), then \( \|\mathbb{P}\|_2 = |C|^{-1/2} \).

For each node \( v \) in the branching program, there is an induced probability distribution on \( C \), \( \mathbb{P}'_{c|v} \), which represents the distribution on \( C \) conditioned on the fact that the computation path passes through \( v \). It represents the learner’s knowledge of \( c \) at the time that the computation path has reached \( v \). Intuitively, the learner has made significant progress towards identifying the concept \( c \) if \( \|\mathbb{P}'_{c|v}\|_2 \) is much larger than \( |C|^{-1} \), say \( \|\mathbb{P}'_{c|v}\|_2 \geq |C|^{\delta/2} \cdot |C|^{-1} = |C|^{-(1-\delta/2)} \).

The general idea will be to argue that for any fixed node \( v \) in the branching program that is at a layer \( t \) that is \( \mathcal{X}^{< |X|} \), the probability over a randomly chosen computation path that \( v \) is the first node on the path for which the learner has made significant progress is \( |C|^{-\Omega(\log_r |\mathcal{X}|)} \). Since by assumption of correctness the learner makes significant progress
with at least $|C|^{-\varepsilon}$ probability, there must be at least $|C|^\Omega(\log r, |X|)$ such nodes and hence the space must be $\Omega(\log |C| \log r, |X|)$.

Given that we want to consider the first vertex on a computation path at which significant progress has been made, it is natural to truncate a computation path at $v$ if significant progress has already been made at $v$ (and then one should not count any path through $v$ towards the progress at some subsequent node $w$). Following [114], for technical reasons we will also truncate the computation path in other circumstances: if the concept $c$ has too high probability at $v$, or if the next edge is labelled by a pair $(x, y)$ for which the value on input $x$ of random concepts whose computation path reaches $v$ is significantly biased away from the uniform distribution on $\{0, 1, \ldots, r-1\}$.

Like Raz [114], we use an analytic approach to understanding the progress and the bias. In [114], only binary feedback is possible and progress is analyzed in terms of the matrix properties of a learning matrix $M$ given by $M(x, c) = (-1)^{L(x, c)}$, which is viewed as the learning problem specification. This form is particularly convenient since it allows one to represent the predictability of outcomes under a distribution $P$ on $C$ in terms of a matrix vector product. That is, $(M \cdot P)(x) = \mathbb{E}_{c \sim P}[(-1)^{L(x, c)}]$ is the expected bias of a concept distributed according to $P$ on input $a$.

It would be natural to try to extend this analytic approach for $r > 2$ by replacing $(-1)^{L(x, c)}$ by $\omega^{L(x, c)}$ where $\omega = e^{2\pi i / r}$ is a primitive $r$-th root of unity. However, for $r > 3$, simply having $E_{c \in R} C[\omega^f(c)]$ small does not imply that $f$ is close to uniformly distributed on $\{0, 1, \ldots, r-1\}$. Nonetheless, by setting $g_k = \Pr_{c \in R} C[f(c) = k]$ we can apply the following proposition, which is a standard method using exponential sums, to show that bounding $|E_{c \in R} C[\omega^j f(c)]|$ for all $j \in \{1, \ldots, r-1\}$ is sufficient to show that $f$ is close to uniformly distributed. We include its proof for completeness.

**Proposition 3.2.1.** Suppose that $\sum_{k=0}^{r-1} g_k = 1$ and define $g(z) = \sum_{k=0}^{r-1} g_k z^k$. If $|g(\omega^j)| < \varepsilon$ for all $j \in \{1, \ldots, r-1\}$ then for all $k \in \{0, 1, \ldots, r-1\}$, $|g_k - \frac{1}{r}| \leq \varepsilon$.

**Proof.** Write $s(z) = \sum_{k=0}^{r-1} z^k$ and observe that $s(1) = r$ but $s(\omega^j) = 0$ for all $j \in \{1, \ldots, r-1\}$.
Define \( h(z) = g(z) - \frac{1}{r} \cdot s(z) \). Observe that \( h(z) = \sum_{k=0}^{r-1} h_k z^k \) where \( h_k = g_k - \frac{1}{r} \) so it suffices to prove that \(|h_k| \leq \varepsilon\) for all \( k \in \{0, 1, \ldots, r\} \). Note that \( h(1) = 0\) and \( h(\omega^j) = g(\omega^j) \) for all \( j \in \{1, \ldots, r-1\} \). Therefore \(|h(\omega^j)| \leq \varepsilon\) for all \( j \in \{0, 1 \ldots, r-1\} \). If we let \( h = (h_0, \ldots, h_{r-1})^T \) be the vector of coefficients and \( v = (h(1), h(\omega), \ldots, h(\omega^{r-1}))^T \) be the vector of values of \( h \), we have \( V(\omega) \cdot h = v \) where \( V(\omega) \) is the usual \( r \times r \) Vandermonde matrix for the powers of \( \omega \). Now \( V(\omega)^{-1} = V(\omega^{-1})/r \), the matrix of the discrete Fourier transform; so in particular, for every \( k \in \{0, 1, \ldots, r-1\} \),

\[
h_k = \frac{1}{r} \cdot \sum_{j=0}^{r-1} \omega^{-jk} v_j.
\]

Hence \(|h_k| \leq \frac{1}{r} \cdot \sum_{j=0}^{r-1} |v_j| \leq \varepsilon\) since every \(|v_j| \leq \varepsilon\), which suffices to prove the proposition.

Therefore, instead of the single \( \pm \) matrix \( M \) given by \( M(x, c) = (-1)^{L(x,c)} \), we will analyze the learning problem given by \( L \) using \( r-1 \) different\(^3\) complex matrices \( M^{(j)} \in \mathbb{C}^{X \times C} \) for \( j \in \{1, \ldots, r-1\} \) given by \( M^{(j)}(x, c) = \omega^j L(x,c) \). We now define the probability distributions and truncation process for computation paths inductively as follows:

**Definition 3.2.2.** We define probability distributions \( P_{c|v} \in \Delta_c \) and the \((\delta, \alpha, \gamma)\)-truncation of the computation paths inductively as follows:

- If \( v \) is the root, then \( P_{c|v} \) is the uniform distribution on \( C \).

- (Significant Progress) If \( \|P_{c|v}\|_2 \geq |C|^{-(1-\delta/2)} \) then truncate all computation paths at \( v \).
  
  We call vertex \( v \) significant in this case.

- (High Probability) Truncate the computation paths at \( v \) for all concepts \( c' \) for which \( P_{c|v}(c') \geq |C|^{-\alpha} \). Let \( \text{High}(v) \) be the set of such concepts.

\(^3\)In Proposition 3.2.1 one can observe that \(|g(\omega^j)| = |g(\omega^{r-j})|\) so \((r-1)/2\) matrices suffice, but we find it convenient to argue using all \( r - 1 \) matrices; however, this does imply that a single matrix suffices when \( r = 3 \).
• (High Bias) Truncate any computation path at $v$ if it follows an outedge $e$ of $v$ with label $(x, y)$ for which $|(M^{(j)} \cdot \mathbb{P}_{c|v})(x)| \geq |\mathcal{X}|^{-\gamma}$ for some $j \in \{1, \ldots, r - 1\}$. That is, we truncate the paths at $v$ if the label outcome for the next sample for $x \in \mathcal{X}$ is too predictable given the knowledge that the path was not truncated previously and arrived at $v$.

• If $v$ is not the root then define $\mathbb{P}_{c|v}$ to be the conditional probability distribution on $c$ over all computation paths that have not previously been truncated and arrive at $v$.

For an edge $e = (v, w)$ of the branching program, we also define a probability distribution $\mathbb{P}_{c|e} \in \Delta_C$, which is the conditional probability distribution on $C$ induced by the truncated computation paths that pass through edge $e$.

With this definition, it is no longer immediate from the assumption of correctness that the truncated path reaches a significant node with at least $|\mathcal{X}|^{-\epsilon}$ probability. However, we will see that a single assumption about the matrices $M^{(j)}$ will be sufficient to prove both that this holds and that the probability is $|C|^{-\log_r |\mathcal{X}|}$ that the path reaches any specific node $v$ at which significant progress has been made.

### 3.3 Norm amplification by matrices on the positive orthant

By definition, for $\mathbb{P} \in \Delta_C$, and $M \in \mathbb{C}^{\mathcal{X} \times C}$, $\|M \cdot \mathbb{P}\|_2^2 = \mathbb{E}_{x \in \mathcal{X}}[|((M \cdot \mathbb{P})(x)|^2]$. Observe that for $\mathbb{P} = \mathbb{P}_{c|v}$ and $M = M^{(j)}$ for $j \in \{1, \ldots, r - 1\}$, the values $|(M^{(j)} \cdot \mathbb{P}_{c|v})(x)|$ are the quantities that we test to determine whether an edge labelled $a$ is a high bias edge that causes the truncation of the computation path. Therefore $\|M^{(j)} \cdot \mathbb{P}_{c|v}\|_2^2$ is the expected square of this bias value for uniformly random inputs at $v$.

If we have not learned the concept $x$, we would not expect to be able to predict its value on a random input; moreover, since any path that would follow a high bias input is truncated, it is essential to argue that $\|M^{(j)} \cdot \mathbb{P}_{c|v}\|_2$ remains small at any node $v$ where there has not been significant progress.

In [114] there is a single $\pm 1$ matrix $M$ and $\|M \cdot \mathbb{P}_{c|v}\|_2$ is bounded using the matrix
norm $\|M\|_2$ given by $\|M\|_2 = \sup_{f: \mathcal{C} \to \mathbb{R}} \|M \cdot f\|_2 / \|f\|_2$, where the numerator is an expectation 2-norm over $\mathcal{X}$ and the denominator is an expectation 2-norm over $\mathcal{C}$. Thus $\|M\|_2 = \sqrt{|\mathcal{C}| / |\mathcal{X}|} \cdot \sigma_{\text{max}}(M)$, where $\sigma_{\text{max}}(M)$ is the largest singular value of $M$ and $\sqrt{|\mathcal{C}| / |\mathcal{X}|}$ is a normalization factor.

In the case of the matrix $M$ associated with parity learning, $|\mathcal{X}| = |\mathcal{C}| = 2^n$ and all the singular values are equal to $\sqrt{|\mathcal{C}|}$ so $\|M\|_2 = \sqrt{|\mathcal{C}|} = 2^n$. With this bound, if $v$ is not a node of significant progress then $\|P_{c|v}\|_2 \leq 2^{-(1-\delta/2)n}$ and hence $\|M \cdot P_{c|v}\|_2 \leq 2^{-(1-\delta)n/2}$ which is $1/|\mathcal{X}|^{(1-\delta)/2}$ and hence small.

However, even in the case of learning quadratic functions over $\mathbb{F}_2$, the largest singular value of the matrix $M$ is still $\sqrt{|\mathcal{C}|}$ (the uniform distribution on $\mathcal{C}$ is a singular vector) and so $\|M\|_2 = |\mathcal{C}| / \sqrt{|\mathcal{X}|}$. But in that case, when $\|P_{c|v}\|_2$ is $|\mathcal{C}|^{-1/2}$ we conclude that $\|M\|_2 \cdot \|P_{c|v}\|_2$ is at most $|\mathcal{C}|^{\delta/2} / \sqrt{|\mathcal{X}|}$ which is much larger than 1 and hence a useless bound on $\|M \cdot P_{c|v}\|_2$.

Indeed, the same kind of problem occurs in using the method of Raz [114] for any learning problem for which $|\mathcal{X}|$ is $|\mathcal{C}|^{o(1)}$. If $v$ is a child of the root of the branching program at which the more likely outcome $b$ of a single randomly chosen input $x \in \mathcal{X}$ is remembered, then $\|P_{c|v}\|_2 \leq \sqrt{2} / |\mathcal{C}|$. However, in this case $|(M \cdot P_{c|v})(x)| = 1$ and so $\|(M \cdot P_{c|v})\|_2 \geq |\mathcal{X}|^{-1/2}$. It follows that $\|M\|_2 \geq |\mathcal{C}| / (2|\mathcal{X}|)^{1/2}$ and when $|\mathcal{X}|$ is $|\mathcal{C}|^{o(1)}$ the derived upper bound on $\|M \cdot P_{c|v}\|_2$ at nodes $v'$ where $\|P_{c|v'}\|_2 \geq 1/|\mathcal{C}|^{1-\delta/2}$ will be larger than 1 and therefore useless.

We need a more precise way to bound $\|M \cdot P\|_2$ as a function of $\|P\|_2$ than using the single number $\|M\|_2$. To do this we will need to use the fact that $P \in \Delta_\mathcal{C}$ – it has a fixed $\ell_1$ norm and (more importantly) it is non-negative and therefore lies in the positive orthant.

**Definition 3.3.1.** For $M \in \mathbb{C}^{\mathcal{X} \times \mathcal{C}}$ the 2-norm amplification curve of $M$, $\tau_M : [0,1] \to \mathbb{R}$ is given by

$$\tau_M(\delta) = \sup_{P \in \Delta_\mathcal{C}, \|P\|_2 \leq 1/|\mathcal{C}|^{1-\delta/2}} \log_{|\mathcal{X}|}(\|M \cdot P\|_2).$$
In other words, whenever $\|P\|_2$ is at most $|C|^{-(1-\delta/2)}$, $\|M \cdot P\|_2$ is at most $|\mathcal{X}|^{\tau_{M(\delta)}}$.

To prove our lower bounds we will bound the norm amplification curves $\tau_{M(j)}$ for all $j \in \{1, \ldots, r-1\}$.

### 3.4 Theorems

Our general lower bound for learning problems over arbitrary finite label sets is given by the following theorem.

**Theorem 3.4.1.** There are constants $c_1, c_2, c_3 > 0$ such that the follow holds. Let $L : \mathcal{X} \times C \to \{0, 1, \ldots, r-1\}$ be a labelling function and for $j = 1, \cdots, r-1$ define the matrix $M^{(j)} \in \mathbb{C}^{\mathcal{X} \times C}$ by $M^{(j)}(x, c) = \omega^{j \cdot L(x, c)}$ where $\omega = e^{2\pi i/r}$ and assume\footnote{\footnote{\footnote{We could write the statement of the theorem to apply to all $\mathcal{X}$ and $C$ by replacing each occurrence of $|X|$ in the lower bounds with $\min(|\mathcal{X}|, |C|)$. When $|\mathcal{X}| \geq |C|$ and $r = 2$, we can use $\|M\|_2$ to bound $\tau_{M(\delta)}$ which yields the bound given in [114].}}} that $|\mathcal{X}| \leq |C|$. Suppose that for $0 < \delta' < 1$ we have $\tau_{M^{(j)}}(\delta') \leq -\gamma' < 0$ for all $j \in \{1, \cdots, r-1\}$. Then, for $\epsilon \geq c_1 \min(\delta', \gamma') > 0$, $\beta \geq c_2 \min(\delta', \gamma') > 0$, and $\eta \geq c_3 \delta' \gamma' > 0$, any algorithm that solves the learning problem for $L$ with success probability at least $|\mathcal{X}|^{-\epsilon}$ or advantage $\geq |\mathcal{X}|^{-\epsilon/2}$ either requires space at least $\eta \log_2 |\mathcal{X}| \log_r |C|$ or time at least $|\mathcal{X}|^{\beta}$.

**Applications to learning polynomials** There are many potential applications of the above theorem but for this work we focus on learning polynomials from their evaluations over finite fields of various sizes. The bounds are derived using the semidefinite programming approach given in Section 3.6 together with analyses for polynomials given in Section 3.7.

**Learning polynomials over $\mathbb{F}_2$** We first consider the case of polynomials over $\mathbb{F}_2$ which yield a binary labelling set. In this case $\omega = -1$ and there is only one matrix $M$, whose entries are $M(x, c) = (-1)^{L(x, c)}$ as in [114].
The case of linear functions over \( \mathbb{F}_2 \) is just the parity learning problem. For learning higher degree polynomials over \( \mathbb{F}_2 \) we obtain the following bounds on the norm amplification curves of their associated matrices:

**Theorem 3.4.2.** The following norm amplification bounds hold:

(a) For all \( \delta \in [0, 1] \), the matrix \( M \) for learning quadratic functions over \( \mathbb{F}_2^n \) satisfies
\[
\tau_M(\delta) \leq \frac{-(1-\delta)}{8} + \frac{5+\delta}{8n}.
\]

(b) For any \( \zeta > 0 \), there are constants \( \delta, \gamma \) with \( 0 < \delta < 1/2 \) and \( \gamma > 0 \) such that for \( d \leq (1-\zeta)n \) the matrix \( M \) for learning functions of degree \( \leq d \) over \( \mathbb{F}_2^n \) satisfies \( \tau_M(\delta) \leq -\gamma/d \).

Theorem 3.4.2 is proved in Section 3.7. The case for quadratic polynomials over \( \mathbb{F}_2 \) follows from properties of the weight distribution of Reed-Muller codes \( RM(n, 2) \) shown by \([123]\) and \([100]\). The case for higher degree polynomials over \( \mathbb{F}_2 \) follows from tail bounds on the bias of \( \mathbb{F}_2 \) polynomials given by \([15]\).

Using these bounds together with Theorem 3.4.1 yields the following:

**Theorem 3.4.3.** There are constants \( \varepsilon, \zeta > 0 \) such that the following hold:

(a) Let \( m = \left(\frac{n+1}{2}\right) \) for positive integer \( n \). Any algorithm for learning quadratic functions over \( \mathbb{F}_2^n \) that succeeds with probability at least \( 2^{-\varepsilon n} \) requires space \( \Omega(nm) \) or time \( 2^{\Omega(n)} \).

(b) Let \( n > 0 \) and \( d > 0 \) be integers such that \( d \leq (1-\zeta) \cdot n \) and let \( m = \sum_{i=0}^{d} \binom{n}{i} \). Any algorithm for learning polynomial functions of degree at most \( d \) over \( \mathbb{F}_2^n \) that succeeds with probability at least \( 2^{-\varepsilon n/d} \) requires space \( \Omega(nm/d) \) or time \( 2^{\Omega(n/d)} \).

These bounds are tight for constant \( d \) since they match the resources used by the natural learning algorithms described in the introduction up to constant factors in the space bound and in the exponent of the time bound.
Learning polynomials over $\mathbb{F}_p$ for odd prime $p$. The following theorem bounds the norm amplification curves for polynomials of various degrees over odd prime fields.

**Theorem 3.4.4.** Let $p$ be an odd prime. For all $\delta \in (0, 1)$ and for all $j \in \mathbb{F}_p^*$,

(a) the matrices $M^{(j)}$ for learning linear functions over $\mathbb{F}_p^n$ satisfy $\tau_{M^{(j)}}(\delta) \leq -\frac{1-\delta}{2}$,

(b) the matrices $M^{(j)}$ for learning affine functions over $\mathbb{F}_p^n$ satisfy $\tau_{M^{(j)}}(\delta) \leq -\frac{1-\delta}{2} + \frac{\delta}{2n}$,

(c) the matrices $M^{(j)}$ for learning quadratic functions over $\mathbb{F}_p^n$ satisfy $\tau_{M^{(j)}}(\delta) \leq -\frac{(1-\delta)}{4} + \frac{2}{n},$

and

(d) for any $0 < \zeta < 1/2$, there are $\delta, \gamma$ with $0 < \delta < 1/2$ and $\gamma > 0$ such that for $d \leq \zeta n$, the matrices $M^{(j)}$ for learning functions of degree $\leq d$ over $\mathbb{F}_p^n$ satisfy $\tau_{M^{(j)}}(\delta) \leq -\gamma/d$.

The proof of Theorem 3.4.4 is in Section 3.7. Parts (a) and (b) are almost immediate. The proof of part (c) involves a tight structural characterization of quadratic polynomials over $\mathbb{F}_p$. The proof of part (d) for $d \geq 3$ uses tail bounds on the bias of polynomials of degree at most $d$ over $\mathbb{F}_p$, which is proven in Chapter 4.

Using the bounds on the norm amplification curves of Theorem 3.4.4 together with Theorem 3.4.1, we immediately obtain the time-space tradeoff lower bounds in following theorem.

**Theorem 3.4.5.** Let $p$ be an odd prime. There is an $\varepsilon > 0$ such that the following hold:

(a) Any algorithm for learning linear or affine functions over $\mathbb{F}_p^n$ from their evaluations that succeeds with probability at least $p^{-\varepsilon n}$ requires time $p^{\Omega(n)}$ or space $\Omega(n^2 \log p)$.

(b) Let $m = \binom{n+2}{2}$. Any algorithm for learning quadratic functions over $\mathbb{F}_p^n$ that succeeds with probability at least $p^{-\varepsilon n}$ requires space $\Omega(nm \log p)$ or time $p^{\Omega(n)}$.

(c) There are constants $\zeta, \varepsilon > 0$ such that for $3 \leq d \leq (1 - \zeta) \cdot n$ and for $m$ equal to the number of monomials of degree at most $d$ over $\mathbb{F}_p^n$, any algorithm for learning polynomial
functions of degree at most \( d \) over \( \mathbb{F}_p^n \) that succeeds with probability at least \( p^{-en/d} \) requires space \( \Omega(\log p \cdot nm/d) \) or time \( p^{\Omega(n/d)} \).

### 3.5 Lower Bounds for Learning Finite Functions from Random Samples

In this section we prove Theorem 3.4.1. Let \( 0 < \delta' < 1 \) be the value given in the statement of the theorem. To do this we define several positive quantities based on \( \delta' \) that will be useful:

- \( \delta = \delta'/6 \),
- \( \alpha = 1 - 2\delta \),
- \( \gamma = \min\{ -\tau_{M(j)}(\delta')/2 \} \),
- \( \beta = \min(\gamma, \delta)/8 \), and
- \( \varepsilon = \beta/2 \).

Let \( B \) be a learning branching program for \( L \) with length at most \( |X|^\beta - 1 \) and success probability at least \( |X|^{-\varepsilon} \) of identifying the concept (or producing a prediction advantage of more than \( |X|^{-\varepsilon}/2 \)).

We will prove that \( B \) must have width \( |C|^{\Omega(\delta\gamma \log_r |X|)} \). We first apply the \( (\delta, \alpha, \gamma) \)-truncation procedure given in Definition 3.2.2 to yield \( P_{c\mid v} \) and \( P_{e\mid v} \) for all vertices \( v \) in \( B \).

The following simple technical lemmas are analogues of ones proved in [114], though we structure our argument somewhat differently. The first uses the bound on the amplification curve of the matrices \( M(j) \) for \( j \in [r-1] \) in place of its matrix norm.

**Lemma 3.5.1.** Suppose that vertex \( v \) in \( B \) is not significant. Then

\[
\Pr_{x \in_R X} \left[ \exists j \in \{1, \cdots, r-1\}, |(M(j) \cdot P_{c\mid v})(x)| \geq |X|^{-\gamma} \right] \leq (r-1) \cdot |X|^{-2\gamma}.
\]
Proof. Since \( v \) is not significant \( \| P_{c|v} \|_2 \leq |C|^{-\left(1-\delta/2\right)} \). For fixed \( j \in \{1, \ldots, r-1\} \), by definition of \( \tau_{M(j)} \),

\[
E_{x \in \mathcal{X}} [(M(j) \cdot P_{c|v})(x)]^2 = \| M(j) \cdot P_{c|v} \|_2^2 \leq \mathcal{X}^{2\tau_{M(j)}(\delta)} \leq \mathcal{X}^{2\tau_{M(j)}(\delta')} \leq \mathcal{X}^{-4\gamma}.
\]

Therefore, by Markov’s inequality,

\[
Pr_{x \in \mathcal{X}}[(M(j) \cdot P_{c|v})(x) \geq \mathcal{X}^{-\gamma}] = Pr_{x \in \mathcal{X}}[(M(j) \cdot P_{c|v})(x)]^2 \geq \mathcal{X}^{-2\gamma}] \leq \mathcal{X}^{-2\gamma}.
\]

Hence by a union bound,

\[
Pr_{x \in \mathcal{X}}[\exists j \in \{1, \ldots, r-1\}, \mathcal{X}^{-\gamma}] \leq (r-1) \cdot \mathcal{X}^{-2\gamma}.
\]

\[\square\]

The second is trivial in the case that \( r = 2 \) but requires a proof for larger \( r \).

**Lemma 3.5.2.** Suppose that vertex \( v \) in \( B \) is not significant and that \( x \in \mathcal{X} \) has the property that for all \( j \in [r-1], \mathcal{X}^{-\gamma}. \) Then for all \( y \in \{0, 1, \ldots, r-1\} \),

\[
\left| Pr_{c' \sim P_{c|v}}[L(x, c') = y] - \frac{1}{r} \right| \leq \mathcal{X}^{-r}.
\]

**Proof.** We apply Proposition 3.2.1. For \( y \in \{0, 1, \ldots, r-1\} \), write \( g_y = Pr_{c' \sim P_{c|v}}[L(x, c') = y] \) and define \( g(z) = \sum_{y=0}^{r-1} g_y z^y \). Observe that for \( j \in \{1, \ldots, r-1\} \),

\[
g(\omega^j) = \sum_{y=0}^{r-1} Pr_{c' \sim P_{c|v}}[L(x, c') = y] \cdot \omega^j
\]

\[
= \sum_{y=0}^{r-1} \sum_{c' \in C} P_{c|v}(c') \cdot 1_{L(x, c') = y} \cdot \omega^j
\]

\[
= \sum_{c' \in C} P_{c|v}(c') \cdot \sum_{y=0}^{r-1} 1_{L(x, c') = y} \cdot \omega^j
\]

\[
= \sum_{c' \in C} P_{c|v}(c') \cdot \omega^{j-L(x, c')}
\]

\[
= (M^j \cdot P_{c|v})(x).
\]

Therefore \( |g(\omega^j)| = |(M^j \cdot P_{c|v})(x)| < \mathcal{X}^{-\gamma} \). Applying Proposition 3.2.1 immediately yields the lemma. \( \square \)
Lemma 3.5.3. Suppose that vertex $v$ in $B$ is not significant. Then

$$\Pr_{c' \sim \mathcal{P}_c\mid v}[c' \in \text{High}(v)] \leq |C|^{-\delta}.$$  

Proof. Since $v$ is not significant,

$$\mathbb{E}_{c' \sim \mathcal{P}_c\mid v}[\mathcal{P}_c\mid v(c')] = \sum_{c' \in C} (\mathcal{P}_c\mid v(c'))^2 = |C| \cdot \|\mathcal{P}_c\mid v\|_2^2 \leq |C|^{-1-\delta} = |C|^{-(\alpha+\delta)}.$$  

Therefore since $\alpha = 1-2\delta$, by Markov’s inequality,

$$\Pr_{c' \sim \mathcal{P}_c\mid v}[c' \in \text{High}(v)] = \Pr_{c' \sim \mathcal{P}_c\mid v}[\mathcal{P}_c\mid v(c') \geq |C|^{-\alpha}] \leq |C|^{-\delta}. \quad \square$$

Lemma 3.5.4. The probability, over uniformly random $c' \in C$ and uniformly random computation path $C$ in $B$ given concept $c'$, that the truncated version $T$ of $C$ reaches a significant vertex of $B$ is at least $\frac{1}{2}|\mathcal{X}|^{-\beta/2}$.

Proof. Let $c'$ be chosen uniformly at random from $C$ and consider the truncated path $T$. $T$ will not reach a significant vertex of $B$ only if one of the following holds:

1. $T$ is truncated at a vertex $v$ where $\mathcal{P}_c\mid v(c') \geq |C|^{-\alpha}$.

2. $T$ is truncated at a vertex $v$ because the next edge of $C$ is labelled by $(x,y)$ where $|((M^{(j)} \cdot \mathcal{P}_c\mid v)(x))| \geq |\mathcal{X}|^{-\gamma}$ for some $j \in \{1, \ldots, r-1\}$.

3. $T$ ends at a leaf that is not significant.

By Lemma 3.5.3 for each vertex $v$ on $C$, conditioned on the truncated path reaching $v$, the probability that $\mathcal{P}_c\mid v(c') \geq |C|^{-\alpha}$ is at most $|C|^{-\delta}$. Similarly, by Lemma 3.5.1 for each $v$ on the path, conditioned on the truncated path reaching $v$, the probability that $|((M^{(j)} \cdot \mathcal{P}_c\mid v)(x))| \geq |\mathcal{X}|^{-\gamma}$ for any $j \in [r-1]$ is at most $(r-1) \cdot |\mathcal{X}|^{-2\gamma}$. Therefore, since $T$ has length at most $|\mathcal{X}|^{\beta}$, the probability that $T$ is truncated at $v$ for either reason is at most $|\mathcal{X}|^{\beta}(r-1) \cdot |\mathcal{X}|^{-2\gamma} + |C|^{-\delta}) < r \cdot |\mathcal{X}|^{-\beta}$ since $|\mathcal{X}| \leq |C|$ and $\beta < \min(\gamma, \delta/2)$. 

(Readers who wish to focus on identification may find it easier on first reading to skip to the alternative proof at the end of this argument.) For any sink node \( v \) of \( B \), let \( \text{Trunc}(v) \) denote the probability that the random computation path \( C \) for a random concept \( c' \) chosen uniformly from \( C \) is truncated, conditioned on the computation on \( c' \) ending at \( v \). By Markov’s inequality, the probability that the computation path for a random concept \( c' \) ends at vertex \( v \) with \( \text{Trunc}(v) > 2r \cdot |\mathcal{X}|^{-\beta/2} \) is less than \( \frac{1}{2} |\mathcal{X}|^{-\beta/2} \).

Let \( f_v : \mathcal{X} \rightarrow \{0, 1, \ldots, r-1\} \) denote the function labelling node \( v \) which encapsulates the best prediction of the algorithm for the label of each point in \( \mathcal{X} \). (This will simply be some \( c'' \in C \) in the case of identification rather than prediction.) We argue that if \( v \) is not significant and \( \text{Trunc}(v) \leq 2r \cdot |\mathcal{X}|^{-\beta/2} \), then \( f_v \) provides little advantage in predicting \( L(x, c') \).

By Lemmas 3.5.1 and 3.5.2, if \( v \) is not significant then
\[
\Pr_{c' \sim \mathbb{P}_{c \mid v}, x \in \mathcal{X}} [L(x, c') = f_v(x)] \leq \frac{1}{r} + |\mathcal{X}|^{-\gamma} + (r-1) \cdot |\mathcal{X}|^{-2\gamma}.
\]

Now \( \mathbb{P}_{c \mid v} \) is the distribution on concepts \( c' \in C \) conditioned on their (randomly chosen) computation path reaching \( v \) and not being truncated. On the other hand, correctness is defined with respect to randomly chosen computation paths independent of truncation. However, if \( \text{Trunc}(v) \leq 2r \cdot |\mathcal{X}|^{-\beta/2} \), then over the distribution independent of truncation we obtain that the probability conditioned on \( c' \) reaching \( v \) of predicting \( L(x, c') \) is at most
\[
\frac{1}{r} + |\mathcal{X}|^{-\gamma} + (r-1) \cdot |\mathcal{X}|^{-2\gamma} + 2r \cdot |\mathcal{X}|^{-\beta/2} \leq \frac{1}{r} + |\mathcal{X}|^{-\varepsilon/2}
\]
which is a prediction advantage of at most \( |\mathcal{X}|^{-\varepsilon/2} \). Therefore none of the nodes non-significant nodes \( v \) with small \( \text{Trunc}(v) \) can contribute to the \( |\mathcal{X}|^{-\varepsilon} \) success probability and hence the probability that the computation reaches a significant node must be at least the success probability \( |\mathcal{X}|^{-\varepsilon} \) of having a large advantage minus the probability that the computation on \( c' \) reaches a sink vertex \( v \) with \( \text{Trunc}(v) > 2r \cdot |\mathcal{X}|^{-\beta/2} \), which is \( |\mathcal{X}|^{-\varepsilon} - \frac{1}{2} |\mathcal{X}|^{-\beta/2} = \frac{1}{2} |\mathcal{X}|^{-\beta/2} \) as required.

(An alternative simpler argument that may be a bit more intuitive for the case of identification.) If \( T \) reaches a leaf \( v \) that is not significant then, conditioned on arriving at \( v \), the probability
that the concept $c'$ equals the label of $v$ is at most $\max_{c'' \in C} \mathbb{P}_{c|v}(c'')$. Now
\[
\frac{\max_{c'' \in C} \mathbb{P}_{c|v}(c'')}{|C|^{1/2}} \leq \|\mathbb{P}_{c|v}\|_2 < |C|^{-(1-\delta/2)}
\]
since $v$ is not significant, so we have $\max_{c'' \in C} \mathbb{P}_{c|v}(c'') < |C|^{-(1-\delta)/2} = |C|^{-(\alpha+\delta)/2}$ and the probability that $B$ is correct conditioned on the truncated path reaching a leaf vertex that is not significant is less than $|C|^{-(\alpha+\delta)/2} \leq |\mathcal{X}|^{-\beta} \leq |\mathcal{X}|^{-\beta}$ since $|\mathcal{X}| \leq |C|$.

Since $B$ is correct with probability at least $|\mathcal{X}|^{-\epsilon} = |\mathcal{X}|^{-\beta/2}$ and these three cases in which $T$ does not reach a significant vertex account for correctness at most $(r+1) \cdot |\mathcal{X}|^{-\beta}$, which is much less than $\frac{1}{2} \cdot |\mathcal{X}|^{-\beta/2}$, $T$ must reach a significant vertex with probability at least $\frac{1}{2} |\mathcal{X}|^{-\beta/2}$. \hfill \Box

The following lemma is the key to the proof of the theorem.

**Lemma 3.5.5.** Let $s$ be any significant vertex of $B$. There is a $\eta = \delta \gamma / 2 > 0$ such that for a uniformly random $x$ chosen from $C$ and a uniformly random computation path $C$, the probability that its truncation $T$ ends at $s$ is at most $|C|^{-\eta \log_r |\mathcal{X}|}$.

The proof of Lemma 3.5.5 requires a delicate progress argument and is deferred to the next subsection. We first show how Lemmas 3.5.4 and 3.5.5 immediately imply Theorem 3.4.1.

**Proof of Theorem 3.4.1.** By Lemma 3.5.4, for $c$ chosen uniformly at random from $C$ and $T$ the truncation of a uniformly random computation path given concept $c$, $T$ ends at a significant vertex with probability at least $|\mathcal{X}|^{-\beta/2}/2$. On the other hand, by Lemma 3.5.5 for any significant vertex $s$, the probability that $T$ ends at $s$ is at most $|C|^{-\eta \log_r |\mathcal{X}|}$. Therefore the number of significant vertices must be at least $2 |C|^{-\eta \log_r |\mathcal{X}|}/|\mathcal{X}|^{\beta/2}$ and since $B$ has length at most $|\mathcal{X}|^{\beta}$, there must be at least $2 |C|^{-\eta \log_r |\mathcal{X}|}/|\mathcal{X}|^{3\beta/2}$ significant vertices in some layer. Hence $B$ requires space $\Omega(\delta \gamma \log_2 |C| \log_r |\mathcal{X}|)$. \hfill \Box
3.5.1 Progress towards significance

In this section we prove Lemma 3.5.5 showing that for any particular significant vertex \( s \) a random truncated path reaches \( s \) only with probability \(|C|^{-\Omega(\delta \gamma \log \log |X|)}\). For each vertex \( v \) in \( B \) let \( \Pr[v] \) denote the probability over a random concept \( c \), that the truncation of a random computation path in \( B \) given concept \( c \) visits \( v \) and for each edge \( e \) in \( B \) let \( \Pr[e] \) denote the probability over a random concept \( c \), that the truncation of a random computation path in \( B \) for \( c \) traverses \( e \).

Since \( B \) is a leveled branching program, the vertices of \( B \) may be divided into disjoint sets \( V_t \) for \( t = 0, 1, \ldots, T \) where \( T \) is the length of \( B \) and \( V_t \) is the set of vertices at distance \( t \) from the root, and disjoint sets of edges \( E_t \) for \( t = 1, \ldots, T \) where \( E_t \) consists of the edges from \( V_{t-1} \) to \( V_t \). For each vertex \( v \in V_{t-1} \), note that by definition we only have

\[
\Pr[v] \geq \sum_{(v,w) \in E_t} \Pr[(v,w)]
\]

since some truncated paths may terminate at \( v \).

For each \( t \), since the truncated computation path visits at most one vertex and at most one edge at level \( t \), we obtain a sub-distribution on \( V_t \) in which the probability of \( v \in V_t \) is \( \Pr[v] \) and a corresponding sub-distribution on \( E_t \) in which the probability of \( e \in E_t \) is \( \Pr[e] \). We write \( v \sim V_t \) and \( e \sim E_t \) to denote random selection from these sub-distributions, where the outcome \( \perp \) corresponds to the case that no vertex (respectively no edge) is selected.

Fix some significant vertex \( s \). We consider the progress that a truncated path makes as it moves from the start vertex to \( s \). We measure the progress at a vertex \( v \) as

\[
\rho(v) = \frac{\langle P_{c|v}, P_{c|s} \rangle}{\langle P_{c|s}, P_{c|s} \rangle}.
\]

Clearly \( \rho(s) = 1 \). We first see that \( \rho \) starts out at a tiny value.

**Lemma 3.5.6.** If \( v_0 \) is the start vertex of \( B \) then \( \rho(v_0) \leq |C|^{-\delta} \).
Proof. By definition, $P_{c|v_0}$ is the uniform distribution on $C$. Therefore
\[
\langle P_{c|v_0}, P_{c|s} \rangle = \mathbb{E}_{c' \in C} [|C|^{-1} \cdot P_{c|s}(c')] = |C|^{-2} \cdot \sum_{c' \in C} P_{c|v_0}(c') = |C|^{-2}
\]
since $P_{c|s}$ is a probability distribution on $C$. On the other hand, since $s$ is significant,
\[
\langle P_{c|s}, P_{c|s} \rangle = \|P_{c|s}\|_2^2 \geq |C| \delta \cdot |C|^{-2}.
\]
The lemma follows immediately. \hfill \Box

Since the truncated path is randomly chosen, the progress towards $s$ after $t$ steps is a random variable. We show that not only is the increase in this expected value of this random variable in each step very small, its higher moments also increase at a very small rate. Define
\[
\Phi_t = \mathbb{E}_{v \sim V_t} [(\rho(v))^\gamma \log_r |X|]
\]
where we extend $\rho$ and define $\rho(\perp) = 0$. We will show that for $s \in V_t$, $\Phi_t$ is still $|C|^{-\Omega(\delta \gamma \log_r |X|)}$, which will be sufficient to prove Lemma 3.5.5.

Therefore, Lemma 3.5.5 and hence Theorem 3.4.1 will follow from the following lemma.

Lemma 3.5.7. For every $t$ with $1 \leq t \leq |X|^{\beta} - 1$,
\[
\Phi_t \leq \Phi_{t-1} \cdot (1 + |X|^{-2\beta}) + |C|^{-\gamma \log_r |X|}.
\]

Proof of Lemma 3.5.5 from Lemma 3.5.7. By definition of $\Phi_t$ and Lemma 3.5.6 we have $\Phi_0 \leq |C|^{-\delta \gamma \log_r |X|}$. By Lemma 3.5.7, for every $t$ with $1 \leq t \leq |X|^{\beta} - 1$,
\[
\Phi_t \leq \sum_{j=0}^t (1 + |X|^{-2\beta})^j \cdot |C|^{-\delta \gamma \log_r |X|} < (t+1) \cdot (1 + |X|^{-2\beta})^t \cdot |C|^{-\delta \gamma \log_r |X|}.
\]
In particular, for every $t \leq |X|^{\beta} - 1$,
\[
\Phi_t \leq |X|^{\beta} \cdot (1 + |X|^{-2\beta})^\beta \cdot |C|^{-\delta \gamma \log_r |X|} \leq e^{1/|X|^\beta} \cdot |X|^{\beta} \cdot |C|^{-\delta \gamma \log_r |X|}.
\]
Now fix $t^*$ to be the level of the significant node $s$. Every truncated path that reaches $s$ will have contribution to $\Phi_{t^*}$ of $(\rho(s))^\gamma \log_r |X| = 1$ times its probability of occurring. Therefore the truncation of a random computation path reaches $s$ with probability at most $|C|^{-\eta \log_r |X|}$ for $\eta = \delta \gamma / 2$ and $|X|, |C|$ sufficiently large, which proves the lemma. \hfill \Box
We now focus on the proof of Lemma 3.5.7. Because \( \Phi_t \) depends on the sub-distribution over \( V_t \) and \( \Phi_{t-1} \) depends on the sub-distribution over \( V_{t-1} \), it is natural to consider the analogous quantities based on the sub-distribution over the set \( E_t \) of edges that join \( V_{t-1} \) and \( V_t \). We can extend the definition of \( \rho \) to edges of \( B \), where we write 

\[
\rho(e) = \frac{\langle P_{c|e}, P_{c|s} \rangle}{\langle P_{c|s}, P_{c|s} \rangle}.
\]

Then define 

\[
\Phi'_t = \mathbb{E}_{e \sim E_t} [ (\rho(e))^{\gamma \log r |X|} ].
\]

Intuitively, there is no gain of information in moving from elements \( E_t \) to elements of \( V_t \). More precisely, we have the following lemma:

**Lemma 3.5.8.** For all \( t \), \( \Phi_t \leq \Phi'_t \).

**Proof.** Note that for \( v \in V_t \), since the truncated paths that follow some edge \((u, v) \in E_t\) are precisely those that reach \( v \), by definition, \( \Pr[v] = \sum_{(u, v) \in E_t} \Pr[(u, v)] \). Since the same applies separately to the set of truncated paths for each concept \( c' \in C \) that reach \( v \), for each \( c' \in C \) we have

\[
\Pr[v] \cdot P_{c|v}(c') = \sum_{(u, v) \in E_t} \Pr[(u, v)] \cdot P_{c|(u, v)}(c').
\]

Therefore,

\[
\Pr[v] \cdot \frac{\langle P_{c|v}, P_{c|s} \rangle}{\langle P_{c|s}, P_{c|s} \rangle} = \sum_{(u, v) \in E_t} \Pr[(u, v)] \cdot \frac{\langle P_{c|(u, v)}, P_{c|s} \rangle}{\langle P_{c|s}, P_{c|s} \rangle},
\]

i. e., \( \Pr[v] \cdot \rho(v) = \sum_{(u, v) \in E_t} \Pr[(u, v)] \cdot \rho((u, v)) \). Since \( \Pr[v] = \sum_{(u, v) \in E_t} \Pr[(u, v)] \), by the convexity of the map \( s \mapsto s^{\gamma \log r |X|} \) we have

\[
\Pr[v] \cdot (\rho(v))^{\gamma \log r |X|} \leq \sum_{(u, v) \in E_t} \Pr[(u, v)] \cdot (\rho((u, v)))^{\gamma \log r |X|}.
\]

Therefore

\[
\Phi_t = \sum_{v \in V_t} \Pr[v] \cdot (\rho(v))^{\gamma \log r |X|} \leq \sum_{v \in V_t} \sum_{(u, v) \in E_t} \Pr[(u, v)] \cdot (\rho((u, v)))^{\gamma \log r |X|}
\]

\[
= \sum_{e \in E_t} \Pr[e] \cdot (\rho(e))^{\gamma \log r |X|} = \Phi'_t.
\]
Therefore, to prove Lemma 3.5.7 it suffices to prove that the same statement holds with \( \Phi_t \) replaced by \( \Phi'_t \); that is,

\[
E_{e \in E_t} \left( (\rho(e))^{\gamma \log r} |\mathcal{X}| \right) \leq (1 + |\mathcal{X}|^{-2\beta}) \cdot \mathbf{E}_{v \in V_{i-1}} \left[ \left( \rho(v) \right)^{\gamma \log r} |\mathcal{X}| \right] + |\mathcal{C}|^{-\gamma \log r} |\mathcal{X}|
\]

\( E_t \) is the disjoint union of the out-edges \( \Gamma_{\text{out}}(v) \) for vertices \( v \in V_{i-1} \), so it suffices to show that for each \( v \in V_{i-1} \),

\[
\sum_{e \in \Gamma_{\text{out}}(v)} \Pr[e] \cdot (\rho(e))^{\gamma \log r} |\mathcal{X}| \leq (1 + |\mathcal{X}|^{-2\beta}) \cdot \Pr[v] \cdot (\rho(v))^{\gamma \log r} |\mathcal{X}| + |\mathcal{C}|^{-\gamma \log r} |\mathcal{X}| \cdot \Pr[v].
\]

(3.1)

Since any truncated path that follows \( e \) must also visit \( v \), we can write \( \Pr[e|v] = \Pr[e]/\Pr[v] \). Moreover, both \( \rho(v) \) and \( \rho(e) \) have the same denominator \( \langle \mathbb{P}_{c|s_e}, \mathbb{P}_{c|s} \rangle \) and therefore, by definition, inequality (3.1), and hence Lemma 3.5.7, follows from the following lemma.

**Lemma 3.5.9.** For \( v \in V_{i-1} \),

\[
\sum_{e \in \Gamma_{\text{out}}(v)} \Pr[e|v] \cdot \langle \mathbb{P}_{c|e}, \mathbb{P}_{c|s} \rangle^{\gamma \log r} |\mathcal{X}| \leq (1 + |\mathcal{X}|^{-2\beta}) \cdot \langle \mathbb{P}_{c|v}, \mathbb{P}_{c|s} \rangle^{\gamma \log r} |\mathcal{X}| + |\mathcal{C}|^{-\gamma \log r} |\mathcal{X}|.
\]

Before we prove Lemma 3.5.9, we first prove some technical lemmas, the first relating the distributions for \( v \in V_{i-1} \) and edges \( e \in E_t \) and the last upper bounding \( \| \mathbb{P}_{c|s} \|_2 \).

**Lemma 3.5.10.** Suppose that \( v \in V_{i-1} \) is not significant and \( e = (v, w) \in E_t \) has \( \Pr[e] > 0 \) and label \( (x, y) \). Then for \( c' \in \mathcal{C} \), \( \mathbb{P}_{c|e}(c') > 0 \) only if \( c' \not\in \text{High}(v) \) and \( L(x, c') = y \), in which case

\[
\mathbb{P}_{c|e}(c') = c_e^{-1} \cdot \mathbb{P}_{c|v}(c')
\]

where \( c_e \geq \frac{1}{r} - |\mathcal{X}|^{-\gamma} - |\mathcal{C}|^{-\delta} \).

**Proof.** If there exists \( j \in \{1, \cdots, r-1\} \) such that \( |\langle M^{(j)} \cdot \mathbb{P}_{c|v}(x) \rangle| \geq |\mathcal{X}|^{-\gamma} \) then by definition of truncation we also will have \( \Pr[e] = 0 \). Therefore, since \( \Pr[e] > 0 \), \( e \) is not a high
bias edge – that is, \(\forall j \in [r - 1], |(M^{(j)} \cdot P_{c_{|v}})(x)| < |X|^{-\gamma}\). We now use Lemma 3.5.2 to derive that

\[
\Pr_{c' \sim P_{c_{|v}}} [L(x, c') = y] \geq \frac{1}{r} - |X|^{-\gamma}.
\]

Let \(E_e(c')\) be the event that both \(L(x, c') = y\) and \(c' \notin \text{High}(v)\) and define

\[
c_e = \Pr_{c' \sim P_{c_{|v}}} [E_e(c')].
\]

If \(E_e(c')\) fails to hold for all \(c', \text{ i.e., } c' \in \text{High}(v)\) or \(L(x, c') \neq y\), then any truncated path for concept \(c'\) that reaches \(v\) will not continue along \(e\) and hence \(\Pr[e] = 0\). On the other hand, since \(\Pr[e] > 0\), if \(E_e(c')\) holds for some concept \(c'\) then any truncated path for \(c'\) that reaches \(v\) will continue precisely if the input chosen at \(v\) is \(a\), which happens with probability \(|X|^{-1}\) for each such \(c'\). The total probability over \(c' \in C\), conditioned that the truncated path on \(c'\) reaches \(v\) and that the path continues along \(e\) is then \(|X|^{-1} \cdot c_e\). Therefore, if \(c' \in E_e\) then \(P_{c_{|v}}(c') = \frac{|X|^{-1} \cdot P_{c_{|v}}(c')}{|X|^{-1} \cdot c_e} = c_e^{-1} \cdot P_{c_{|v}}(c')\). Now by Lemma 3.5.3,

\[
\Pr_{c' \sim P_{c_{|v}}} [c' \in \text{High}(v)] \leq |C|^{-\delta}
\]

and so

\[
c_e = \Pr_{c' \sim P_{c_{|v}}} [L(x, c') = y \text{ and } c' \notin \text{High}(v)] > \frac{1}{r} - |X|^{-\gamma} - |C|^{-\delta}
\]

as required. \(\square\)

We use this lemma together with an argument similar to that of Lemma 3.5.8 to upper bound \(\|P_{c_{|s}}\|_2\) for our significant vertex \(s\).

**Lemma 3.5.11.** \(\|P_{c_{|s}}\|_2 \leq 2r \cdot |C|^{-(1-\delta/2)}\).

**Proof.** The main observation is that \(s\) is the first significant vertex of any truncated path that reaches it and so the probability distributions of each of the immediate predecessors \(v\) of \(s\) must have bounded expectation 2-norm and, by Lemma 3.5.10 and the proof idea from Lemma 3.5.8, the 2-norm of the distribution at \(s\) cannot grow too much larger than those at its immediate predecessors.
By Lemma 3.5.10 if \( e = (v, s) \) and \( \Pr[e] > 0 \), then
\[
\|P_{c|e}\|_2 \leq c_{e}^{-1} \cdot \|P_{c|v}\| \leq c_{e}^{-1} |C|^{-\left(\frac{1}{2}-\frac{\delta}{2}\right)} \leq 2r \cdot |C|^{-\left(\frac{1}{2}-\frac{\delta}{2}\right)}
\]
since \( v \) is not significant and \( c_{e} \geq \frac{1}{r} \). Let \( \Gamma_{in}(s) \) be the set of edges \((v, s)\) in \( B \). \( \Pr[s] = \sum_{e=(v, s) \in \Gamma_{in}(s)} \Pr[e] \) and for each \( c' \in C \),
\[
\Pr[s] \cdot \|P_{c|s}(c')\| \leq \sum_{e=(v, s) \in \Gamma_{in}(s)} \Pr[e] \cdot \|P_{c|e}(c')\|.
\]
Since \( \Pr[s] = \sum_{e=(v, s) \in \Gamma_{in}(s)} \Pr[e] \), by convexity of the map \( r \mapsto r^2 \), we have
\[
\Pr[s] \cdot (\|P_{c|s}(c')\|)^2 \leq \sum_{e=(v, s) \in \Gamma_{in}(s)} \Pr[e] \cdot (\|P_{c|e}(c')\|)^2.
\]
Summing over \( c' \in C \) we have
\[
\Pr[s] \cdot \|P_{c|s}\|_2^2 \leq \sum_{e=(v, s) \in \Gamma_{in}(s)} \Pr[e] \cdot \|P_{c|e}\|_2^2 \leq \sum_{e=(v, s) \in \Gamma_{in}(s)} \Pr[e] \cdot (2r \cdot |C|^{-\left(\frac{1}{2}-\frac{\delta}{2}\right)})^2 = \Pr[s] \cdot (2r \cdot |C|^{-\left(\frac{1}{2}-\frac{\delta}{2}\right)})^2.
\]
Therefore \( \|P_{c|s}\| \leq 2r \cdot |C|^{-\left(\frac{1}{2}-\frac{\delta}{2}\right)} \) as required since \( \Pr[s] > 0 \).

To complete the proof of Lemma 3.5.7, and hence Lemma 3.5.5, it only remains to prove Lemma 3.5.9.

**Proof of Lemma 3.5.9**

Since we know that if \( v \in V_{l-1} \) is significant then any edge \( e \in \Gamma_{out}(v) \) has \( \Pr[e] = 0 \), we can assume without loss of generality that \( v \) is not significant.

Define \( g : C \to \mathbb{R} \) by
\[
g(c') = P_{c|v}(c') \cdot P_{c|s}(c')
\]
and note that \( \langle P_{c|v}, P_{c|s} \rangle = E_{c' \in C}[g(c')] \). For \( c' \in C \) define
\[
f(c') = \begin{cases} 
g(c') & c' \notin \text{High}(v) \\
0 & \text{otherwise}
\end{cases}
\]
and let $F = \sum_{c' \in C} f(c')$. For every edge $e$ where $\langle P_{c|e}, P_{c|s} \rangle > 0$, we have $F > 0$.

The function $f$ induces a new probability distribution on $C$, $P_f$, given by $P_f(c') = f(c')/\sum_{x \in C} f(x) = f(c')/F$ in which each point $c' \in C \setminus \text{High}(v)$ is chosen with probability proportional to its contribution to $\langle P_{c|v}, P_{c|s} \rangle$ and each $c' \in \text{High}(v)$ has probability 0.

**Claim:** Let $(x, y)$ be the label on an edge $e$, then

$$\langle P_{c|e}, P_{c|s} \rangle \leq (r_c)^{-1} \cdot \left(1 + \sum_{j=1}^{r-1} |(M^{(j)} \cdot P_f)(x)| \right) \cdot F/|C|$$

$$\leq (r_c)^{-1} \cdot \left(1 + \sum_{j=1}^{r-1} |(M^{(j)} \cdot P_f)(x)| \right) \cdot \langle P_{c|v}, P_{c|s} \rangle$$

where $c_e$ is given by Lemma 3.5.10.

We first prove the claim. By Lemma 3.5.10 and the definition of $f$,

$$P_{c|e}(c') \cdot P_{c|s}(c') = \begin{cases} c_e^{-1} \cdot f(c') & \text{if } L(x, c') = y \\ 0 & \text{otherwise.} \end{cases}$$

Therefore

$$\langle P_{c|e}, P_{c|s} \rangle = \mathbb{E}_{c' \in RC} [P_{c|e}(c') \cdot P_{c|s}(c')] = \mathbb{E}_{c' \in RC} [c_e^{-1} f(c') \cdot 1_{L(x,c')=y}]$$

Let $z = M^{(1)}(x, c') \cdot \omega^{-b}$. Then $z \in \{1, \omega, \ldots, \omega^{r-1}\}$. The indicator function $1_{L(x,c')=y}$ is 1 when $z = 1$, and $1_{L(x,c')=y}$ is 0 when $z = \omega, \ldots, \omega^{r-1}$. By interpolation we have

$$1_{L(x,c')=y} = \frac{1}{r} \sum_{j=0}^{r-1} z^j$$
Notice that \( z^j = \omega^{-b_j} \cdot M^{(j)}(x, c') \) for \( j = 1, \cdots, r - 1 \), so we have

\[
\langle \mathcal{P}_{c|\varepsilon', \mathcal{P}_{c|s}} \rangle = \mathbb{E}_{e' \in_R \mathcal{C}} \left[ c_{e'}^{-1} f(e') \cdot (1 + \sum_{j=1}^{r-1} \omega^{-y_j} \cdot M^{(j)}(x, c')) / r \right]
\]

\[
= (rc_e)^{-1} \cdot \left( \mathbb{E}_{e' \in_R \mathcal{C}}[f(e')] + \sum_{j=1}^{r-1} \mathbb{E}_{e' \in_R \mathcal{C}}[M^{(j)}(x, c') \cdot f(e')] \right)
\]

\[
\leq (rc_e)^{-1} \cdot \left( \mathbb{E}_{e' \in_R \mathcal{C}}[f(e')] + \sum_{j=1}^{r-1} \mathbb{E}_{e' \in_R \mathcal{C}}[M^{(j)}(x, c') \cdot f(e')] \right)
\]

\[
= (rc_e)^{-1} \cdot |\mathcal{C}|^{-1} \cdot F \cdot \left( 1 + \sum_{j=1}^{r-1} \mathbb{E}_{e' \in_R \mathcal{C}}[M^{(j)}(x, c') \cdot f(e')] \right)
\]

\[
\leq (rc_e)^{-1} \cdot (1 + \sum_{j=1}^{r-1} |(M^{(j)} \cdot \mathbb{P}_f)(x)|) \cdot \langle \mathcal{P}_{c|\varepsilon', \mathcal{P}_{c|s}} \rangle
\]

since \( |\mathcal{C}|^{-1} \cdot F = \mathbb{E}_{e' \in_R \mathcal{C}}[f(e')] \leq \mathbb{E}_{e' \in_R \mathcal{C}}[g(e')] = \langle \mathcal{P}_{c|\varepsilon', \mathcal{P}_{c|s}} \rangle \), which proves the claim.

By Lemma 3.5.10 \( rc_e \geq 1 - r \cdot |\mathcal{X}|^{-\gamma} - r \cdot |\mathcal{C}|^{-\delta} \) and so \( (rc_e)^{-1} \leq 1 + |\mathcal{X}|^{-\sigma} \leq 2 \) for \( \sigma = \min(\gamma, \delta) / 2 \) and sufficiently large \( |\mathcal{X}| \) since \( |\mathcal{X}| \leq |\mathcal{C}| \). We consider two cases:

**Case \( F \leq |\mathcal{C}|^{-1} \):** In this case, since \( \mathbb{P}_f \) is a probability distribution, for every \( x \in \mathcal{X} \) and \( j \in [r - 1] \), we have \( |(M^{(j)} \cdot \mathbb{P}_f)(x)| \leq \max_{e' \in \mathcal{C}} |M^{(j)}(x, c')| = 1 \) and from the claim we obtain for every edge \( e \in \Gamma_{out}(v) \), \( \langle \mathcal{P}_{c|\varepsilon', \mathcal{P}_{c|s}} \rangle \leq r \cdot (rc_e)^{-1} \cdot |\mathcal{C}|^{-2} \). Therefore \( \sum_{e \in \Gamma_{out}(v)} \mathbb{Pr}[e|v] \cdot \langle \mathcal{P}_{c|\varepsilon', \mathcal{P}_{c|s}} \rangle^{\gamma \log_\gamma |\mathcal{X}|} \) is at most \( (2r \cdot |\mathcal{C}|^{-2})^{\gamma \log_\gamma |\mathcal{X}|} \leq |\mathcal{C}|^{-\gamma \log_\gamma |\mathcal{X}|} \) for \( |\mathcal{C}| \geq 2r \).

**Case \( F \geq |\mathcal{C}|^{-1} \):** In this case we will show that \( \| \mathbb{P}_f \|_2 \) is not too large and use this together with the bound on the 2-norm amplification curve of each \( M^{(j)} \) to show that \( \| M^{(j)} \cdot \mathbb{P}_f \|_2 \) is small for each \( j = 1, \cdots, r - 1 \). This will be important because of the following connection:
By the Claim, we have

\[
\sum_{e \in \Gamma_{\text{out}}(v)} \Pr[e|v] \cdot (\mathbb{P}_{c|e} \mathbb{P}_{c|s})^\gamma \log_v |x| \leq \sum_{e \in \Gamma_{\text{out}}(v)} \Pr[e|v] \cdot [(r\gamma e)^{-1} \cdot (1 + \sum_{j=1}^{r-1} [(M(j) \cdot \mathbb{P}_f)(x_e)])]^\gamma \log_e |x| \cdot (\mathbb{P}_{c|v} \mathbb{P}_{c|s})^\gamma \log_{v|s} |x| \tag{3.2}
\]

where \(a_e\) is the input labelling edge \(e\). By definition, for each \(x \in \mathcal{X}\) there are precisely \(r\) edges \(e_0, \cdots, e_{r-1} \in \Gamma_{\text{out}}(v)\) with \(a_{e_i} = a\) for \(i = 0, \cdots, r - 1\) and \(\sum_{i=0}^{r-1} \Pr[e_i|v] \leq 1/|\mathcal{X}|\) since the next input is chosen uniformly at random from \(\mathcal{X}\). (It would be equality but some inputs \(a\) have high bias and in that case \(\Pr[e_i|v] = 0\) for all \(i\).) Previously, we also observed that \((r\gamma e)^{-1} \leq 1 + |\mathcal{X}|^{-\sigma}\) where \(\sigma = \min(\gamma, 0)/2\). Therefore,

\[
\sum_{e \in \Gamma_{\text{out}}(v)} \Pr[e|v] \cdot (\mathbb{P}_{c|e} \mathbb{P}_{c|s})^\gamma \log_v |x| \leq \sum_{x \in \mathcal{X}} \frac{1}{|\mathcal{X}|} [(1 + |\mathcal{X}|^{-\sigma}) \cdot (1 + \sum_{j=1}^{r-1} [(M(j) \cdot \mathbb{P}_f)(x_e)])]^\gamma \log_v |x| \cdot (\mathbb{P}_{c|v} \mathbb{P}_{c|s})^\gamma \log_{v|s} |x| \\
= (1 + |\mathcal{X}|^{-\sigma})^\gamma \log_v |x| \cdot \mathbb{E}_{x \in \mathcal{X}} [(1 + \sum_{j=1}^{r-1} [(M(j) \cdot \mathbb{P}_f)(x_e)])]^\gamma \log_v |x| \cdot (\mathbb{P}_{c|v} \mathbb{P}_{c|s})^\gamma \log_{v|s} |x| \tag{3.3}
\]

To prove the lemma we therefore need to bound \(\mathbb{E}_{x \in \mathcal{X}} [(1 + \sum_{j=1}^{r-1} [(M(j) \cdot \mathbb{P}_f)(x_e)])]^\gamma \log_v |x|\). We will bound this by first analyzing \(\|M(j) \cdot \mathbb{P}_f\|^2\) for each \(j\).

Fix \(j\). By definition,

\[
\|f\|_2^2 = \mathbb{E}_{c' \in \mathcal{C}} 1_{c' \notin \text{High}(v)} \cdot \mathbb{P}_{c|v}(c') \cdot \mathbb{P}_{c|s}(c') \leq |\mathcal{C}|^{-2\alpha} \cdot \mathbb{E}_{c' \in \mathcal{C}} \mathbb{P}_{c|s}(c') = |\mathcal{C}|^{-2\alpha} \cdot \mathbb{P}_{c|s}^2
\]

Therefore, by Lemma 3.5.11 and the fact that \(F \geq |\mathcal{C}|^{-1}\),

\[
\|\mathbb{P}_f\|_2 = \frac{\|f\|_2}{F} \leq \frac{|\mathcal{C}|^{-\alpha} \cdot \|\mathbb{P}_{c|s}\|_2}{|\mathcal{C}|^{-1}} \leq |\mathcal{C}|^{1-\alpha} \cdot 2r \cdot |\mathcal{C}|^{-(1-\delta/2)} = |\mathcal{C}|^{1-\alpha+\delta/2+\log(|\mathcal{C}|)2r} \cdot |\mathcal{C}|^{-1}.
\]

Since, for sufficiently large \(|\mathcal{C}|\),

\[
1 - \alpha + \delta/2 + \log(|\mathcal{C}|)2r = 2\delta + \delta/2 + \log(|\mathcal{C}|)2r \leq 3\delta = \delta'/2,
\]
we have \( \|P_f\|_2 \leq |C|^{-(1-\delta'/2)} \). So, definition of \( \tau \) we have \( \|M(j) \cdot P_f\|_2 \leq |\mathcal{X}|^{\tau_{M(j)}(\delta')} \leq |\mathcal{X}|^{-2\gamma} \). Thus \( \mathbb{E}_{x \in \mathcal{X}}[(M(j) \cdot P_f)(x)] = \|M(j) \cdot P_f\|_2^2 \leq |\mathcal{X}|^{-4\gamma} \). So, by Markov's inequality,

\[
P_{x \in \mathcal{X}}[|\mathcal{X}|^{-\gamma}] = \mathbb{P}_{x \in \mathcal{X}}[(M(j) \cdot P_f)(x)] \geq |\mathcal{X}|^{-\gamma} \leq |\mathcal{X}|^{-2\gamma}.
\]

By a union bound,

\[
P_{x \in \mathcal{X}}[\exists j \in [r - 1], |(M(j) \cdot P_f)(x)| \geq |\mathcal{X}|^{-\gamma}] \leq (r - 1) \cdot |\mathcal{X}|^{-2\gamma}.
\]

Therefore, since we always have \( |(M(j) \cdot P_f)(x)| \leq 1 \),

\[
\mathbb{E}_{x \in \mathcal{X}}[(1 + \sum_{j=1}^{r-1} |(M(j) \cdot P_f)(x)| \gamma \log_r |\mathcal{X}|] \leq \mathbb{E}_{x \in \mathcal{X}}[\mathbf{1}_{|x| \leq |\mathcal{X}|^{-\gamma}} \cdot (1 + (r - 1) \cdot |\mathcal{X}|^{-\gamma}) \gamma \log_r |\mathcal{X}|] + \mathbb{E}_{x \in \mathcal{X}}[\mathbf{1}_{|x| > |\mathcal{X}|^{-\gamma}} \cdot r \gamma \log_r |\mathcal{X}|] \\
\leq (1 + (r - 1) \cdot |\mathcal{X}|^{-\gamma}) \gamma \log_r |\mathcal{X}| + (r - 1) \cdot |\mathcal{X}|^{-2\gamma} \cdot |\mathcal{X}|^{-\gamma} \\
= (1 + (r - 1) \cdot |\mathcal{X}|^{-\gamma}) \gamma \log_r |\mathcal{X}| + (r - 1) \cdot |\mathcal{X}|^{-\gamma} \leq 1 + |\mathcal{X}|^{-\gamma/2}
\]

for \( \gamma \log_r |\mathcal{X}| \) sufficiently large. Therefore, the total factor increase over \( (P_{c|x|}, P_{c|s}) \gamma \log_r |\mathcal{X}| \) is at most \( (1 + |\mathcal{X}|^{-\sigma}) \gamma \log_r |\mathcal{X}| \cdot (1 + |\mathcal{X}|^{-\gamma/2}) \) where \( \sigma = \min(\gamma, \delta)/2 \). Therefore, for sufficiently large \( |\mathcal{X}| \) this is at most \( 1 + |\mathcal{X}|^{-\min(\gamma, \delta)/4} \). Since \( \beta \leq \min(\gamma, \delta)/8 \) this is at most \( 1 + |\mathcal{X}|^{-2\beta} \) as required to prove Lemma 3.5.9.

### 3.6 An SDP Relaxation for Norm Amplification on the Positive Orthant

For a matrix \( M \in \mathbb{C}^{\mathcal{X} \times \mathcal{C}} \),

\[
\tau_M(\delta) = \sup_{P \in \Delta_{\mathcal{C}}} \log(|\mathcal{X}|(\|M \cdot P\|_2)).
\]

\[
\|P\|_2 \leq 1/(|\mathcal{C}|^{1-\beta/2})
\]
That is, \( \tau_M(\delta) = \frac{1}{2} \log_{|X|} \text{OPT}_{M,\delta} \) where \( \text{OPT}_{M,\delta} \) is the optimum of the following quadratic program:

\[
\text{Maximize } \| M \cdot \mathbb{P} \|^2_2 = \langle M \cdot \mathbb{P}, M \cdot \mathbb{P} \rangle,
\]

subject to:

\[
\sum_{i \in C} \mathbb{P}_i = 1,
\]

\[
\sum_{i \in C} \mathbb{P}_i^2 \leq |C|^{\delta-1},
\]

\[
\mathbb{P}_i \geq 0 \quad \text{for all } i \in C.
\]

Instead of attempting to solve (3.4), presumably a difficult quadratic program, we consider the following semidefinite program (SDP):

\[
\text{Maximize } \langle M^* M, U \rangle \cdot |C|^2 / |X|,
\]

subject to:

\[
[V] \quad U \succeq 0,
\]

\[
[w] \quad \sum_{i,j \in C} U_{ij} = 1,
\]

\[
[z] \quad \sum_{i \in C} U_{ii} \leq |C|^{\delta-1},
\]

\[
U_{ij} \in \mathbb{R}, U_{ij} \geq 0 \quad \text{for all } i, j \in C.
\]

Recall that \( M^* \) is the conjugate transpose of \( M \). Note that for any \( \mathbb{P} \in \Delta_C \) achieving the optimum value of (3.4) the positive semidefinite matrix \( U = \mathbb{P} \cdot \mathbb{P}^\top \) has the same value in (3.5) (where the \( |C|^2 / |X| \) factor accounts for the difference in scaling factors based on the dimensions for the two expectation inner products), and hence (3.5) is an SDP relaxation of (3.4).

But this is not a standard SDP, since \( M \) is over \( C \) and \( M^* M \) might contain complex entries. In order to apply techniques on real matrices, we define \( N : C \times C \to \mathbb{R} \) as \( N(c, c') = \text{Re}(M^* M(c, c')) \), that is, \( N \) is the real part of \( M^* M \). Then we have the following
(real) program:

\[
\begin{align*}
\text{Maximize} \quad & \langle N, U \rangle \cdot |C|^2 / |X| \\
\text{subject to:} \quad & [V] \quad U \succeq 0, \\
& [w] \quad \sum_{i,j \in C} U_{ij} = 1, \\
& [z] \quad \sum_{i \in C} U_{ii} \leq |C|^\delta - 1,
\end{align*}
\]

\[U_{ij} \geq 0 \quad \text{for all } i, j \in C. \tag{3.6}\]

The key observation is that (3.5) and (3.6) have the same optimal value. This is because for any \(U \in \mathbb{R}^{C \times C} , \)

\[
|C|^2 \langle M^*M, U \rangle = \sum_{i,j} (M^*M)_{ij} \cdot U_{ij} = \sum_{ij} \text{Re}((M^*M)_{ij}) \cdot U_{ij} + i \cdot \sum_{c,c'} \text{Im}((M^*M)_{ij}) \cdot U_{ij}
\]

Since \(M^*M\) is a Hermitian matrix, we have \((M^*M)_{ij} = \overline{(M^*M)_{ji}}\). But \(U\) is real symmetric, so we have \(\sum_{i,j} \text{Im}((M^*M)_{ij}) \cdot U_{ij} = 0\), namely

\[
|C|^2 \langle M^*M, U \rangle = \sum_{i,j} \text{Re}((M^*M)_{ij}) \cdot U_{ij} = |C|^2 \langle N, U \rangle
\]

and we only need to consider the real parts. In order to upper bound the value of (3.6), we consider its dual program:

\[
\begin{align*}
\text{Minimize} \quad & w + z \cdot |C|^\delta - 1 \\
\text{subject to:} \quad & [U] \quad V \succeq 0, \\
& [U_{ii}] \quad w + z \geq V_{ii} + N_{ii} / |X|, \quad \text{for all } i \in C \\
& [U_{ij}] \quad w \geq V_{ij} + N_{ij} / |X|, \quad \text{for all } i \neq j \in C \\
& z \geq 0
\end{align*}
\]

\[\tag{3.7}\]
or equivalently,

\[
\begin{align*}
\text{Minimize} & \quad w + z \cdot |C|^\delta \cdot |C|^{-1} \\
\text{subject to:} & \\
V & \succeq 0, \\
zI + wJ & \geq V + N/|X|, \\
z & \geq 0.
\end{align*}
\]

(3.8)

where \(I\) is the identity matrix and \(J\) is the all 1’s matrix over \(C \times C\).

Any dual solution of (3.8) yields an upper bound on the optimum of (3.5) and hence \(\text{OPT}_{M,\delta}\) and \(\tau_M(\delta)\). To simplify the complexity of analysis we restrict ourselves to considering semidefinite matrices \(V\) that are suitably chosen Laplacian matrices. For any set \(S\) in \(C \times C\) and any \(\alpha : S \to \mathbb{R}_+\) the Laplacian matrix associated with \(S\) and \(\alpha\) is defined by

\[
L(S, \alpha) := \sum_{(i,j) \in S} \alpha(i,j)L_{ij} \text{ where } L_{ij} = (e_i - e_j)(e_i - e_j)^\top \text{ for the standard basis } \{e_i\}_{i \in C}.
\]

Intuitively, in the dual SDP (3.8), by adding matrix \(V = L_{S, \alpha}\) for suitable \(S\) and \(\alpha\) depending on \(M\) we can shift weight from the off-diagonal entries of \(N\) to the diagonal where they can be covered by the \(z + w\) entries on the diagonal rather than being covered by the \(w\) values in the off-diagonal entries. This will be advantageous for us since the objective function has much smaller coefficient for \(z\) which helps cover the diagonal entries than coefficient for \(w\), which is all that covers the off-diagonal entries.

**Definition 3.6.1.** Suppose that \(N \in \mathbb{R}^{C \times C}\) is a symmetric matrix. For \(\kappa \in \mathbb{R}_+\), define

\[
W_\kappa(N) = \max_{i \in C} \sum_{j \in C : N_{ij} > \kappa} (N_{ij} - \kappa).
\]

The following lemma is the basis for our bounds on \(\tau_M(\delta)\).

**Lemma 3.6.2.** Let \(\kappa \in \mathbb{R}_+\). Then

\[
\text{OPT}_{M,\delta} \leq (\kappa + W_\kappa(N) \cdot |C|^\delta^{-1})/|X|.
\]

**Proof.** For each off-diagonal entry of \(N\) with \(N(i,j) > \kappa\), include matrix \(L_{ij}\) with coefficient \((N(i,j) - \kappa)/|X|\) in the sum for the Laplacian \(V\). By construction, the matrix \(V + N/|X|\)
has off-diagonal entries at most $\kappa/|\mathcal{X}|$ and diagonal entries at most $(\kappa + W_\kappa(N))/|\mathcal{X}|$. The solution to (3.8) with $w = \kappa/|\mathcal{X}|$ and $z = W_\kappa(N)/|\mathcal{X}|$ is therefore feasible, which yields the bound as required.

It may not be easy to bound $W_\kappa(N)$ directly, since the real part of $M^*M$ may not have good structure. Fortunately, we have the following measure:

**Definition 3.6.3.** Let $M \in \mathbb{C}^{\mathcal{X} \times \mathcal{C}}$ be a complex matrix. For $\kappa \in \mathbb{R}_+$, define

$$\tilde{W}_\kappa(M) = \max_{i \in \mathcal{C}} \sum_{j \in \mathcal{C}: |(M^*M)_{i,j}| > \kappa} (|(M^*M)_{i,j}| - \kappa).$$

**Proposition 3.6.4.** Let $\kappa \in \mathbb{R}_+$. Then $W_\kappa(N) \leq \tilde{W}_\kappa(M)$

**Proof.** Whenever $N_{i,j} > \kappa$, we have $|(M^*M)_{i,j}| \geq N_{i,j} > \kappa$. Moreover, this gives $|(M^*M)_{i,j}| - \kappa \geq N_{i,j} - \kappa$. Then the statement follows the two definitions.

For specific matrices $M$, we obtain the required bounds on $\tau_M(\delta) < 0$ for some $0 < \delta < 1$ by showing that we can set $\kappa = |\mathcal{X}|^\gamma$ for some $\gamma < 1$ and obtain that $W_\kappa(N)$ or $\tilde{W}_\kappa(M)$ is at most $\kappa \cdot |\mathcal{C}|^{\gamma'}$ for some $\gamma' < 1$.

### 3.7 Applications to Learning Polynomial Functions over Finite Fields

In this section, we prove all the bounds on the norm amplification curves needed to obtain the lower bounds on learning polynomials discussed in Section 3.4. We use the strategy in Section 3.6 by studying the $W_\kappa$ function for matrices associated with learning polynomials over finite fields. We show that the values of this function are determined by the weight distribution and expected bias of these polynomials.
3.7.1 The Bias of $\mathbb{F}_2$ Polynomials and the Weight Distribution of Reed-Muller Codes

Let $d \geq 2$ be an integer. For any integer $n \geq d$, consider the learning problem for $\mathbb{F}_2$ polynomials in $n$ variables of degree at most $d$. That is $\mathcal{X} = \mathbb{F}_2^n$ and, expressing polynomials by their coefficients, we have $\mathcal{C} = \mathbb{F}_2^n$ where $m = \sum_{i=0}^d \binom{n}{d}$ and for $x \in \mathcal{X}$ and $c \in \mathcal{C}$, $L(x, c) = c(x) = \sum_{S:0 \leq |S| \leq d} c_S \prod_{i \in S} x_i$ over $\mathbb{F}_2$.

Recall that since the range of $L$ is $\{0, 1\}$, we have a $N = M^\top \cdot M$ where $M(x, c) = (-1)^{L(x,c)} = (-1)^{c(x)}$. Let $M_c$ denote the $c$-th column of $M$ where $c \in \{0, 1\}^n$. Then $N_{cc'} = 2^n \cdot \langle M_c, M_{c'} \rangle$.

**Proposition 3.7.1.** Let $0 = 0^n$. Then $\langle M_c, M_{c'} \rangle = \langle M_0, M_{c + c'} \rangle$.

**Proof.**

$$
\langle M_c, M_{c'} \rangle = \mathbb{E}_{x \in \mathbb{F}_2^n} M_c(x) M_{c'}(x) = \mathbb{E}_{x \in \mathbb{F}_2^n} (-1)^{c(x)}(-1)^{c'(x)} = \mathbb{E}_{x \in \mathbb{F}_2^n} (-1)^{c(x) + c'(x)} = \mathbb{E}_{x \in \mathbb{F}_2^n} (-1)^{(c+c')}(x) = \langle M_0, M_{c+c'} \rangle
$$

Since the mapping $c' \mapsto c + c'$ for $c \in \mathbb{F}_2^n$ is 1-1 on $\mathbb{F}_2^n$, every row of $N_c$ for $c \in \mathcal{C}$ contains the same multi-set of values. Therefore, in order to analyze the function $W_k(N)$, we only need to examine the fixed row $N_0$ of $N$, where each entry

$$N_{0c} = \sum_{x \in \mathbb{F}_2^n} M(x, c) = \sum_{x \in \mathbb{F}_2^n} (-1)^{c(x)}.
$$

For $c \in \mathcal{C}$, define $\text{weight}(c) = |\{x \in \mathbb{F}_2^n : c(x) = 1\}|$. By definition, for $c \in \mathbb{F}_2^n$, $N_{0c} = \sum_{x \in \mathbb{F}_2^n} (-1)^{c(x)} = 2^n - 2 \cdot \text{weight}(c)$. Thus, understanding the function $W_k(N)$ that we use to derive our bounds via Theorem [3.4.3] reduces to understanding the distribution of $\text{weight}(c)$ for $c \in \mathcal{C}$. In particular, our goal of showing that for some $\kappa$ for which $(\kappa + W_k(N))/2^n$ is at most $2^{2\tau n}$ for some $\tau < 0$ follows by showing that the distribution of $\text{weight}(c)$ is tightly concentrated around $2^n/2$.

We can express this question in terms of the Reed-Muller error-correcting code $RM(d, n)$ over $\mathbb{F}_2$ (see, e.g. [16]).
Definition 3.7.2. The Reed-Muller code \( RM(d, n) \) over \( \mathbb{F}_2 \) is the set of vectors \( \{ G \cdot c \mid c \in \{0, 1\}^m \} \) where \( G \) is the \( 2^n \times m \) matrix for \( m = \sum_{i=0}^{d} \binom{n}{i} \) over \( \mathbb{F}_2 \) with rows indexed by vectors \( x \in \{0, 1\}^n \) and columns indexed by subsets \( S \subseteq [n] \) with \( |S| \leq d \) given by \( G(x, S) = \prod_{i \in S} x_i \).

Evaluating weight\((c)\) for all \( c \in \{0, 1\}^m \) is that of understanding the distribution of Hamming weights of the vectors in \( RM(d, n) \), a question with a long history.

Quadratic polynomials over \( \mathbb{F}_2 \). For the special case that \( d = 2 \), Sloane and Berlekamp [123] derived an exact enumeration of the number of vectors of each weight in \( RM(2, n) \).

Proposition 3.7.3 ([123]). The weight of every codeword of \( RM(2, n) \) is of the form \( 2^{n-1} \pm 2^{n-i} \) for some integer \( i \) with \( 1 \leq i \leq \lfloor n/2 \rfloor \) or precisely \( 2^{n-1} \) and the number of codewords of weight \( 2^{n-1} + 2^{n-i} \) or \( 2^{n-1} - 2^{n-i} \) is precisely

\[
2^{i(i+1)} \prod_{j=0}^{i-1} \frac{2^{n-2j}(2^{n-2j-1} - 1)}{2^{2(j+1)} - 1}.
\]

(Though the original proof used other methods, a simpler alternative proof by McEliece [100] follows from a lemma of Dickson [49] giving a normal form theorem for quadratic polynomials over \( \mathbb{F}_2 \). We will use a similar approach when we analyze quadratic polynomials over \( \mathbb{F}_p \).)

Proof of Theorem 3.4.2(a). Let the threshold \( \kappa = 2^{n-k} \) for some integer \( k \) to be determined later. By Lemma 3.6.2 with \( C = \{0, 1\}^m \), for (3.4), we have \( \text{OPT}_{M, \delta} \leq (\kappa + W_{\kappa}(N)2^{(\delta-1)m})/2^n \) where \( N = M^\top \cdot M \). By definition for all \( c \in C \) we have \( N_{0c} = 2^n - 2 \cdot \text{weight}(c) \) and by Proposition 3.7.3 we know that if \( 2^n - 2 \cdot \text{weight}(c) > 0 \) then it is \( 2^{n-i+1} \) for some \( 1 \leq i \leq \lfloor n/2 \rfloor \). Also by Proposition 3.7.3, the number, \( \gamma_i \), of \( c \in C \) such that \( N_{0c} = 2^{n-i+1} \) is at most

\[
2^{i(i+1)} \prod_{j=0}^{i-1} \frac{2^{n-2j}(2^{n-2j-1} - 1)}{2^{2(j+1)} - 1} \leq 2^{2(i-1)n}.
\]
Therefore, by definition of $W_κ$ and Proposition 3.7.1 for any $c ∈ C$ we have

$$W_κ(N) \leq \sum_{c' ∈ C : N_{cc'} > 2^{n-k}} N_{cc'}$$

$$= \sum_{i=1}^{k} \gamma_i \cdot 2^{n-i+1}$$

$$\leq \sum_{i=1}^{k} 2^{2(i-1)n} \cdot 2^{n-i+1}$$

$$= \sum_{i=1}^{k} 2^{(2n-1)(i-1)+n}$$

$$< 2^{(2n-1)k}.$$

Thus for any $k$,

$$OPT_{M,δ} \leq (2^{n-k} + 2^{(2n-1)k + (δ-1)m}) / 2^n \leq 2^{-k} + 2^{(2n-1)k - (1-δ)n(n+1)/2 - n}.$$

The first term is larger for $k ≤ (1 - δ)n/4 + (3 - δ)/4$ so to balance them as much as possible we choose $k = \lfloor (1 - δ)n/4 + (3 - δ)/4 \rfloor ≥ (1 - δ)n/4 - (1+δ)/4$. Hence $OPT_{M,δ} ≤ 2 \cdot 2^{-k} ≤ 2^{-\frac{1-δ}{4}n + \frac{3+δ}{4}}$. Therefore, $\tau_M(δ) = \frac{1}{2} \log_2 OPT_{M,δ} ≤ -\frac{(1-δ)}{8} + \frac{(5+δ)}{8n}$ as required.

Polynomials of degree $d > 2$ over $F_2$ For the case that $d > 2$, the minimum distance, the smallest weight of a non-zero codeword, in $RM(d, n)$ is known to be $2^{n-d}$ but for $2 < d < n - 2$, no exact enumeration of the weight distribution of the code $RM(d, n)$ is known. It was a longstanding problem even to approximate the number of codewords of different weights in $RM(d, n)$. Relatively recently, bounds on these weights (or more precisely the associated biases) that are good enough for our purposes were shown by Ben-Eliezer, Hod, and Lovett [15].

**Proposition 3.7.4.** For $ε > 0$ there are constants $c_1, c_2$ with $0 < c_1, c_2 < 1$ such that if $p$ is a
uniformly random degree d polynomial over \( \mathbb{F}_2^n \) and \( d \leq (1 - \varepsilon)n \) then

\[
\Pr\left[ |\sum_{x \in \{0, 1\}^n} (-1)^{p(x)}| > 2^{-c_1n/d} \right] \leq 2^{-c_2 \sum_{i=0}^d \binom{n}{i}}.
\]

From this form we can obtain the bound on the norm amplification curve of the associated matrix fairly directly.

**Proof of Theorem 3.4.2 (b).** Fix \( \varepsilon > 0 \) and let \( 0 < c_1, c_2 < 1 \) be the constants depending on \( \varepsilon \) from Proposition 3.7.4. Let \( \delta = c_2/2 \) so \( 0 < \delta < 1/2 \). Let \( M \) be the \( 2^n \times 2^m \) matrix associated with learning polynomials of degree at most \( d \) over \( \mathbb{F}_2 \), let \( N = M^\top \cdot M \) and setting \( \kappa = 2^{(1-c_1/d)n} \), by Proposition 3.7.4 at most \( 2^{(1-c_2)m} \) polynomials \( p \) have entries \( N_{0p} \) larger than \( \kappa \). Each such entry has value at most \( 2^n \) so \( \kappa \) has at most \( 2^n \cdot 2^{(1-c_2)m} \cdot \sum_{\delta=0}^d \binom{n}{\delta} \).

By Lemma 3.6.2 with \( C = \{0, 1\}^m \) we have

\[
\text{OPT}_{\kappa, \delta} \leq \left( \kappa + \sum_{\delta=0}^d \binom{n}{\delta} \right) / 2^n \leq 2^{-c_1n/d} + 2^{(\delta-c_2)m+1} \leq 2^{-c_1n/d} + 2^{1-\delta m},
\]

which is at most \( 2^{-c'n/d} \) for some constant \( c' > 0 \). Hence \( \tau_M(\delta) \leq -c'/d \). \( \square \)

### 3.7.2 The Bias of \( \mathbb{F}_p \) Polynomials for Odd Prime \( p \)

Let \( d \geq 1 \) be an integer and \( p \) be an odd prime. For any integer \( n \geq d \), consider the learning problem for \( \mathbb{F}_p \) polynomials in \( n \) variables of degree at most \( d \). Unlike the case over \( \mathbb{F}_2 \), the monomials are not necessarily multilinear but can have degree at most \( p - 1 \) in each variable. Let \( \mathcal{M}_p(d, n) \) be the set of monomials in \( n \) variables of total degree at most \( d \) and degree at most \( p - 1 \) in each variable. That is \( \mathcal{X} = \mathbb{F}_p^n \) and, expressing polynomials by their coefficients, we have \( \mathcal{C} = \mathbb{F}_p^m \) where \( m = |\mathcal{M}_p(d, n)| \) is the number of monomials of total degree at most \( d \) and degree at most \( p - 1 \) in each variable. As in the case of \( \mathbb{F}_2 \), \( m \) is the dimension of a Reed-Muller code \( \mathcal{R} \mathcal{M}_p(d, n) \) over \( \mathbb{F}_p \), and for \( x \in \mathcal{X} \) and \( c \in \mathcal{C} \), \( L(x, c) = c(x) \in \mathbb{F}_p \). For \( d \geq p \) there is no convenient closed form known for \( |\mathcal{M}_p(d, n)| \) but the following is known:
Proposition 3.7.5. For $d < p$, $|\mathcal{M}_p(d, n)| = \binom{n+d}{d}$ and for $2 < p \leq d \leq n$, $\sum_{i=0}^{d} \binom{n}{d} \leq |\mathcal{M}_p(d, n)| \leq \binom{n+d}{d}$.

Since $p > 2$, the learning problem for $F_p$ polynomials is governed by $p - 1$ complex matrices $M^{(1)}, \ldots, M^{(p-1)}$ where $M^{(j)}(x, c) = \omega^{j \cdot c(x)}$ and $\omega = e^{2\pi i/p}$. We need to bound the norm amplification curves of all these matrices. We will relate these curves to the values of bias$_j(c)$ for $j \in \{1, \ldots, p - 1\}$ and $c \in C$, where

$$\text{bias}_j(c) = \mathbb{E}_{x \in \mathbb{R}^\omega} \omega^{j \cdot c(x)}.$$

Fix an arbitrary $j^* \in \{1, \ldots, p - 1\}$. For $N = (M^{(j^*)})^* \cdot M^{(j^*)}$, the $(c, c')$ entry of $N$ is $p^n \langle M^{(j^*)}_c, M^{(j^*)}_{c'} \rangle$ where $\langle \cdot, \cdot \rangle$ is the complex inner product.

Proposition 3.7.6. Let $0 = 0^n$. Then for $c, c' \in C$, $\langle M^{(j^*)}_c, M^{(j^*)}_{c'} \rangle = \langle M^{(j^*)}_0, M^{(j^*)}_{c' - c} \rangle$.

Proof.

$$\langle M^{(j^*)}_c, M^{(j^*)}_{c'} \rangle = \mathbb{E}_{x \in \mathbb{F}_p^n} M^{(j^*)}_c(x) M^{(j^*)}_{c'}(x) = \mathbb{E}_{x \in \mathbb{F}_p^n} \omega^{-j^* \cdot c(x)} \omega^{j^* \cdot c'(x)} = \mathbb{E}_{x \in \mathbb{F}_p^n} \omega^{-j^* \cdot c(x) + j^* \cdot c'(x)}$$

$$= \mathbb{E}_{x \in \mathbb{F}_p^n} \omega^{j^* \cdot (c' - c)(x)} = \mathbb{E}_{x \in \mathbb{F}_p^n} M^{(j^*)}_0(x) M^{(j^*)}_{c'-c}(x) = \langle M^{(j^*)}_0, M^{(j^*)}_{c'-c} \rangle.$$

Since the mapping $c' \mapsto c' - c$ for $c \in \mathbb{F}_p^n$ is 1-1 on $\mathbb{F}_p^n$, every row of $N_c$ for $c \in C$ contains the same multi-set of values. Therefore, in order to analyze the function $\tilde{W}_\kappa(N)$, we only need to examine the fixed row $N_0$ of $N$. For each entry

$$N_{0c} = \sum_{x \in \mathbb{F}_p^n} \omega^{j^* \cdot c(x)} = p^n \cdot \text{bias}_{j^*}(c).$$

Therefore we have shown the following:

Lemma 3.7.7. Let $j^* \in \{1, \ldots, p - 1\}$. For every $v \in C$, the number of entries in each row of $N = (M^{(j^*)})^* \cdot M^{(j^*)}$ equal to $v$ is precisely the number of polynomials $c \in C$ such that $p^n \cdot \text{bias}_{j^*}(c) = v$.

Therefore, to bound $\tilde{W}_\kappa(N)$ it suffices to bound the numbers of polynomials $c \in C$ such that $|\text{bias}_{j^*}(c)|$ is large.
**Affine Functions over** $\mathbb{F}_p$

For $d = 1$, an $c \in C = \mathbb{F}_p^{n+1}$ yields the function $c(x) = c_0 + \sum_{i=1}^{n} c_i x_i$. Unless $c_1 = \cdots = c_n = 0$, for every $k \in \mathbb{F}_p$ we have exactly $p^{n-1}$ values $x \in \mathbb{F}_p^n$ for which $c(x) = k$ and hence $\text{bias}_{j^*}(c) = 0$. For each of the remaining $p$ inputs with $c_1 = \cdots = c_n = 0$ and different values for $c_0$, we get $\text{bias}_{j^*}(c) = \omega^{j^* \cdot c_0}$ and hence $|\text{bias}_{j^*}(c)| = 1$. In this case we choose $\kappa = 0$ and observe that $\tilde{W}_0(N) = p^{n+1}$. Therefore for any $\delta$ with $0 \leq \delta \leq 1$, we have

$$\text{OPT}_{M(j^*),\delta} \leq p^{n+1}|C|^\delta/|X| = p^{1+(\delta-1)(n+1)} = (p^n)^{-(1-\delta)+\delta/n},$$

so $\tau_{M(j^*)}(\delta) = \frac{1}{2} \log_{|X|} \text{OPT}_{M(j^*),\delta} \leq -\frac{1-\delta}{2} + \frac{\delta}{2n}$. This proves Theorem 3.4.4 (a). If we only took linear functions instead of affine functions, all non-zero $x$ would be balanced and the term $\frac{\delta}{2n}$ would not appear. (This is the analog of the parity learning bound for higher moduli.) This proves Theorem 3.4.4 (b).

**Quadratic Polynomials over** $\mathbb{F}_p$

**Lemma 3.7.8.** Let $p$ be an odd prime and $n \geq 2$ be an integer. Let $C$ be the set of quadratic polynomials over $X = \mathbb{F}_p^n$. Then for $j^* \in \{1, \ldots, p-1\}$,

1. For any $c \in C$, $\text{bias}_{j^*}(c) = 0$ or $|\text{bias}_{j^*}(c)| \in \{p^{-n/2}, p^{(n-1)/2}, \ldots, p^{-1/2}, 1\}$.

2. For $0 \leq k \leq n$ the number of $c \in C$ such that $|\text{bias}_{j^*}(c)| = p^{-k/2}$ is less than $p^{kn+2k+1}$.

To prove Lemma 3.7.8 we start with the following structure lemma for quadratic polynomials over fields of odd characteristic. This lemma is an easier analog of Dickson’s Lemma for characteristic 2 [49] and is well known but we include a proof for completeness.

**Lemma 3.7.9.** Let $p$ be an odd prime and integer $t \geq 1$. For every quadratic polynomial $q$ over $\mathbb{F}_p^t$ in variables $z = (z_1, \ldots, z_n)$, there is an invertible affine transformation $T$ over $\mathbb{F}_p^t$ such that for $z' = T(z)$, there is a unique $k \leq n$, and $(\alpha_1, \ldots, \alpha_k) \in \{1, \ldots, p-1\}^k$, and an affine form $\ell$...
over $\mathbb{F}_{p^t}$ in $n - k$ variables such that:

$$q(z) = \sum_{i=1}^{k} \alpha_i z_i'^2 + \ell(z_{k+1}', \ldots, z_n')$$

**Proof.** We show this by induction on $n$. The statement is clearly true when $n = 0$. Assume that this is true for any polynomial in $n - 1$ variables. We have several cases when $q$ has $n$ variables:

**CASE 1:** $q$ is affine: Then the statement is true with $k = 0$.

**CASE 2:** $q$ contains some square term $b_i \cdot z_i^2$: In this case we can write $q$ as $b_i \cdot z_i^2 + \ell_i \cdot z_i + q'$, where $\ell_i$ is affine, $q'$ is a quadratic polynomial, and neither of them involves $z_i$. Then we can define

$$z_i' = z_i + 2^{-1} b_i^{-1} \cdot \ell_i$$

since $b_i^{-1}$ and $2^{-1}$ are defined in field $\mathbb{F}_{p^t}$ because $b_i \neq 0$ and the characteristic $p$ is odd.

Also define $q'' = q' - 2^{-2} b_i^{-1} \ell_i^2$. Thus

$$b_i(z_i')^2 + q''$$

$$= b_i(z_i')^2 + q' - 2^{-2} b_i^{-1} \ell_i^2$$

$$= b_i(z_i + 2^{-1} b_i^{-1} \cdot \ell_i)^2 + q' - 2^{-2} b_i^{-1} \ell_i^2$$

$$= b_i(z_i^2 + 2^{-1} \ell_i \cdot z_i + 2^{-2} b_i^{-2} \ell_i^2) + q' - 2^{-2} b_i^{-1} \ell_i^2$$

$$= b_i \cdot z_i^2 + \ell_i \cdot z_i + q' = q.$$

Define $T_i$ to be the map which sets $z_j' = z_j$ for $j \neq i$ and replaces $z_i$ with $z_i'$ according to the above formula. Clearly by the definition of $z_i'$, $T_i$ is an affine map; moreover, it is invertible, with $T_i^{-1}$ setting $z_i = z_i' - 2^{-1} b_i^{-1} \cdot \ell_i$ and leaving all other $z_j$ for $j \neq i$ unchanged. By definition, $q''$ is a quadratic form defined only on the $m - 1$ variables $z_1, \ldots, z_{i-1}, z_{i+1}, \ldots, z_m$, a property inherited from $q'$ and $\ell_i$. Let $P_{in}$ be the permutation that swaps positions $i$ and $n$ and leaves the rest alone and define $q''' = P_{in}(q'')$.

We now can apply the inductive hypothesis to $q'''$ and derive that there is an invertible affine mapping $T'$ on the $n - 1$ variables (excluding $z_i$) and some $k'$ together with
constants $a'_1, \ldots, a'_k \in \mathbb{F}_p^*$, yielding variables $z''_1, \ldots, z''_{n-1}$ as affine functions of the previous values such that

$$q''' = \sum_{j=1}^{k'} \alpha_i z''_j^2 + \ell''(z''_{k'+1}, \ldots, z''_{n-1}).$$

We can extend $T'$ to an affine transformation $T''$ on $n$ variables by keeping the $n$-th variable unchanged.

Finally, define $k = k' + 1$, $\alpha_k = b_i$ and the invertible affine transformation, $T = P_{nk} \circ T'' \circ P_{in} \circ T_i$ where $P_{nk}$ is the permutation that swaps positions $k$ and $n$. Then $T(z) = (z''_1, \ldots, z''_{k-1}, z', z''_{k+1}, \ldots, z''_{n-1}, z'_k)$.

$$T(q) = \sum_{j=1}^{k-1} \alpha_i z''_j^2 + \alpha_k(z''_i)^2 + \ell''(z''_{k'+1}, \ldots, z''_{n-1}, z'_k)$$

which is of the required form.

**Case 3:** $q$ has no squared terms and is not affine. Then $q$ must contain some cross term $b_{ij} \cdot z_i z_j$ for $i \neq j$. Here we can use the identity

$$z_i z_j = 2^{-1} \cdot ((z_i + z_j)^2 - (z_i - z_j)^2)$$

and let $S_{ij}$ be the affine mapping that leaves all other variables unchanged and assigns $z'_i = 2^{-1}(z_i + z_j)$ and $z'_j = 2^{-1}(z_i - z_j)$ which exists since 2 is invertible over $\mathbb{F}_p$.

$S_{ij}$ is clearly invertible since $z_i = z'_i + z'_j$ and $z_j = z'_i - z'_j$. Hence, for $z' = S_{ij}(z)$, we have $q(z) = q_{ij}(z')$ for some quadratic $q_{ij}$ that has two squared terms $(z'_i)^2$ and $(z'_j)^2$ and hence is covered by Case 2 above. Let $T_2$ be the resulting affine transformation derived for $q_{ij}$. It follows that $T = T_2 \circ S_{ij}$ is the required transformation for $q$.

Lemma 3.7.9 provides a clean way of studying the bias of quadratic polynomials. For any invertible affine mapping $T$ on $\mathbb{F}_p^n$, for $c' \in \mathcal{C}$ and $c(z) = c'(T(z))$, we have $c \in \mathcal{C}$ and

$$\text{bias}_J(c) = \mathbb{E}_{x \in \mathbb{F}_p^n} \omega^i \cdot c(x) = \mathbb{E}_{x \in \mathbb{F}_p^n} \omega^i \cdot c'(T(x)) = \mathbb{E}_{b \in \mathbb{F}_p^n} \omega^i \cdot c'(b) = \text{bias}_J(c')$$

since $T$ is a bijection on $\mathbb{F}_p^n$. 

We therefore first analyze the polynomials of the normal form in Lemma 3.7.9. Let $c'(z) = \sum_{i=1}^{k} \alpha_i z_i^2 + \ell(z_{k+1}, \ldots, z_n)$ where each $\alpha_1, \ldots, \alpha_k \neq 0$. Write $\ell = \alpha_0 + \sum_{i=k+1}^{n} \alpha_i z_i$.

If there is any $j$ with $k+1 \leq j \leq n$ such that $\alpha_j \neq 0$ then the bias $\gamma_j(c') = 0$ just as in the affine case. Therefore it remains to consider

$$c'(z) = \sum_{i=1}^{k} \alpha_i z_i^2 + \alpha_0 \quad \text{for} \quad \alpha_1, \ldots, \alpha_k \in \mathbb{F}_p^\ast, \alpha_0 \in \mathbb{F}_p.$$  \hspace{1cm} (3.9)

Observe that the number of such $c'$ is $(p-1)^k p < p^{k+1}$. Furthermore,

$$p^n \cdot |\text{bias}_{\gamma}(c')| = \left| \sum_{x \in \mathbb{F}_p^n} \omega^{\gamma_j} \sum_{i=1}^{k} \alpha_i x_i^2 + \alpha_0 \right| = p^{n-k} \cdot \prod_{i=1}^{k} \left| \sum_{x_i=0}^{p-1} \omega^{\gamma_j \cdot \alpha_i x_i^2} \right|$$

The term $\sum_{x_i=0}^{p-1} \omega^{\gamma_j \cdot \alpha_i x_i^2}$ in the product is called a quadratic Gauss sum and has been studied previously. For our purpose, we need the following result:

**Proposition 3.7.10** (Proposition 6.3.2 in [70]). Let $p$ be an odd prime. For $\gamma \in \{1, \ldots, p-1\}$,

$$|\sum_{j=0}^{p-1} \omega^{\gamma_j \cdot \alpha_i^2}| = \sqrt{p}.$$  

Therefore setting $\gamma = \alpha_i \cdot j^*$ for the $i$-th term, we have $|\text{bias}_{\gamma}(c')| = p^{-k/2}$. We now put things together to prove Lemma 3.7.8.

**Proof of Lemma 3.7.8** By Lemma 3.7.9, since bias$_{\gamma_j}$ is preserved under invertible linear transformations $T$ of the inputs, it follows that every polynomial $c$ such that bias$_{\gamma_j}(c) \neq 0$ must have $|\text{bias}_{\gamma_j}(c)| = p^{-k/2}$ for some non-negative integer $k \leq n$. Moreover, the number of polynomials $c$ whose normal form $y$ of the form (3.9) is at most the number of affine transformations that define $z'_1, \ldots, z'_k$ in terms of $z_1, \ldots, z_n$ which is $(p^n+1)^k$ since there are precisely $p^{n+1}$ affine functions on $\mathbb{F}_p^n$. Therefore the total number of $c$ such that bias$_{\gamma_j}(c) = p^{-k/2}$ is less than $p^{(n+1)k} \cdot p^{k+1} = p^{nk+2k+1}$.

Now we can use Proposition 3.7.8 to prove part (c) of Theorem 3.4.4.
Proof of Theorem 3.4.4 (c). Proposition 3.7.8 implies that for $N = (M^{(j^*)}) \ast M^{(j^*)}$,

$$W_{p^{n-k/2}}(N) \leq \tilde{W}_{p^{n-k/2}}(N) \leq \sum_{t=0}^{k-1} p^{n-t/2} \cdot p^{n+2t+1} = p^{n+1} \cdot \frac{p^{kn+3k/2} - 1}{p^{n+3/2} - 1} \leq p^{kn+3k/2}$$

Therefore if we set $k = \lfloor \frac{1-\delta}{2} n \rfloor \geq 1 - \delta n - \frac{1}{2}$, then by Lemma 3.6.2 since $|C| = p^{n+2}$ we have

$$OPT_{M^{(j^*)}, \delta} \leq p^{-k} + p^{-n} \cdot p^{kn+3k/2+\delta-1(n+2)} \leq 2p^{-k} \leq p^{-\frac{1-\delta}{2} n+2}$$

Therefore,

$$\tau_{M^{(j^*)}}(\delta) = \frac{1}{2} \log p^n OPT_{M^{(j^*)}, \delta} \leq \frac{1-\delta}{4} + \frac{1}{n}$$

Since $j^*$ was an arbitrary fixed element of $\{1, \ldots, p-1\}$, the theorem follows. \qed

Polynomials of degree $d > 2$ over $\mathbb{F}_p$. Similar to the $\mathbb{F}_2$ case, we need to understand the weight distribution of Reed-Muller codes over $\mathbb{F}_p$. In Chapter 4 we give the following estimate which is the analogue for odd prime fields of the bounds of Ben-Eliezer, Hod, and Lovett [15].

Proposition 3.7.11 (Theorem 4.1.1). For $0 < \epsilon < 1/2$, for all $j \in \mathbb{F}_p^*$, there are constants $c_1, c_2$ depending on $\epsilon$ with $0 < c_1, c_2 < 1$ such that if $f$ is a uniformly random degree $d$ polynomial over $\mathbb{F}_p^n$ and $d \leq \epsilon n$ then

$$\Pr[|\text{bias}_{j^*} (f)| > p^{-c_1 n/d}] \leq p^{-c_2 m}.$$ 

From this form we can obtain the bound on the norm amplification curve of the associated matrix fairly directly, and complete our proof of Theorem 3.4.4.

Proof of Theorem 3.4.4 (d). Fix $\epsilon > 0$, $j \in \mathbb{F}_p^*$, and let $0 < c_1, c_2 < 1$ be the constants depending on $\epsilon$ from Proposition 3.7.4. Let $\delta = c_2/2$ so $0 < \delta < 1/2$. For $N = (M^{(j^*)}) \ast M^{(j^*)}$, when we set $\kappa = p^{(1-c_1/d)n}$, Proposition 3.7.11 implies that at most $p^{(1-c_2)m}$ polynomials $f$ satisfy $|N_0 f| > \kappa$. The norm of each entry is at most $p^n$ so $\tilde{W}_k(N) \leq p^n \cdot p^{(1-c_2)m}$. by Lemma 3.6.2 with $C = \mathbb{F}_p^m$ we have

$$OPT_{M, \delta} \leq (\kappa + W_k(N) \cdot p^{(\delta-1)m}) / p^n \leq p^{-c_1 n/d} + p^{(\delta-c_2)m+1} \leq p^{-c_1 n/d} + p^{1-\delta m}$$
which is at most $p^{-c'n/d}$ for some constant $c' > 0$. Hence $\tau_{\mathcal{M}(\nu)}(\delta) \leq -c'/d$. \qed
Chapter 4

ON THE BIAS OF REED-MULLER CODES OVER ODD PRIME FIELDS

4.1 Introduction

Reed-Muller codes are among the oldest error correcting codes, first introduced by Muller [104] and Reed [116] in the 1950s. These codes were initially defined in terms of bounded-degree multivariate polynomials over $\mathbb{F}_2$ but the same definition can be applied over any finite field. To be more precise, the $(d, n)$ Reed-Muller code over finite field $\mathbb{F}$, denoted $RM_{\mathbb{F}}(d, n)$, takes the message as the coefficients of some $n$-variate polynomial of degree at most $d$ over $\mathbb{F}$, and the encoding is simply the evaluation of that polynomial over all possible inputs chosen from $\mathbb{F}^n$.

A function $f : \mathbb{F}^n \to \mathbb{F}$ is balanced if elements of $\mathbb{F}$ occur an equal number of times as an output of $f$. The bias of a function $f$ with co-domain $\mathbb{F}$ is a measure of the fractional deviation of $f$ from being balanced. Since each codeword in a Reed-Muller code is the evaluation of a (polynomial) function over all elements of its domain, the definition of bias directly applies to the codewords of a Reed-Muller code.

Some elements of a Reed-Muller code are very far from balanced (for example the 0 polynomial yields the all-0 codeword, and the codeword for the polynomial $1 + x_1 x_2$ has value 1 much more frequently than average) but since, as we might expect, randomly-chosen polynomials behave somewhat like randomly-chosen functions, most codewords are close to being balanced. We quantify that statement and show that for all prime fields, only an exponentially small fraction of Reed-Muller codewords (equivalently, an exponentially small fraction of polynomials of bounded degree) have as much an exponentially small deviation from perfect balance. That is, at most an exponentially small frac-
tion of polynomials have more than an exponentially small bias. Such a result is already known for the case of $\mathbb{F}_2$ [15] so we will only need to prove the statement for odd prime fields.

We now define bias formally and discuss its applications. In the case that $f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2$, the bias of $f$,

$$\text{bias}(f) := \frac{1}{2^n} \sum_{x \in \mathbb{F}_2^n} (-1)^{f(x)} = \Pr_{x \in \mathbb{R}\mathbb{F}_2^n}[f(x) = 0] - \Pr_{x \in \mathbb{R}\mathbb{F}_2^n}[f(x) = 1].$$

More generally, for $p$ a prime, $\omega = e^{2\pi i/p}$, and $j \in \mathbb{F}_p^*$, we define the $j$-th order bias of $f : \mathbb{F}_p^n \rightarrow \mathbb{F}_p$ as

$$\text{bias}_j(f) := \frac{1}{p^n} \sum_{x \in \mathbb{F}_p^n} \omega^{j \cdot f(x)}.$$

Prior uses of bias over these larger co-domains often focus only on the case of a single $j$ (e.g., [18, 67]) since they consider structural implications of bias. However, the use of different values of $j$ is essential for the applications of bias to bounding the imbalance of functions and codewords since, for $p > 3$, one can have functions with 1st-order bias 0 that are very far from balanced. It turns out that it is necessary and sufficient to bound $|\text{bias}_j(f)|$ for all $j \in \mathbb{F}_p^*$ (or, equivalently, all integers $j$ with $1 \leq j \leq (p - 1)/2$ since $|\text{bias}_j(f)| = |\text{bias}_{-j}(f)|$) in order to bound the imbalance: A standard exponential summation argument (e.g., Proposition 3.2.1) shows that for every $b \in \mathbb{F}_p$,

$$\left| \Pr_{x \in \mathbb{R}\mathbb{F}_p^n}[f(x) = b] - \frac{1}{p} \right| \leq \max_{j \in \mathbb{F}_p^*} |\text{bias}_j(f)|.$$

For Reed-Muller codes, the bias of a codeword exactly determines its fraction (number) of non-zero entries, which is called the weight of the codeword. (In the case of $\mathbb{F}_2$ the bias is determined by the weight but that is not true for $\mathbb{F}_p$ for odd prime $p$, where the generalized weight [69] is required.) The distribution of weights of codewords in Reed-Muller codes over $\mathbb{F}_2$ plays a critical role in many applications in coding theory and in many other applications in theoretical computer science. As a consequence, the weight distribution of Reed-Muller codes over $\mathbb{F}_2$ has been the subject of considerable study. For
degrees $d = 1$ and $d = 2$, the exact weight distribution (and hence the distribution of the bias) for $RM_{F_2}(2, n)$ has been known for roughly 50 years [123, 100]. For other degrees, precise bounds are only known for weights up to 2.5 times the minimum distance of such codes [74, 75] but this is very far from the balanced regime.

For general constant degrees, Kaufman, Lovett and Porat [76] give a bound on the weight distribution for Reed-Muller codes over $F_2$, and Abbe, Shpilka, and Wigderson [1] generalize the result to linear degrees. These results yield tail bounds for the number of codewords with bias approaching 0 and, using the cases for arbitrarily small constant bias, imply good bounds for list-decoding algorithms [61, 76].

Ben-Eliezer, Hod, and Lovett [15] proved sharper bounds showing that the fraction of codewords with more than exponentially small bias (of the form $2^{-c_1 n/d}$ for constant $c_1 > 0$) is at most $2^{-c_2 m} = |RM_{F_2}(d, n)|^{-c_2}$ for constant $c_2 > 0$ where $m = \log_2 |RM_{F_2}(d, n)|$ is the dimension of the code. (For $d < n/2$ they also showed that this fraction of codewords is tight by exhibiting a set of codewords in $RM_{F_2}(d, n)$ of size $|RM_{F_2}(d, n)|^{c_3}$ for $c_3 > 0$ that has such a bias.) This bound was used by [12, 11, 56] to show that learning bounded degree polynomials over $F_2$ from their evaluations with success probability $2^{-o(n)}$ requires space $\Omega(nm/d)$ or time $2^{\Omega(n/d)}$.

Our Results  We generalize the results of Ben-Eliezer, Hod, and Lovett [15] to show that only an exponentially small fraction of polynomials over prime fields can have non-negligible bias. Formally speaking, let $\mathcal{P}_p(d, n)$ denote the set of polynomials of degree at most $d$ in $n$ variables over $F_p$, and let $\mathcal{M}_p(d, n)$ denote the set of monic monomials of degree at most $d$ in $n$ variables. (The Reed-Muller code $RM_{F_p}(d, n)$ has dimension $|\mathcal{M}_p(d, n)|$ and satisfies $|RM_{F_p}(d, n)| = |\mathcal{P}_p(d, n)|$.)

Our main result is the following theorem:

**Theorem 4.1.1.** For any $0 < \delta < 1/2$ there are constants $c_1, c_2 > 0$ depending on $\delta$ such that
for any odd prime $p$, for all integers $d \leq \delta n$ and all $j \in \mathbb{F}_p^*$, we have

$$\Pr_{f \in \mathcal{P}_p(d,n)}[|\text{bias}_j(f)| > p^{-c_1 n/d}] \leq p^{-c_2 |\mathcal{M}_p(d,n)|}.$$ 

In Chapter 3, we show that this theorem can be plugged into a general theorem on learning finite functions to obtain that any algorithm that learns polynomials over $\mathbb{F}_p$ of degree at most $d$ with probability at least $p^{-O(n)}$ from their evaluations on random inputs either requires time $p^{\Omega(n/d)}$ or space $\Omega(n \cdot |\mathcal{M}_p(d,n)| / d \cdot \log p)$. Similar results can be shown to follow by using the theorem above with the methods of [56]. For details, see Chapter 3.

The following corollary of Theorem 4.1.1 is also immediate:

**Corollary 4.1.2.** For any $0 < \delta < 1/2$ there are constants $c_1, c_2 > 0$ such that for any odd prime $p$ and integers $d, n$ with $d \leq \delta n$, the number of codewords of $\text{RM}_{\mathbb{F}_p}(d,n)$ of weight at most $1 - 1/p - p^{-c_1 n/d}$ is at most $|\text{RM}_{\mathbb{F}_p}(d,n)|^{1-c_2}$.

There is a limit to the amount that Theorem 4.1.1 can be improved, as shown by the following proposition:

**Proposition 4.1.3.** For any $0 < \delta < 1/2$ there are constants $c' < 1$ and $c'' > 0$ depending on $\delta$ such that for all integers $d \leq \delta n$ and all $j \in \mathbb{F}_p^*$, we have

$$\Pr_{f \in \mathcal{P}_p(d,n)}[|\text{bias}_j(f)| > p^{-c'' n/d}] \geq p^{-c' |\mathcal{M}_p(d,n)|}.$$ 

As part of our proof of Theorem 4.1.1, we must prove the following tight bound on the rank of the evaluations of monomials of degree at most $d$ on sets of points. Alternatively this can be seen as the extremal dimension of the span of truncated Reed-Muller codes at sizes that are powers of the field size.

**Lemma 4.1.4.** Let $S$ be a subset of $\mathbb{F}_p^n$ such that $|S| = p^r$. Then the dimension of the subspace spanned by $\{(q(x))_{q \in \mathcal{M}_p(d,n)} : x \in S\}$ is at least $|\mathcal{M}_p(d,r)|$. 
Though this is all that we require to prove Theorem 4.1.1 and can be shown to follow from [69, 13], it is a special case of a more general theorem, which we derive using [13], giving an exact extremal characterization of the dimension of the span of truncated Reed-Muller codes of all sizes \(1\) and generalizing a characterization for the case of \(\mathbb{F}_2\) proved by Keevash and Sudakov [78].

**Theorem 4.1.5.** Let \(1 \leq m \leq p^r\) and let \(n \geq r\). For \(S \subseteq \mathbb{F}_p^n\) with \(|S| = m\), the value of 
\[
\dim\langle\{(q(x))_{q \in M_{p}(d,n)} : x \in S\}\rangle
\]
is minimized when \(S = S_m\), the set of \(m\) lexicographically minimal vectors in \(\mathbb{F}_p^n\).

**Proof Overview** Our basic approach is a generalization of the high level outline of [15] to odd prime fields, though parts of the argument are substantially more complex:

We begin by using a moment method, showing that that \(E_{f \in \mathbb{F}_p^n}\{\|\text{bias}_j(f)\|^t\}\) is bounded for suitable \(t\). Because we are dealing with odd prime fields rather than \(\mathbb{F}_2\) we restrict ourselves to the case that \(t\) is even. For bounding these high moments, we reduce the problem to lower bounding the rank of certain random matrices (Lemma 4.2.4). This is the place where we can apply Lemma 4.1.4 to prove the bound.

For the case of \(\mathbb{F}_2\) handled in [15], a similar property to Lemma 4.2.4 (Lemma 4 in [15]), which follows from an extremal characterization of \(\mathbb{F}_2\) polynomial evaluations by Keevash and Sudakov [78], was independently shown to follow more simply via an algorithmic construction that avoids consideration of any subset size that is not a power of 2. Unfortunately, this simpler algorithmic construction seems to break down completely for the case of odd prime fields.

We instead consider the duality between the rank of sub-matrix of the generating matrix of the truncated Reed-Muller codes, and the maximal number of common zeros for a given number of polynomials over the finite field. The latter problem has been extensively

---

1In a preliminary version of this chapter [10] we had a more complicated direct proof of this characterization.
studied in the context of generalized Hamming weights of Reed-Muller codes \cite{69, 13}. Using the results of \cite{13} on the generalized Hamming weights of Reed-Muller codes, we are able to characterize the desired rank property. We also derive an explicit recursive formula for the extremal rank, which may be of independent interest. This recursive formula is the analogue of the formula used by Keevash and Sudakov \cite{78} to obtain their characterization over $\mathbb{F}_2$.

**Discussion and Related Work** Prior to our work, the main approach to analyzing the bias of polynomials over arbitrary prime fields has been to take a structural point of view. The general idea is to show that polynomials of large bias must have this bias because of some structural property. For polynomials of degree $d = 2$, a complete structural characterization has been known for more than a century (\cite{49}). Green and Tao \cite{63} initiated the modern study of the relationship between the bias and the structure of polynomials over finite fields. Kaufman, Lovett, and Porat \cite{76} used this approach to obtain their bounds on bias over $\mathbb{F}_2$. Over general prime fields, Haramaty and Shpilka \cite{67} gave sharper structural properties for polynomials of degrees $d = 3, 4$. In papers \cite{18} for constant degree and \cite{17} for large degree, Bhowmick and Lovett generalized the result of \cite{76} to show that if a degree $d$ polynomial $f$ has large bias, then $f$ can be expressed as a function of a constant number of polynomials of degree at most $d - 1$. These bounds are sufficient to analyze the list-decoding properties of Reed-Muller codes. However, all of these structural results, except for the characterization of degree 2 polynomials, are too weak to obtain the bounds on sub-constant bias that we derive. Indeed, none is sufficient even to derive Corollary 4.1.2.

An open problem that remains from our work, as well as that of Ben-Eliezer, Hod, and Lovett \cite{15} is whether the amount of the bias can be improved still further by removing the $1/d$ factor from the exponent in the bias in the statement of Theorem 4.1.1 for some range of values of $d$ growing with $n$. Though Proposition 4.1.3 (and its analogue in \cite{15}) show that a large number of polynomials have bias $p^{-O(n/d)}$, we would need to extend
them to say that for all $c' > 0$ there is a $c'' > 0$ such that the conclusion of the proposition holds in order to rule out improving the bias in Theorem 4.1.1.

**Organization** The proof of Theorem 4.1.1 except for the proof of Lemma 4.1.4 is in Section 4.2. Section 4.2 also contains the proof of Proposition 4.1.3. In Section 4.3 we prove Theorem 4.1.5, which is a generalization of Lemma 4.1.4.

### 4.2 The bias of random polynomials over odd prime fields

In this section we prove Theorem 4.1.1. To provide tail bounds on the bias, we first characterize its high moments, focusing on even moments to ensure that they are real-valued.

**Lemma 4.2.1.** Let $p$ be an odd prime and $d \leq n$. For $t \in \mathbb{N}$, let $x^{(1)}, \ldots, x^{(t)}$ and $y^{(1)}, \ldots, y^{(t)}$ be chosen uniformly at random from $\mathbb{F}_p^d$. Then

$$\mathbb{E}_{f \in \mathbb{F}_p^d} \left[ |\text{bias}_j(f)|^{2t} \right] = \mathbb{E}_{x^{(1)}, \ldots, x^{(t)}, y^{(1)}, \ldots, y^{(t)}} \left[ \forall q \in \mathcal{M}_p(d, n), \sum_{k=1}^{t} q(x^{(k)}) = \sum_{k=1}^{t} q(y^{(k)}) \right].$$

**Proof.** Note that $\text{bias}_j(f) = \mathbb{E}_x[\omega^j f(x)] = \mathbb{E}_x[\omega^j f(x)] = \mathbb{E}_x[\omega^{-j} f(x)] = \text{bias}_{-j}(f)$, therefore $|\text{bias}_j(f)|^2 = \text{bias}_j(f) \cdot \text{bias}_{-j}(f)$. So we have

$$\mathbb{E}_{f \in \mathbb{F}_p^d} \left[ |\text{bias}_j(f)|^{2t} \right] = \mathbb{E}_{f \in \mathbb{F}_p^d} \left[ \text{bias}_j(f)^t \cdot \text{bias}_{-j}(f)^t \right]$$

$$= \mathbb{E}_{f \in \mathbb{F}_p^d} \left[ \prod_{k=1}^{t} \mathbb{E}_{x^{(k)}}[\omega^j f(x^{(k)})] \cdot \prod_{k=1}^{t} \mathbb{E}_{y^{(k)}}[\omega^{-j} f(y^{(k)})] \right]$$

$$= \mathbb{E}_{x^{(1)}, \ldots, x^{(t)}, y^{(1)}, \ldots, y^{(t)}} \left[ \mathbb{E}_{f \in \mathbb{F}_p^d} \left[ \omega^j \left( \sum_{k=1}^{t} f(x^{(k)}) - \sum_{k=1}^{t} f(y^{(k)}) \right) \right] \right].$$

For each $q \in \mathcal{M}_p(d, n)$ let $f_q \in \mathbb{F}_p$ denote the coefficient of $q$ in $f$. We identify $f$ with its vector of coefficients $(f_q)_{q \in \mathcal{M}_p(d, n)}$ and choose $f$ uniformly by choosing the $f_q$ uniformly.
Therefore
\[
\mathbb{E}_{f \in \mathcal{P}_p(d,n)} [||\text{bias}_j(f)||^2] = \mathbb{E}_{x^{(1)}, \ldots, x^{(t)}, y^{(1)}, \ldots, y^{(t)}} \left[ \mathbb{E}_{f \in \mathcal{P}_p(d,n)} \left[ \omega^j \left( \sum_{q \in \mathcal{M}_p(d,n)} f_q \cdot (\sum_{k=1}^{t} q(x^{(k)}) - \sum_{k=1}^{t} q(y^{(k)})) \right) \right] \right]
\]
\[
= \mathbb{E}_{x^{(1)}, \ldots, x^{(t)}, y^{(1)}, \ldots, y^{(t)}} \left[ \prod_{q \in \mathcal{M}_p(d,n)} \mathbb{E}_{f_q \in \mathbb{F}_p} \left[ \omega^j f_q \cdot (\sum_{k=1}^{t} q(x^{(k)}) - \sum_{k=1}^{t} q(y^{(k)})) \right] \right]
\]
\[
= \mathbb{E}_{x^{(1)}, \ldots, x^{(t)}, y^{(1)}, \ldots, y^{(t)}} \left[ \mathbf{1}_{\{ \forall q \in \mathcal{M}_p(d,n), \sum_{k=1}^{t} q(x^{(k)}) - \sum_{k=1}^{t} q(y^{(k)}) = 0 \}} \right]
\]
\[
= \Pr_{x^{(1)}, \ldots, x^{(t)}, y^{(1)}, \ldots, y^{(t)}} [\forall q \in \mathcal{M}_p(d,n), \sum_{k=1}^{t} q(x^{(k)}) = \sum_{k=1}^{t} q(y^{(k)})]
\]
where the second equality follows since \(\mathbb{E}_{f \in \mathcal{P}_p} [\omega^j a : b] = 0\) for all \(b \in \mathbb{F}_p^*\).

Now let us look at the probability
\[
\Pr_{x^{(1)}, \ldots, x^{(t)}, y^{(1)}, \ldots, y^{(t)}} [\forall q \in \mathcal{M}_p(d,n), \sum_{k=1}^{t} q(x^{(k)}) = \sum_{k=1}^{t} q(y^{(k)})].
\]

We view \(y^{(1)}, \ldots, y^{(t)}\) as arbitrary fixed values and we will upper bound this probability following the analysis of a similar probability in [15]. That is, we will upper bound the probability that this holds by considering a special subset \(\mathcal{M}' \subseteq \mathcal{M}_p(d,n)\) that allows us to derive a linear system whose rank will bound the probability that the constraints indexed by \(\mathcal{M}'\) all hold.

We divide \([n]\) arbitrarily into two disjoint parts \(L\) and \(R\) with \(|L| = \lfloor \frac{n}{d} \rfloor\). \(\mathcal{M}' \subseteq \mathcal{M}_p(d,n)\) consists of all monomials of degree are most \(d\) that have degree 1 on \(L\) and degree at most \(d - 1\) on \(R\).

We use the following properties of the \(|\mathcal{M}_p(d,n)|\), whose proof we defer to later, to show that \(\mathcal{M}'\) contains a significant fraction of all monomials in \(\mathcal{M}_p(d,n)\).

**Proposition 4.2.2.** If \(2 \leq d \leq \delta n\) for some \(0 < \delta < 1\) then

(a) there exists a constant \(\gamma' = \gamma'(\delta) > 0\) such that for sufficiently large \(n\), if \(n' \geq \max(d, (1 - \frac{1}{d})n)\) then

\[
|\mathcal{M}_p(d,n')| \geq \gamma' |\mathcal{M}_p(d,n)|.
\]
(b) If \( p \geq 3 \) there exist constants \( \rho_1, \rho_2 > 0 \) that are independent of \( \delta \) such that for sufficiently large \( n \),
\[
\rho_1 |\mathcal{M}_p(d, n)| \leq \frac{n}{d} \cdot |\mathcal{M}_p(d - 1, n)| \leq \rho_2 |\mathcal{M}_p(d, n)|.
\]

**Corollary 4.2.3.** Let \( p \geq 3 \). If \( d \leq \delta n \) for some \( 0 < \delta < 1 \), then there exists a constant \( \gamma = \gamma(\delta) > 0 \) such that for sufficiently large \( n \),
\[
|\mathcal{M}'| = \left\lfloor \frac{n}{d} \right\rfloor \cdot |\mathcal{M}_p(d - 1, n - \left\lfloor \frac{n}{d} \right\rfloor)| \geq \gamma \cdot |\mathcal{M}_p(d, n)|.
\]

**Proof.** The equality follows immediately from the definition of \( \mathcal{M}' \). Let \( n' = n - \left\lfloor \frac{n}{d} \right\rfloor \).

Then
\[
\begin{align*}
|\mathcal{M}'| &= \left\lfloor \frac{n}{d} \right\rfloor \cdot |\mathcal{M}_p(d - 1, n')| \\
&\geq \frac{n'}{2d} |\mathcal{M}_p(d - 1, n')| & \text{since } d \leq n \\
&\geq \frac{\rho_1}{2} |\mathcal{M}_p(d, n')| & \text{by Proposition 4.2.2(b)} \\
&\geq \frac{\rho_1 \gamma'}{2} |\mathcal{M}_p(d, n)| & \text{by Proposition 4.2.2(a)}
\end{align*}
\]
and setting \( \gamma = \rho_1 \gamma' / 2 \) yields the claim. \( \square \)

Let \( \mathcal{E} \) denote the event that \( \sum_{k=1}^{t} q(x^{(k)}) = \sum_{k=1}^{t} q(y^{(k)}) \) for all \( q \in \mathcal{M}' \). To simply notation, since we think of \( y^{(1)}, \ldots, y^{(k)} \) as fixed, for each \( q \in \mathcal{M}' \) define \( b_q \in \mathbb{F}_p \) by
\[
b_q = \sum_{k=1}^{t} q(y^{(k)}).
\]
Since any \( q \in \mathcal{M}' \) is of the form \( q = x_i \cdot q' \) for some \( i \in L \) and \( q' \) a monomial of degree at most \( d - 1 \) on \( R \), \( \mathcal{E} \) requires that
\[
b_q = \sum_{k=1}^{t} q(x^{(k)}) = \sum_{k=1}^{t} q'(x_R^{(k)}) \cdot x_i^{(k)}.
\]
where for \( x \in \mathbb{F}_p^n \), we write \( x_R \) for \( x \) restricted to the coordinates in \( R \). We view these constraints as a system of linear equations over the set of variables \( x_i^{(k)} \) for \( k \in [t] \) and \( i \in L \) whose coefficients are given by the values of \( q'(x_R^{(k)}) \) for \( x_R^{(k)} \in \mathbb{F}_p^R \) for all \( k \in [t] \). Observe that for different values of \( i \in L \) we get separate and independent subsystems of equations with precisely the same coefficients but potentially different constant terms \( b_q \).
since \( q \) depends on both \( i \) and \( q' \). Therefore the probability that \( (x_i^{(k)})_{i \in L, k \in [t]} \) is a solution is the product of the probabilities for the individual choices of \( i \in L \).

For each \( x_R = x_R^{(1)}, \ldots, x_R^{(t)} \), there is a \( |\mathcal{M}_p(d - 1, R)| \times t \) matrix \( Q_{x_R} \) for a system of linear equations on \( (x_i^{(1)}, \ldots, x_i^{(t)}) \) for each \( i \in L \), having one constraint for each polynomial \( q' \) of degree at most \( d - 1 \) on \( R \). Observe that \( Q_{x_R}(q', k) = q'(x_R^{(k)}) \).

In particular, it follows that

\[
\Pr_{x^{(1)}, \ldots, x^{(t)}, y^{(1)}, \ldots, y^{(t)}} \left[ x_R^{(1)}, \ldots, x_R^{(t)} = x_R \mid E \right] \leq p^{-\text{rank}(Q_R)} |L|. \tag{4.1}
\]

We now see that for almost all choices of \( x_R \), if \( t \) is at least a constant factor larger than \( |\mathcal{M}_p(d - 1, |R|)| \) then the rank of \( Q_{x_R} \) is large. This follows by replacing \( n \) by \( |R| \), \( d \) by \( d - 1 \), \( q' \) by \( q \) and \( x \) by \( x_R \) in the following lemma.

**Lemma 4.2.4.** For any \( 0 < \delta \leq 1/2 \) there is a constant \( \gamma = \gamma(\delta) > 0 \) such that there exist constants \( c > 0 \) and \( \eta > 1 \) such that for \( d = \lceil \delta n \rceil \) and \( t \geq \eta |\mathcal{M}_p(d, n)| \), if \( x = x^{(1)}, \ldots, x^{(t)} \) is chosen uniformly at random from \( (\mathbb{F}_p^n)^t \), then the matrix \( Q_x \in \mathbb{F}_p^{\mathcal{M}_p(d, n) \times [t]} \) given by \( Q_x(q, k) = q(x^{(k)}) \).

then

\[
\Pr_x \left[ \text{rank}(Q_x) \leq \gamma |\mathcal{M}_p(d, n)| \right] \leq p^{-c |\mathcal{M}_p(d+1,n)|}.
\]

We first show how to use Lemma 4.2.4 to prove Theorem 4.1.1.

**Proof of Theorem 4.1.1** Let \( 0 < \delta \leq 1/2 \), and set \( \gamma > 0 \) and \( \eta > 1 \) and \( c > 0 \) as in Lemma 4.2.4.

Let \( t = \lceil \eta |\mathcal{M}_p(d - 1, n)| \rceil \). We first bound the expected value of \( |\text{bias}_j(f)|^{2t} \). By Lemma 4.2.1 and the definition of event \( E \) we have

\[
\mathbb{E}_{f \in \mathbb{R}^{P_p(d, n)}} \left[ |\text{bias}_j(f)|^{2t} \right] = \Pr_{x^{(1)}, \ldots, x^{(t)}, y^{(1)}, \ldots, y^{(t)}} \left[ E \right] \Pr_{f \in \mathbb{R}^{P_p(d, n)}} \left[ \text{bias}_j(f)|^{2t} \right] = \Pr_{x^{(1)}, \ldots, x^{(t)}, y^{(1)}, \ldots, y^{(t)}} \left[ E \right].
\]

Let \( n' = \lceil n(1 - 1/d) \rceil \) and \( d' = d - 1 \). Let \( \mathcal{A} \) be the event that given \( x^{(1)}, \ldots, x^{(t)}, y^{(1)}, \ldots, y^{(t)} \), \( \text{rank}(Q_{x_R}) \leq \gamma |\mathcal{M}_p(d', n')| \), and \( \overline{\mathcal{A}} \) be the complement event of \( \mathcal{A} \). Now we have,
\[ \Pr_{x^{(1)}, \ldots, x^{(t)}, y^{(1)}, \ldots, y^{(t)}}[E] \leq \Pr_{x^{(1)}, \ldots, x^{(t)}, y^{(1)}, \ldots, y^{(t)}}[A] + \Pr_{x^{(1)}, \ldots, x^{(t)}, y^{(1)}, \ldots, y^{(t)}}[E \mid \overline{A}] \leq \Pr_{x^R}[\text{rank}(Q_{x^R}) \leq \gamma |\mathcal{M}_p(d', n')|] + p^{-\gamma |\mathcal{M}_p(d', n')|} \cdot |L| \]

where the last step follows from Eq. (4.1) and the condition \( \text{rank}(Q_{x^R}) > \gamma |\mathcal{M}_p(d', n')| \). Observe that \( t \geq \eta |\mathcal{M}_p(d', n')| \geq \eta |\mathcal{M}_p(d', n')| \) so we can apply Lemma 4.2.4 with \((n', d' = d - 1)\) in place of \((n, d)\), and \(x = x_R\) to derive that

\[ \Pr_{x^R}[\text{rank}(Q_{x^R}) \leq \gamma |\mathcal{M}_p(d - 1, n')|] \leq p^{-c |\mathcal{M}_p(d, n')|} \]

Therefore,

\[ \mathbb{E}_{f \in \mathcal{F}_p(d, n)}[|\text{bias}_j(f)|^{2t}] \leq p^{-c |\mathcal{M}_p(d, n')|} + p^{-\gamma |\mathcal{M}_p(d - 1, n')|} \cdot |L|. \]

(4.2)

Now, for sufficiently large \( n \), by Proposition 4.2.2(a), \( |\mathcal{M}_p(d, n')| \geq \gamma' |\mathcal{M}_p(d, n)| \) and by Corollary 4.2.3 \( |\mathcal{M}_p(d - 1, n')| \cdot |L| \geq \gamma |\mathcal{M}_p(d, n)| \). Therefore,

\[ \mathbb{E}_{f \in \mathcal{F}_p(d, n)}[|\text{bias}_j(f)|^{2t}] \leq p^{-c' |\mathcal{M}_p(d, n)|} + p^{-\gamma^2 |\mathcal{M}_p(d, n)|} \geq p^{-c |\mathcal{M}_p(d, n)|} \]

for some constant \( c' > 0 \). Now we can apply Markov’s inequality to obtain that for any \( c_1 > 0 \).

\[ \Pr_{f \in \mathcal{F}_p(d, n)}[|\text{bias}_j(f)| > p^{-c_1 n/d}] = \Pr_{f \in \mathcal{F}_p(d, n)}[|\text{bias}_j(f)|^{2t} > p^{-2t c_1 n/d}] \leq \frac{p^{-c' |\mathcal{M}_p(d, n)|}}{p^{-2t c_1 n/d}} = p^{2t c_1 n/d - c' |\mathcal{M}_p(d, n)|} \]

By definition, \( t = \lfloor \eta |\mathcal{M}_p(d - 1, n)| \rfloor \leq \eta' |\mathcal{M}_p(d - 1, n)| \) for a fixed \( \eta' > \eta \). Therefore, by Proposition 4.2.2(b), \( 2t n/d \leq 2n' \rho_2 |\mathcal{M}_p(d, n)| \). By choosing \( c_1 = c'/4\eta' \rho_2 \), we obtain that \( 2t \cdot c_1 n/d - c' |\mathcal{M}_p(d, n)| \leq -c' |\mathcal{M}_p(d, n)|/2 \) and setting \( c_2 = c'/2 \) we derive that

\[ \Pr_{f \in \mathcal{F}_p(d, n)}[|\text{bias}_j(f)| > p^{-c_1 n/d}] \leq p^{-c_2 |\mathcal{M}_p(d, n)|} \]
It remains to prove Lemma 4.2.4 and Proposition 4.2.2. We first prove Lemma 4.2.4 using Lemma 4.1.4, which follows from Theorem 4.1.5 whose proof is in the next section. Lemma 2.4 is a generalization of Claim 2.3 in [15], and its proof follows the same lines as that in [15].

Proof of Lemma 4.2.4 using Lemma 4.1.4. Let $d = \lfloor \delta n \rfloor$ for $0 < \delta \leq 1/2$ and let $\gamma > 0$ be the minimum of $\gamma'(\delta)$ from Proposition 4.2.2 and $\gamma(\delta)$ from Corollary 4.2.3. Fix $b = \lfloor \gamma \cdot |M_p(d, n)| \rfloor$. We will first check the probability that an arbitrary fixed set of $b$ columns spans the whole matrix, and then apply a union bound to obtain the final result.

Let $V$ denote the linear space spanned by those $b$ columns. Recall that each column of $Q_xR$ is the evaluation of all monomials of degree at most $d$ at some point $F^n_p$.

Let integer $r$ be maximal such that there are at least $p^r$ distinct elements of $F^n_p$ with evaluations that are in $V$. Then by Lemma 4.1.4, we have $\dim(V) \geq |M_p(d, r)|$. But since $V$ can be spanned by $b$ vectors, we have $\gamma |M_p(d, n)| \geq b \geq \dim(V) \geq |M_p(d, r)|$

By Proposition 4.2.2(a), we have $|M_p(d, \lceil n(1 - 1/d) \rceil) | \geq \gamma |M_p(d, n)| \geq |M_p(d, r)|$

So $r \leq \lceil n(1 - 1/d) \rceil$. There are $p^r$ distinct evaluations and fewer than $p^{r+1}$ of them fall into $V$. So a uniform random evaluation is in $V$ with probability $< \frac{p^{r+1}}{p^r} \leq p^{1-\lfloor n/d \rfloor}$. Since the $t - b$ other columns of $Q_xR$ are chosen uniformly and independently, the probability that these $b$ columns span the whole matrix is at most

$$(p^{1-\lfloor n/d \rfloor})^{t-b} \leq (p^{1-\lfloor n/d \rfloor})(\eta-\gamma)|M_p(d, n)|$$

since $t = \eta |M_p(d, n)|$ for some $\eta > 1$ to be chosen later. Since $d \leq \delta n \leq n/2$, we have $1 - \lfloor n/d \rfloor \leq -n/(2d)$ and we can apply Proposition 4.2.2 to get that

$$(p^{1-\lfloor n/d \rfloor})^{t-b} \leq p^{-(\eta-\gamma)\frac{n}{2d}}|M_p(d, n)|/2 \leq p^{-(\eta-\gamma)p_1|M_p(d+1,n)|/2}$$
for some \( \rho_1 > 0 \). Therefore, by a union bound over all choices of \( b \) columns we have

\[
\Pr_{x^{(1)}, \ldots, x^{(t)}}[\text{rank}(Q_{x^T}) \leq \gamma |M_p(d, n)|] \leq \left( \frac{t}{b} \right)^{\eta} \cdot p^{-\eta} \rho_1 |M_p(d+1,n)|/2.
\]

Note that \( \left( \frac{t}{b} \right)^{\eta} \leq \left( \frac{2^{\eta}}{\eta} \right)^{\eta} |M_p(d,n)| \leq \left( \frac{2^{\eta}}{\eta} \right)^{\eta} |M_p(d+1,n)|, \) so we have

\[
\Pr_{x^{(1)}, \ldots, x^{(t)}}[\text{rank}(Q_{x^T}) \leq \gamma |M_p(d, n)|] \leq p^{\rho_1 |M_p(d+1,n)|/2}
\]

Note that for any constant \( c' > 0, \gamma \log_p(c' \eta) \) is \( o(\eta) \). Therefore, for fixed constant \( \gamma > 0 \), we can choose a sufficiently large \( \eta > 1 \) such that

\[
\Pr_{x^{(1)}, \ldots, x^{(t)}}[\text{rank}(Q_{x^T}) \leq \gamma |M_p(d, n)|] \leq p^{-c |M_p(d+1,n)|}
\]

for some constant \( c > 0 \).

\( \square \)

4.2.1 Proof of Proposition 4.2.2

We first give basic inequalities regarding \( |M_p(d, n)| \) that are independent of the choice of \( p \).

**Proposition 4.2.5.** For \( d \leq n \), \( \sum_{i=0}^{d} \binom{n}{i} \leq |M_p(d, n)| \leq \binom{n+d}{d} \).

**Proof.** It is well known that there are \( \binom{n+d}{d} \) non-negative integer solutions to the equation \( \sum_{i=1}^{n} e_i \leq d \). Thus we have \( |M_p(d, n)| \leq \binom{n+d}{d} \). On the other hand, if we only consider multi-linear terms, we obtain \( \sum_{i=0}^{d} \binom{n}{i} \leq |M_p(d, n)| \).

We now prove part (a): For \( e = (e_1, \ldots, e_k) \) where \( 1 \leq e_i \leq p - 1 \), let \( M_{e,n} \) denote the set of monomials of the form \( \prod_{i=1}^{k} x_{h(i)}^{e_i}, 1 \leq h(1) < h(2) < \cdots < h(k) \leq n \). Then we have \( |M_{e,n}| = \sum_{e} |M_{e,n}| \). Therefore

\[
\frac{|M_{e,n}|}{|M_{e,n}|} = \min_{e: \sum_{i=0}^{d} e_i \leq d} \frac{|M_{e,n}|}{|M_{e,n}|}
\]

For fixed \( e = (e_1, \ldots, e_k) \), We then argue that for all integer \( n \), \( |M_{e,n}| = f_e \binom{n}{k} \), for some \( f_e > 0 \) that only depends on \( e \). This is because there are \( \binom{n}{k} \) different ways to choose
the $k$ variables appearing in the monomial, and each of them are indistinguishable, hence $|\mathcal{M}_{e,n}|$ is proportional to $\binom{n}{k}$.

Therefore, we have

$$\frac{|\mathcal{M}_{e,n'}|}{|\mathcal{M}_{e,n}|} = \frac{\binom{n'}{k}}{\binom{n}{k}}$$

This quantity is a decreasing function of $k$. Hence we have

$$\frac{|\mathcal{M}_p(d,n')|}{|\mathcal{M}_p(d,n)|} \geq \frac{\binom{n'}{d}}{\binom{n}{d}} = \prod_{i=0}^{d-1} \frac{n' - i}{n - i}$$

From the well known inequality $\ln(1 + x) \geq \frac{x}{1 + x}$, we have

$$\ln \prod_{i=0}^{d-1} \frac{n' - i}{n - i} = \sum_{i=0}^{d-1} \ln \frac{n' - i}{n - i} \geq \sum_{i=0}^{d-1} \frac{n' - n}{n' - i} = -(n - n') \sum_{i=0}^{d-1} \frac{1}{n' - i}$$

$$\geq -(n - n') \int_{n' - d}^{n'} x^{-1} \, dx = -(n - n') \ln \frac{n'}{n' - d} \geq -\frac{d(n - n')}{n' - d}$$

By the condition $n' \geq (1 - 1/d)n$ and $d \leq \delta n$, we have

$$\prod_{i=0}^{d-1} \frac{n' - i}{n - i} \geq \exp\left(-\frac{d(n - (1 - 1/d)n)}{n' - \delta n}\right) = \exp\left(-\frac{n}{n' - \delta n}\right)$$

$$\geq \exp\left(-\frac{1}{1 - 1/d - \delta}\right) \geq \exp\left(-\frac{1}{1/2 - \delta}\right) =: \gamma'(\delta),$$

which completes the proof of part (a).

We now prove part (b): Define $H := \{(q_1, q_2) : q_1 \in \mathcal{M}_p(d - 1, n), q_2 \in \mathcal{M}_p(d, n), \exists i \in [n] \text{ s.t. } q_2 = x_i q_1\}$. We will obtain the inequalities by bounding $|H|$.

We first bound $|H|$ in terms of $|\mathcal{M}_p(d - 1, n)|$. Clearly for each $q_1 \in \mathcal{M}_p(d - 1, n)$, there are at most $n$ choices of $x_i$ to yield $q_2 = x_i q_1$, so $|H| \leq n|\mathcal{M}_p(d - 1, n)|$. On the other hand, any $x_i$ that does not have degree $p - 1$ in $q_1$ can be chosen. There are at most $\frac{d-1}{p-1}$ variables in $q_1$ having degree $p - 1$ so we can choose at least $n - \frac{d-1}{p-1} > n - \frac{n}{p-1} \geq \frac{n}{2}$ variables $x_i$ since $p \geq 3$. This gives us $|H| > \frac{n}{2}|\mathcal{M}_p(d - 1, n)|$.

We now bound $|H|$ in terms of $|\mathcal{M}_p(d, n)|$. Each $q \in \mathcal{M}_p(d, n)$ contains at most $d$ distinct variables, hence $|H| \leq d|\mathcal{M}_p(d, n)|$. 


It immediately follows that $M_p(d, n) \geq |H|/d \geq \frac{n}{24} |M_p(d-1, n)|$ and hence we can choose $\rho_2 = 2$.

To lower bound $|H|$ in terms of $|M_p(d, n)|$, we show that a large portion of monomials contain many distinct variables and hence each $q_2 \in M_p(d, n)$ can be associated with many different $q_1$. We first bound the number of monomials that have degree at most $d$ and are composed of at most $k \leq d$ distinct variables. We can generate such monomials by first choosing $k$ variables, then using these variables to form a monomial of degree $\leq d$ and so we can upper bound the number of such monomials by $(\binom{n}{k})^{(k+d)/d}$. For sufficiently small $k$ we can argue that this is a small fraction of $M_p(d, n)$: Suppose that $k \leq d/6$. Since by hypothesis, $d \leq \delta n \leq n/2$, we have $k + d \leq n - k$ and

$$\frac{(\binom{n}{k})^{(k+d)/d}}{|M_p(d, n)|} \leq \frac{(k+d)!}{(k!)^2(n-k)\cdots(n-d+1)} = \frac{(k+d)\cdots(2k+1)}{(n-k)\cdots(n-d+1)} \cdot \frac{(2k)!}{(k!)^2} \leq \left(\frac{k+d}{n-k}\right)^{d-k} \cdot 2^{2k} \leq (7/11)^{5k} \cdot 2^{2k} \leq (3/7)^{k}.$$

Summing over all values of $k \leq d/6$ we obtain that a total fraction at most $3/4$ of all monomials in $M_p(d, n)$ have at most $d/6$ distinct variables. Therefore, since at least $1/4$ of $M_p(d, n)$ contain at least $d/6$ distinct variables, it must be the case that $|H| \geq \frac{d}{24} |M_p(d, n)|$. Since $|H| \leq n \cdot |M_p(d-1, n)|$, we obtain that $|M_p(d, n)|/24 \leq \frac{n}{d} |M_p(d-1, n)|$. Hence we derive (b) with $\rho_1 = 1/24$. This completes the proof of Proposition 4.2.2(b).

4.2.2 Lower bound on the likelihood of bias

We now prove Proposition 4.1.3 on the limits on the extent to which Theorem 4.1.1 can be improved. The argument is analogous to that of [15] for the case of $\mathbb{F}_2$.

Proof of Proposition 4.1.3 We follow the same division of variables $[n]$ into parts $L$ and $R$ with $|L| = \lfloor \frac{n}{d} \rfloor$ and $|R| = n' = \lfloor n(1 - 1/d) \rfloor$ and $d' = d - 1$ that we used for the
upper bound on the bias. Define $\mathcal{L}$ to be the set of all polynomials in $\mathcal{P}_p(d,n)$ whose monomials are from the set $\mathcal{M}' \subseteq \mathcal{M}_p(d,n)$ (defined earlier) that have degree 1 on $L$ and degree at most $d-1$ on $R$. By Corollary 4.2.3, there is some constant $\gamma > 0$ such that for sufficiently large $n$, $|\mathcal{M}'| \geq \gamma \cdot |\mathcal{M}_p(d,n)|$ and hence $|\mathcal{L}| \geq p^{\gamma |\mathcal{M}_p(d,n)|}$. Therefore, we have $|\mathcal{L}| / |\mathcal{P}_p(d,n)| \geq p^{-(1-\gamma)|\mathcal{M}_p(d,n)|}$.

Now consider the expected bias of polynomials in $\mathcal{L}$: We can write $f$ chosen uniformly from $\mathcal{L}$ uniquely as

$$f(x) = \sum_{i \in \mathcal{L}} x_i \cdot g_i(x_R)$$

where the $g_i$ are independently chosen polynomials over monomials $\mathcal{M}_p(d-1,n')$ on $R$.

For $j \in \mathbb{F}_p^*$,

$$\mathbb{E}_{f \in \mathcal{L}} \text{bias}_j(f) = \mathbb{E}_{f \in \mathcal{L}} \mathbb{E}_{x \in \mathbb{F}_p^n} \omega^j f(x)$$

$$= \mathbb{E}_{f \in \mathcal{L}} \mathbb{E}_{x_L \in \mathbb{F}_p^L} \mathbb{E}_{x_R \in \mathbb{F}_p^R} \omega^j f(x)$$

$$= \mathbb{E}_{x_L \in \mathbb{F}_p^L} \mathbb{E}_{x_R \in \mathbb{F}_p^R} \mathbb{E}_{f \in \mathcal{L}} \omega^j f(x).$$

Now with probability $p^{-|\mathcal{L}|}$, all the $x_i$ for $i \in \mathcal{L}$ are 0 and every $f \in \mathcal{L}$ evaluates to 0, so $\mathbb{E}_{f \in \mathcal{L}} \omega^j f(0^L,x_R) = 1$. With the remaining probability, $x_L \neq 0^L$ and hence there is some $i \in \mathcal{L}$ and $b_i \neq 0$ such that $x_i = b_i$. For $f$ chosen at random from $\mathcal{L}$, for each fixed value of $x_L = b_L$ with $b_i \neq 0$, we have

$$f(b_L,x_R) = b_i g_{i0} + f'(x_R)$$

where $g_{i0}$ is the constant term of the polynomial $g_i$ and is chosen independently of $f'$. Since $g_{i0}$ is uniformly chosen from $\mathbb{F}_p$ for random $f$ in $\mathcal{L}$ and since $b_i \neq 0$, $b_i g_{i0}$ is also uniformly chosen from $\mathbb{F}_p$. Further, since $g_{i0}$ is independent of $f'$, for every fixed $x_R$, the value $\mathbb{E}_{f \in \mathcal{L}} \omega^j f(b_L,x_R) = 0$. Therefore, $\mathbb{E}_{f \in \mathcal{L}} \text{bias}_j(f) = p^{-|\mathcal{L}|}$. Now since $|\text{bias}_j(f)| \leq 1$, we obtain

$$\Pr_{f \in \mathcal{L}}[|\text{bias}_j(f)| \geq p^{-|\mathcal{L}|}/2] \geq p^{-|\mathcal{L}|}/2.$$
Therefore
\[
\Pr_{f \in \mathcal{P}_P(d,n)}[|\text{bias}_j(f)| \geq p^{-|L|}/2] \geq \frac{|L|}{|\mathcal{P}_P(d,n)|} \cdot p^{-|L|}/2 \geq p^{-c'|M_\mathcal{P}(d,n)|}
\]
for some \(c' < 1\) since \(|L| \ll |M_\mathcal{P}(d,n)|\). Since \(|L| = \lfloor n/d \rfloor \geq 2\), we obtain \(p^{-|L|}/2 > p^{-c''n/d}\) for some constant \(c'' > 0\) as required.

\[ \square \]

### 4.3 An extremal property of truncated Reed-Muller codes

In this section we prove Theorem 4.1.5. It is closely related to the problem of maximizing the number of common zeros of a set of linearly independent polynomials, which has been studied by Heijnen and Pelikaan [69]. Here, we make use of more general recent results of Beelen and Datta [13] who extend the methods of [69].

We start with some useful notations.

**Definition 4.3.1.** Fix integers \(p, n\). Let \(F = \{0, \ldots, p-1\}^n\). For \(d \leq n(p-1)\), define

\[ F_{\leq d} = \{a \in F : \sum_{i=1}^{n} a_i \leq d\}. \]

Define the ascending lexicographic order \(\leq\) over \(F\) as for \(a, b \in F, b \leq a\) if and only if \(\exists i \in [n]\) so that \(b_j = a_j\) for all \(j < i\) and \(b_i < a_i\). Define the descending lexicographic order \(\geq\) as \(a \geq b\) if and only if \(b \leq a\).

**Proposition 4.3.2** (Proposition 4.3 in [13]). Recall that \(\mathcal{P}_P(d,n)\) is the set of polynomials of degree at most \(d\) in \(n\) variables over \(\mathbb{F}_p\). Fix integer \(r\). Let \(f_1, \ldots, f_r \in \mathcal{P}_P(d,n)\) be linear independent over \(\mathbb{F}_p\). Let \(Z(f_1, \ldots, f_r)\) denote the number of common zeros between \(f_1, \ldots, f_r\). Then

\[
Z(f_1, \ldots, f_r) \leq \sum_{i=1}^{n} a_r,i p^{n-i},
\]

where \(a_r \in F_{\leq d}\) is the \(r\)-th element in \(F_{\leq d}\) in descending lexicographic order.
Proposition 4.3.3 (Lemma 4.2, Lemma 4.3 and Proposition 4.5 in [13]). For \( b = (b_1, \cdots, b_n) \in F_{\leq d} \), define \( f_b \in P_p(d, n) \) as

\[
f_b(x) := \prod_{i=1}^{n} \prod_{j=1}^{b_i} (x_i - (j - 1)).
\]

Let \( a_1, \cdots, a_r \) be the first \( r \) elements in \( F_{\leq d} \) in descending lexicographic order. Then

\[
Z(f_{a_1}, \cdots, f_{a_r}) = \sum_{i=1}^{n} a_i r_i p^{n-i} := h_d(n, r).
\]

Moreover, the common zeros of \( f_{a_1}, \cdots, f_{a_r} \) are the first \( h_d(n, r) \) elements in \( F^n \) in ascending lexicographic order.

Proposition 4.3.4. \( \{f_b\}_{b \in F_{\leq d}} \) forms a basis of \( P_p(d, n) \).

Proof. The elements \( b \in F_{\leq d} \) are the exponent vectors of the monomials \( x^b := \prod_{i=1}^{n} x^{b_i} \in M_p(d, n) \) which form a basis of \( P_p(d, n) \). The proposition follows by observing that the leading term of each \( f_b \) is the monomial \( x^b \).

Now we come to the quantities we focus on in this work.

Definition 4.3.5. For integer \( m \), let \( S_m \subset F_p^n \) be the subset that contains the smallest \( m \) elements.

Theorem 4.3.6 (Duality). Fix integers \( n, d, p \). For any subset \( S \subset F_p^n \) with \( |S| = m \), we have

\[
\text{rank}(M_S^{(d)}) \geq \text{rank}(M_{S_m}^{(d)}).
\]

Proof. Let \( V_S \subset F_p^{\left| M_p(d, n) \right|} \) be the linear subspace spanned by the rows in \( M^{(d)} \) indexed by \( S \). Then \( \text{rank}(M_S^{(d)}) = k \) if and only if \( \dim(V_S) = k \), which is equivalent to \( \dim(V_S^\top) = |M_p(d, n)| - k \).

On the other hand, we can interpret elements in \( F_p^{\left| M_p(d, n) \right|} \) as polynomials by considering each entry as the coefficient in the corresponding monomial. Formally, this is the bijection \( \phi : F_p^{\left| M_p(d, n) \right|} \rightarrow P_p(d, n) \) defined as

\[
\phi((v_\alpha)_{\alpha \in M_p(d, n)}) = \sum_{\alpha \in M_p(d, n)} v_\alpha \cdot \alpha.
\]
From this view, \( f \in \mathcal{P}_p(d,n) \) is contained in \( \dim(V_S^\top) \) if and only if \( \langle \phi^{-1}(f), M_{\{x\}}^{(d)} \rangle = 0 \) for all \( x \in S \). But \( \langle \phi^{-1}(f), M_{\{x\}}^{(d)} \rangle \) is just \( f(x) \), which means that \( S \) is the set of common zeros for all \( f \) so that \( \phi(f) \in \dim(V_S^\top) \).

Let \( r \) be the largest integer so that \( h_d(n, r) \geq m \), where \( h_d(n, r) \) is defined in Proposition 4.3.3. We first claim that \( \text{rank}(M_S^{(d)}) \geq |\mathcal{M}_p(d,n)| - r \). If this is not the case, then \( \dim(V_S^\top) = |\mathcal{M}_p(d,n)| - \text{rank}(M_S^{(d)}) > r \); namely, we can find \( r + 1 \) linearly independent polynomials \( f_1, \cdots, f_{r+1} \) so that they evaluate to 0 on \( S \). Therefore, \( r + 1 \) linearly independent polynomials can have \( m \) common zeros. By Proposition 4.3.2 and Proposition 4.3.3, this means \( h_d(n, r + 1) \geq m \), which violates our definition of \( r \).

We then argue that \( \text{rank}(M_{S_m}^{(d)}) \leq |\mathcal{M}_p(d,n)| - r \). This follows because we can choose \( a_1, \cdots, a_r \) as in Proposition 4.3.3 and construct \( V_r \subset \mathbb{F}_p^{|\mathcal{M}_p(d,n)|} \) as the linear span of \( \{\phi^{-1}(f_{a_i})\}_{i=1}^{r} \). By Proposition 4.3.4, \( \{f_{a_i}\}_{i=1}^{r} \) are linearly independent. Since \( \phi \) is linear, \( \{\phi^{-1}(f_{a_i})\}_{i=1}^{r} \) are also linearly independent, so \( \dim(V_r) = r \). By Proposition 4.3.3, \( S_m \) are the common zeros of \( f_{a_1}, \cdots, f_{a_r} \), hence \( V_{S_m} \) is contained in \( V_r^\top \). Therefore

\[
\text{rank}(M_{S_m}^{(d)}) \leq \dim(V_{S_m}) \leq \dim(V_r^\top) = |\mathcal{M}_p(d,n)| - r,
\]

which completes the proof.

Theorem 4.3.6 is sufficient to prove Theorem 4.1.5. However, Proposition 4.3.2 and Proposition 4.3.3 does not give the explicit expression of \( \text{rank}(M_{S_m}^{(d)}) \). Here we give an explicit recursive expression.

**Definition 4.3.7.** Define \( g_d(m) \) as the rank of \( M_{S_m}^{(d)} \). For the completeness of definition, we set \( g_d(m) = 0 \) when \( d < 0 \) or \( m = 0 \).

The \( g_d \) function is easy to compute when the input \( m \) is a power of \( p \).

**Lemma 4.3.8.** For integer \( r \geq 0 \), \( g_d(p^r) = |\mathcal{M}_p(d,r)| \).
Proof. The rows in $S_{pr}$ correspond to assignments that fix the first $n - r$ variables to 0 and have all possible values for the remaining $r$ variables. Therefore, $M_{sp}^{(d)}$ is 0 except on the columns indexed by monomials on these last $r$ variables and has full column rank on the remaining $|M_p(d, r)|$ columns since no non-zero polynomial using these monomials can be identically 0 over $F_p$.

More generally, we have the following recursive formulation of the $g_d$ function.

**Theorem 4.3.9.** Let $r$ be the unique integer so that $p^r \leq m < p^{r+1}$. Let $m = k \cdot p^r + c$. Then

$$g_d(m) = \sum_{i=0}^{k-1} g_{d-i}(p^r) + g_{d-k}(c).$$

As a special case, when $c = 0$, we have $g_d(k \cdot p^r) = \sum_{i=0}^{k-1} g_{d-i}(p^r)$.

The $g_d$ function can be analyzed using the LU decomposition of the $(n+1)$-dimensional Vandermonde matrix $V^{(n)}$ on variables $x_0, x_1, \ldots, x_n$ (i.e., $V_{ij}^{(n)} = x_i^j$) given by Oruç and Phillips [109].

**Proposition 4.3.10** (Theorem 2.1 in [109]). $V^{(n)}$ has LU-decomposition $V^{(n)} = L^{(n)}U^{(n)}$ where lower triangular matrix $L^{(n)} \in \mathbb{R}^{(n+1) \times (n+1)}$ has all diagonal entries 1, and upper triangular matrix $U^{(n)} \in \mathbb{R}^{(n+1) \times (n+1)}$ has $U_{i,i}^{(n)} = \prod_{j<i}(x_i - x_j)$ for all $i \in \{0, 1, \ldots, n\}$.

**Proof of Theorem 4.3.9** For the sake of convenience, let $M_{p}^{-d}(r)$ be the set of monomials over the last $r$ variables whose degree equals $d$, and $M_{p}^{\leq d}(r)$ be the set of monomials over the last $r$ variables whose degree is at most $d$.

Consider the block structure of the matrix. For $i = 0, 1, \ldots, p-1$, let $A_i$ be the submatrix with $S_{pr}$ as rows and $M_{p}^{=d-p+i+1}(r)$ as columns. Let $A_{\leq i}$ be the submatrix $(A_0, \ldots, A_i)$. Then its columns are given by $M_{p}^{\leq d-p+i+1}(r)$.

Now, let us consider the rows for $R_t := \{ a \in F_p^n \mid a_1 = \cdots = a_{n-r-1} = 0, a_{n-r} = t \}$. The non-zero parts correspond to monomials that only depend on $x_{n-r}, x_{n-r+1}, \ldots, x_n$. If we group all the monomials by their degree on $x_{n-r}$ then, for $t \leq k - 1$, the row will be of
the form

\[ A_{\leq p-1}, t \cdot A_{\leq p-2}, t^2 \cdot A_{\leq p-3}, \ldots, t^{p-1} \cdot A_{\leq 0}. \]

Things are a little different for \( t = k \), since \(|R_k| < p^r\). In this case, we define \( A'_{\leq i} \) to be the first \( c \) rows of \( A_{\leq i} \) and it is easy to check that the row is of the form

\[ A'_{\leq p-1}, k \cdot A'_{\leq p-2}, k^2 \cdot A'_{\leq p-3}, \ldots, k^{p-1} \cdot A'_{\leq 0}. \]

Therefore the matrix \( M_{S_m}^{(d)} \) is of the form:

| \( \{a_{n-r} = 0\} \) | \( A_{\leq p-1} \) | \( 0 \) | \( 0 \) | \( \ldots \) | \( 0 \) |
| \( \{a_{n-r} = 1\} \) | \( A_{\leq p-1} \) | \( A_{\leq p-2} \) | \( A_{\leq p-3} \) | \( \ldots \) | \( A_{\leq 0} \) |
| \( \{a_{n-r} = 2\} \) | \( A_{\leq p-1} \) | \( 2 \cdot A_{\leq p-2} \) | \( 4 \cdot A_{\leq p-3} \) | \( \ldots \) | \( 2^{p-1} \cdot A_{\leq 0} \) |
| \( \vdots \) | \( \vdots \) | \( \vdots \) | \( \vdots \) | \( \vdots \) | \( \vdots \) |
| \( \{a_{n-r} = k-1\} \) | \( A_{\leq p-1} \) | \( (k-1) \cdot A_{\leq p-2} \) | \( (k-1)^2 \cdot A_{\leq p-3} \) | \( \ldots \) | \( (k-1)^{p-1} \cdot A_{\leq 0} \) |
| \( \{a_{n-r} = k\} \) | \( A'_{\leq p-1} \) | \( k \cdot A'_{\leq p-2} \) | \( k^2 \cdot A'_{\leq p-3} \) | \( \ldots \) | \( k^{p-1} \cdot A'_{\leq 0} \) |

We observe the following:

- \( A_{\leq p-i-1} \) is the first \(|M_p^{\leq d-i-1}(r)|\) columns of \( A_{\leq p-i} \), and

- \( A'_{\leq i} \) is the first \( c \) rows of \( A_{\leq i} \).

\( M_{S_m}^{(d)} \) is closely related to the the Vandermonde matrix \( V^{(p-1)}[0,1,\ldots,p-1] \). To see this, notice that \( M_{S_m}^{(d)} \) is a submatrix of \( V = V^{(p-1)}[0,1,\ldots,p-1] \otimes A_{\leq p-1} \in \mathbb{R}^{p^r \times p^r \times |M_p^{\leq d}(r)|} \). By Proposition 4.3.10, \( V^{(p-1)}[0,1,\ldots,p-1] = LU \) where lower triangular matrix \( L \in \mathbb{R}^{p^r \times p^r} \) and upper triangular matrix \( U \in \mathbb{R}^{p^r \times p^r} \) satisfy \( L_{ii} = 1 \) and \( U_{ii} \neq 0 \) for \( i = 0, \ldots, p-1 \). Therefore, if we set \( L' = L \otimes I_{p^r} \in \mathbb{R}^{p^r \times p^r \times p^r} \), \( C = I_p \otimes A_{\leq p-1} \in \mathbb{R}^{p^r \times p^r \times |M_p^{\leq d}(r)|} \) and \( U' = U \otimes I_{|M_p^{\leq d}(r)|} \in \mathbb{R}^{p^r \times |M_p^{\leq d}(r)| \times p^r \times |M_p^{\leq d}(r)|} \), we have \( V = L'CU' \). Notice that \( L' \) is lower-triangular, because \( L \) is lower-triangular and \( I_{p^r} \) is diagonal. Similarly \( U' \) is upper-triangular.

Let \( S_L \subset [p \cdot p^r] \) be the set of indices of the rows of \( M_{S_m}^{(d)} \) and \( S_U \subset [p \cdot |M_p^{\leq d}(r)|] \) be the set of indices of the columns of \( M_{S_m}^{(d)} \). Then \( S_L \) is simply \( S_m \); \( S_U \) is more complicated. We
can group the columns of $V$ into $p$ groups, each of size $|\mathcal{M}_p^{\leq d}(r)|$. By the first observation, for $i = 0, \cdots, p - 1$, we simply take the first $|\mathcal{M}_p^{\leq d-i}(r)|$ columns in each block.

Let $P$ be the $m$ by $p \cdot p^r$ matrix defined as $P_{ij} = 1$ if $i = j$ and $P_{ij} = 0$ otherwise. Let $Q$ be the $p \cdot |\mathcal{M}_p^{\leq d}(r)|$ by $\sum_{i=0}^{p-1} |\mathcal{M}_p^{\leq d-i}(r)|$ matrix defined as $Q_{ij} = 1$ if $i = j \in S_U$, and $Q_{ij} = 0$ otherwise. Then clearly we have $\mathcal{M}_S^{(d)} = P L' C U' Q$.

Write $L'$ as \[
\begin{pmatrix}
L_1 & 0 \\
L_2 & L_3
\end{pmatrix}
\] where $L_1 \in \mathbb{R}^{m \times m}$. Then we have $PL' = \begin{pmatrix} L_1 & 0 \end{pmatrix} = L_1 P$. Similarly, let $U_1$ be the principal submatrix of $U$ indexed by $S_U$. Then we have $UQ = QU_1$. Since $L', U'$ are triangular matrices with non-zero diagonal entries, $L_1, U_1$ are also triangular matrices with non-zero diagonal entries, and hence invertible.

Now we have $\mathcal{M}_S^{(d)} = P L' C U' Q = L_1 P C Q U_1$. Let $C_1 = PCQ$. Then $C_1$ is of the form

\[
\begin{array}{c|c|c|c|c|c}
\{a_{n-r} = 0\} & A_{\leq p-1} & 0 & 0 & \cdots & 0 \\
\{a_{n-r} = 1\} & 0 & A_{\leq p-2} & 0 & \cdots & 0 \\
\{a_{n-r} = 2\} & 0 & 0 & A_{\leq p-3} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\{a_{n-r} = k-1\} & 0 & 0 & 0 & \cdots & A_{\leq p-k} \\
\{a_{n-r} = k\} & 0 & 0 & 0 & \cdots & A_{\leq p-k-1}
\end{array}
\]

Since $L_1, U_1$ are invertible, we have $\text{rank}(\mathcal{M}_S^{(d)}) = \text{rank}(C_1)$. By the definition of the $g_d$ function, the rank of $A_{\leq p-i}$ is $g_{d-i}(p^r)$ and that of $A'_{\leq p-k-1}$ is $g_{d-k}(c)$. Hence

\[
g_d(m) = g_d(k \cdot p^r + c) = \sum_{i=0}^{k-1} g_{d-i}(p^r) + g_{d-k}(c).
\]
Let $C$ be a collection of concepts. Let $\mathcal{X}$ be the set of all samples. Recall the streaming model in Chapter 3. There is some unknown ground truth $c \in C$ which is chosen uniformly at random; we want to identify $c$ with a stream of labelled samples $(x_1, y_1), (x_2, y_2), \cdots$, where $x_i$ are chosen i.i.d from $\mathcal{X}$ and $y_i = c(x_i)$. After seeing each sample, we can make arbitrary edits in the storage. The computational resources we care about are the number of samples and the space we need in the computation.

Without any further structural information on $C$ or $\mathcal{X}$, we have the following learning algorithms:

1. We can remember all the labelled samples in the memory, and after seeing sufficient samples, we can return the correct answer for sure. This method requires $O(\log |C|)$ samples and $O(\log |C| \cdot \log |\mathcal{X}|)$ space.

2. We can go over all concepts and verify each one with $O(\log |C|)$ samples. This method requires $O(|C| \log |C|)$ samples and $O(\log |C|)$ space.

We now give another non-trivial learning algorithm based on a deterministic query model.

**Lemma 5.0.1.** There is a generic algorithm that runs with $O(|\mathcal{X}|^2)$ samples and $O(\log |C|)$ space.

**Proof.** Let $A$ be some deterministic algorithm for learning $C$ under the query model, that is, in each round, $A$ chooses and queries some sample $x \in \mathcal{X}$ and receives $c(x)$. $A$ can be represented as a decision tree whose depth is at most $|\mathcal{X}|$, and the width of the tree is
at most $|C|$. We can simulate $A$ in the stream model, by keeping track of where we are in
the tree, and waiting until the sample on the current node in the decision tree appears in
the stream. On average we need to wait for $O(|X|)$ samples to see a specific sample. This
gives us a learning algorithm with $O(|X|^2)$ sample complexity. For the space usage, the
algorithm needs to record its position in the decision tree at each step, and it just takes
$O(\log |C|)$ space to specify a node in the tree, so this algorithm uses $O(\log |C|)$ space.

Raz et al. [113, 56, 11] showed that, for some problems, the above algorithms are
essentially all we can do: either we use $\Omega(\log(|C|) \log(|X|))$ space, or we have to see
$\text{poly}(\min\{ |C|, |X| \})$ many samples. There is nothing in between; in other words, no ef-
ficient algorithm can learn $C$ in bounded space. Let $D_X$ be the distribution over $X$ that
the samples come from. We say that concept class $C$ can be learned in bounded space
with accuracy $1 - \varepsilon$, if there exists an algorithm that takes $(\min\{ |C|, |X| \})^{o(1)}$ samples and
$\text{poly}(\log(|C|)) \cdot \log(|X|))$ space and return $\hat{c}$ so that $\Pr_{x \sim D_X} [\hat{c}(x) \neq c(x)] \leq \varepsilon$.

Recently, Gonen, Lovett, and Moshkovitz [59] built up a connection between bounded
space learning with the statistical query model introduced in Section 2.1.1. In particular, they use the concept of statistical query dimension (SQ-dimension) to characterize
bounded space learning.

**Definition 5.0.2 (SQ-dimension).** Let $D_X$ be a distribution over $X$. Let $\langle \cdot, \cdot \rangle_{D_X}$ be the inner
product over $C$ with respect to $D_X$. That is, $\langle c_1, c_2 \rangle_{D_X} = \mathbb{E}_{x \sim D_X} [c_1(x) c_2(x)]$. Then $\text{sq}_{D_X}(C)$, the
SQ-dimension of $C$ with respect to $D_X$ is the largest integer $d$ so that there are distinct $c_1, \ldots, c_d \in C$ so that for $i \neq j$, $\langle c_i, c_j \rangle_{D_X} \leq \frac{1}{d}$.

For certain regime of parameters, Gonen, Lovett, and Moshkovitz gave the following characterization:

**Theorem 5.0.3 (Theorem 5, Theorem 6 in [59]).** Fix integer $N$. Let $|C|, |X| = \text{poly}(N)$. Let
$\varepsilon = N^{-o(1)}$. Then the following statements are equivalent:

- There exists an algorithm that takes $N^{o(1)}$ samples and uses $o(\log^2 N)$ space and can return
  $\hat{c}$ so that $\Pr_{x \sim D_X} [\hat{c}(x) \neq c(x)] \leq \varepsilon$. 
For any distribution $Q$ over $\mathcal{X}$ satisfying $\epsilon \leq \frac{Q(x)}{\mathbb{E}_x(Q)} \leq 1/\epsilon$, $\text{sq}_Q(C) \leq \text{poly}(1/\epsilon)$.

Gonen, Lovett, and Moshkovitz conjectured that Theorem 5.0.3 holds for a much broader regime of parameters. They originally conjectured that a learning problem can be learned with $|C|^o(1)$ samples and $o(\log(|C|) \cdot \log(|\mathcal{X}|))$ space if and only if this learning problem has small statistical query dimension. However, as we have presented in Lemma 5.0.1, there exists a generic algorithm that runs with $O(|\mathcal{X}|^2)$ samples and $O(\log |C|)$ space. Afterwards, Gonen et al. revised their conjecture to only work when $|\mathcal{X}|$ and $|C|$ are polynomially related. This suggests that in the general setting, we need a better criteria for bounded space learning than the statistical query dimension.
Chapter 6

TOTAL LEAST SQUARES REGRESSION IN INPUT SPARSITY TIME

6.1 Introduction

In the least squares regression problem, we are given an \( m \times n \) matrix \( A \) and an \( m \times 1 \) vector \( b \), and we seek to find an \( x \in \mathbb{R}^n \) that minimizes \( \|Ax - b\|_2^2 \). A natural geometric interpretation is that there is an unknown hyperplane in \( \mathbb{R}^{n+1} \), specified by the normal vector \( x \), for which we have \( m \) points on this hyperplane, the \( i \)-th of which is given by \((A_i, \langle A_i, x \rangle)\), where \( A_i \) is the \( i \)-th row of \( A \). However, due to noisy observations, we do not see the points \((A_i, \langle A_i, x \rangle)\), but rather only see the point \((A_i, b_i)\), and we seek to find the hyperplane which best fits these points, where we measure (squared) distance only on the \((n + 1)\)-st coordinate. This naturally generalizes to the setting in which \( B \) is an \( m \times d \) matrix, and the true points have the form \((A_i, A_iX)\) for some unknown \( n \times d \) matrix \( X \). This setting is called multiple-response regression, in which one seeks to find \( X \) to minimize \( \|AX - B\|_F^2 \), where for a matrix \( Y \), \( \|Y\|_F^2 \) is its squared Frobenius norm, i.e., the sum of squares of each of its entries. This geometrically corresponds to the setting when the points live in a lower \( n \)-dimensional flat of \( \mathbb{R}^{n+d} \), rather than in a hyperplane.

While extremely useful, in some settings the above regression model may not be entirely realistic. For example, it is quite natural that the matrix \( A \) may also have been corrupted by measurement noise. In this case, one should also be allowed to first change entries of \( A \), obtaining a new \( m \times n \) matrix \( \tilde{A} \), then try to fit \( B \) to \( \tilde{A} \) by solving a multiple-response regression problem. One should again be penalized for how much one changes the entries of \( A \), and this leads to a popular formulation known as the total least squares optimization problem \( \min_{\tilde{A}, X} \|A - \tilde{A}\|_F^2 + \|\tilde{A}X - B\|_F^2 \). Letting \( C = [A, B] \), one can more compactly write this objective as \( \min_{\tilde{C} = [\tilde{A}, B]} \|\tilde{C} - C\|_F^2 \), where it is required that the
columns of $\hat{B}$ are in the column span of $\hat{A}$. Total least squares can naturally capture many scenarios that least squares cannot. For example, imagine a column of $B$ is a large multiple $\lambda \cdot a$ of a column $a$ of $A$ that has been corrupted and sent to 0. Then in least squares, one needs to pay $\lambda^2 \| a \|^2_2$, but in total least squares one can “repair $A$” to contain the column $a$, and just pay $\| a \|^2_2$. We refer the reader to [99] for an overview of total least squares. There is also a large amount of work on total least squares with regularization [117, 98, 89].

Notice that $\hat{C}$ has rank $n$, and therefore the optimal cost is at least $\| C - C_n \|^2_F$, where $C_n$ is the best rank-$n$ approximation to $C$. If, in the optimal rank-$n$ approximation $C_n$, one has the property that the last $d$ columns are in the column span of the first $n$ columns, then the optimal solution $\hat{C}$ to total least squares problem is equal to $C_n$, and so the total least squares cost is the cost of the best rank-$n$ approximation to $C$. In this case, and only in this case, there is a closed-form solution. However, in general, this need not be the case, and $\| C - C_n \|^2_F$ may be strictly smaller than the total least squares cost. Fortunately, though, it cannot be much smaller, since one can take the first $n$ columns of $C_n$, and for each column that is not linearly independent of the remaining columns, we can replace it with an arbitrarily small multiple of one of the last $d$ columns of $C_n$ which is not in the span of the first $n$ columns of $C_n$. Iterating this procedure, we find that there is a solution to the total least squares problem which has cost which is arbitrarily close to $\| C - C_n \|^2_F$. We describe this procedure in more detail below.

The above procedure of converting a best rank-$n$ approximation to an arbitrarily close solution to the total least squares problem can be done efficiently given $C_n$, so this shows that one can get an arbitrarily good approximation by computing a truncated singular value decomposition (SVD), which is a standard way of solving for $C_n$ in $O(m(n + d)^2)$ time. However, given the explosion of large-scale datasets these days, this running time is often prohibitive, even for the simpler problem of multiple response least squares regression. Motivated by this, an emerging body of literature has looked at the sketch-and-solve paradigm, where one settles for randomized approximation algorithms which run in much faster, often input sparsity time. Here by input-sparsity, we mean in time
linear in the number $\text{nnz}(C)$ of non-zero entries of the input description $C = [A, B]$. By now, it is known, for example, how to output a solution matrix $X$ to multiple response least squares regression satisfying $\|AX - B\|_F^2 \leq (1 + \epsilon) \min_{X'} \|AX' - B\|_F^2$, in $\text{nnz}(A) + \text{nnz}(B) + \text{poly}(nd/\epsilon)$ time. This algorithm works for arbitrary input matrices $A$ and $B$, and succeeds with high probability over the algorithm’s random coin tosses. For a survey of this and related results, we refer the reader to [153].

Given the above characterization of total least squares as a low rank approximation problem, it is natural to ask if one can directly apply sketch-and-solve techniques to solve it. Indeed, for low rank approximation, it is known how to find a rank-$k$ matrix $\hat{C}$ for which $\|C - \hat{C}\|_F^2 \leq (1 + \epsilon) \|C - C_k\|_F^2$ in time $\text{nnz}(C) + m \cdot k^2 / \epsilon$, using the fastest known results [7]. Here, recall, we assume $m \geq n + d$. From an approximation point of view, this is fine for the total least squares problem, since this means after applying the procedure above to ensure the last $d$ columns of $\hat{C}$ are in the span of the first $n$ columns, and setting $k = n$ in the low rank approximation problem, our cost will be at most $(1 + \epsilon) \|C - C_n\|_F^2 + \eta$, where $\eta$ can be made an arbitrarily small function of $n$. Moreover, the optimal total least squares cost is at least $\|C - C_n\|_F^2$, so our cost is a $(1 + \epsilon)$-relative error approximation, up to an arbitrarily small additive $\eta$.

Unfortunately, this approach is insufficient for total least squares, because in the total least squares problem one sets $k = n$, and so the running time for approximate low rank approximation becomes $\text{nnz}(C) + m \cdot n^2 / \epsilon$. Since $n$ need not be that small, the $m \cdot n^2$ term is potentially prohibitively large. Indeed, if $d \leq n$, this may be much larger than the description of the input, which requires at most $mn$ parameters. Note that just outputting $\hat{C}$ may take $m \cdot (n + d)$ parameters to describe. However, as in the case of regression, one is often just interested in the matrix $X$ or the hyperplane $x$ for ordinary least squares regression. Here the matrix $X$ for total least squares can be described using only $nd$ parameters, and so one could hope for a much faster running time.
6.1.1 Our Contributions

Our main contribution is to develop a \((1 + \varepsilon)\)-approximation to the total least squares regression problem, returning a matrix \(X \in \mathbb{R}^{n \times d}\) for which there exist \(\hat{A} \in \mathbb{R}^{m \times n}\) and \(\hat{B} \in \mathbb{R}^{m \times d}\) for which \(\hat{A}X = \hat{B}\) and \(\|C - \hat{C}\|_F^2 \leq (1 + \varepsilon)\|C - C_n\|_F^2 + \eta\), where \(C = [A, B]\), \(\hat{C} = [\hat{A}, \hat{B}]\), \(C_n\) is the best rank-\(n\) approximation to \(C\), and \(\eta\) is an arbitrarily small function of \(n\). Importantly, we achieve a running time of \(\tilde{O}(\text{nnz}(A) + \text{nnz}(B)) + \text{poly}(n/\varepsilon) \cdot d\).

Notice that this running time may be faster than the time it takes even to write down \(\hat{A}\) and \(\hat{B}\). Indeed, although one can write \(A\) and \(B\) down in \(\text{nnz}(A) + \text{nnz}(B)\) time, it could be that the algorithm can only efficiently find an \(\hat{A}\) and a \(\hat{B}\) that are dense; nevertheless the algorithm does not need to write such matrices down, as it is only interested in outputting the solution \(X\) to the equation \(\hat{A}X = \hat{B}\). This is motivated by applications in which one wants generalization error. Given \(X\), and a future \(y \in \mathbb{R}^n\), one can compute \(yX\) to predict the remaining unknown \(d\) coordinates of the extension of \(y\) to \(n + d\) dimensions.

Our algorithm is inspired by the use of dimensionality reduction techniques for low rank approximation, such as fast oblivious “sketching” matrices, as well as leverage score sampling. The rough idea is to quickly reduce the low rank approximation problem to a problem of the form \(\min_{\text{rank}-n \ Z \in \mathbb{R}^{d_1 \times s_1}} \| (D_2CD_1)Z(S_1C) - D_2C \|_F\), where \(d_1, s_1 = O(n/\varepsilon)\), \(D_2\) and \(D_1\) are row and column subset selection matrices, and \(S_1\) is a so-called CountSketch matrix, which is a fast oblivious projection matrix. We describe the matrices \(D_1, D_2,\) and \(S_1\) in more detail in the next section, though the key takeaway message is that \((D_2CD_1),(S_1C),\) and \((D_2C)\) are each efficiently computable small matrices with a number of non-zero entries no larger than that of \(C\). Now the problem is a small, rank-constrained regression problem for which there are closed form solutions for \(Z\). We then need additional technical work, of the form described above, in order to find an \(X \in \mathbb{R}^{n \times d}\) given \(Z\), and to ensure that \(X\) is the solution to an equation of the form \(\hat{A}X = \hat{B}\). Surprisingly, fast sketching methods have not been applied to the total least squares problem before, and we consider this application to be one of the main contributions of this work.
We carefully bound the running time at each step to achieve $\tilde{O}(\text{nnz}(A) + \text{nnz}(B) + \text{poly}(n/\epsilon)d)$ overall time, and prove its overall approximation ratio. Our main result is Theorem 6.5.10.

We also generalize the theorem to the important case of total least squares regression with regularization; see Theorem 6.6.7 for a precise statement.

We empirically validate our algorithm on real and synthetic data sets. As expected, on a number of datasets the total least squares error can be much smaller than the error of ordinary least squares regression. We then implement our fast total least squares algorithm, and show it is roughly $20 - 40$ times faster than computing the exact solution to total least squares, while retaining $95\%$ accuracy.

6.2 Notation

For a function $f$, we define $\tilde{O}(f)$ to be $f \cdot \log^{O(1)}(f)$. In addition to $O(\cdot)$ notation, for two functions $f, g$, we use the shorthand $f \preceq g$ (resp. $\succeq$) to indicate that $f \leq Cg$ (resp. $\geq$) for an absolute constant $C$. We use $f \asymp g$ to mean $c f \leq g \leq C f$ for constants $c, C$.

For vectors $x, y \in \mathbb{R}^n$, let $\langle x, y \rangle := \sum_{i=1}^{n} x_i y_i$ denote the inner product of $x$ and $y$. Let $\text{nnz}(A)$ denote the number of nonzero entries of $A$. Let $A^\top$ denote the transpose of $A$. Let $A^\dagger$ denote the Moore-Penrose pseudoinverse of $A$ defined in Section 2.4, in contrast to true inverse $A^{-1}$ which only is defined when $A$ is a full rank square matrix. Let $\|A\|_F$ denote the Frobenius norm of a matrix $A$, i.e., $\|A\|_F = (\sum_i \sum_j A_{ij}^2)^{1/2}$.

6.3 Preliminaries

Sketching matrices play an important role in our algorithm. Their usefulness will be further explained in Section 6.5. Here we present some detailed introduction.
6.3.1 Oblivious and Non-oblivious sketching matrices

In this section we introduce techniques in sketching. In order to optimize performance, we introduce multiple types of sketching matrices, which are used in Section 6.5. In Section 6.3.2 we provide the definition of CountSketch and Gaussian Transforms. In Section 6.3.3 we introduce leverage scores and sampling based on leverage scores.

6.3.2 CountSketch and Gaussian Transforms

The CountSketch matrix comes from the data stream literature [25, 139].

**Definition 6.3.1** (Sparse embedding matrix or CountSketch transform). A CountSketch transform is defined to be $\Pi = \Phi D \in \mathbb{R}^{m \times n}$ where $D$ and $\Phi$ are defined as follows: $D$ is an $n \times n$ random diagonal matrix with each diagonal entry independently chosen to be $+1$ or $-1$ with equal probability, and $\Phi \in \{0, 1\}^{m \times n}$ is an $m \times n$ binary matrix with $\Phi_{h(i),i} = 1$ and all remaining entries 0, where $h : [n] \to [m]$ is a random map such that for each $i \in [n]$, $h(i) = j$ with probability $1/m$ for each $j \in [m]$. For any matrix $A \in \mathbb{R}^{n \times d}$, $\Pi A$ can be computed in $O(nnz(A))$ time.

To obtain the optimal number of rows, we use a Gaussian matrix, which is another well-known oblivious sketching matrix.

**Definition 6.3.2** (Gaussian matrix or Gaussian transform). Let $S = \frac{1}{\sqrt{m}} \cdot G \in \mathbb{R}^{m \times n}$ where each entry of $G \in \mathbb{R}^{m \times n}$ is chosen independently from the standard Gaussian distribution. For any matrix $A \in \mathbb{R}^{n \times d}$, $SA$ can be computed in $O(m \cdot nnz(A))$ time.

We can combine CountSketch and Gaussian transforms to achieve the following:

**Definition 6.3.3** (CountSketch + Gaussian transform). Let $S' = S\Pi$, where $\Pi \in \mathbb{R}^{t \times n}$ is the CountSketch transform (defined in Definition 6.3.1) and $S \in \mathbb{R}^{m \times t}$ is the Gaussian transform (defined in Definition 6.3.2). For any matrix $A \in \mathbb{R}^{n \times d}$, $S'A$ can be computed in $O(nnz(A) + dtm^{\omega-2})$ time, where $\omega \approx 2.373$ is the matrix multiplication exponent [39,152], that is, multiplication of two $n$ by $n$ matrices can be done in $O(n^\omega)$ time.
6.3.3 Leverage Scores

We note that there are other ways of constructing sketching matrix, such as through sampling the rows of $A$ via a certain distribution and reweighting them. This is called leverage score sampling [52, 51, 53]. We first give the concrete definition of leverage scores.

**Definition 6.3.4 (Leverage scores).** Let $U \in \mathbb{R}^{n \times k}$ have orthonormal columns with $n \geq k$. We will use the notation $p_i = u_i^2 / k$, where $u_i^2 = \|e_i^T U\|_2^2$ is referred to as the $i$-th leverage score of $U$.

Next we explain the leverage score sampling. Given $A \in \mathbb{R}^{n \times d}$ with rank $k$, let $U \in \mathbb{R}^{n \times k}$ be an orthonormal basis of the column span of $A$, and for each $i$ let $k \cdot p_i$ be the squared row norm of the $i$-th row of $U$. Let $p_i$ denote the $i$-th leverage score of $U$. Let $\beta > 0$ be a constant and $q = (q_1, \cdots, q_n)$ denote a distribution such that, for each $i \in [n]$, $q_i \geq \beta p_i$. Let $s$ be a parameter. Construct an $n \times s$ sampling matrix $B$ and an $s \times s$ rescaling matrix $D$ as follows. Initially, $B = 0^{n \times s}$ and $D = 0^{s \times s}$. For the same column index $j$ of $B$ and of $D$, independently, and with replacement, pick a row index $i \in [n]$ with probability $q_i$, and set $B_{i,j} = 1$ and $D_{j,j} = 1 / \sqrt{q_i s}$. We denote this procedure LEVERAGE SCORE SAMPLING according to the matrix $A$.

Leverage score sampling is efficient in the sense that the leverage scores can be efficiently approximated.

**Theorem 6.3.5 (Running time of over-estimation of leverage score, Theorem 14 in [105]).**
For any $\epsilon > 0$, with probability at least $2/3$, we can compute a $1 \pm \epsilon$ approximation of all leverage scores of matrix $A \in \mathbb{R}^{n \times d}$ in time $\tilde{O}(\text{nnz}(A) + r^\omega \epsilon^{-2\omega})$ where $r$ is the rank of $A$ and $\omega \approx 2.373$ is the matrix multiplication exponent.

In Section 6.3.4 we show how to apply matrix sketching to solve regression problems faster. In Section 6.3.5 we give a structural result on rank-constrained approximation problems.
6.3.4 Multiple Regression

Linear regression is a fundamental problem in Machine Learning. There have been many attempts trying to speed up the running time of different kind of linear regression problems via sketching matrices \([30, 101, 110, 95, 47, 4, 29]\). A natural generalization of linear regression is multiple regression.

We first show how to use CountSketch to reduce the dimensionality of a multiple regression problem:

**Theorem 6.3.6** (Multiple regression, [153]). Given \(A \in \mathbb{R}^{n \times d}\) and \(B \in \mathbb{R}^{n \times m}\), let \(S \in \mathbb{R}^{s \times n}\) denote a sampling and rescaling matrix according to \(A\). Let \(X^* = \arg \min_X \|AX - B\|_F^2\) and \(X' = \arg \min_X \|SA - SB\|_F^2\). If \(S\) has \(s = O(d/\epsilon)\) rows, then we have that

\[
\|AX' - B\|_F^2 \leq (1 + \epsilon)\|AX^* - B\|_F^2
\]

holds with probability at least 0.999.

The following theorem says that leverage score sampling solves multiple response regression:

**Theorem 6.3.7** (See, e.g., the combination of Corollary C.30 and Lemma C.31 in [130]). Given \(A \in \mathbb{R}^{n \times d}\) and \(B \in \mathbb{R}^{n \times m}\), let \(D \in \mathbb{R}^{n \times n}\) denote a sampling and rescaling matrix according to \(A\). Let \(X^* = \arg \min_X \|AX - B\|_F^2\) and \(X' = \arg \min_X \|DA - SB\|_F^2\). If \(D\) has \(O(d \log d + d/\epsilon)\) non-zeros in expectation, that is, this is the expected number of sampled rows, then we have that

\[
\|AX' - B\|_F^2 \leq (1 + \epsilon)\|AX^* - B\|_F^2
\]

holds with probability at least 0.999.

6.3.5 Generalized Rank-Constrained Matrix Approximation

We now state a tool which has been used in several recent works \([21, 128, 130]\).
Theorem 6.3.8 (Generalized rank-constrained matrix approximation, Theorem 2 in [55]).
Given matrices $A \in \mathbb{R}^{n \times d}$, $B \in \mathbb{R}^{n \times p}$, and $C \in \mathbb{R}^{q \times d}$, let the singular value decomposition (SVD) of $B$ be $B = U_B \Sigma_B V_B^\top$ and the SVD of $C$ be $C = U_C \Sigma_C V_C^\top$. Then
\[
B^\dagger (U_B U_B^\top A V_C V_C^\top)_{k} C^\dagger = \arg\min_{\text{rank} - k \ X \in \mathbb{R}^{p \times q}} \| A - B X C \|_F
\]
where $(U_B U_B^\top A V_C V_C^\top)_{k} \in \mathbb{R}^{n \times d}$ is of rank at most $k$ and denotes the best rank-$k$ approximation to $U_B U_B^\top A V_C V_C^\top \in \mathbb{R}^{n \times d}$ in Frobenius norm.

Moreover, $(U_B U_B^\top A V_C V_C^\top)_{k}$ can be computed by first computing the SVD decomposition of $U_B U_B^\top A V_C V_C^\top$ in time $O(nd^2)$, then only keeping the largest $k$ coordinates. Hence $B^\dagger (U_B U_B^\top A V_C V_C^\top)_{k} C^\dagger$ can be computed in $O(nd^2 + np^2 + qd^2)$ time.

6.4 Problem Formulation

We first give the precise definition of the exact (i.e., non-approximate) version of the total least squares problem, and then define the approximate case.

Definition 6.4.1 (Exact total least squares). Given two matrices $A \in \mathbb{R}^{m \times n}$, $B \in \mathbb{R}^{m \times d}$, let $C = [A, B] \in \mathbb{R}^{m \times (n+d)}$. The goal is to solve the following minimization problem:
\[
\min_{X \in \mathbb{R}^{n \times d}, \Delta A \in \mathbb{R}^{m \times n}, \Delta B \in \mathbb{R}^{m \times d}} \| [\Delta A, \Delta B] \|_F
\]
subject to $(A + \Delta A)X = (B + \Delta B)$

Markovsky and Huffel [99] propose the following alternative formulation of total least squares problem.
\[
\min_{\text{rank} - n \ C' \in \mathbb{R}^{m \times (n+d)}} \| C' - C \|_F
\]

When program (6.1) has a solution $(X, \Delta A, \Delta B)$, we can see that (6.1) and (6.2) are in general equivalent by setting $C' = [A + \Delta A, B + \Delta B]$. However, there are cases when program (6.1) fails to have a solution, while (6.2) always has a solution.
As discussed, a solution to the total least squares problem can sometimes be written in closed form. Letting \( C = [A, B] \), denote the singular value decomposition (SVD) of \( C \) by \( U \Sigma V^\top \), where \( \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_{n+d}) \in \mathbb{R}^{m \times (n+d)} \) with \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_{n+d} \). Also we represent \((n+d) \times (n+d)\) matrix \( V \) as

\[
\begin{bmatrix}
V_{11} & V_{12} \\
V_{21} & V_{22}
\end{bmatrix}
\]

where \( V_{11} \in \mathbb{R}^{n \times n} \) and \( V_{22} \in \mathbb{R}^{d \times d} \).

Clearly \( \hat{C} = U \text{diag}(\sigma_1, \ldots, \sigma_n, 0, \ldots, 0) V^\top \) is a minimizer of program \( (6.2) \). But whether a solution to program \( (6.1) \) exists depends on the singularity of \( V_{22} \). We introduce different cases of the solution to program \( (6.1) \), and discuss how our algorithm deals with each case.

### 6.4.1 Unique Solution

We first consider the case when the Total Least Squares problem has a unique solution.

**Theorem 6.4.2** (Theorem 2.6 and Theorem 3.1 in [147]). If \( \sigma_n > \sigma_{n+1} \) and \( V_{22} \) is non-singular, then the minimizer \( \hat{C} \) is given by \( U \text{diag}(\sigma_1, \ldots, \sigma_n, 0, \ldots, 0) V^\top \), and the optimal solution \( \hat{X} \) is given by \( -V_{12}V_{22}^{-1} \).

Our algorithm will first find a rank \( n \) matrix \( C' = [A', B'] \) so that \( \|C' - C\|_F \) is small, then solve a regression problem to find \( X' \) so that \( A'X' = B' \). In this sense, this is the most favorable case to work with, because a unique optimal solution \( \hat{C} \) exists, so if \( C' \) approximates \( \hat{C} \) well, then the regression problem \( A'X' = B' \) is solvable.

### 6.4.2 Solution exists, but is not unique

If \( \sigma_n = \sigma_{n+1} \), then it is still possible that the Total Least Squares problem has a unique solution, although this time, the solution \( \hat{X} \) is not unique. **Theorem 6.4.3** is a generalization of **Theorem 6.4.2**.

**Theorem 6.4.3** (Theorem 3.9 in [147]). Let \( p < n \) be a number so that \( \sigma_p > \sigma_{p+1} = \cdots = \sigma_{n+1} \). Let \( V_p \) be the submatrix that contains the last \( d \) rows and the last \( n-p+d \) columns of \( V \).
If $V_p$ is non-singular, then multiple minimizers $\hat{C} = [\hat{A}, \hat{B}]$ exist, and there exists $\hat{X} \in \mathbb{R}^{n \times d}$ so that $\hat{A}\hat{X} = \hat{B}$.

We can also handle this case. As long as the Total Least Squares problem has a solution $\hat{X}$, we are able to approximate it by first finding $C' = [A', B']$ and then solving a regression problem.

### 6.4.3 When a solution does not exist

Notice that the cost $\|\hat{C} - C\|_F^2$, where $\hat{C}$ is the optimal solution to program (6.2), always lower bounds the cost of program (6.1). But there are cases where this cost is not approachable in program (6.1).

**Theorem 6.4.4** (Lemma 3.2 in [147]). If $V_{22}$ is singular, letting $\hat{C}$ denote $[\hat{A}, \hat{B}]$, then $\hat{A}\hat{X} = \hat{B}$ has no solution.

Theorem 6.4.4 shows that even if we can compute $\hat{C}$ precisely, we cannot output $X$, because the first $n$ columns of $\hat{C}$ cannot span the rest $d$ columns. In order to generate a meaningful result, our algorithm will perturb $C'$ by an arbitrarily small amount so that $A'X' = B'$ has a solution. This will introduce an arbitrarily small additive error in addition to our relative error guarantee.

It is natural to consider the approximate version of total least squares:

**Definition 6.4.5** (Approximate total least squares problem). Given two matrices $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{m \times d}$, let $OPT = \min_{\text{rank} - n C'} \|C' - [A, B]\|_F$, for parameters $\epsilon > 0, \delta > 0$. The goal is to output $X' \in \mathbb{R}^{n \times d}$ so that there exists $A' \in \mathbb{R}^{m \times n}$ such that

$$\|[[A', A'X'] - [A, B]]\|_F \leq (1 + \epsilon)OPT + \delta.$$

One could solve total least squares directly, but it is much slower than solving least squares (LS). We will use fast randomized algorithms, the basis of which are sampling and sketching ideas [30, 105, 101, 153, 115, 110, 128, 33, 37, 94, 126, 129, 130, 131, 46], to speed up solving total least squares in both theory and in practice.
Algorithm 1: Least Squares and Total Least Squares Algorithms

1 Function LEASTSQUARES(A, B):
2 \[ X \leftarrow \min_X \|AX - B\|_F; \]
3 \[ C_{LS} \leftarrow [A, AX]; \]
4 \[ \text{return } C_{LS} \]
5 Function TOTALLEASTSQUARES(A, B):
6 \[ C_{TLS} \leftarrow \min_{\text{rank} - n C'} \|C - C'\|_F; \]
7 \[ \text{return } C_{TLS} \]

The total least squares problem with regularization is also an important variant of this problem [88]. We consider the following version of the regularized total least squares problem.

Definition 6.4.6 (Approximate regularized total least squares problem). Given two matrices \( A \in \mathbb{R}^{m \times n} \) and \( B \in \mathbb{R}^{m \times d} \) and \( \lambda > 0 \), let \( \text{OPT} = \min_{U \in \mathbb{R}^{m \times r}, V \in \mathbb{R}^{n \times (n+d)}} \|UV - [A, B]\|_F^2 + \lambda \|U\|_F^2 + \lambda \|V\|_F^2, \) for parameters \( \varepsilon > 0, \delta > 0. \) The goal is to output \( X' \in \mathbb{R}^{n \times d} \) so that there exist \( A' \in \mathbb{R}^{m \times n}, U' \in \mathbb{R}^{m \times r} \) and \( V' \in \mathbb{R}^{n \times (n+d)} \) satisfying \( \|[A', A'X'] - U'V'\|_F^2 \leq \delta \) and \( \|[A', A'X'] - [A, B]\|_F^2 \leq (1 + \varepsilon) \text{OPT} + \delta. \)

Table 6.1: Notations in Algorithm 2

<table>
<thead>
<tr>
<th>Not.</th>
<th>Value</th>
<th>Comment</th>
<th>Matrix</th>
<th>Dim.</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s_1 )</td>
<td>( O(n/\varepsilon) )</td>
<td>#rows in ( S_1 )</td>
<td>( S_1 )</td>
<td>( \mathbb{R}^{s_1 \times m} )</td>
<td>CountSketch matrix</td>
</tr>
<tr>
<td>( d_1 )</td>
<td>( \tilde{O}(n/\varepsilon) )</td>
<td>#columns in ( D_1 )</td>
<td>( D_1 )</td>
<td>( \mathbb{R}^{n \times d_1} )</td>
<td>Leverage score sampling matrix</td>
</tr>
<tr>
<td>( d_2 )</td>
<td>( \tilde{O}(n/\varepsilon) )</td>
<td>#rows in ( D_2 )</td>
<td>( D_2 )</td>
<td>( \mathbb{R}^{d_2 \times m} )</td>
<td>Leverage score sampling matrix</td>
</tr>
<tr>
<td>( s_2 )</td>
<td>( O(n/\varepsilon) )</td>
<td>#rows in ( S_2 )</td>
<td>( S_2 )</td>
<td>( \mathbb{R}^{s_2 \times m} )</td>
<td>CountSketch matrix for fast regression</td>
</tr>
<tr>
<td>( Z_2 )</td>
<td></td>
<td></td>
<td>( Z_2 )</td>
<td>( \mathbb{R}^{s_1 \times d_1} )</td>
<td>Low rank approximation solution matrix</td>
</tr>
</tbody>
</table>
6.5 Fast Total Least Squares Algorithm

We present our algorithm in Algorithm 2 and give the analysis here. Readers can refer to Table 6.1 to check notations in Algorithm 2. To clearly give the intuition, we present a sequence of approximations, reducing the size of our problem step-by-step. We can focus on the case when \( d \gg \Omega(n/\varepsilon) \) and the optimal solution \( \hat{C} \) to program (6.2) has the form \([\hat{A}, \hat{A}\hat{X}] \in \mathbb{R}^{m \times (n+d)}\). For the other case when \( d = O(n/\varepsilon) \), we do not need to use the sampling matrix \( D_1 \). In the case when the solution does not have the form \([\hat{A}, \hat{A}\hat{X}]\), we need to include SPLIT in the algorithm, since it will perturb some columns in \( \hat{A} \) with arbitrarily small noise to make sure \( \hat{A} \) has rank \( n \). By applying procedure SPLIT, we can handle all cases.

Algorithm 2: Our Fast Total Least Squares Algorithm

1. **Function** `FASTTOTALLEASTSQUARES(A, B, n, d, \varepsilon, \delta)`: 
2.   \( s_1 \leftarrow O(n/\varepsilon), s_2 \leftarrow O(n/\varepsilon), d_1 \leftarrow \tilde{O}(n/\varepsilon), d_2 \leftarrow \tilde{O}(n/\varepsilon); \)
3.   Choose \( S_1 \in \mathbb{R}^{s_1 \times m} \) to be a CountSketch matrix and compute \( S_1C \) \( \triangleright \) Definition 6.3.1
4.   if \( d > \Omega(n/\varepsilon) \) then
5.     /* Reduce \( n+d \) to \( O(n/\varepsilon) \). */
6.     Choose \( D_1^\top \in \mathbb{R}^{d_1 \times (n+d)} \) to be a leverage score sampling and rescaling matrix according to the rows of \( (S_1C)^\top \), then compute \( CD_1 \);
7.   else
8.     /* We do not need to use matrix \( D_1 \) */
9.     Choose \( D_1^\top \in \mathbb{R}^{(n+d) \times (n+d)} \) to be the identity matrix;
10.    Choose \( D_2 \in \mathbb{R}^{d_2 \times m} \) to be a leverage score sampling and rescaling matrix according to the rows of \( CD_1 \);
11.    \( Z_2 \leftarrow \min \text{rank} - n \ Z \in \mathbb{R}^{d_1 \times s_1} \| D_2CD_1ZS_1C - D_2C \|_F \) \( \triangleright \) Theorem 6.3.8
\[
\bar{A}, \bar{B}, \pi \leftarrow \text{SPLIT}(CD_1, Z_2, S_1C, n, d, \delta / \text{poly}(m)), X \leftarrow \min \| AX - \bar{B} \|_F;
\]

if Need \text{CFTLS} then

/* For experiments to evaluate the cost */

\[
\text{EVALUATE}(CD_1, Z_2, S_1C, X, \pi, \delta / \text{poly}(m))
\]

return \(X\);

**Function** SPLIT\((CD_1, Z_2, S_1C, n, d, \delta)\):

/* Lemma 6.5.8 */

Choose \(S_2 \in \mathbb{R}^{s_2 \times m}\) to be a CountSketch matrix;

\[
\bar{C} \leftarrow (S_2 \cdot CD_1) \cdot Z_2 \cdot S_1C \quad \triangleright \quad \bar{C} = CD_1Z_2S_1C; \quad \bar{C} = S_2\bar{C};
\]

\[
\bar{A} \leftarrow \bar{C}_{\ast, [n]}, \bar{B} \leftarrow \bar{C}_{\ast, [n+d]\setminus[n]} \quad \triangleright \quad \bar{A} = \bar{C}_{\ast, [n]}, \bar{B} = \bar{C}_{\ast, [n+d]\setminus[n]}; \quad \bar{A} = S_2\bar{A}, \bar{B} = S_2\bar{B};
\]

\(T \leftarrow \emptyset, \pi(i) = -1\) for all \(i \in [n]\);

for \(i = 1 \rightarrow n\) do

if \(\bar{A}_{\ast, i}\) is linearly dependent of \(\bar{A}_{\ast, [n]\setminus\{i\}}\) then

\[
j \leftarrow \min_{j \in [d]\setminus T} \{\bar{B}_{\ast,j}\text{ is linearly independent of } \bar{A}\}, \quad \bar{A}_{\ast,i} \leftarrow \bar{A}_{\ast,i} + \delta \cdot \bar{B}_{\ast,j},
\]

\(T \leftarrow T \cup \{j\}, \pi(i) \leftarrow j\)

return \(\bar{A}, \bar{B}, \pi\)

\(\triangleright \pi : [n] \rightarrow \{-1\} \cup ([n+d]\setminus[n])\);

**Function** EVALUATE\((CD_1, Z_2, S_1C, X, \pi, \delta)\):

\[
\hat{C} \leftarrow CD_1Z_2S_1C, \quad \hat{A} \leftarrow \hat{C}_{\ast, [n]}, \hat{B} \leftarrow \hat{C}_{\ast, [n+d]\setminus[n]};
\]

for \(i = 1 \rightarrow n\) do

if \(\pi(i) \neq -1\) then

\[
\hat{A}_{\ast,i} \leftarrow \hat{A}_{\ast,i} + \delta \cdot \hat{B}_{\ast,\pi(i)}
\]

return \(\| [\hat{A}, \hat{A}X] - \hat{C} \|_F\)
Fix \( A \in \mathbb{R}^{m \times n} \) and \( B \in \mathbb{R}^{m \times d} \). Let \( \text{OPT} = \min_{\text{rank} - n \ C' \in \mathbb{R}^{m \times (n+d)}} \|C' - [A, B]\|_F \). By using techniques in low-rank approximation, we can find an approximation of a special form. More precisely, let \( S_1 \in \mathbb{R}^{s_1 \times m} \) be a CountSketch matrix with \( s_1 = O(n/\epsilon) \). Then we claim that it is sufficient to look at solutions of the form \( US_1 C \).

**Claim 6.5.1** (CountSketch matrix for low rank approximation problem). With probability 0.98,

\[
\min_{\text{rank} - n \ U \in \mathbb{R}^{m \times s_1}} \|US_1 C - C\|_F^2 \leq (1 + \epsilon)^2 \text{OPT}^2.
\]

We shall mention that we cannot use leverage score sampling here, because taking leverage score sampling on matrix \( C \) would take at least \( \text{nnz}(C) + (n + d)^2 \) time, while we are linear in \( d \) in the additive term in our running time \( \tilde{O}(\text{nnz}(C)) + d \cdot \text{poly}(n/\epsilon) \).

**Proof.** Let \( C^* \) be the optimal solution of \( \min_{\text{rank} - n \ C' \in \mathbb{R}^{m \times (n+d)}} \|C' - [A, B]\|_F \). Since \( \text{rank}(C^*) = n \ll m \), there exist \( U^* \in \mathbb{R}^{m \times s_1} \) and \( V^* \in \mathbb{R}^{s_1 \times (n+d)} \) so that \( C^* = U^* V^* \), and \( \text{rank}(U^*) = \text{rank}(V^*) = n \). Therefore

\[
\min_{V \in \mathbb{R}^{s_1 \times (n+d)}} \|U^* V - C\|_F^2 = \text{OPT}^2.
\]

Now consider the problem formed by multiplying by \( S_1 \) on the left,

\[
\min_{V \in \mathbb{R}^{s_1 \times (n+d)}} \|S_1 U^* V - S_1 C\|_F^2.
\]

Letting \( V' \) be the minimizer to the above problem, we have

\[
V' = (S_1 U^*)^\dagger S_1 C.
\]
Thus, we have
\[
\min_{\text{rank } - n \quad U \in \mathbb{R}^{m \times s_1}} \|US_1 C - C\|_F^2 \leq \|U^*(S_1 U^*)^\dagger S_1 C - C\|_F^2
\]
\[
= \|U^* V' - C\|_F^2
\]
\[
\leq (1 + \epsilon) \|S_1 U^* V' - S_1 C\|_F^2
\]
\[
\leq (1 + \epsilon) \|S_1 U^* V - S_1 C\|_F^2
\]
\[
\leq (1 + \epsilon)^2 \|U^* V - C\|_F^2
\]
\[
= (1 + \epsilon)^2 \text{OPT}^2
\]

where the first step uses the fact that $U^*(S_1 U^*)^\dagger S_1 \in \mathbb{R}^{m \times s_1}$ with rank $n$, the second step is the definition of $V'$, the third step follows from the definition of the CountSketch matrix $S_1$ and Theorem 6.3.6, the fourth step uses the optimality of $V'$, and the fifth step again uses Theorem 6.3.6.

Let $U_1$ be the optimal solution of the program $\min_{U \in \mathbb{R}^{m \times s_1}} \|US_1 C - C\|_F^2$, i.e.,
\[
U_1 = \arg \min_{\text{rank } - n \quad U \in \mathbb{R}^{m \times s_1}} \|US_1 C - C\|_F^2. \tag{6.3}
\]

If $d$ is large compared to $n$, then program (6.3) is computationally expensive to solve. So we can apply sketching techniques to reduce the size of the problem. Let $D_1^\top \in \mathbb{R}^{d_1 \times (n+d)}$ denote a leverage score sampling and rescaling matrix according to the columns of $S_1 C$, with $d_1 = \tilde{O}(n/\epsilon)$ nonzero entries on the diagonal of $D_1$. Let $U_2 \in \mathbb{R}^{m \times s_1}$ denote the optimal solution to the problem $\min_{\text{rank } - n \quad U \in \mathbb{R}^{m \times s_1}} \|US_1 C D_1 - CD_1\|_F^2$, i.e.,
\[
U_2 = \arg \min_{\text{rank } - n \quad U \in \mathbb{R}^{m \times s_1}} \|US_1 C D_1 - CD_1\|_F^2. \tag{6.4}
\]

Then the following claim comes from the constrained low-rank approximation result (Theorem 6.3.8).

**Claim 6.5.2** (Solving regression with leverage score sampling). Let $U_1$ be defined in Eq. (6.3), and let $U_2$ be defined in Eq. (6.4). Then with probability 0.98,
\[
\|U_2 S_1 C - C\|_F^2 \leq (1 + \epsilon)^2 \|U_1 S_1 C - C\|_F^2.
\]
Proof. We have

\[ \| U_2 S_1 C - C \|_F^2 \leq (1 + \epsilon) \| U_2 S_1 CD_1 - CD_1 \|_F^2 \]
\[ \leq (1 + \epsilon) \| U_1 S_1 CD_1 - CD_1 \|_F^2 \]
\[ \leq (1 + \epsilon)^2 \| U_1 S_1 C - C \|_F^2, \]

where the first step uses the property of a leverage score sampling matrix $D_1$, the second step follows from the definition of $U_2$ (i.e., $U_2$ is the minimizer), and the last step follows from the property of the leverage score sampling matrix $D_1$ again.

We now consider how to solve program (6.4). We observe that

Claim 6.5.3. $U_2 \in \text{colspan}(CD_1)$.

We can thus consider the following relaxation: given $CD_1$, $S_1 C$ and $C$, solve:

\[ \min_{\text{rank} - n} \| CD_1 Z S_1 C - C \|_F^2. \] (6.5)

By setting $CD_1 Z = U_2$, we can check that program (6.5) is indeed a relaxation of program (6.4). Let $Z_1$ be the optimal solution to program (6.5). We show the following claim.

Claim 6.5.4 (Approximation ratio of relaxation). With probability $0.98$,

\[ \| CD_1 Z_1 S_1 C - C \|_F^2 \leq (1 + O(\epsilon)) \text{OPT}^2. \]

Proof. From Claim 6.5.2 we have that $U_2 \in \text{colspan}(CD_1)$. Hence we can choose $Z$ so that $CD_1 Z = U_2$. Then by Claim 6.5.1 and Claim 6.5.2, we have

\[ \| CD_1 Z_1 S_1 C - C \|_F^2 = \| U_2 S_1 C - C \|_F^2 \leq (1 + \epsilon)^2 \text{OPT}^2. \]

Since $Z_1$ is the optimal solution, the objective value can only be smaller.

However, program (6.5) still has a potentially large size, i.e., we need to work with an $m \times d_1$ matrix $CD_1$. To handle this problem, we again apply sketching techniques. Let
$D_2 \in \mathbb{R}^{d_2 \times m}$ be a leverage score sampling and rescaling matrix according to the matrix $CD_1 \in \mathbb{R}^{m \times d_1}$, so that $D_2$ has $d_2 = \tilde{O}(n/\varepsilon)$ nonzeros on the diagonal. Now, we arrive at the small program that we are going to directly solve:

$$\min_{\text{rank } - n \ Z \in \mathbb{R}^{d_1 \times s_1}} \|D_2 CD_1 Z S_1 C - D_2 C\|_F^2.$$  \hfill (6.6)

We shall mention that here it is beneficial to apply leverage score sampling matrix because we only need to compute leverage scores of a smaller matrix $CD_1$, and computing $D_2 C$ only involves sampling a small fraction of the rows of $C$. On the other hand, if we were to use the CountSketch matrix, then we would need to touch the whole matrix $C$ when computing $D_2 C$. Overall, using leverage score sampling at this step can reduce the constant factor of the $\text{nnz}(C)$ term in the running time, and may be useful in practice. Let $\text{rank-}n \ Z_2 \in \mathbb{R}^{d_1 \times s_1}$ be the optimal solution to this problem.

**Claim 6.5.5** (Solving regression with a CountSketch matrix). With probability $0.98$,

$$\|CD_1 Z_2 S_1 C - C\|_F^2 \leq (1 + \varepsilon)^2 \|CD_1 Z_1 S_1 C - C\|_F^2$$

Proof. Recall that $Z_1 = \arg \min_{\text{rank } - n \ Z \in \mathbb{R}^{d_1 \times s_1}} \|CD_1 Z S_1 C - C\|_F^2$. Then we have

$$\|CD_1 Z_2 S_1 C - C\|_F^2 \leq (1 + \varepsilon)\|D_2 CD_1 Z_2 S_1 C - D_2 C\|_F^2$$

$$\leq (1 + \varepsilon)\|D_2 CD_1 Z_1 S_1 C - D_2 C\|_F^2$$

$$\leq (1 + \varepsilon)^2 \|CD_1 Z_1 S_1 C - C\|_F^2,$$

where the first step uses the property of the leverage score sampling matrix $D_2$, the second step follows from the definition of $Z_2$ (i.e., $Z_2$ is a minimizer), and the last step follows from the property of the leverage score sampling matrix $D_2$. \hfill \square

Our algorithm thus far is as follows: we compute matrices $S_1$, $D_1$, $D_2$ accordingly, then solve program (6.6) to obtain $Z_2$. At this point, we are able to obtain the low rank approximation $\hat{C} = CD_1 \cdot Z_2 \cdot S_1 C$. We show the following claim.
Claim 6.5.6 (Analysis of $\hat{C}$). With probability 0.94,

$$\|\hat{C} - C\|_F^2 \leq (1 + O(\varepsilon)) \text{OPT}^2.$$ 

Proof.

$$\|\hat{C} - C\|_F^2 = \|CD_1 \cdot Z_2 \cdot S_1 C - C\|_F^2 \leq (1 + \varepsilon)^2 \|CD_1 Z_1 S_1 C - C\|_F^2 \leq (1 + O(\varepsilon)) \text{OPT}^2$$

where the first step is the definition of $\hat{C}$, the second step is Claim 6.5.5, and the last step is Claim 6.5.4.

Let $\hat{C} = [\hat{A}, \hat{B}]$ where $\hat{A} \in \mathbb{R}^{m \times n}$ and $\hat{B} \in \mathbb{R}^{m \times d}$. However, if our goal is to only output a matrix $X$ so that $\hat{A}X = \hat{B}$, then we can do this faster by not computing or storing the matrix $\hat{C}$. Let $S_2 \in \mathbb{R}^{s_2 \times m}$ be a CountSketch matrix with $s_2 = O(n/\varepsilon)$. We solve a regression problem:

$$\min_{X \in \mathbb{R}^{n \times d}} \|S_2 \hat{A}X - S_2 \hat{B}\|_F^2.$$

Notice that $S_2 \hat{A}$ and $S_2 \hat{B}$ are computed directly from $CD_1, Z_2, S_1 C$ and $S_2$. Let $\overline{X}$ be the optimal solution to the above problem.

Claim 6.5.7 (Approximation ratio guarantee). Assume $\hat{C} = [\hat{A}, \hat{A} \hat{X}]$ for some $\hat{X} \in \mathbb{R}^{n \times d}$. Then with probability at least 0.9,

$$\|[\hat{A}, \hat{A} \hat{X}] - [A, B]\|_F^2 \leq (1 + O(\varepsilon)) \text{OPT}^2.$$

Proof. By the condition that $\hat{C} = [\hat{A} \hat{A} \hat{X}], \hat{B} = \hat{A} \hat{X}$, hence $\hat{X}$ is the optimal solution to the program $\min_{X \in \mathbb{R}^{n \times d}} \|\hat{A}X - \hat{B}\|_F^2$. Hence by Theorem 6.3.6, with probability at least 0.99,

$$\|\hat{A} \hat{X} - \hat{B}\|_F^2 \leq (1 + \varepsilon) \|\hat{A} \hat{X} - \hat{B}\|_F^2 = 0$$

Therefore

$$\|[\hat{A}, \hat{A} \hat{X}] - [A, B]\|_F^2 = \|[\hat{A}, \hat{B}] - C\|_F^2 = \|\hat{C} - C\|_F^2.$$

Then Claim 6.5.7 follows from Claim 6.5.6.
If the assumption $\hat{C} = \begin{bmatrix} \hat{A} & \hat{A}X \end{bmatrix}$ in Claim 6.5.7 does not hold, then we need to apply procedure SPLIT. Because rank($\hat{C}$) = $n$ from our construction, if the first $n$ columns of $\hat{C}$ cannot span the last $d$ columns, then the first $n$ columns of $\hat{C}$ are not full rank. Hence we can keep adding a sufficiently small multiple of one of the last $d$ columns that cannot be spanned by the first $n$ columns until the first $n$ columns are full rank. Formally, we have

**Lemma 6.5.8** (Analysis of procedure SPLIT). Fix $s_1 = O(n/\epsilon)$, $s_2 = O(n/\epsilon)$, $d_1 = \tilde{O}(n/\epsilon)$, $s_2 = O(n/\epsilon)$, $d_1 = \tilde{O}(n/\epsilon)$. Given $CD_1 \in \mathbb{R}^{m \times d_1}$, $Z_2 \in \mathbb{R}^{d_1 \times s_1}$, and $S_1C \in \mathbb{R}^{s_1 \times (n+d)}$ so that $\hat{C} := CD_1 \cdot Z_2 \cdot S_1C$ has rank $n$, procedure SPLIT (Algorithm 2) returns $\bar{A} \in \mathbb{R}^{s_2 \times n}$ and $\bar{B} \in \mathbb{R}^{s_2 \times d}$ in time $O(\text{nnz}(C) + d \cdot \text{poly}(n/\epsilon))$ so that there exists $X \in \mathbb{R}^{n \times d}$ satisfying $\bar{A} \cdot X = \bar{B}$. Moreover, letting $\hat{A}$ be the matrix computed in lines (24) to (28), then with probability 0.99,

$$\| [\hat{A}, \hat{A}X] - C \|_F \leq \| \hat{C} - C \|_F + \delta.$$

**Proof.** **Proof of running time.** Let us first check the running time. We can compute $\bar{C} = S_2 \cdot \hat{C}$ by first computing $S_2 \cdot CD_1$, then computing $(S_2CD_1) \cdot Z_2$, then finally computing $S_2CD_1Z_2S_1C$. Notice that $D_1$ is a leverage score sampling matrix, so $\text{nnz}(CD_1) \leq \text{nnz}(C)$. So by Definition 6.3.1, we can compute $S_2 \cdot CD_1$ in time $O(\text{nnz}(C))$. All the other matrices have smaller size, so we can do matrix multiplication in time $O(d \cdot \text{poly}(n/\epsilon))$. Once we have $\bar{C}$ as defined in line (16), the independence between columns in $\bar{A}$ can be checked in time $O(s_2 \cdot n)$. The FOR loop will be executed at most $n$ times, and inside each loop, line (21) will take at most $d$ linear independence checks. So the running time of the FOR loop is at most $O(s_2 \cdot n) \cdot n \cdot d = O(d \cdot \text{poly}(n/\epsilon))$. Therefore the running time is as desired.

**Proof of Correctness.**

We next argue the correctness of procedure SPLIT. Since rank($\hat{C}$) = $n$, with high probability rank($\bar{C}$) = rank($S_2 \cdot \hat{C}$) = $n$. Notice that $\bar{B}$ is never changed in this subroutine. In order to show there exists an $X$ so that $\bar{A}X = \bar{B}$, it is sufficient to show that at the end of procedure SPLIT, rank($\bar{A}$) = rank($\bar{C}$), because this means that the columns of $\bar{A}$ span each of the columns of $\bar{C}$, including $\bar{B}$. Indeed, whenever rank($\hat{A}_{*,[i]}$) < $i$, line (26) will be executed. Then by doing line (27), the rank of $\bar{A}$ will increase by 1, since by the choice of
\[ j, \overline{A}_{*,i} + \delta \cdot \overline{B}_{*,j} \text{ is independent form } \overline{A}_{*,[i-1]} \]. Because \( \text{rank}(\overline{C}) = n \), at the end of the FOR loop we will have \( \text{rank}(\overline{A}) = n \).

Finally let us compute the cost. In line (10) we use \( \delta / \text{poly}(m) \), and thus
\[
\| [\hat{A}, \hat{B}] - \hat{C} \|_F^2 \leq \frac{\delta^2}{\text{poly}(m)} \cdot \| \hat{B} \|_F^2 \leq \delta^2. \tag{6.7}
\]

We know that \( \overline{X} \) is the optimal solution to the program \( \min_{X \in \mathbb{R}^{n \times d}} \| S_{2\hat{A}X} - S_{2\hat{B}} \|_F^2 \). Hence by Theorem \([6.3.6]\) with probability 0.99,
\[
\| \hat{A}X - \hat{B} \|_F^2 \leq (1 + \epsilon) \min_{X \in \mathbb{R}^{n \times d}} \| S_{2\hat{A}X} - S_{2\hat{B}} \|_F^2 = 0.
\]
which implies \( \hat{A}X = \hat{B} \). Hence we have
\[
\| [\hat{A}, \hat{A}X] - C \|_F \leq \| [\hat{A}, \hat{A}X] - \hat{C} \|_F + \| \hat{C} - C \|_F
\]
\[
= \| [\hat{A}, \hat{B}] - \hat{C} \|_F + \| \hat{C} - C \|_F
\]
\[
\leq \delta + \| \hat{C} - C \|_F
\]
where the first step follows by triangle inequality, and the last step follows by (6.7). \( \square \)

Now that we have \( \overline{A} \) and \( \overline{B} \), and we can compute \( X \) by solving the regression problem
\[
\min_{X \in \mathbb{R}^{n \times d}} \| \overline{A}X - \overline{B} \|_F^2.
\]

We next summarize the running time.

**Lemma 6.5.9** (Running time analysis). Procedure FASTTOTALLEASTSQUARES in Algorithm 2 runs in time \( \tilde{O}(\text{nnz}(A) + \text{nnz}(B) + d \cdot \text{poly}(n/\epsilon)) \).

**Proof.** We bound the time of each step:

1. Construct the \( s_1 \times m \) CountSketch matrix \( S_1 \) and compute \( S_1C \) with \( s_1 = O(n/\epsilon) \). This step takes time \( \text{nnz}(C) + d \cdot \text{poly}(n/\epsilon) \).

2. Construct the \( (n + d) \times d_1 \) leverage sampling and rescaling matrix \( D_1 \) with \( d_1 = \tilde{O}(n/\epsilon) \) nonzero diagonal entries and compute \( CD_1 \). This step takes time \( \tilde{O}(\text{nnz}(C) + d \cdot \text{poly}(n/\epsilon)) \).
3. Construct the \( d_2 \times m \) leverage sampling and rescaling matrix \( D_2 \) with \( d_2 = \tilde{O}(n/\epsilon) \) nonzero diagonal entries. This step takes time \( \tilde{O}(\text{nnz}(C) + d \cdot \text{poly}(n/\epsilon)) \) according to Theorem 6.3.5.

4. Compute \( Z_2 \in \mathbb{R}^{d_1 \times s_1} \) by solving the rank-constrained system:

\[
\min_{\text{rank } Z} \| D_2 C_1 Z S_1 C - D_2 C \|_F^2.
\]

Note that \( D_2 C_1 \) has size \( \tilde{O}(n/\epsilon) \times \tilde{O}(n/\epsilon) \), \( S_1 C \) has size \( O(n/\epsilon) \times (n + d) \), and \( D_2 C \) has size \( \tilde{O}(n/\epsilon) \times (n + d) \), so according to Theorem 6.3.8, we have an explicit closed form for \( Z_2 \), and the time taken is \( d \cdot \text{poly}(n/\epsilon) \).

5. Run procedure \textsc{Split} to get \( \tilde{A} \in \mathbb{R}^{s_2 \times n} \) and \( \tilde{B} \in \mathbb{R}^{s_2 \times d} \) with \( s_2 = O(n/\epsilon) \). By Lemma 6.5.8, this step takes time \( O(\text{nnz}(C) + d \cdot \text{poly}(n/\epsilon)) \).

6. Compute \( X \) by solving the regression problem \( \min_{X \in \mathbb{R}^{n \times d}} \| AX - B \|_F^2 \) in time \( O(d \cdot \text{poly}(n/\epsilon)) \). This is because \( X = (\tilde{A})^+ B \), and \( \tilde{A} \) has size \( O(n/\epsilon) \times n \), so we can compute \( (\tilde{A})^+ \) in time \( O((n/\epsilon)^\omega) = \text{poly}(n/\epsilon) \), and then compute \( X \) in time \( O((n/\epsilon)^2 \cdot d) \) since \( B \) is an \( O(n/\epsilon) \times d \) matrix.

Notice that \( \text{nnz}(C) = \text{nnz}(A) + \text{nnz}(B) \), so we have the desired running time.

To summarize, Theorem 6.5.10 shows the performance of our algorithm.

\textbf{Theorem 6.5.10 (Main Result).} Given two matrices \( A \in \mathbb{R}^{m \times n} \) and \( B \in \mathbb{R}^{m \times d} \), letting

\[
\text{OPT} = \min_{\text{rank } C'} \| C' - [A, B] \|_F,
\]

we have that for any \( \epsilon \in (0, 1) \), there is an algorithm (procedure \textsc{FastTotalLeastSquares} in Algorithm 2) that runs in \( \tilde{O}(\text{nnz}(A) + \text{nnz}(B)) + d \cdot \text{poly}(n/\epsilon) \) time and outputs a matrix \( X \in \mathbb{R}^{n \times d} \) such that there is a matrix \( \tilde{A} \in \mathbb{R}^{m \times n} \) satisfying that

\[
\| [\tilde{A}, \tilde{A} X] - [A, B] \|_F \leq (1 + \epsilon) \text{OPT} + \delta
\]

holds with probability at least \( 9/10 \), where \( \delta > 0 \) is arbitrarily small.
Proof. The running time follows from Lemma 6.5.9. For the approximation ratio, let \( \hat{A} \), \( \bar{A} \) be defined as in Lemma 6.5.8. From Lemma 6.5.8, there exists \( X \in \mathbb{R}^{n \times d} \) satisfying \( \bar{A}X = \bar{B} \). Since \( X \) is obtained from solving the regression problem \( \| \bar{A}X - \bar{B} \|_F^2 \), we also have \( \bar{A}X = \bar{B} \). Hence with probability 0.9,

\[
\| [\hat{A}, \hat{A}X] - C \|_F \leq \delta + \| \hat{C} - C \|_F \leq \delta + (1 + O(\varepsilon)) \text{OPT},
\]

where the first step uses Lemma 6.5.8 and the second step uses Claim 6.5.6. Rescaling \( \varepsilon \) gives the desired statement.

Remark 6.5.11. The success probability \( 9/10 \) in Theorem 6.5.10 can be boosted to \( 1 - \delta \) for any \( \delta > 0 \) in a standard way. Namely, we run our FTLS algorithm \( O(\log(1/\delta)) \) times where in each run we use independent randomness, and choose the solution found with the smallest cost. Note that for any fixed output \( X \), the cost \( \| [\hat{A}, \hat{A}X] - [A, B] \|_F \) can be efficiently approximated. To see this, let \( S \) be a CountSketch matrix with \( O(\varepsilon^{-2}) \) rows. Then \( \| S[\hat{A}, \hat{A}X] - S[A, B] \|_F = (1 \pm \varepsilon) \| [\hat{A}, \hat{A}X] - [A, B] \|_F \) with probability \( 9/10 \) (see, for example Lemma 40 of [30]). We can compute \( \| S[\hat{A}, \hat{A}X] - S[A, B] \|_F \) in time \( O(d \cdot \text{poly}(n/\varepsilon)) \), and applying \( S \) can be done in \( \text{nnz}(A) + \text{nnz}(B) \) time. We can then amplify the success probability by taking \( O(\log(1/\delta)) \) independent estimates and taking the median of the estimates. This is a \( (1 \pm \varepsilon) \)-approximation with probability at least \( 1 - O(\delta / \log(1/\delta)) \). We run our FTLS algorithm \( O(\log(1/\delta)) \) times, obtaining outputs \( X^1, \ldots, X^{O(\log(1/\delta))} \) and for each \( X^i \), apply the method above to estimate its cost. Since for each \( X^i \) our estimate to the cost is within \( 1 \pm \varepsilon \) with probability at least \( 1 - O(\delta / (\log(1/\delta))) \), by a union bound the estimates for all \( X^i \) are within \( 1 \pm \varepsilon \) with probability at least \( 1 - \delta / 2 \). Since also the solution with minimal cost is a \( 1 \pm \varepsilon \) approximation with probability at least \( 1 - \delta / 2 \), by a union bound we can achieve \( 1 - \delta \) probability with running time \( O(\log^2(1/\delta)) \cdot (\text{nnz}(A) + \text{nnz}(B) + d \cdot \text{poly}(n/\varepsilon)) \).

6.6 Extension to regularized total least squares problem

We further generalize our algorithm to handle regularization. In this section we provide Algorithm 3 our algorithm for the regularized total least squares problem and prove its
correctness. Recall that our regularized total least squares problem is defined as follows.

\[
\text{OPT} := \min_{\tilde{A} \in \mathbb{R}^{m \times n}, X \in \mathbb{R}^{n \times d}, U \in \mathbb{R}^{m \times n}, V \in \mathbb{R}^{n \times (n+d)}} \| U V - [A, B] \|_F^2 + \lambda \| U \|_F^2 + \lambda \| V \|_F^2 \tag{6.8}
\]

subject to \([\tilde{A}, \tilde{A}X] = UV\)

**Definition 6.6.1** (Statistical Dimension, e.g., see [7]). For \(\lambda > 0\) and rank \(k\) matrix \(A\), the statistical dimension of the ridge regression problem with regularizing weight \(\lambda\) is defined as

\[
\text{sd}_\lambda(A) := \sum_{i \in [k]} \frac{1}{1 + \lambda/\sigma_i^2}
\]

where \(\sigma_i\) is the \(i\)-th singular value of \(A\) for \(i \in [k]\).

Notice that \(\text{sd}_\lambda(A)\) is decreasing in \(\lambda\), so we always have \(\text{sd}_\lambda(A) \leq \text{sd}_0(A) = \text{rank}(A)\).

**Lemma 6.6.2** (Exact solution of low rank approximation with regularization, Lemma 27 of [7]). Given positive integers \(n_1, n_2, r, s, k\) and parameter \(\lambda \geq 0\). For \(C \in \mathbb{R}^{n_1 \times r}\), \(D \in \mathbb{R}^{s \times n_2}\), \(B \in \mathbb{R}^{n_1 \times n_2}\), the problem of finding

\[
\min_{Z_R \in \mathbb{R}^{r \times k}, Z_S \in \mathbb{R}^{k \times s}} \| CZ_R Z_S D - B \|_F^2 + \lambda \| CZ_R \|_F^2 + \lambda \| Z_S D \|_F^2,
\]

and the minimizing of \(CZ_R \in \mathbb{R}^{n_1 \times k}\) and \(Z_S D \in \mathbb{R}^{k \times n_2}\), can be solved in

\[
O(n_1 r \cdot \text{rank}(C) + n_2 s \cdot \text{rank}(D) + \text{rank}(D) \cdot n_1 (n_2 + r_C))
\]
time.

**Theorem 6.6.3** (Sketching for solving ridge regression, Theorem 19 in [7]). Fix \(m \geq n\). For \(A \in \mathbb{R}^{m \times n}\), \(B \in \mathbb{R}^{n \times d}\) and \(\lambda > 0\), consider the rigid regression problem

\[
\min_{X \in \mathbb{R}^{n \times d}} \| AX - B \|_F^2 + \lambda \| X \|_F^2.
\]

Let \(S \in \mathbb{R}^{s \times m}\) be a CountSketch matrix with \(s = \tilde{O}(\text{sd}_\lambda(A)/\varepsilon) = \tilde{O}(n/\varepsilon)\), then with probability 0.99,

\[
\min_{X \in \mathbb{R}^{n \times d}} \| SAX - SB \|_F^2 + \lambda \| X \|_F^2 \leq (1 + \varepsilon) \min_{X \in \mathbb{R}^{n \times d}} \| AX - B \|_F^2 + \lambda \| X \|_F^2
\]
\textbf{Algorithm 3:} Our Fast Total Least Squares Algorithm with Regularization

\begin{algorithm}
\begin{algorithmic}[1]
\Function{\textsc{FastRegularizedTotalLeastSquares}}{$A, B, n, d, \lambda \epsilon, \delta$}
\Statex /* Theorem 6.6.7 */
\State $s_1 \leftarrow \tilde{O}(n/\epsilon), s_2 \leftarrow \tilde{O}(n/\epsilon), s_3 \leftarrow \tilde{O}(n/\epsilon), d_1 \leftarrow \tilde{O}(n/\epsilon)$;
\State Choose $S_1 \in \mathbb{R}^{s_1 \times m}$ to be a CountSketch matrix, then compute $S_1 C$;
\State Choose $S_2 \in \mathbb{R}^{s_2 \times (n+d)}$ to be a CountSketch matrix, then compute $CS_2^T$;
\State Choose $D_1 \in \mathbb{R}^{d_1 \times m}$ to be a leverage score sampling and rescaling matrix according to the rows of $CS_2^T$;
\State $\hat{Z}_1, \hat{Z}_2 \leftarrow \arg \min_{Z_1 \in \mathbb{R}^{s_1 \times n}, Z_2 \in \mathbb{R}^{s_2 \times n}} \| D_1 CS_2^T Z_2 Z_1 S_1 C - D_1 C \|^2_F + \lambda \| D_1 CS_2^T Z_2 \|^2_F + \lambda \| Z_1 S_1 C \|^2_F$ \Comment{Theorem 6.6.2}
\State $\tilde{A}, \tilde{B}, \pi \leftarrow \textsc{Split}(CS_2^T, \hat{Z}_1, \hat{Z}_2, S_1 C, n, d, \delta / \text{poly}(m)), X \leftarrow \min \| \tilde{A} X - \tilde{B} \|_F$;
\State \Return $X$
\EndFunction
\Function{\textsc{Split}}{$CS_2^T, \hat{Z}_1, \hat{Z}_2, S_1 C, n, d, \delta$}
\Statex /* Lemma 6.5.8 */
\State Choose $S_3 \in \mathbb{R}^{s_3 \times m}$ to be a CountSketch matrix;
\State $\tilde{C} \leftarrow (S_3 \cdot CS_2^T) \cdot \hat{Z}_2 \cdot \hat{Z}_1 \cdot S_1 C$ \Comment{$\tilde{C} = CS_2^T \hat{Z}_2 \hat{Z}_1 S_1 C ; \tilde{C} = S_3 \tilde{C}$}
\State $\tilde{A} \leftarrow \tilde{C}_{*,[n]} , \tilde{B} \leftarrow \tilde{C}_{*,[n+d] \setminus [n]}$ \Comment{$\tilde{A} = \tilde{C}_{*,[n]}, \tilde{B} = \tilde{C}_{*,[n+d] \setminus [n]}$; $\tilde{A} = S_3 \tilde{A}, \tilde{B} = S_3 \tilde{B}$}
\State $T \leftarrow \emptyset$, $\pi(i) = -1$ for all $i \in [n]$;
\For{$i = 1 \rightarrow n$}
\If{$\text{if } \tilde{A}_{*,i} \text{ is linearly dependent of } \tilde{A}_{*,[n] \setminus \{i\}}$}
\State $j \leftarrow \min_{j \in [d] \setminus T \{ \tilde{B}_{*,j} \text{ is linearly independent of } \tilde{A} \}}, \tilde{A}_{*,i} \leftarrow \tilde{A}_{*,i} + \delta \cdot \tilde{B}_{*,j}$;
\State $T \leftarrow T \cup \{j\}, \pi(i) \leftarrow j$
\EndIf
\EndFor
\State \Return $\tilde{A}, \tilde{B}, \pi$ \Comment{$\pi : [n] \rightarrow \{-1\} \cup ([n+d] \setminus [n])$}
\EndFunction
\end{algorithmic}
\end{algorithm}

Moreover, $SA, SB$ can be computed in time
\[O(\text{nnz}(A) + \text{nnz}(B)) + \tilde{O}\left((n+d)(\text{sd}_{\lambda}(A)/\epsilon + \text{sd}_{\lambda}(A)^2)\right).\]
We claim that it is sufficient to look at solutions of the form $CS_2^T Z_2 Z_1 S_1 C$.

**Claim 6.6.4** (CountSketch matrix for low rank approximation problem). Given matrix $C \in \mathbb{R}^{m \times (n + d)}$. Let $OPT$ be defined as in (6.8). For any $\epsilon > 0$, let $S_1 \in \mathbb{R}^{s_1 \times m}$, $S_2 \in \mathbb{R}^{s_2 \times m}$ be the sketching matrices defined in Algorithm 3, then with probability $0.98$,

$$\min_{Z_1 \in \mathbb{R}^{n \times s_1}, Z_2 \in \mathbb{R}^{s_2 \times n}} \|CS_2^T Z_2 Z_1 S_1 C - C\|_F^2 + \lambda \|CS_2^T Z_2\|_F^2 + \lambda \|Z_1 S_1 C\|_F^2 \leq (1 + \epsilon)^2 \text{OPT}.$$  

**Proof.** Let $U^* \in \mathbb{R}^{m \times n}$ and $V^* \in \mathbb{R}^{n \times (n + d)}$ be the optimal solution to the program (6.8). Consider the following optimization problem:

$$\min_{V \in \mathbb{R}^{n \times (n + d)}} \|U^* V - C\|_F^2 + \lambda \|V\|_F^2 \tag{6.9}$$

Clearly $V^* \in \mathbb{R}^{n \times (n + d)}$ is the optimal solution to program (6.9), since for any solution $V \in \mathbb{R}^{n \times (n + d)}$ to program (6.9) with cost $c$, $(U^*, V)$ is a solution to program (6.8) with cost $c + \lambda \|U^*\|_F^2$.

Program (6.9) is a ridge regression problem. Hence we can take a CountSketch matrix $S \in \mathbb{R}^{s_1 \times m}$ with $s_1 = \widetilde{O}(n/\epsilon)$ to obtain

$$\min_{V \in \mathbb{R}^{n \times (n + d)}} \|S_1 U^* V - S_1 C\|_F^2 + \lambda \|V\|_F^2 \tag{6.10}$$

Let $V_1 \in \mathbb{R}^{n \times (n + d)}$ be the minimizer of the above program, then we know $V_1 = \begin{bmatrix} S_1 U^* \sqrt{\lambda} I_n \\ 0 \end{bmatrix}^\dagger \begin{bmatrix} S_1 C \\ 0 \end{bmatrix}$, which means $V_1 \in \mathbb{R}^{n \times (n + d)}$ lies in the row span of $S_1 C \in \mathbb{R}^{s_1 \times (n + d)}$. Moreover, by Theorem 6.6.3 with probability at least 0.99 we have

$$\|U^* V_1 - C\|_F^2 + \lambda \|V_1\|_F^2 \leq (1 + \epsilon)\|U^* V^* - C\|_F^2 + \lambda \|V^*\|_F^2 \tag{6.11}$$

Now consider the problem

$$\min_{U \in \mathbb{R}^{m \times n}} \|UV_1 - C\|_F^2 + \lambda \|U\|_F^2 \tag{6.12}$$
Let \( U_0 \in \mathbb{R}^{m \times n} \) be the minimizer of program (6.12). Similarly, we can take a CountSketch matrix \( S_2 \in \mathbb{R}^{s_2 \times (n + d)} \) with \( s_2 = \tilde{O}(n/\epsilon) \) to obtain

\[
\min_{U \in \mathbb{R}^{m \times n}} \| U V_1 S_2^\top - C S_2^\top \|_F^2 + \lambda \| U \|_F^2
\]  

(6.13)

Let \( U_1 \in \mathbb{R}^{m \times n} \) be the minimizer of program (6.13), then we know

\[
U_1^\top = \begin{bmatrix} S_2 V_1^\top \sqrt{\lambda} I_n \\ S_2 C^\top \end{bmatrix}\]

which means \( U_1 \in \mathbb{R}^{m \times n} \) lies in the column span of \( C S_2^\top \in \mathbb{R}^{m \times s_2} \). Moreover, with probability at least 0.99 we have

\[
\| U_1 V_1 - C \|_F^2 + \lambda \| U_1 \|_F^2 \leq (1 + \lambda) \cdot (\| U_0 V_1 - C \|_F^2 + \lambda \| U_0 \|_F^2)
\]

(6.14)

where the first step we use Theorem 6.6.3 and the second step follows that \( U_0 \) is the minimizer.

Now let us compute the cost.

\[
\| U_1 V_1 - C \|_F^2 + \lambda \| U_1 \|_F^2 + \lambda \| V_1 \|_F^2
\]

\[
= \lambda \| V_1 \|_F^2 + (\| U_1 V_1 - C \|_F^2 + \lambda \| U_1 \|_F^2)
\]

\[
\leq \lambda \| V_1 \|_F^2 + (1 + \epsilon)(\| U^* V_1 - C \|_F^2 + \lambda \| U^* \|_F^2)
\]

\[
\leq (1 + \epsilon) \cdot \left( \lambda \| U^* \|_F^2 + (\| U^* V_1 - C \|_F^2 + \lambda \| V_1 \|_F^2) \right)
\]

\[
\leq (1 + \epsilon)^2 \cdot \left( \| U^* V^* - C \|_F^2 + \lambda \| U^* \|_F^2 + \lambda \| V^* \|_F^2 \right)
\]

\[
= (1 + \epsilon)^2 \text{OPT}
\]

where the second step follows from (6.14), the fourth step follows from (6.11), and the last step follows from the definition of \( U^* \in \mathbb{R}^{m \times n}, V^* \in \mathbb{R}^{n \times (n + d)} \).

Finally, since \( V_1 \in \mathbb{R}^{n \times (n + d)} \) lies in the row span of \( S_1 C \in \mathbb{R}^{s_1 \times (n + d)} \) and \( U_1 \in \mathbb{R}^{m \times n} \) lies in the column span of \( C S_2^\top \in \mathbb{R}^{m \times s_2} \), there exists \( Z_1^* \in \mathbb{R}^{n \times s_1} \) and \( Z_2^* \in \mathbb{R}^{s_2 \times n} \) so that
$V_1 = Z_1^* S_1 C \in \mathbb{R}^{n \times (n+d)}$ and $U_1 = CS_2^* Z_2^* \in \mathbb{R}^{m \times n}$. Then the claim stated just follows from $(Z_1^*, Z_2^*)$ are also feasible.

Now we just need to solve the optimization problem

$$
\min_{Z_1 \in \mathbb{R}^{n \times 1}, Z_2 \in \mathbb{R}^{d_2 \times n}} \|CS_2^* Z_2 Z_1 S_1 C - C\|_F^2 + \lambda \|CS_2^* Z_2\|_F^2 + \lambda \|Z_1 S_1 C\|_F^2
$$

(6.15)

The size of this program is quite huge, i.e., we need to work with an $m \times d_2$ matrix $CS_2^\top$. To handle this problem, we again apply sketching techniques. Let $D_1 \in \mathbb{R}^{d_1 \times m}$ be a leverage score sampling and rescaling matrix according to the matrix $CS_2 \in \mathbb{R}^{m \times d_2}$, so that $D_1$ has $d_1 = \tilde{O}(n/\varepsilon)$ nonzeros on the diagonal. Now, we arrive at the small program that we are going to directly solve:

$$
\min_{Z_1 \in \mathbb{R}^{n \times 1}, Z_2 \in \mathbb{R}^{d_2 \times n}} \|D_1 CS_2^* Z_2 Z_1 S_1 C - D_1 C\|_F^2 + \lambda \|D_1 CS_2^* Z_2\|_F^2 + \lambda \|Z_1 S_1 C\|_F^2
$$

(6.16)

We have the following approximation guarantee.

**Claim 6.6.5.** Let $(Z_1^*, Z_2^*)$ be the optimal solution to program (6.15). Let $(\hat{Z}_1, \hat{Z}_2)$ be the optimal solution to program (6.16). With probability 0.96,

$$
\|CS_2^\top \hat{Z}_2 \hat{Z}_1 S_1 C - C\|_F^2 + \lambda \|CS_2^\top \hat{Z}_2\|_F^2 + \lambda \|\hat{Z}_1 S_1 C\|_F^2 \\
\leq (1 + \varepsilon)^2 (\|CS_2^\top Z_2^* Z_1^* S_1 C - C\|_F^2 + \lambda \|CS_2^\top Z_2^*\|_F^2 + \lambda \|Z_1^* S_1 C\|_F^2)
$$

**Proof.** This is because

$$
\|CS_2^\top \hat{Z}_2 \hat{Z}_1 S_1 C - C\|_F^2 + \lambda \|CS_2^\top \hat{Z}_2\|_F^2 + \lambda \|\hat{Z}_1 S_1 C\|_F^2 \\
\leq (1 + \varepsilon) \left( \|D_1 CS_2^\top \hat{Z}_2 \hat{Z}_1 S_1 C - D_1 C\|_F^2 + \lambda \|D_1 CS_2^\top \hat{Z}_2\|_F^2 \right) + \lambda \|\hat{Z}_1 S_1 C\|_F^2 \\
\leq (1 + \varepsilon) \left( \|D_1 CS_2^\top \hat{Z}_2 \hat{Z}_1 S_1 C - D_1 C\|_F^2 + \lambda \|D_1 CS_2^\top \hat{Z}_2\|_F^2 \right) + \lambda \|\hat{Z}_1 S_1 C\|_F^2 \\
\leq (1 + \varepsilon) \left( \|D_1 CS_2^\top Z_2^* Z_1^* S_1 C - D_1 C\|_F^2 + \lambda \|D_1 CS_2^\top Z_2^*\|_F^2 \right) + \lambda \|\hat{Z}_1 S_1 C\|_F^2 \\
\leq (1 + \varepsilon)^2 \left( \|CS_2^\top Z_2^* Z_1^* S_1 C - C\|_F^2 + \lambda \|CS_2^\top Z_2^*\|_F^2 + \lambda \|Z_1^* S_1 C\|_F^2 \right)
$$

where the first step uses property of the leverage score sampling matrix $D_1$, the third step follows from $(\hat{Z}_1, \hat{Z}_2)$ are minimizers of program (6.16), and the fourth step again uses property of the leverage score sampling matrix $D_1$. \qed
Let \( \hat{U} = CS_2^\top \hat{Z}_2 \hat{V} = \hat{Z}_1 S_1 C \) and \( \hat{C} = \hat{U} \hat{V} \). Combining Claim 6.6.4 and Claim 6.6.5 together, we get with probability at least 0.91,

\[
\|\hat{U} \hat{V} - [A, B]\|_F^2 + \lambda \|\hat{U}\|_F^2 + \lambda \|\hat{V}\|_F^2 \leq (1 + \varepsilon)^4 \text{OPT} \tag{6.17}
\]

If the first \( n \) columns of \( \hat{C} \) can span the whole matrix \( \hat{C} \), then we are in good shape. In this case we have:

**Claim 6.6.6 (Perfect first \( n \) columns).** Let \( S_3 \in \mathbb{R}^{s_3 \times m} \) be the CountSketch matrix defined in Algorithm 3. Write \( \hat{C} \) as \([\hat{A}, \hat{B}]\) where \( \hat{A} \in \mathbb{R}^{m \times n} \) and \( \hat{B} \in \mathbb{R}^{m \times d} \). If there exists \( \hat{X} \in \mathbb{R}^{n \times d} \) so that \( \hat{B} = \hat{A} \hat{X} \), let \( \bar{X} \in \mathbb{R}^{n \times d} \) be the minimizer of \( \min_{X \in \mathbb{R}^{n \times d}} \|S_3 \hat{A} X - S_3 \hat{B}\|_F^2 \), then with probability 0.9,

\[
\|[\hat{A}, \hat{A} \bar{X}] - [A, B]\|_F^2 + \lambda \|\hat{U}\|_F^2 + \lambda \|\hat{V}\|_F^2 \leq (1 + \varepsilon)^4 \text{OPT}
\]

**Proof.** We have with probability 0.99,

\[
\|\hat{A} \bar{X} - \hat{B}\|_F^2 \leq (1 + \varepsilon) \|\hat{A} \bar{X} - \hat{B}\|_F^2 = 0
\]

where the first step follows from Theorem 6.3.6 and the second step follows from the assumption. Recall that \( \hat{C} = \hat{U} \hat{V} \), so

\[
\|[\hat{A}, \hat{A} \bar{X}] - [A, B]\|_F^2 + \lambda \|\hat{U}\|_F^2 + \lambda \|\hat{V}\|_F^2 = \|\hat{U} \hat{V} - [A, B]\|_F^2 + \lambda \|\hat{U}\|_F^2 + \lambda \|\hat{V}\|_F^2 \leq (1 + \varepsilon)^4 \text{OPT}
\]

where the last step uses (6.17). \( \square \)

However, if \( \hat{C} \) does not have nice structure, then we need to apply our procedure Split, which would introduce the additive error \( \delta \). Overall, by rescaling \( \varepsilon \), our main result is summarized as follows.

**Theorem 6.6.7 (Algorithm for the regularized total least squares problem).** Given two matrices \( A \in \mathbb{R}^{m \times n} \) and \( B \in \mathbb{R}^{m \times d} \) and \( \lambda > 0 \), letting

\[
\text{OPT} = \min_{U \in \mathbb{R}^{m \times n}, V \in \mathbb{R}^{n \times (n+d)}} \|UV - [A, B]\|_F^2 + \lambda \|U\|_F^2 + \lambda \|V\|_F^2,
\]
we have that for any \( \varepsilon \in (0, 1) \), there is an algorithm that runs in

\[
\tilde{O}(\text{nnz}(A) + \text{nnz}(B) + d \cdot \text{poly}(n/\varepsilon))
\]

time and outputs a matrix \( X \in \mathbb{R}^{n \times d} \) such that there is a matrix \( \hat{A} \in \mathbb{R}^{m \times n} \), \( \hat{U} \in \mathbb{R}^{m \times n} \) and \( \hat{V} \in \mathbb{R}^{n \times (n+d)} \) satisfying that \( \| [\hat{A}, \hat{AX}] - \hat{U}\hat{V} \|_F^2 \leq \delta \) and

\[
\| [\hat{A}, \hat{AX}] - [A, B] \|_F + \lambda \| \hat{U} \|_F^2 + \lambda \| \hat{V} \|_F^2 \leq (1 + \varepsilon) \text{OPT} + \delta
\]

6.7 Experiments

We conducted several experiments to verify the running time and optimality of our fast total least squares algorithm \( \mathbb{J} \). Let us first recall the multiple-response regression problem. Let \( A \in \mathbb{R}^{m \times n} \) and \( B \in \mathbb{R}^{m \times d} \). In this problem, we want to find \( X \in \mathbb{R}^{n \times d} \) so that \( AX \sim B \). The least squares method (LS) solves the following optimization program:

\[
c_{\text{LS}} := \min_{X \in \mathbb{R}^{n \times d}, \Delta B \in \mathbb{R}^{m \times d}} \| \Delta B \|_F^2,
\]

subject to \( AX = B + \Delta B \).

On the other hand, the total least squares method (TLS) solves the following optimization program:

\[
c_{\text{TLS}} := \min_{\text{rank} - n, C' \in \mathbb{R}^{m \times (n+d)}} \| C' - [A \ B] \|_F.
\]

The fast total least squares method (FTLS) returns \( X \in \mathbb{R}^{n \times d} \), which provides an approximation \( C' = [\hat{A} \hat{AX}] \) to the TLS solution, and the cost is computed as \( c_{\text{FTLS}} = \| C' - C \|_F^2 \).

Our numerical tests are carried out on an Intel Xeon E7-8850 v2 server with 2.30GHz and 4GB RAM under Matlab R2017b. The code can be found at https://github.com/ yangxinuw/total_least_squares_code. We also put the main Matlab code in Appendix A.
6.7.1 A Toy Example

We first run our FTLS algorithm on the following toy example, for which we have the analytical solution exactly. Let $A \in \mathbb{R}^{3 \times 2}$ be $A_{11} = A_{22} = 1$ and 0 everywhere else. Let $B \in \mathbb{R}^{3 \times 1}$ be $B_3 = 3$ and 0 everywhere else. The cost of LS is 9, since $AX$ can only have non-zero entries on the first 2 coordinates, so the 3rd coordinate of $AX - B$ must have absolute value 3. Hence the cost is at least 9. Moreover, a cost 9 can be achieved by setting $X = 0$ and $\Delta B = -B$. However, for the TLS algorithm, the cost is only 1. Consider $\Delta A \in \mathbb{R}^{3 \times 2}$ where $A_{11} = -1$ and 0 everywhere else. Then $C' := [(A + \Delta A), B]$ has rank 2, and $\|C' - C\|_F = 1$.

We first run experiments on this small matrix. Since we know the solution of LS and TLS exactly in this case, it is convenient for us to compare their results with that of the FTLS algorithm. When we run the FTLS algorithm, we sample 2 rows in each of the sketching algorithms.

The experimental solution of LS is $C_{LS} = \text{diag}(0, 1, 3)$ which matches the theoretical solution. The cost is 9. The experimental solution of TLS is $C_{TLS} = \text{diag}(1, 1, 0)$ which also matches the theoretical result. The cost is 1.

FTLS is a randomized algorithm, so the output varies. We post several outputs:

$$C_{FTLS} = \begin{bmatrix} .06 & -.01 & .25 \\ -.01 & .99 & .00 \\ .76 & .01 & 2.79 \end{bmatrix}$$

These solutions have cost of 1.55 and 1.47.

We run the FTLS multiple times to analyze the distribution of costs. Experimental result, which can be found in Figure 6.1 shows that FTLS is a stable algorithm, and consistently performs better than LS.

We also consider the generalization of this example with larger dimension. Let $A \in \mathbb{R}^{m \times n}$ be $A_{ii} = 1$ for $i = 1, \cdots, n$ and 0 everywhere else. Let $B \in \mathbb{R}^{m \times 1}$ be $B_{n+1} = 3$ and 0 everywhere else.
The cost of LS is 9, since $AX$ can only have non-zero entries on the first $n$ coordinates, so the $(n + 1)$-th coordinate of $AX - B$ must have absolute value 3. Hence the cost is at least 9. Moreover, a cost 9 can be achieved by setting $X = 0$ and $\Delta B = -B$.

However, for the TLS algorithm, the cost is only 1. Consider $\Delta A \in \mathbb{R}^{m \times n}$ where $A_{11} = -1$ and 0 everywhere else. Then $C' := [(A + \Delta A), B]$ does have rank $n$, and $\|C' - C\|_F = 1$.

For a concrete example, we set $m = 10$, $n = 5$. That is,

$$C := [A, B] = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 3 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}$$

When we run the FTLS algorithm, we sample 6 rows in all the sketching algorithms.

The experimental solution of LS is $C_{LS}$ which is the same as the theoretical solution. The cost is 9. The experimental solution of TLS is $C_{TLS}$ which is also the same as the theoretical result. The cost is 1.
FTLS is a randomized algorithm, so the output varies. We post several outputs:

\[
C_{\text{TLS}} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix} \quad C_{\text{TLS}} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 3 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
C_{\text{FTLS}} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.5 & 0.5 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.1 & -0.3 \\
0 & 0 & 0 & 0 & -0.9 & 2.7 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

This solution has a cost of 4.3.
This solution has a cost of 5.5455.

\[
\hat{C}_{\text{FTLS}} = \begin{bmatrix}
0.5 & -0.5 & 0 & 0 & 0 & 0 \\
-0.5 & 0.5 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.09 & 0.09 & 0 & 0.27 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.82 & 0.82 & 0 & 2.45 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

This solution has a cost of 3.4.

We also consider a second small toy example. Let A still be a 10 × 5 matrix and B be a 10 × 1 vector. Each entry A(i, j) is chosen i.i.d. from the normal distribution N(0,1), and each entry B(i) is chosen from N(0,3). Because entries from A and B have different variance, we expect the results of LS and TLS to be quite different. When we run the FTLS algorithm, we sample 6 rows.

We run FTLS 1000 times, and compute the distribution of costs. Figure 6.1 the results
of this experiment, again demonstrates the stability of the algorithm. In both figures, the $x$-axis is the cost of the FTLS algorithm, measured by $\|C' - C\|_F^2$ where $C'$ is the output of our FTLS algorithm; the $y$-axis is the frequency of each cost that is grouped in suitable range.

![Figure 6.1: Cost distribution of our fast least squares algorithm on toy examples.](image)

Figure 6.1: Cost distribution of our fast least squares algorithm on toy examples. The $x$-axis is the cost for FTLS. (Note that we want to minimize the cost); the $y$-axis is the frequency of each cost. (Left) First toy example, TLS cost is 1, LS cost is 9. (Right) Second toy example, TLS cost is 1.30, LS cost is 40.4

### 6.7.2 Large Scale Problems

We have already seen that FTLS works pretty well on small matrices. We next show that the fast total least squares method also provides a good estimate for large scale regression problems. The setting for matrices is as follows: for $k = 5, 10, \cdots, 100$, we set $A$ to be a $20k \times 2k$ matrix where $A(i, i) = 1$ for $i = 1, \cdots, 2k$ and 0 everywhere else, and we set $B$ to be a $20k \times 1$ vector where $B(2k + 1) = 3$ and 0 elsewhere. As in the small case, the cost of TLS is 1, and the cost of LS is 9.

Recall that in the FTLS algorithm, we use CountSketch/leverage scores sampling/-Gaussian sketches to speed up the algorithm. In the experiments, we take sample density
Figure 6.2: Running time and accuracy of our FTLS algorithms. The left 2 figures are for the sparse matrix. The right 2 pictures are for the Gaussian matrix. (Left) The $y$-axis is the running time of each algorithm (counted in seconds); the $x$-axis is the size of the matrix. (Right) The $y$-axis is cost-TLS/cost-other, where cost-other is the cost achieved by other algorithms. (Note we want to minimize the cost); the $x$-axis is the size of the matrix.

$\rho = 0.1, 0.3, 0.6, 0.9$ respectively to check our performance. The left 2 pictures in Figure 6.2 show the running time together with the ratio TLS/FTLS for different sample densities.

We can see that the running time of FTLS is significantly smaller than that of TLS. This is because the running time of TLS depends heavily on $m$, the size of matrix $A$. When we apply sketching techniques, we significantly improve our running time. The fewer rows we sample, the faster the algorithm runs. We can see that FTLS has pretty good performance; even with 10% sample density, FTLS still performs better than LS. Moreover, the more we sample, the better accuracy we achieve.

The above matrix is extremely sparse. We also consider another class of matrices. For $k = 5, 10, \cdots, 100$, we set $A$ to be a $20k \times 2k$ matrix where $A(i,j) \sim N(0,1)$; we set $B$ to be a $20k \times 1$ vector where $B(i) \sim N(0,3)$. As in previous experiments, we take sample densities of $\rho = 0.1, 0.3, 0.6, 0.9$, respectively, to check our performance. The results of this experiment are shown in the right 2 pictures in Figure 6.2.

We see that compared to TLS, our FTLS sketching-based algorithm significantly reduces the running time. FTLS is still slower than LS, though, because in the FTLS algorithm we still need to solve a LS problem of the same size. However, as discussed, LS is
<table>
<thead>
<tr>
<th>Method</th>
<th>Cost</th>
<th>C-std</th>
<th>Time</th>
<th>T-std</th>
</tr>
</thead>
<tbody>
<tr>
<td>TLS</td>
<td>0.10</td>
<td>0</td>
<td>1.12</td>
<td>0.05</td>
</tr>
<tr>
<td>LS</td>
<td>$10^6$</td>
<td>0</td>
<td>0.0012</td>
<td>0.0002</td>
</tr>
<tr>
<td>FTLS 0.9</td>
<td>0.10</td>
<td>0.0002</td>
<td>0.16</td>
<td>0.0058</td>
</tr>
<tr>
<td>FTLS 0.6</td>
<td>0.10</td>
<td>0.0003</td>
<td>0.081</td>
<td>0.0033</td>
</tr>
<tr>
<td>FTLS 0.3</td>
<td>0.10</td>
<td>0.0007</td>
<td>0.046</td>
<td>0.0022</td>
</tr>
<tr>
<td>FTLS 0.1</td>
<td>0.10</td>
<td>0.0016</td>
<td>0.034</td>
<td>0.0024</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Cost</th>
<th>C-std</th>
<th>Time</th>
<th>T-std</th>
</tr>
</thead>
<tbody>
<tr>
<td>TLS</td>
<td>1.85</td>
<td>0</td>
<td>29.44</td>
<td>1.44</td>
</tr>
<tr>
<td>LS</td>
<td>2794</td>
<td>0</td>
<td>0.0022</td>
<td>0.001</td>
</tr>
<tr>
<td>FTLS 0.9</td>
<td>1.857</td>
<td>0.001</td>
<td>3.12</td>
<td>0.081</td>
</tr>
<tr>
<td>FTLS 0.6</td>
<td>1.858</td>
<td>0.002</td>
<td>1.62</td>
<td>0.054</td>
</tr>
<tr>
<td>FTLS 0.3</td>
<td>1.864</td>
<td>0.006</td>
<td>0.77</td>
<td>0.027</td>
</tr>
<tr>
<td>FTLS 0.1</td>
<td>1.885</td>
<td>0.019</td>
<td>0.60</td>
<td>0.017</td>
</tr>
</tbody>
</table>


inadequate in a number of applications as it does not allow for changing the matrix $A$. The accuracy of our FTLS algorithms is also shown.

We also conducted experiments on real datasets from the UCI Machine Learning Repository [45]. We choose datasets with regression task. Each dataset consists of input data and output data. To turn it into a total least squares problem, we simply write down the input data as a matrix $A$ and the output data as a matrix $B$, then run the corresponding algorithm on $(A, B)$. We have four real datasets: Airfoil Self-Noise [143] in Table 6.2(a), Wine Quality Red wine [145, 40] in Table 6.2(b), Wine Quality White wine [145, 40] in Table 6.2(c), Insurance Company Benchmark (COIL 2000) Data Set [144, 112]. From the results, we see that FTLS also performs well on real data: when FTLS samples
10% of the rows, the result is within 5% of the optimal result of TLS, while the running time is $20 - 40$ times faster. In this sense, FTLS achieves the advantages of both TLS and LS: FTLS has almost the same accuracy as TLS, while FTLS is significantly faster.
Chapter 7

A NEAR-OPTIMAL ALGORITHM FOR APPROXIMATING THE JOHN ELLIPSOID

7.1 Introduction

Let $P = \{ x \in \mathbb{R}^n : Ax \leq b \}$ be a polytope where $P$ has nonzero, finite Euclidean volume. The classical theorem of Fritz John [72] states that if $E \subseteq P$ is the ellipsoid of maximal volume contained in $P$, then $P \subseteq nE$, where $nE$ represents a dilation of the ellipsoid $E$ by a factor of $n$ about its center. Moreover, if $P$ is symmetric, then $P \subseteq \sqrt{n}E$. The maximal volume inscribed ellipsoid (MVIE) $E$ is called the John Ellipsoid, and we are interested in the problem of approximating $E$ when the polytope $P$ is centrally symmetric, i.e., $P$ can be expressed as $P = \{ x \in \mathbb{R}^n : -1_m \leq Ax \leq 1_m \}$ where $A \in \mathbb{R}^{m \times n}$ and $A$ has rank $n$.

The problem of computing the ellipsoid of maximal volume inside polytope given by a set of inequalities has a wealth of different applications, including sampling and integration [148, 28], linear bandits [23, 68], linear programming [93], cutting plane methods [80] and differential privacy [108].

Computing the John Ellipsoid additionally has applications in the field of experimental design, a classical problem in statistics [6]. Specifically, in the D-optimal design problem one seeks to maximize the determinant of the Fisher information matrix [83, 6], which turns out to be equivalent to finding the John Ellipsoid of a symmetric polytope. While this equivalence is known, e.g. [141], we include it in Section 7.3 for completeness. The problem of D-optimal design has received recent attention in the machine learning community, e.g. [2, 151, 97].
7.1.1 Our Contribution

Our main contribution is to develop an approximation algorithm for computing the John Ellipsoid inside a centrally symmetric polytope given by a set of inequalities. Previously, for solving the MVIE problem or its dual equivalent D-optimal design problem, researchers have developed various algorithms, such as first-order methods [81, 85, 42], and second-order interior-point methods [107, 137]. Instead of using traditional optimization methods, we apply a very simple fixed point iteration. The analysis is also simple and clean, yet the convergence rate is very fast. We state our main result as follows.

Theorem 7.1.1 (Informal). Given $A \in \mathbb{R}^{m \times n}$, let $P$ be a centrally symmetric polytope defined as
\[
\{ x \in \mathbb{R}^n : -1_m \leq Ax \leq 1_m \}.
\]
For $\eta \in (0, 1)$, there is an algorithm (Algorithm 4) that runs in time $O(\eta^{-1}mn^2 \log(m/n))$, returning an ellipsoid $Q$ so that \( \frac{1}{\sqrt{1+\eta}} \cdot Q \subseteq P \subseteq \sqrt{n} \cdot Q \).

In Lemma 7.3.3, we show that our ellipsoid is $\eta$-close to the John Ellipsoid in a certain sense. However, if we want to get a $(1 - \varepsilon)$-approximation to the maximal volume, as we discuss in Lemma 7.3.3, if we set $\eta = \varepsilon/n$, then Algorithm 4 runs in time $O(\varepsilon^{-1}mn^3 \log(mn^2))$, and when $\varepsilon$ is constant, this is comparable with the best known results $O(mn^3/\varepsilon)$ [85, 142].

Furthermore, we use sketching ideas from randomized linear algebra to speed up the algorithm so that the running time does not depend on $m$ explicitly. This will make sense if $A$ is a sparse matrix. Our result is stated as follows.

Theorem 7.1.2 (Informal). Given $A \in \mathbb{R}^{m \times n}$, let $P$ be a centrally symmetric polytope defined as
\[
\{ x \in \mathbb{R}^n : -1_m \leq Ax \leq 1_m \}.
\]
For $\eta \in (0, 1)$ and $\delta \in (0, 1)$, there is an algorithm (Algorithm 5) that runs within $O(\frac{1}{\eta} \log \frac{m}{\delta})$ iterations, returning an ellipsoid $Q$ so that with probability at least $1 - \delta$, \( \frac{1}{\sqrt{1+\eta}} \cdot Q \subseteq P \subseteq \sqrt{n} \cdot Q \). Moreover, each iteration involves in solving $O(\frac{1}{\eta})$ linear systems of the form $A^T W A x = b$ where $W$ is some diagonal matrix.

Algorithm 5 is near optimal, because in order to verify the correctness of the result, we need to compute the leverage scores of some weighted version of $A$. The best known algo-
Algorithm for approximating leverage scores needs to solve $\tilde{O}(\frac{1}{\eta^2})$ many linear systems [133, 50, 60, 105]. One key advantage of our algorithm is that it reduces the problem of computing the John ellipsoid to solving a relatively small number of linear systems. Therefore, it allows the user to apply a linear systems solver tailored for the given matrix $A$. For example, if $A$ is tall, one can apply sketching techniques to solve the linear systems in nearly linear time [153]; if each row of $A$ has only two non-zeros, one can apply Laplacian solvers [41, 79, 85, 87, 86]. In the matlab code for this computation that is included in Appendix B of this thesis, we use the Cholesky decomposition which is very fast for many sparse matrices $A$ in practice.

Finally, we validate our algorithm on both synthetic and real data sets. Experiments show that our algorithm outperform all previous algorithms, which matches the theoretical calculation. We shall stress that our program can handle very large sparse matrices, which seems to be difficult for previous implementations.

7.1.2 Related Works

There is a long line of research on computing the maximal volume ellipsoid inside polytopes given by a list of linear inequalities. We note that Khachiyan and Todd [82] presented a linear time reduction from the problem of computing a minimum volume enclosing ellipsoid (MVEE) of a set of points to the maximal volume inscribed ellipsoid problem; therefore, these algorithms also apply for approximating the John Ellipsoid.

Using an interior-point algorithm, Nesterov and Nemirovskii [107] showed that a $1 + \varepsilon$ approximation of MVEE can be computed in time $O(m^{2.5}(n^2 + m) \log(\frac{m}{\varepsilon}))$. Khachiyan and Todd [82] subsequently improved the runtime to $O(m^{3.5} \log(\frac{m}{\varepsilon}) \cdot \log(\frac{n}{\varepsilon}))$. Later on, Nemirovski [106] and Anstreicher [5] independently obtained an $O(m^{3.5} \log(\frac{m}{\varepsilon}))$ algorithm. The best previous algorithms by Kumar and Yildirim, Todd and Yildirim [85, 142] run in time $O(mn^3/\varepsilon)$. We refer readers to [141] for a comprehensive introduction and overview.

Computing the minimum volume enclosing ellipsoid of a set of points is the dual prob-
lem of D-optimal design. By generalizing the smoothness condition on first order methods, Lu, Freund and Nesterov \[97\] managed to solve D-optimal design problem within \(O\left(\frac{m}{\epsilon} \log\left(\frac{n}{\epsilon}\right)\right)\) many iterations. However, in the dense case, their iteration costs \(O(mn^2)\) time, which leads to larger running time comparing to \[85, 142\]. Gutman and Peña \[65\] applied Bregman proximal method on the D-optimal design problem and observe accelerated convergence rate in their numerical experiments; however, they did not prove that their experimental parameter settings satisfy the assumption of their algorithm\[1\].

A natural version of the D-optimal design problem is to require an integral solution. The integral variant is shown to be \(\text{NP}\)-hard \[24\], although recently approximation algorithms have been developed \[2, 122\]. In our context, this means the weight vector \(w \in \mathbb{R}^m\) is the integral optimal solution to (7.2), where the sum of the weights is some specified integral parameter \(k\).

Several Markov chains for sampling convex bodies have well understood performance guarantees based upon the roundedness of the convex body. If \(B_n \subseteq K \subseteq R \cdot B_n\), then the mixing time of hit-and-run and the ball walk are both \(O(n^2R^2)\) steps \[96, 73\]. Thus, placing a convex body in John position guarantees the walks mix in \(O(n^4)\) steps, and \(O(n^3)\) steps if the body is symmetric; this transformation is used in practice with the convex body to be a polytope \[66\]. Generating the John Ellipsoid, with a fixed center point, has also been employed as a proposal distribution for a Markov chain \[28, 64\].

We build our even faster algorithm via sketching techniques. Sketching has been successfully applied to speed up different problems, such as linear programs \[94\], clustering \[34, 132\], low rank approximations \[30, 105, 20, 31, 115, 128\], linear regression \[30, 105, 36, 32, 110, 4\], total least regression \[48\], tensor regression \[95, 47\] and tensor decomposition \[150, 127, 130\]. Readers may refer to \[153\] for a comprehensive survey on sketching technique. We use sketching techniques to speed up computing leverage scores. This idea was first used in \[133\].

\[1\]We are grateful to Gutman and Peña who provided us their code for testing, which had D-optimal design as only one application.
Previous research on the MVEE problem did take advantage of the sparsity of the input matrix $A$, and to the best of our knowledge, our algorithm is the first one that is able to deal with large sparse input. It would be interesting if we could apply sketching techniques to further speed up existing algorithms.

Relation with [38]

Our work is greatly inspired by the paper [38] by Cohen and Peng. The $\ell_p$ Lewis Weights $\overline{w}$ for matrix $A \in \mathbb{R}^{m \times n}$ is defined as the unique vector $\overline{w}$ so that for $i \in [m]$,

$$a_i^\top \left( A^\top \text{diag}(\overline{w})^{1-2/p} A \right)^{-1} a_i = \overline{w}_i^{2/p}.$$

It is known that computing the $\ell_\infty$ Lewis Weight is equivalent to computing the maximal volume inscribed ellipsoid. Cohen and Peng propose an algorithm for approximating Lewis Weights for all $p < 4$. Their algorithm is an iterative algorithm that is very similar to our Algorithm 4, and the convergence is proved by arguing the iteration mapping is contractive. The main difference is that they outputs the weights in the last round, while our Algorithm 4 takes the average over all rounds and outputs the averaging weights, which allows us to conduct a convexity analysis and deal with the $\ell_\infty$ case.

7.2 Preliminaries

In this section we introduce notations and preliminaries. We use $N(\mu, \sigma^2)$ to represent the normal distribution with mean $\mu$ and variance $\sigma^2$.

7.2.1 Multivariate Calculus

Let $f : \mathbb{R}^m \rightarrow \mathbb{R}^n$ be a differentiable function. The directional derivative of $f$ in the direction $h$ is defined as

$$D f(x)[h] := \frac{df(x + th)}{dt} \bigg|_{t=0}.$$
We can also define a high order directional derivative as
\[
D^k f(x)[h_1, \ldots, h_k] := \left. \frac{d^k f(x + \sum_{i=1}^k t_i h_i)}{dt_1 dt_2 \cdots dt_k} \right|_{t_1=0, \ldots, t_k=0}.
\]

The following two properties of directional derivatives will be useful.

**Proposition 7.2.1.**

- (Chain rule) \( D f(g(x))[h] = f'(g(x)) \cdot Dg(x)[h]. \)
- Let \( f(X) = X^{-1} \) where \( X \in \mathbb{R}^{n \times n}. \) For \( H \in \mathbb{R}^{n \times n}, \) \( D f(X)[H] = X^{-1} H X^{-1}. \)

### 7.2.2 Gamma Function

The Gamma (\( \Gamma \)) function is well-known and defined as
\[
\Gamma(z) = \int_0^{+\infty} x^{z-1} e^{-x} dx.
\]

We need the following result on the Gamma function.

**Lemma 7.2.2** (Corollary 1 of [71]). For all \( x > 0 \) and \( 0 \leq y \leq 1, \)
\[
x(x+y)^{y-1} \leq \frac{\Gamma(x+y)}{\Gamma(x)} \leq x^y.
\]

### 7.2.3 Tail Bound for \( \chi^2 \) Distribution

The chi-square (\( \chi^2 \)) distribution is the distribution of a summation of the squares of independent standard normal random variables.

**Definition 7.2.3** (\( \chi^2 \) distribution). Fix integer \( n \geq 1. \) Let \( X_1, \ldots, X_n \) be independent random variables where \( X_i \sim N(0,1). \) Let \( Y = \sum_{i=1}^n X_i^2. \) Then we call the distribution of \( Y \) the \( \chi^2 \) distribution of degrees \( n. \) Moreover, the probability density function of \( Y \) is
\[
f(x) = \frac{1}{2^{n/2} \Gamma(n/2)} x^{n/2-1} e^{-x/2}.
\]

We need the following version of concentration for the \( \chi^2 \) distribution.

**Lemma 7.2.4** (Lemma 1 in [91]). Let \( X \sim \chi^2(n) \) be a \( \chi^2 \) distribution with \( n \) degrees of freedom. Then for \( t > 0, \)
\[
\Pr[X - n \geq 2\sqrt{n}t + 2t] \leq e^{-t}.
\]
7.3 Problem Formulation

In this section, we formally define the problem of computing the John Ellipsoid of a symmetric polytope. For fixed integers $m, n$, let $a_1, \cdots, a_m$ be $m$ vectors in $\mathbb{R}^n$. Let $P = \{x \in \mathbb{R}^n : |a_i^T x| \leq 1, i \in [m]\}$ be a symmetric convex polytope, where $[m]$ denotes the set $\{1, 2, \cdots, m\}$. We assume that $A = (a_1 a_2 \cdots a_m)^T$ has full rank. By symmetry, we know that the maximal volume ellipsoid inside the polytope should be centered at the origin. Any ellipsoid $E$ centered at the origin can be expressed by $x^T G^{-2} x \leq 1$, where $G$ is a positive definite matrix. Note that the volume of $E$ is proportional to $\det G$, and an ellipsoid $E$ is contained in polytope $P$ if and only if for $i \in [m]$, $\max_{x \in E} |a_i^T x| \leq 1$. For any $x \in E$, we can write $x = G y$ where $\|y\|_2 \leq 1$. Hence

$$\max_{x \in E} |a_i^T x| = \max_{\|y\|_2 \leq 1} |a_i^T G y| = \max_{\|y\|_2 \leq 1} \|G a_i\|_2 \cdot \|y\|_2 = \|G a_i\|_2$$

Therefore, we can compute the John Ellipsoid of $P$ by solving the following optimization program:

Maximize $\log \det G$,
subject to: $G \succeq 0,$

$$\|G a_i\|_2 \leq 1, \forall i \in [m].$$

(7.1)

It turns out that the optimal ellipsoid satisfies $G^{-2} = A^T \text{diag}(w) A$, where $w \in \mathbb{R}_m^m \geq 0$ is the optimal solution of the program

Minimize $\sum_{i=1}^m w_i - \log \det \left( \sum_{i=1}^m w_i a_i a_i^T \right) - n$,
subject to: $w_i \geq 0, \forall i \in [m].$

(7.2)

Actually program (7.2) is the Lagrange dual of program (7.1). Moreover, we have the following optimality criteria for $w$ in the above program.

**Lemma 7.3.1** (Optimality criteria, Proposition 2.5 in [141]). A weight $w$ is optimal for pro-
gram (7.2) if and only if
\[
\sum_{i=1}^{m} w_i = n, \\
a_i^\top \left( \sum_{i=1}^{m} w_i a_i a_i^\top \right)^{-1} a_i = 1, \quad \text{if } w_i \neq 0; \\
a_i^\top \left( \sum_{i=1}^{m} w_i a_i a_i^\top \right)^{-1} a_i < 1, \quad \text{if } w_i = 0.
\]

Computing the John Ellipsoid is closely related to the D-optimal design problem \cite{6, 22, 141, 65}. For the D-optimal design problem, we are given input \( X \in \mathbb{R}^{n \times m} \) where \( m > n \), and we want to solve program,

\[
\begin{align*}
\text{Maximize} & \quad \log \det \left( X \operatorname{diag}(v) X^\top \right), \\
\text{subject to:} & \quad v_i \geq 0, \quad \forall i \in [m] \\
& \quad \sum_{i=1}^{m} v_i = 1 
\end{align*}
\]

(7.3)

We emphasize that program (7.3) and program (7.2) are equivalent, in the following sense. By Lemma 7.3.1, we can rewrite program (7.2) as minimizing \( n \log n - \log \det(A^\top \operatorname{diag}(w) A) \), subject to \( w_i \geq 0 \) for \( i \in [m] \) and \( \sum_{i=1}^{m} w_i = n \). By setting \( v_i = \frac{w_i}{n} \), we obtain program (7.3). Thus, optimal solutions to programs (7.2) and (7.3) are equivalent up to a multiplicative factor \( n \).

We can also talk about an approximate John Ellipsoid.

**Definition 7.3.2.** For \( \epsilon > 0 \), we say \( w \in \mathbb{R}^m_{\geq 0} \) is a \((1 + \epsilon)\)-approximation of program (7.2) if \( w \) satisfies

\[
\begin{align*}
\sum_{i=1}^{m} w_i &= n, \\
a_i^\top \left( \sum_{i=1}^{m} w_i a_i a_i^\top \right)^{-1} a_i &\leq 1 + \epsilon, \quad \forall i \in [m].
\end{align*}
\]

Lemma 7.3.3 gives a geometric interpretation of the approximation factor in Definition 7.3.2. Recall that the exact John Ellipsoid \( Q^* \) of \( P \) satisfies \( Q^* \subseteq P \subseteq \sqrt{n} \cdot Q^* \).
Lemma 7.3.3 ((1 + \epsilon)-approximation is good rounding). Let \( w \) be a \((1 + \epsilon)\)-approximation of (7.2). Define \( Q \) as \( \{ x : x^\top A^\top \text{diag}(w) A x \leq 1 \} \). Then

\[
\frac{1}{\sqrt{1 + \epsilon}} \cdot Q \subseteq P \subseteq \sqrt{n} \cdot Q.
\]

Moreover, \( \text{vol} \left( \frac{1}{\sqrt{1 + \epsilon}} Q \right) \geq e^{-\epsilon n/2} \cdot \text{vol}(Q^*) \).

Proof. Let \( G = (A^\top \text{diag}(w) A)^{-1/2} \) and suppose that \( x \in \frac{1}{\sqrt{1 + \epsilon}} Q \). Then, we have that \( x^\top G^{-2} x \leq \frac{1}{1 + \epsilon} \). So,

\[
|Ax|_i = \langle a_i, x \rangle = \langle Ga_i, G^{-1} x \rangle \leq \|Ga_i\|_2 \|G^{-1} x\|_2 \leq \|Ga_i\|_2 \sqrt{1 + \epsilon}.
\]

Since \( \|Ga_i\|_2^2 = a_i^\top (\sum_{i=1}^m w_i a_i a_i^\top)^{-1} a_i \leq 1 + \epsilon \), then \( |Ax|_i \leq 1 \) and \( x \in P \).

On the other hand, for \( x \in P \), we have that \( |Ax|_i \leq 1 \). Hence

\[
x^\top G^{-2} x = x^\top A^\top \text{diag}(w) A x = \sum_{i=1}^m w_i |Ax|_i^2 \leq \sum_{i=1}^m w_i = n.
\]

So \( P \subseteq \sqrt{n} \cdot Q \).

Finally, since \( \frac{1}{\sqrt{1 + \epsilon}} \cdot Q \) is contained in \( P \), \( G' = ((1 + \epsilon) A^\top \text{diag}(w) A)^{-1/2} \) is a feasible solution to program (7.1). Moreover \( w \) is a feasible solution to program (7.2). So by duality of program (7.1) and (7.2), we see that the duality gap is at most

\[
\left( n - \log \det \left( \sum_{i=1}^m w_i a_i a_i^\top \right) - n \right) - \log \det \left( (1 + \epsilon) \sum_{i=1}^m w_i a_i a_i^\top \right)^{-1} = n \log(1 + \epsilon) \leq n\epsilon.
\]

Let the matrix representation of \( Q^* \) be \( x^\top G_*^{-2} x \leq 1 \), then by optimality of \( G_* \) and the duality gap, we have

\[
\log \det \left( (G')^{-2} \right) \geq \log \det(G_*^2) - n\epsilon.
\]

Since \( \text{vol}(\frac{1}{\sqrt{1 + \epsilon}} \cdot Q) \) is proportional to \( \det(G')^{-1} \), we conclude that \( \text{vol}(\frac{1}{\sqrt{1 + \epsilon}} \cdot Q) \geq e^{-\epsilon n/2} \cdot \text{vol}(Q^*) \).
Algorithm 4: Approximate John Ellipsoid inside symmetric polytopes

**Input:** A symmetric polytope given by $-1_m \leq Ax \leq 1_m$, where $A \in \mathbb{R}^{m \times n}$ has rank $n$.

**Result:** Approximate John Ellipsoid inside the polytope.

1. Initialize $w_i^{(1)} = \frac{n}{m}$ for $i = 1, \cdots, m$.
2. for $k = 1, \cdots, T - 1$, do
   3. for $i = 1, \cdots, m$ do
      // We can use sketch techniques to further speed up.
      4. $w_i^{(k+1)} = w_i^{(k)} \cdot a_i^\top (A^\top \text{diag}(w^{(k)}) A)^{-1} a_i$
   5. $w_i = \frac{1}{T} \sum_{k=1}^{T} w_i^{(k)}$ for $i = 1, \cdots, m$.
6. $W = \text{diag}(w)$. (i.e. $W$ is a diagonal matrix with the entries of $w$)
7. return $A^\top W A$

7.4 Main Algorithm

In this section, we present Algorithm 4 for approximating program (7.2) and analyze its performance.

Let $\sigma : \mathbb{R}^m \to \mathbb{R}^m$ be the function defined as $\sigma(v) = (\sigma_1(v), \sigma_2(v), \cdots, \sigma_m(v))$ where for $i \in [m]$,

$$\sigma_i(v) = a_i^\top \left( \sum_{j=1}^{m} v_j a_j a_j^\top \right)^{-1} a_i = a_i^\top (A^\top \text{diag}(v) A)^{-1} a_i. \quad (7.4)$$

Let $w^*$ be the optimal solution to program (7.2). By Lemma (7.3.1), $w^*$ satisfies $w_i^*(1 - \sigma_i(w^*)) = 0$, or equivalently

$$w_i^* = w_i^* \cdot \sigma_i(w^*) \quad (7.5)$$

Inspired by (7.5), we use the fixed point iteration $w_i^{(k+1)} = w_i^{(k)} \cdot \sigma_i(w^{(k)})$ for $k \in [T - 1]$ and $i \in [m]$. Observe that $w_i^{(k)}$ has very nice properties. Actually, by setting $B^{(k)} = \sqrt{\text{diag}(w^{(k)})} \cdot A$, we can rewrite $w_i^{(k)}$ as $(B_i^{(k)})^\top \left( (B_i^{(k)})^\top B_i^{(k)} \right)^{-1} B_i^{(k)}$, hence $w_i^{(k)}$ is actually
the leverage score of the \( i \)-th row of the matrix \( B^{(k)} \) \[^{[36]}\). From the well-known properties of leverage scores, we have

\textbf{Lemma 7.4.1} (Properties of leverage scores, e.g. see Section 3.3 of \[^{[36]}\)). For \( k \in [T] \) and \( i \in [m] \), we have \( 0 \leq w_i^{(k)} \leq 1 \). Moreover, \( \sum_{i=1}^{m} w_i^{(k)} = n \).

In order to show that Algorithm 4 provides a good approximation of the John Ellipsoid, in the sense of Definition 7.3.2, we need to argue that for the output \( w \) of Algorithm 4, \( \sigma_i(w) \leq 1 + \varepsilon \). Our main result is the following theorem.

\textbf{Theorem 7.4.2} (Main Result). Let \( w \) be the output of Algorithm 4 in line (5). For all \( \varepsilon \in (0, 1) \), when \( T = \frac{2}{\varepsilon} \log \frac{m}{n} \), we have for \( i \in [m] \),

\[ \sigma_i(w) \leq 1 + \varepsilon. \]

Moreover,

\[ \sum_{i=1}^{m} w_i = n. \]

Therefore, Algorithm 4 provides a \((1 + \varepsilon)\)-approximation to program (7.2).

We now analyze the running time of Algorithm 4.

\textbf{Theorem 7.4.3} (Performance of Algorithm 4). For all \( \varepsilon \in (0, 1) \), we can find a \((1 + \varepsilon)\)-approximation of John Ellipsoid inside a symmetric convex polytope in time \( \mathcal{O}(\varepsilon^{-1}mn^2 \log \frac{m}{n}) \).

\textbf{Proof}. The main loop is executed \( T = \mathcal{O}(\frac{1}{\varepsilon} \log \frac{m}{n}) \) times, and inside each loop, we can first use \( \mathcal{O}(mn) \) time to compute \( B^{(k)} := (W^{(k)})^{\frac{1}{2}} A \), then compute \( (B^{(k)})^{\top} B^{(k)} \) in \( \mathcal{O}(mn^2) \) time. To see why we introduce \( B^{(k)} \), observe that \( (B^{(k)})^{\top} B^{(k)} = A^{\top} W^{(k)} A \). Now we can compute the Cholesky decomposition of \( (B^{(k)})^{\top} B^{(k)} \) in time \( \mathcal{O}(n^3) \), and use the Cholesky decomposition to compute \( c_i := ((B^{(k)})^{\top} B^{(k)})^{-1} a_i = (A^{\top} W^{(k)} A)^{-1} a_i \) in time \( \mathcal{O}(n^2) \) for each \( i \in [m] \). Finally, we can compute \( w_i^{(k+1)} \) by computing \( w_i^{(k)} \cdot a_i^{\top} c_i \) in time \( \mathcal{O}(n) \). This is valid since \( w_i^{(k)} \cdot a_i^{\top} c_i = w_i^{(k)} \cdot a_i^{\top} (A^{\top} W^{(k)} A)^{-1} a_i = w_i^{(k)} \sigma_i(w^{(k)}). \) To summarize, in each iteration we use \( \mathcal{O}(mn^2 + n^3 + mn^2) = \mathcal{O}(mn^2) \) time, hence the overall running time is as stated. \( \square \)
Now we turn to proving Theorem 7.4.2. The proof of Theorem 7.4.2 relies on the following important observation.

**Lemma 7.4.4 (Convexity).** For \( i = 1, \cdots, m \), let \( \phi_i : \mathbb{R}^m \to \mathbb{R} \) be the function defined as

\[
\phi_i(v) = \log \sigma_i(v) = \log \left( a_i \left( \sum_{j=1}^m v_j a_j \right)^{-1} a_i \right).
\]

Then \( \phi_i \) is convex.

**Proof.** We first prove a strengthened result: for fixed \( a \in \mathbb{R}^n \), the function \( f : S_{++}^n \to \mathbb{R} \) defined as \( f(M) = \log(a^\top M^{-1}a) \) is convex. Here \( S_{++}^n \) is the set of all positive definite \( n \times n \) matrices. Notice that \( S_{++}^n \) is an open set, so we can differentiate \( f \).

We argue that it is sufficient to show for all \( M \in GL_n \) and all \( H \in \mathbb{R}^{n \times n} \), the second order directional derivative \( D^2 f(M)[H,H] \) is non-negative. This is because \( D^2 f(M)[H,H] = H^\top \nabla^2 f(M)H \). So if for all \( H \) we have \( H^\top \nabla^2 f(M)H \geq 0 \), then \( \nabla^2 f(M) \succeq 0 \), which is precisely the convexity condition.

Let us do some computation with Proposition 7.2.1

\[
Df(M)[H] = -\frac{a^\top M^{-1}HM^{-1}a}{a^\top M^{-1}a},
\]

and

\[
D^2 f(M)[H,H] = \frac{2a^\top M^{-1}HM^{-1}a \cdot a^\top M^{-1}a - (a^\top M^{-1}HM^{-1}a)^2}{(a^\top M^{-1}a)^2}.
\]

By Cauchy-Schwartz inequality, we have

\[
a^\top M^{-1}HM^{-1}a \cdot a^\top M^{-1}a = \|M^{-\frac{1}{2}}HM^{-\frac{1}{2}}a\|_2^2 \cdot \|M^{-\frac{1}{2}}a\|_2^2 \\
\geq (\langle M^{-\frac{1}{2}}HM^{-\frac{1}{2}}a, M^{-\frac{1}{2}}a \rangle)^2 \\
= (a^\top M^{-1}HM^{-1}a)^2.
\]

Hence \( D^2 f(M)[H,H] \geq \frac{a^\top M^{-1}HM^{-1}a \cdot a^\top M^{-1}a}{(a^\top M^{-1}a)^2} \geq 0 \) for all \( M \in GL_n \) and all \( H \in \mathbb{R}^{n \times n} \).
Now we are ready to work on $\phi_i$. For all $v, v'$ in the domain of $\phi_i$, let 
$M = \sum_{i=1}^m v_i a_i a_i^\top$ and $M' = \sum_{i=1}^m v'_i a_i a_i^\top$. Then for all $\lambda \in [0, 1]$,

$$
\phi_i(\lambda v + (1 - \lambda)v') = \log a_i^\top \left( \sum_{i=1}^m (\lambda v_i + (1 - \lambda)v_i') a_i a_i^\top \right)^{-1} a_i
$$

$$
= \log a_i^\top \left( \lambda \sum_{i=1}^m v_i a_i a_i^\top + (1 - \lambda) \sum_{i=1}^m v'_i a_i a_i^\top \right)^{-1} a_i
$$

$$
= f(\lambda M + (1 - \lambda)M')
\leq \lambda f(M) + (1 - \lambda) f(M') \quad \text{because } f \text{ is convex}
$$

$$
= \lambda \phi_i(v) + (1 - \lambda) \phi_i(v').
$$

So $\phi_i$ is also convex.

Now that $\phi_i$ is convex, we can apply Jensen’s inequality to get Lemma 7.4.5.

**Lemma 7.4.5 (Telescoping).** Fix $T$ as the number of times that the main loop is executed in Algorithm 4 Let $w$ be the output in line (5) of Algorithm 4 Then for $i \in [m],

$$
\phi_i(w) \leq \frac{1}{T} \log \frac{m}{n}
$$

**Proof.** Recall that $w = \frac{1}{T} \sum_{k=1}^T w^{(k)}$. By Lemma 7.4.4 $\phi_i$ is convex, and so

$$
\phi_i(w) = \phi_i \left( \frac{1}{T} \sum_{k=1}^T w^{(k)} \right)
$$

$$
\leq \frac{1}{T} \sum_{k=1}^T \phi_i(w^{(k)}) \quad \text{by Jensen’s inequality}
$$

$$
= \frac{1}{T} \sum_{k=1}^T \log \sigma_i(w^{(k)}) \quad \text{by definition of } \phi_i \text{ function}
$$

$$
= \frac{1}{T} \sum_{k=1}^T \log \frac{w_i^{(k+1)}}{w_i^{(k)}}
$$

$$
= \frac{1}{T} \log \frac{w_i^{(T+1)}}{w_i^{(1)}}
$$

$$
\leq \frac{1}{T} \log \frac{m}{n} \quad \text{by Lemma 7.4.1 and the initialization of } w^{(1)}
$$
Now we are ready to prove Theorem 7.4.2.

Proof of Theorem 7.4.2. Set \( T = \frac{2}{\epsilon} \log \frac{m}{n} \). By Lemma 7.4.5, we have for \( i \in [m] \),

\[
\log \sigma_i(w) = \phi_i(w) \leq \frac{1}{T} \log \frac{m}{n} = \frac{\epsilon}{2} \leq \log(1 + \epsilon)
\]

where the last step uses the fact that when \( 0 < \epsilon < 1 \), \( \frac{\epsilon}{2} \leq \log(1 + \epsilon) \). This gives us \( \sigma_i(w) \leq 1 + \epsilon \).

On the other hand, from Lemma 7.4.1 we have \( \sum_{i=1}^{m} w_i^{(k)} = n \). Hence

\[
\sum_{i=1}^{m} w_i = \sum_{i=1}^{m} \frac{1}{T} \sum_{k=1}^{T} w_i^{(k)} = n
\]

7.5 Faster Algorithm for Computing John Ellipsoid for Sparse Matrix

It is possible to further improve Algorithm 4 by applying sketching techniques from randomized linear algebra. In this section we present our accelerated algorithm, Algorithm 5 and analyze its performance. Recall that Algorithm 4 uses the iterating rule \( w \leftarrow w \cdot \sigma(w) \) where \( \sigma_i(w) = a_i^\top (A^\top \text{diag}(w) A)^{-1} a_i \). With our setting of \( B^{(k)} \), we have

\[
(B^{(k)})^\top B^{(k)} = A^\top \sqrt{W^{(k)}} \cdot \sqrt{W^{(k)}} A = A^\top W^{(k)} A.
\]

So \( \hat{w}_i^{(k+1)} = \| B^{(k)} ((B^{(k)})^\top B^{(k)})^{-1} (\sqrt{w_i^{(k)}} a_i) \|_2^2 = w_i \cdot \sigma_i(w) \) is just what we do in Algorithm 4. Hence from Lemma 7.4.1, we obtain the following properties about \( \hat{w}_i^{(k)} \).

Proposition 7.5.1 (Bound on \( \hat{w}^{(k)} \)). For completeness, define \( \hat{w}^{(1)} = w^{(1)} \). For \( k \in [T] \) and \( i \in [m] \), \( 0 \leq \hat{w}_i^{(k)} \leq 1 \). Moreover, \( \sum_{i=1}^{m} \hat{w}_i^{(k)} = n \).

However, \( B^{(k)} \) is an \( m \) by \( n \) matrix, so it is computationally expensive to compute \( \hat{w}_i^{(k+1)} \). The trick we use here, which was first introduced by Spielman and Srivastava [133], is to introduce a random Gaussian matrix \( S \) with \( s \) rows to speed up the computation. Of course, this will introduce extra error, however we can prove that the overall result has good concentration.
Algorithm 5: Faster Algorithm for approximating John Ellipsoid inside symmetric polytopes

**Input:** A symmetric polytope given by $-1_m \leq Ax \leq 1_m$, where $A \in \mathbb{R}^{m \times n}$

**Result:** Approximate John Ellipsoid inside the polytope

1. initialize $w_i^{(1)} = \frac{n}{m}$ for $i = 1, \ldots, m$.
2. for $k = 1, \ldots, T - 1$, do
   
   
3. \[ W^{(k)} = \text{diag}(w^{(k)}). \]
4. \[ B^{(k)} = \sqrt{W^{(k)}} A. \]
5. Let $S^{(k)} \in \mathbb{R}^{s \times m}$ be a random matrix where each entry is chosen i.i.d from $N(0, 1)$, i.e. the standard normal distribution.
6. for $i = 1, \ldots, m$ do
   
   // Ideally we want to compute
   // \[ \hat{w}_i^{(k+1)} = \|B^{(k)}((B^{(k)})^\top B^{(k)})^{-1}(\sqrt{w_i^{(k)}} a_i)\|_2^2. \]
   // But this is expensive, so we use sketching technique to speed up.
   
7. \[ w_i^{(k+1)} = \frac{1}{s} \cdot \|S^{(k)}B^{(k)}((B^{(k)})^\top B^{(k)})^{-1}(\sqrt{w_i^{(k)}} a_i)\|_2^2. \]
8. \[ w_i = \frac{1}{T} \sum_{k=1}^{T} w_i^{(k)} \text{ for } i = 1, \ldots, m. \]
9. \[ v_i = \frac{n}{\sum_{j=1}^{m} w_j} w_i \text{ for } i = 1, \ldots, m. \]
10. $V = \text{diag}(v)$.
11. return $A^\top VA$

7.5.1 Approximation Guarantee

Since Algorithm 5 is a randomized algorithm, we need to argue that for the output $v$ of Algorithm 5, $\sigma_i(v) \leq 1 + \epsilon$ with high probability. Our main result in this section is

Theorem 7.5.2 (Main result). Let $w$ be the output in line 8 of Algorithm 5. For all $\epsilon, \delta \in (0, 1)$,
when \( T = \frac{10}{\varepsilon} \log \frac{m}{\delta} \) and \( s = \frac{80}{\varepsilon} \), we have

\[
\Pr[\forall i \in [m], \sigma_i(w) \leq 1 + \varepsilon] \geq 1 - \delta.
\]

Moreover, before rescaling at the end,

\[
\Pr \left[ \sum_{i=1}^{m} w_i \leq (1 + \varepsilon)n \right] \geq 1 - \delta.
\]

By scaling \( w \) so that \( \sum_{i=1}^{m} w_i = n \), we have

**Theorem 7.5.3** (Approximation guarantee). For all \( \varepsilon, \delta \in (0, 1) \), When \( T = O(\frac{1}{\varepsilon} \log \frac{m}{\delta}) \) and \( s = O(\frac{1}{\varepsilon}) \), Algorithm 5 provides a \((1 + \varepsilon)^2\)-approximation to program (7.2) with probability at least \( 1 - 2\delta \).

**Proof.** On line (9) of Algorithm 5 we set \( v = \sum_{i=1}^{m} w_i \), hence

\[
\sum_{i=1}^{m} v_i = n.
\]

From Theorem 7.5.2 with probability at least \( 1 - 2\delta \), \( \forall i \in [m], \sigma_i(w) \leq 1 + \varepsilon \), and \( \sum_{i=1}^{m} w_i \leq (1 + \varepsilon)n \). Therefore for all \( i \in [m] \),

\[
\sigma_i(v) = a_i^\top (A^\top \text{diag}(v)A)^{-1} a_i
\]

\[
= a_i^\top \left( \frac{n}{\sum_{i=1}^{m} w_i} \cdot A^\top \text{diag}(w)A \right)^{-1} a_i
\]

\[
= \frac{\sum_{i=1}^{m} w_i}{n} \sigma_i(w)
\]

\[
\leq (1 + \varepsilon)^2.
\]

From now on we focus on proving Theorem 7.5.2. Recall that \( \phi_i(w) = \log \sigma_i(w) \) for \( i \in [m] \). Similar to Lemma 7.4.5, we can prove the following lemma with the convexity of \( \phi_i \).

**Lemma 7.5.4** (Telescoping). Fix \( T \) as the number of main loops executed in Algorithm 5. Let \( w \) be the output at line (8) of Algorithm 5. Then for \( i \in [m] \),

\[
\phi_i(w) \leq \frac{1}{T} \log \frac{m}{n} + \frac{1}{T} \sum_{k=1}^{T} \log \frac{\tilde{w}_i^{(k)}}{w_i^{(k)}}.
\]
Proof. Recall that \( w = \frac{1}{T} \sum_{k=1}^{T} w^{(k)} \). By Lemma 7.4.4, \( \phi_i \) is convex, so we can apply Jensen’s inequality to obtain

\[
\phi_i(w) \leq \frac{1}{T} \sum_{k=1}^{T} \phi_i(w^{(k)}) \quad \text{Jensen’s inequality}
\]

\[
= \frac{1}{T} \sum_{k=1}^{T} \log \sigma_i(w^{(k)})
\]

by definition of \( \phi_i \) function

\[
= \frac{1}{T} \sum_{k=1}^{T} \log \frac{\hat{w}_i^{(k+1)}}{\hat{w}_i^{(k)}} \quad \text{by definition of } \hat{w}_i^{(k+1)} = \hat{w}_i^{(k)} \sigma_i(w^{(k)})
\]

\[
= \frac{1}{T} \left( \sum_{k=1}^{T} \log \frac{\hat{w}_i^{(k+1)}}{\hat{w}_i^{(k)}} + \sum_{k=1}^{T} \log \frac{\hat{w}_i^{(k)}}{w_i^{(k)}} \right)
\]

\[
= \frac{1}{T} \log \frac{\hat{w}_i^{(T+1)}}{\hat{w}_i^{(1)}} + \frac{1}{T} \sum_{k=1}^{T} \log \frac{\hat{w}_i^{(k)}}{w_i^{(k)}}
\]

\[
\leq \frac{1}{T} \log \frac{m}{n} + \frac{1}{T} \sum_{k=1}^{T} \log \frac{\hat{w}_i^{(k)}}{w_i^{(k)}} \quad \text{by Proposition 7.5.1 and the initialization of } w^{(1)}
\]

\[\square\]

From Lemma 7.5.4 we can bound the expectation of \( \phi_i \) directly.

**Lemma 7.5.5** (Expectation of \( \log \sigma_i \)). If \( s \) is even, then

\[
E[\phi_i(w)] = E \left[ \log a_i^T \left( \sum_j w_j a_j a_j^T \right)^{-1} a_i \right] \leq \frac{1}{T} \log \frac{m}{n} + \frac{2}{s}
\]

where the randomness is taken over the sketching matrices \( \{S^{(k)}\}_{k=1}^{T-1} \).

**Proof.** Recall the update rule

\[
w_i^{(k+1)} = \frac{1}{s} \cdot \|S^{(k)} B^{(k)} ((B^{(k)})^T B^{(k)})^{-1} (\sqrt{w_i^{(k-1)}} a_i) \|_2^2
\]

Let \( y_i^{(k)} = B^{(k-1)} ((B^{(k-1)})^T B^{(k-1)})^{-1} (\sqrt{w_i^{(k-1)}} a_i) \) be a vector of size \( m \). Then \( \hat{w}_i^{(k)} = \|y_i^{(k)}\|_2^2 \) and \( \hat{w}_i^{(k)} = \frac{1}{s} \|S^{(k)} y_i^{(k)}\|_2^2 \), where each entry of \( S^{(k)} \) is chosen i.i.d from \( N(0, 1) \).
Fix $y^{(k)}_i$. Let us consider the distribution of $w^{(k)}_i$. We first consider 1 coordinate of $S^{(k)}y^{(k)}_i$, which is $(S^{(k)}y^{(k)}_i)_j = \sum_{j=1}^m S^{(k)}_{ji}(y^{(k)}_i)_j$. Since each $S^{(k)}_{ji}$ is chosen from $N(0, 1)$, $S^{(k)}_{ji}(y^{(k)}_i)_j$ follows the distribution $N(0, (y^{(k)}_i)_j^2)$, and $(S^{(k)}y^{(k)}_i)_j$ follows the distribution $N(0, \sum_{j=1}^m (y^{(k)}_i)_j^2) = N(0, \|y^{(k)}_i\|_2^2) = \|y^{(k)}_i\|_2 \cdot N(0, 1)$. Hence $w^{(k)}_i$ follows the distribution of $\frac{1}{s}\|y^{(k)}_i\|_2^2 \cdot \chi^2(s)$ where $\chi^2(s)$ is the $\chi^2$-distribution with $s$ degree of freedom.

Hence if we only consider the randomness of matrix $S^{(k)}$, then we have

$$E \left[ \log \frac{\hat{w}^{(k)}_i}{w^{(k)}_i} \right] = E_{z \sim \chi^2(s)} \left[ \log \frac{\|y^{(k)}_i\|_2}{s \|y^{(k)}_i\|_2 \cdot z} \right],$$

Hence by the probability density function of the $\chi^2$-distribution, assuming $s$ is even, we have that

$$E_{z \sim \chi^2(s)} [\log z] = \int_0^\infty \frac{1}{2^s/2\Gamma(s/2)} x^{s/2-1} e^{-x/2} \log x dx = \sum_{i=1}^{s/2-1} \frac{1}{i} - \gamma + \log 2.$$

The last equation use 4.352-2 of the 5th edition of [62], and $\gamma$ is the Euler constant. Hence

$$E_{z \sim \chi^2(s)} [\log \frac{s}{z}] = \log s - \left( \sum_{i=1}^{s/2-1} \frac{1}{i} - \gamma + \log 2 \right) \leq \log s - (\log \frac{s}{2} + \gamma - \gamma + \log 2 - \frac{2}{s}) = \frac{2}{s}.$$

by the fact that $\sum_{i=1}^{k} \frac{1}{i} \geq \log k + \gamma$.

Therefore we have that

$$E[\phi_i(w)] \leq \frac{1}{\Gamma} \log \frac{m}{n} + \frac{2}{s}.$$

Since $\phi_i(w) = \log \sigma_i(w)$, Lemma 7.5.5 already provides some concentration results on $\sigma_i(w)$. We can also prove stronger type of concentration by bounding the moments of $\sigma_i(w)$ directly.

**Lemma 7.5.6 (Moments of $\sigma_i$).** For $\alpha > 0$, if $\frac{s}{2} > \frac{\alpha}{T}$, then

$$E[\sigma_i(w)^\alpha] = E \left[ (a_i^\top (\sum_j w_j a_j a_j^\top)^{-1} a_i)^\alpha \right] \leq \left( \frac{m}{n} \right)^\frac{\alpha}{2} \cdot (1 + \frac{2\alpha}{sT - 2\alpha})^T.$$
Proof. By Lemma 7.5.4, we have

\[ \sigma_i(w)^{\alpha} \leq \left( \frac{m}{n} \right)^{\frac{\alpha}{T}} \cdot \prod_{k=1}^{T} \left( \frac{\hat{w}(k)}{w(k)} \right)^{\frac{\alpha}{T}}. \]

Fix \( k \) and \( \hat{w}(k) \). Similar to the proof of Lemma 7.5.5, for the moment let us only consider the randomness of \( S(k) \), then we have

\[ \mathbb{E}_{S(k)} \left[ \left( \frac{\hat{w}(k)}{w(k)} \right)^{\frac{\alpha}{T}} \right] = \mathbb{E}_{z \sim \chi^2(s)} \left[ \left( \frac{s}{z} \right)^{\frac{\alpha}{T}} \right]. \]

Hence we have

\[
\begin{align*}
\mathbb{E}_{S(k)} \left[ \left( \frac{\hat{w}(k)}{w(k)} \right)^{\frac{\alpha}{T}} \right] &= \int_0^\infty \left( \frac{s}{x} \right)^{\frac{\alpha}{T}} \cdot \frac{1}{2^{s/2} \Gamma(s/2)} x^{s/2 - 1} e^{-x/2} dx \\
&= \frac{s^{\frac{\alpha}{T}}}{2^{s/2} \Gamma(s/2)} \int_0^\infty x^{\frac{s}{2} - \frac{\alpha}{T} - 1} e^{-x/2} dx \\
&= \frac{s^{\frac{\alpha}{T}}}{2^{s/2} \Gamma(s/2)} \cdot \frac{\Gamma(s/2 - \alpha/T)}{(1/2)^{s/2 - \alpha/T}} \\
&= (s/2)^{\frac{\alpha}{T}} \cdot \frac{\Gamma(s/2 - \alpha/T)}{s/2}.
\end{align*}
\]

where the third line uses 3.381-4 in [62] and the condition that \( \frac{s}{2} > \frac{\alpha}{T} \).

By Lemma 7.2.2,

\[ \frac{\Gamma \left( \frac{s}{2} \right)}{\Gamma \left( \frac{s}{2} - \frac{\alpha}{T} \right)} \geq \left( \frac{s - \alpha/T}{s/2} \right)^{1 - \frac{\alpha}{T}}, \]

which gives us

\[ \mathbb{E}_{S(k)} \left[ \left( \frac{\hat{w}(k)}{w(k)} \right)^{\frac{\alpha}{T}} \right] \leq \left( \frac{s}{2} \right)^{\frac{\alpha}{T}} \cdot \left( \frac{s - \alpha/T}{s/2} \right)^{1 - \frac{\alpha}{T}} = \frac{s}{2}^{\frac{s}{2} - \frac{\alpha}{T}}. \]

Because each \( S(k) \) matrix is independent to each other, we have

\[ \mathbb{E}[\sigma_i(w)^{\alpha}] \leq \left( \frac{m}{n} \right)^{\frac{\alpha}{T}} \cdot \left( \frac{s}{2} - \frac{\alpha}{T} \right)^{T} = \left( \frac{m}{n} \right)^{\frac{\alpha}{T}} \cdot (1 + \frac{2\alpha}{sT - 2\alpha})^{T}. \]

Now we are ready to prove Theorem 7.5.2.
Proof of Theorem 7.5.2. Set $\alpha = \frac{3}{\varepsilon} \log \frac{m}{\delta}$. We can verify that

$$\alpha \geq \log \left( \frac{m}{\delta} \right) \cdot \frac{1 + \varepsilon}{1 + \varepsilon/4}. \quad (7.6)$$

Notice that in this setting, we have $sT \geq 4\alpha$. Therefore, for $i \in [m]$, by Markov’s inequality, we have

$$\Pr[\sigma_i(w) \geq 1 + \varepsilon] = \Pr[\sigma_i(w)^\alpha \geq (1 + \varepsilon)^\alpha]$$

$$\leq \frac{\mathbb{E}[\sigma_i(w)^\alpha]}{(1 + \varepsilon)^\alpha}$$

$$\leq \frac{(\frac{m}{n})^\alpha \cdot (1 + \frac{2\alpha}{sT - 2\alpha})^T}{(1 + \varepsilon)^\alpha} \quad \text{by Lemma 7.5.6}$$

$$\leq \frac{(\frac{m}{n})^\alpha \cdot (1 + \frac{2\alpha}{sT/2})^T}{(1 + \varepsilon)^\alpha} \quad \text{because } sT \geq 4\alpha$$

$$\leq \frac{(\frac{m}{n})^\alpha e^{\frac{4\alpha}{1 + \varepsilon}}}{(1 + \varepsilon)^\alpha}$$

Here we use $1 + x \leq e^x$.

With our choice of $s, T$, we can check that for sufficiently large $m, n$,

$$\left(\frac{m}{n}\right)^\frac{1}{T} = \left(\frac{m}{n}\right)^{\frac{\varepsilon/10}{\log(m/\delta)}} \leq 1 + \varepsilon / 10,$$

and

$$e^{\frac{4\alpha}{1 + \varepsilon}} = e^{\frac{\varepsilon}{2n}} \leq 1 + \varepsilon / 10.$$

Hence

$$\Pr[\sigma_i(w) \geq 1 + \varepsilon] \leq \left(\frac{(1 + \varepsilon/10)^2}{1 + \varepsilon}\right)^\alpha \leq \left(\frac{1 + \varepsilon/4}{1 + \varepsilon}\right)^\alpha.$$

Then by (7.6), we have

$$\Pr[\sigma_i(w) \geq 1 + \varepsilon] \leq \frac{\delta}{m}.$$

By a union bound, we have that

$$\Pr[\exists i \in [m], \sigma_i(w) \geq 1 + \varepsilon] \leq \delta.$$
Then let us prove the second part in Theorem 7.5.2. Fix $k$. Recall that $B^{(k)} = \sqrt{W^{(k)}} A$. Let $D^{(k)} = B^{(k)} ((B^{(k)})^\top B^{(k)})^{-1} (B^{(k)})^\top$, then we can check that $D^{(k)}$ is an orthogonal projection matrix, because

$$(D^{(k)})^2 = (B^{(k)} ((B^{(k)})^\top B^{(k)})^{-1} (B^{(k)})^\top) \cdot (B^{(k)} ((B^{(k)})^\top B^{(k)})^{-1} (B^{(k)})^\top) = D^{(k)}.$$  

Since $\text{rank}(D^{(k)}) = n$, we can diagonalize $D^{(k)}$ as $D^{(k)} = \Lambda^{-1} E_n \Lambda$ where $\Lambda$ is an $m \times m$ orthogonal matrix, and $E_n \in \mathbb{R}^{n \times m}$ is a diagonal matrix where the first $n$ diagonal entries are 1 and all the other entries are 0. So we can rewrite the update rule as

$$w_{i}^{(k+1)} = \frac{1}{s} \cdot \|S^{(k)} B^{(k)} ((B^{(k)})^\top B^{(k)})^{-1} (\sqrt{w_{i}^{(k)}} a_i)\|_2$$

$$= \frac{1}{s} \cdot \left((S^{(k)} D^{(k)})^\top (S^{(k)} D^{(k)})\right)_{ii}.$$ 

Therefore

$$\sum_{i=1}^{m} w_{i}^{(k+1)} = \frac{1}{s} \cdot \sum_{i=1}^{m} \left((S^{(k)} D^{(k)})^\top (S^{(k)} D^{(k)})\right)_{ii} = \frac{1}{s} \cdot \text{Tr} \left[(S^{(k)} D^{(k)})^\top (S^{(k)} D^{(k)})\right] = \frac{1}{s} \cdot \text{Tr} \left[(D^{(k)})^\top (S^{(k)} D^{(k)})\right] = \frac{1}{s} \cdot \text{Tr} \left[(S^{(k)})^\top (D^{(k)})^2\right] = \frac{1}{s} \cdot \text{Tr} \left[(S^{(k)})^\top \Lambda^{-1} E_n \Lambda (S^{(k)})^\top\right].$$

$D^{(k)}$ is symmetric

$$= \frac{1}{s} \cdot \text{Tr} \left[(S^{(k)})^\top \Lambda^{-1} E_n \Lambda (S^{(k)})^\top\right].$$

diagonalization of $D^{(k)}$

Let $\hat{S}^{(k)} = S^{(k)} \Lambda^{-1}$. Here $\Lambda$ is a function of $A, S^{(1)}, \cdots, S^{(k-1)}$, but $\Lambda$ does not depend on $S^{(k)}$. Notice that the Gaussian distribution is invariant under orthogonal transform, and $S^{(k)}$ is independent to previous $S$ matrices. We conclude that $\hat{S}^{(k)}$ also has i.i.d entries that follows the distribution $N(0, 1)$, and $\hat{S}^{(k)}$ is independent to previous randomness.

So we have

$$\sum_{i=1}^{m} w_{i}^{(k+1)} = \frac{1}{s} \cdot \text{Tr} [\hat{S}^{(k)} E_n (\hat{S}^{(k)})^\top] = \frac{1}{s} \sum_{p=1}^{s} \sum_{q=1}^{n} (\hat{S}^{(k)})_{pq}^2.$$
Namely, the distribution of $\sum_{i=1}^{m} w_i^{(k+1)}$ is $\frac{1}{s} \chi^2(ns)$. Because for different $k$, the random choices are independent, we have $\sum_{i=1}^{m} w_i = \frac{1}{T} (\sum_{k=1}^{T} \sum_{i=1}^{m} w_i^{(k)})$ follows the distribution $\frac{1}{sT} \chi^2(nsT)$. So we can set $t = \frac{1}{16} \epsilon^2 \cdot nsT = \Theta(n \log m)$ in Lemma 7.2.4 to see that for sufficiently large $m, n$,

$$
\Pr \left[ \sum_{i=1}^{m} w_i^{(k+1)} \geq (1 + \epsilon)n \right] = \Pr_{z \sim \frac{1}{sT} \chi^2(nsT)} [z \geq (1 + \epsilon)n] \\
\quad = \Pr_{z \sim \chi^2(nsT)} [z \geq (1 + \epsilon)nsT] \quad \text{set } z = \sum_{i=1}^{m} w_i^{(k+1)} \\
\quad = \Pr_{z \sim \chi^2(nsT)} [z - nsT \geq \epsilon \cdot nsT] \quad \text{rescale } z \\
\quad \leq \Pr_{z \sim \chi^2(nsT)} [z - nsT \geq 2t + 2\sqrt{nsT \cdot t}] \\
\quad \leq e^{-t} \leq \delta. \quad \text{by Lemma 7.2.4}
$$

7.5.2 Runtime analysis

We now analyze the running time of Algorithm 5. The main loop is executed $T$ times, and inside each loop, we can first use $O(s \cdot \text{nnz}(B^{(k)}))$ time to compute $S^{(k)}B^{(k)}$, then solve $s$ linear systems to compute $F^{(k)} := S^{(k)}B^{(k)}((B^{(k)})^{\top}B^{(k)})^{-1}$. Finally we can compute all of $\|F^{(k)} \cdot (w_i^{(k)})^{1/2} \cdot a_i\|_2^2$ in $O(s \cdot \text{nnz}(A))$ time by first computing matrix $S^{(k)} \cdot \sqrt{W^{(k)}} \cdot A^{\top}$. Recall that $B^{(k)} = \sqrt{W^{(k)}}A$, so $\text{nnz}(B^{(k)}) \leq \text{nnz}(A)$. Notice that it takes at least $\text{nnz}(A)$ time to solve the linear system $A^{\top}W^{(x)}Ax = b$. Together with Theorem 7.5.3, this gives us

**Theorem 7.5.7.** For all $\epsilon, \delta \in (0, 1)$, we can find a $(1 + \epsilon)$-approximation of the John Ellipsoid inside a symmetric polytope within $O\left(\frac{1}{\epsilon} \log \frac{n}{\delta}\right)$ iterations with probability at least $1 - \delta$. Moreover, each iteration involves solving $O\left(\frac{1}{\epsilon}\right)$ linear systems of the form $A^{\top}WAx = b$ for some diagonal matrix $W$. 

<table>
<thead>
<tr>
<th></th>
<th>FixedPoint</th>
<th>Todd</th>
<th>ABPGLS</th>
<th>Zhang</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Its</td>
<td>Time(s)</td>
<td>Its</td>
<td>Time(s)</td>
</tr>
<tr>
<td>Scaled Boxes</td>
<td>3</td>
<td>0.0069</td>
<td>1</td>
<td>0.028</td>
</tr>
<tr>
<td>random Gaussian</td>
<td>6</td>
<td>0.022</td>
<td>4.7e+02</td>
<td>0.12</td>
</tr>
<tr>
<td>Tangent to ellipsoid</td>
<td>3</td>
<td>0.011</td>
<td>5.8e+02</td>
<td>0.15</td>
</tr>
<tr>
<td>Scaled balls</td>
<td>4</td>
<td>0.025</td>
<td>5.9e+02</td>
<td>0.2</td>
</tr>
<tr>
<td>Two ellipsoids</td>
<td>15</td>
<td>0.088</td>
<td>5.8e+02</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Table 7.1: Number of iterations and total time for each algorithm on the set of examples. Each tested polytope is in dimension 1000 and each algorithm was run until \( \varepsilon < 0.10 \).

<table>
<thead>
<tr>
<th></th>
<th>FixedPoint</th>
<th>Todd</th>
<th>ABPGLS</th>
<th>Zhang</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Its</td>
<td>Time(s)</td>
<td>Its</td>
<td>Time(s)</td>
</tr>
<tr>
<td>Scaled Boxes</td>
<td>3</td>
<td>0.0053</td>
<td>1</td>
<td>3.8</td>
</tr>
<tr>
<td>Random Gaussian</td>
<td>1</td>
<td>0.054</td>
<td>5e+02</td>
<td>8.1</td>
</tr>
<tr>
<td>Tangent to ellipsoid</td>
<td>1</td>
<td>0.26</td>
<td>8e+03</td>
<td>94</td>
</tr>
<tr>
<td>Scaled balls</td>
<td>3</td>
<td>0.27</td>
<td>7.5e+02</td>
<td>11</td>
</tr>
<tr>
<td>Two ellipsoids</td>
<td>10</td>
<td>6.4</td>
<td>7.8e+03</td>
<td>1.2e+02</td>
</tr>
</tbody>
</table>

\(^a\)If an entry has “Inf”, this means the program did not terminate with 30 minutes of computational time.

\(^b\)We run all the algorithms as provided, hence we suspect their algorithms can be better by parameter tuning and/or preprocessing.

### 7.6 Experimental Performance

In this section, we do a brief comparison of our algorithm to existing algorithms/tools for the maximum volume ellipsoid problem (or equivalently, algorithms for optimal D-design). The experimental results show that our algorithm performs favorably in the varied instances to the three tested packages, which we denote as “Todd” [141],
Table 7.2: Number of iterations and total time for each algorithm on the set of examples. Each tested polytope is in dimension 1000 and each algorithm was run until $\varepsilon < 0.001$.  

<table>
<thead>
<tr>
<th></th>
<th>FixedPoint</th>
<th>Todd</th>
<th>ABPGLS</th>
<th>Zhang</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Its</td>
<td>Time(s)</td>
<td>Its</td>
<td>Time(s)</td>
</tr>
<tr>
<td>Scaled Boxes</td>
<td>6</td>
<td>0.0045</td>
<td>1</td>
<td>3.2</td>
</tr>
<tr>
<td>Random Gaussian</td>
<td>5</td>
<td>0.25</td>
<td>2e+03</td>
<td>19</td>
</tr>
<tr>
<td>Tangent to ellipsoid</td>
<td>34</td>
<td>9.4</td>
<td>1.9e+04</td>
<td>2.2e+02</td>
</tr>
<tr>
<td>Scaled balls</td>
<td>1.2e+02</td>
<td>9.7</td>
<td>3.8e+03</td>
<td>37</td>
</tr>
<tr>
<td>Two ellipsoids</td>
<td>2.3e+02</td>
<td>1.3e+02</td>
<td>3.2e+04</td>
<td>4.7e+02</td>
</tr>
</tbody>
</table>

Table 7.3: Number of iterations and total time for each algorithm on various netlib examples. If a row has multiple instances, the reported iteration counts and times are reported as mean/median of the instances. maros_r7 has $m = 9408, n = 3136$, osa_07 has $m = 25067, n = 1118$, qap12 has $m = 8856, n = 2794$. Each algorithm was run until $\varepsilon < 0.10$.  

<table>
<thead>
<tr>
<th></th>
<th>FixedPoint</th>
<th>Todd</th>
<th>ABPGLS</th>
<th>Zhang</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Its</td>
<td>Time(s)</td>
<td>Its</td>
<td>Time(s)</td>
</tr>
<tr>
<td>Netlib small</td>
<td>7.1/6.5</td>
<td>0.12/0.02</td>
<td>230/58</td>
<td>4.8/0.31</td>
</tr>
<tr>
<td>maros_r7</td>
<td>3</td>
<td>11.1</td>
<td>1</td>
<td>137</td>
</tr>
<tr>
<td>osa_07</td>
<td>12</td>
<td>2.6</td>
<td>2404</td>
<td>67</td>
</tr>
<tr>
<td>qap12</td>
<td>8</td>
<td>38.5</td>
<td>7751</td>
<td>570</td>
</tr>
</tbody>
</table>

“APBGLS” [65], and “Zhang” [155]. We denote our algorithm as “FixedPoint”, and it is available for reference in Appendix B. The theoretical gains of the algorithm appear to transfer to an improved practical algorithm. We test 7 types of instances:

1. **Scaled Boxes**: Two hypercubes of different side lengths. We tested $[-5,5]^n \cap$
$[-10,10]^n$.

2. **Random Gaussian**: $A \in \mathbb{R}^{m \times n}$, and each entry of $A$ is an iid standard Gaussian. We set $m = 3n/2$.

3. **Tangent to ellipsoid**: $A \in \mathbb{R}^{m \times n}$, and each facet of $A$ is tangent to a random ellipsoid (defined by an $n \times n$ Gaussian matrix). We set $m = 10n$.

4. **Scaled balls**: $A \in \mathbb{R}^{m \times n}$. Balls of radius $r_1, r_2$ each having $m/2$ facets tangent to the ball, where each facet is chosen according to the uniform measure from the respective sphere. We set $m = 3n, r_1 = \sqrt{n}/2$, and $r_2 = \sqrt{n}/2 + 10$.

5. **Two ellipsoids**: $A$ consists of two independent realizations of the class **Tangent to ellipsoid**. We set $m = 20n$.

6. **Netlib small**: As a form of “real-world” and sparse examples, we consider a subset of Netlib polytopes. In this class, we consider those instances that (i) have a full-dimensional dual that only contains inequality constraints and (ii) have $m + n < 10^4$. We symmetrize the polytope with respect to the analytic center in the dual space. 39 of the 109 models in the dataset satisfy these conditions.

7. **Netlib large**: We consider those Netlib polytopes that satisfy the same conditions as **Netlib small**, but have $m + n \in [10^4, 5 \cdot 10^4]$. 5 Netlib polytopes satisfy these conditions.

\[\text{However, the reported results in Table 7.3 are only on 35 of these 39 models. For two of the instances, our algorithm fails due to numerical issues in the Cholesky factorization; this could likely be fixed by padding the matrix $B' \cdot B$ with a small multiple of the identity matrix, but we ignored this issue for cleanliness of the code. Two other instances take too long for the other implementations. Thus, all 4 sets of results for **Netlib small** were run on the same 35 models.}\]

\[\text{However, similar to the **Netlib small** case, two of the cases fail our method due to numerical issues with the Cholesky factorization.}\]
Chapter 8

EXPERIMENTAL DESIGN WITH CONSTRAINTS

8.1 Introduction

In this chapter, we study how extra knowledge can help with the linear bandits problem. Consider the best arm identification problem, where we have a \( d \) dimensional vector \( \theta \), and we want to know which coordinate is the largest. We are allowed to query one coordinate at one time. If \( \theta \) can be arbitrary, then an information theory lower bound suggests that we need to at least make \( d \) queries. However, the sample complexity can drop drastically if prior constraints on \( \theta \) are given. For example, if we know \( \theta \) is the evaluation of some one-dimensional convex function over \( d \) equally distributed values, then we can use binary search to reduce the sample complexity to \( O(\log d) \) queries.

We define the problem setup in Section 8.2, and review an existing algorithm on the unconstrained problem in Section 8.3. In Section 8.4, we present our main contribution, a novel algorithm that takes advantage of the constraint set. We also analyze the regret and the sample complexity of this algorithm. Our result heavily depends on the geometry of the constraint set, hence in Section 8.5 we examine the data-specific parameters for some common convex sets.

8.2 Problem Setup and Background

We study the pure exploration for linear bandit problem, which is defined as follows. Let \( \mathcal{X} := (x_1, \ldots, x_n) \subset \mathbb{R}^d \) be a finite collection of \( n \) vectors in \( \mathbb{R}^d \). Let \( K \subset \mathbb{R}^d \) be a convex set, and \( \theta_* \in K \). Consider the following game between a player and a stochastic “nature” where \( \mathcal{X}, K \) are known to the player, but \( \theta_* \) is unknown to the player. At each time \( t \in \mathbb{N} \), the player selects an \( x_t \in \mathcal{X} \), and nature then reveals \( y_t = \langle x_t, \theta_* \rangle + \eta_t \) where \( \eta_t \sim \mathcal{N}(0, 1) \).
At the end of each round the player optionally decides to terminate and outputs some $\hat{x} \in \mathcal{X}$.

**Definition 8.2.1.** For any $\delta \in (0, 1)$, we say an algorithm (player) is $\delta$-PAC for $(\mathcal{X}, K)$ if for any $\theta^* = \theta \in K$ we have that $P(\hat{x} = \arg\max_{x \in \mathcal{X}} \langle x, \theta \rangle) \geq 1 - \delta$.

The sample complexity of the algorithm is the number of samples that the algorithm has seen when it terminates. The best arm identification problem seeks an algorithm that is $\delta$-PAC and terminates as soon as possible.

As an online learning problem, we can also talk about the regret of the player. Let $x_* = \arg\max_{x \in \mathcal{X}} \langle x, \theta^* \rangle$. Assume that the algorithm runs for $T$ rounds and selects $x_1, \ldots, x_T$. Then the regret of the algorithm is measured as $\sum_{k=1}^{T} \langle x_* - x_k, \theta^* \rangle$.

When $K = \mathbb{R}^d$, the linear bandits problem has been extensively studied and nearly optimal algorithms are known \[125, 138, 154, 54, 43, 140\]. Soare et al. \[125\] first related the linear bandits problem to G-optimal design, and obtained a complexity upper bound of $O(d^2 + \frac{d}{\Delta_{\min}} \log n)$, where $\Delta_{\min} = \min_{x' \in \mathcal{X}, x' \neq x_*} \langle x_* - x', \theta^* \rangle$. The $d^2$ term in the upper bound was later improved by Tao et al. \[138\], and in a recent work of Fiez et al. \[54\], a sample complexity that is up to logarithm factors of the information theoretical lower bound was obtained. Soare \[124\] gave the first analysis on the lower bound of sample complexity, and Degenne et al. \[43\] developed an algorithm whose sample complexity in the asymptotic regime matches the constant of the lower bound.

As for the regret, based on the Upper Confidence Bound (UCB) method, an upper bound of $O(d \sqrt{T \log T})$ regret is known \[90\]. Using G-optimal design with elimination, it is also known to achieve a regret bound of $O(\sqrt{dT \log n})$. The first bound is independent on $n = |\mathcal{X}|$, while the second bound is better when $n < 2^d$.

The linear bandits problem relies on properties of unconstrained least squares, or linear regression. A related, comparatively harder problem is the *shape restricted regression*, where the learner wants to recover an unknown function from noisy observations. This problem becomes non-trivial when the learner knows some structural information on the
unknown function beforehand. In our setting, this is equivalent to the constraint set $K$ being the evaluations of all functions with desired property, $\theta_*$ being the evaluation of the unknown function, and $\mathcal{X}$ being the canonical basis. This problem has been studied for unimodal functions [26], isotonic functions and convex functions [14].

However, to the best of our knowledge very little is known in the general constrained case, that is, an arbitrary convex set $K$. Our result is the first to involve the geometry of the constraints in its analysis. Our main contribution is that we design a novel algorithm that takes advantage of the geometry of $K$, and we analyze the regret as well as the sample complexity of our algorithm.

### 8.3 Unconstrained Case

In this section, we review an almost optimal algorithm in the unconstrained case $K = \mathbb{R}^d$ based on optimal experimental design proposed by Fiex, Jain, Jamieson and Ratlif [54], which greatly inspires this work. Here we present the high level idea of their algorithm, Randomized Adaptive Gap Elimination (RAGE). Assume that we have $T$ samples $(x_1, y_1), \cdots, (x_T, y_T)$. We know that $y = X\theta_* + \eta$, where $y = (y_1, \cdots, y_T) \in \mathbb{R}^T$, $\eta = (\eta_1, \cdots, \eta_T) \sim \mathcal{N}(0, I_T)$, and $X = \begin{pmatrix} x_1^\top \\ x_2^\top \\ \vdots \\ x_T^\top \end{pmatrix} \in \mathbb{R}^{T \times d}$. The maximum likelihood estimator $\hat{\theta}$ is then computed as

$$\hat{\theta} = (X^\top X)^{-1} X^\top y = \theta_* + (X^\top X)^{-1} X^\top \eta.$$ 

Hence, $\hat{\theta}$ is distributed as $\mathcal{N}(\theta_*, (X^\top X)^{-1})$.

The strategy of RAGE is to use $\hat{\theta}$ to eliminate $x' \in \mathcal{X}$ as candidates for $x_*$. Indeed, if we find some other $z \in \mathcal{X}$ so that $\langle x, \hat{\theta} \rangle > \langle x', \hat{\theta} \rangle$, then $x'$ is probably not the optimal $x_*$ if $\hat{\theta}$ well approximates $\theta_*$. How confident can we be of this? We have the following
computation:
\[
\langle x, \theta_* \rangle - \langle x', \theta_* \rangle = \langle x, \hat{\theta} \rangle - \langle x', \hat{\theta} \rangle + \langle x - x', \theta_* - \hat{\theta} \rangle,
\]
and
\[
\langle x - x', \theta_* - \hat{\theta} \rangle \geq -\|x - x'\|_{(X^\top X)^{-1}} \cdot \|\theta_* - \hat{\theta}\|_{(X^\top X)} \\
= -\|x - x'\|_{(X^\top X)^{-1}} \cdot \|\bar{\xi}\|_2.
\]

Here $\bar{\xi} \in \mathbb{R}^d$, and the last step uses the fact when $\bar{\xi} \sim \mathcal{N}(0, I_d)$ and $\eta \sim \mathcal{N}(0, I_T)$, $(X^\top X)^{-\frac{1}{2}} \bar{\xi}$ and $(X^\top X)^{-1} X^\top \eta$ are identically distributed, because they are both distributed as $\mathcal{N}(0, (X^\top X)^{-1})$.

Hence when $\langle x, \hat{\theta} \rangle - \langle x', \hat{\theta} \rangle$ is bigger than $\|x - x'\|_{(X^\top X)^{-1}} \cdot \|\bar{\xi}\|_2$, we can safely eliminate $x'$ from being candidate for $x_*$. Since $\bar{\xi}$ is a Gaussian vector, $\|\bar{\xi}\|_2$ has good concentration. Therefore we just need to find the optimal $T$ samples so that $\|x - x'\|_{(X^\top X)^{-1}}$ is as small as possible. To avoid a discrete optimization problem, we consider the continuous version of it, which is
\[
\min_{\lambda \in \Delta_X} \max_{x, x' \in \mathcal{X}} \|x' - x\|^2_{(\sum_{i} \lambda_i x_i x_i^\top)^{-1}}.
\]

Here $\Delta_X$ is the set of all probability distributions over $\mathcal{X}$. This is a convex program, which can be efficiently solved in polynomial time. Now it is clear how to get these samples: we first compute the good distribution $\lambda_t$ over $\mathcal{X}$, then at step $t$ we just choose $x_t$ according to $\lambda_t$.

One remaining issue is that we do not know the true value of $\langle x, \theta_* \rangle - \langle x', \theta_* \rangle$, hence it may be difficult to determine the number of samples so that $\|x - x'\|_{(X^\top X)^{-1}}$ is small enough. Nevertheless, the RAGE algorithm proceeds in rounds by setting a threshold $\varepsilon_t$ in round $t$, and selecting enough many samples so that all $x'$ with $\langle x, \theta_* \rangle - \langle x', \theta_* \rangle > \varepsilon_t$ are eliminated before round $t$. By halving $\varepsilon_t$ each time, RAGE guarantees that at the end it can report the optimal $x_*$. 
8.4 A novel algorithm for constrained experimental design

We now focus on the case where \( K \subsetneq \mathbb{R}^d \) and \( \mathcal{X} = \mathcal{X} \). Again assume that we have \( T \) samples \((x_1, y_1), \cdots, (x_T, y_T)\), and we still have \( y = X\theta_* + \eta \). However, different from the previous analysis, the least squares solution \( \hat{\theta} = (X^\top X)^{-1}X^\top y \) may not be feasible since \( \hat{\theta} \) may not lie inside \( K \). Nevertheless, we can still consider the maximum likelihood estimator, which now becomes

\[
\bar{\theta} := \arg\min_{\theta \in K} \sum_{i=1}^{T} (y_i - \langle x_i, \theta \rangle)^2 = \arg\min_{\theta \in K} \| \theta - \hat{\theta} \|_{(X^\top X)}.
\]

In the above analysis, we used the fact that

\[
|\langle x - x', \theta_* - \hat{\theta} \rangle| \leq \| x - x' \|_{(X^\top X)} \cdot \| \theta_* - \hat{\theta} \|_{(X^\top X)}.
\]

In the unconstrained case, \( \| \theta_* - \hat{\theta} \|_{(X^\top X)} \) was easy to analyze, namely \( \| \theta_* - \hat{\theta} \|_{(X^\top X)} = \| \xi \|_2 \). In the constrained case, we expect \( \| \theta_* - \hat{\theta} \|_{(X^\top X)} \) to be much smaller since it takes advantage of \( K \). This intuition is proved by Chatterjee [27] and Bellec [14], who showed that the geometry property of \( K \) plays an important role in the concentration. For our purpose, we show the following result built on top of [14].

**Lemma 8.4.1.** Let \( K \) be a convex set in \( \mathbb{R}^d \). Assume that \( y = X\theta_* + \eta \) where \( y \in \mathbb{R}^T, X \in \mathbb{R}^{T \times d} \), \( \theta_* \in K \) and \( \eta \sim \mathcal{N}(0, I_T) \). Let \( \tilde{\theta} = (X^\top X)^{-1}X^\top y \) and \( \hat{\theta} = \arg\min_{\theta \in K} \| \theta - \tilde{\theta} \|_{(X^\top X)} \).

Assume that there exists \( t_* (K, X^\top X) > 0 \) that satisfies

\[
\mathbb{E}_{\xi \sim \mathcal{N}(0, I_T)} \left[ \sup_{\theta, \theta' \in K: \| \theta - \theta' \|_{X^\top X} \leq t_* (K, X^\top X)} \langle (X^\top X)^{1/2} (\theta - \theta'), \xi \rangle \right] \leq t_* (K, X^\top X)^2 / 2.
\]

Then for any \( v > 0 \), with probability at least \( 1 - e^{-v} \),

\[
\| \hat{\theta} - \theta_* \|_{X^\top X}^2 \leq (t_* (K, X^\top X) + \sqrt{2v})^2
\]

**Proof.** The proof resembles the proof of Theorem 2.3 in [14]. For simplicity, let \( t = t_* (K, X^\top X) \). Define the random variable \( Z \) as \( Z = \sup_{\theta, \theta' \in K: \| \theta - \theta' \|_{X^\top X} \leq t} \langle (X^\top X)^{1/2} (\theta - \theta'), \xi \rangle \). Since for any valid \( \theta, \theta' \) we have
\[E[(X^\top X)^{1/2}(\theta - \theta'), \xi]^2] = \|\theta - \theta'\|_{X^\top X}^2 \leq t^2,\]

by Theorem 5.8 of [19], we have for any \(u > 0\), with probability at least \(1 - e^{-\frac{u^2}{2v^2}}\),

\[Z \leq E[Z] + u.\]

Plugging in \(u = t\sqrt{2v}\), we have with probability at least \(1 - v\),

\[Z \leq E[Z] + t\sqrt{2v} \leq t^2/2 + t\sqrt{2v},\]

where the last step follows from the assumption on \(t\). Denote this event by \(\Omega\).

Since \(\bar{\theta} = \arg \min_{\theta \in K} \|\theta - \hat{\theta}\|_{(X^\top X)},\) and \(K\) is convex, we have

\[\|\theta - \bar{\theta}\|_{(X^\top X)}^2 \leq \|\theta - \hat{\theta}\|_{(X^\top X)}^2 - \|\theta - \hat{\theta}\|_{(X^\top X)}^2.\]

As a consequence, we have

\[\|\theta_* - \bar{\theta}\|_{(X^\top X)}^2 \leq \|\theta_* - \hat{\theta}\|_{(X^\top X)}^2 - \|\theta_* - \hat{\theta}\|_{(X^\top X)}^2.\]

We argue that when \(\Omega\) happens, \(\|\theta_* - \bar{\theta}\|_{(X^\top X)} \leq t + \sqrt{2v}\). If \(\|\theta_* - \bar{\theta}\|_{(X^\top X)} \leq t\), then this is clearly true. Otherwise, let \(\theta' = \frac{t}{\|\theta_* - \bar{\theta}\|_{(X^\top X)}}(\theta_* - \bar{\theta}) + \bar{\theta}\). We can verify that \(\theta' \in K\), and \(\|\theta' - \bar{\theta}\|_{(X^\top X)} = t\). Therefore

\[\|\theta_* - \bar{\theta}\|_{(X^\top X)}^2 \leq 2(\theta_* - \bar{\theta})(X^\top X)(\theta_* - \bar{\theta}) - \|\theta_* - \bar{\theta}\|_{(X^\top X)}^2\]
\[= \frac{2\|\theta_* - \bar{\theta}\|_{(X^\top X)}(\theta' - \bar{\theta})X^\top \eta - \|\theta_* - \bar{\theta}\|_{(X^\top X)}^2}{t}\]
\[\leq \frac{2\|\theta_* - \bar{\theta}\|_{(X^\top X)}Z - \|\theta_* - \bar{\theta}\|_{(X^\top X)}^2}{t}\]
\[= \left(\frac{X}{t}\right)^2 - \left(\frac{X}{t} - \|\theta_* - \bar{\theta}\|_{(X^\top X)}\right)^2\]
\[\leq \left(\frac{X}{t}\right)^2\]
\[= (t + \sqrt{2v})^2,\]
where the last step follows from the event $\Omega$. This completes the proof of Lemma 8.4.1.

Lemma 8.4.1 provides an upper bound for the quantity $\|\bar{\theta} - \theta^*\|_{X^\top X}$. But the upper bound depends on the samples $X$, which is awkward. So we just take the worst case upper bound, which is defined as follows.

$$\gamma(K, \delta) := \max_{\|\lambda\|_1 = T, \sum_i \lambda_i \geq 0} t_s(K, (\sum_i \lambda_i x_i x_i^\top)) + \sqrt{2 \log(2/\delta)}.$$ 

Now it turns to bound the quantity $|\langle x - x', \theta^* - \bar{\theta}\rangle|$ as in the unconstrained case, because when this term is sufficiently small, we can safely eliminate $x'$ when there exists another $x$ so that $\langle x - x', \bar{\theta}\rangle$ is bigger than some threshold. By the triangle inequality, it is sufficient to have an upper bound on $\max_{x \in \mathcal{X}} |\langle x, \theta^* - \bar{\theta}\rangle|$. But $\theta^*$ is not known to the learner, which does not help us to choose the best $N$ samples. Therefore we use the condition that $\|\bar{\theta} - \theta^*\|_{X^\top X} \leq \gamma(K, \delta)$ to get the following relaxation:

$$\beta(N, \delta) := \min_{\lambda \in \Delta_X} \max_{x \in \mathcal{X}} \sup_{\theta, \theta' \in K : \sqrt{N} \|\theta - \theta'\|_{(\sum_i \lambda_i x_i x_i^\top)} \leq \gamma(K, \delta)} \sqrt{N} \langle x, \theta - \theta'\rangle. \quad (8.1)$$

Now it is time to introduce our main algorithm, Algorithm 6. Like RAGE for the unconstrained case, Algorithm 6 also proceeds in rounds, and in round $t$ there is a threshold proportional to $\beta(N, \delta) / \sqrt{N}$. Algorithm 6 aims that in round $t$, all $x'$ with $\langle x^*, \theta^* \rangle - \langle x', \theta^* \rangle$ being large for the threshold in round $t$ are eliminated. To achieve this goal, Algorithm 6 estimates a number of samples $N$ so that $\beta(N, \delta) / \sqrt{N}$ is small enough, and use the best distribution on $\mathcal{X}$ that achieves $\beta(N, \delta)$ to select the $N$ samples. Then Algorithm 6 computes $\bar{\theta}_t$ which is the constrained least squares as the estimator in round $t$, and use $\bar{\theta}_t$ to update the set $\hat{\mathcal{X}}_t$.

Notice that there is some discrepancy between continuous distribution to integral samples. To get rid of this issue, we adopt the rounding procedure from [3]. We summarize the guarantee we need in the following proposition. For more details, readers may refer to [3].
Proposition 8.4.2. Let $\pi \in \mathbb{R}_{\geq 0}^n$ satisfy $\|\pi\|_1 = N$. Then there exists an integer vector $s$ so that $\|s\|_1 \leq N + 1620d$, and

$$
\max_{x \in \mathcal{X}, \theta, \theta' \in K: \|\theta - \theta'\| \leq \gamma(K, \delta/k^2)} \sup \langle x, \theta - \theta' \rangle \\
\leq \frac{4}{3} \max_{x \in \mathcal{X}, \theta, \theta' \in K: \|\theta - \theta'\| \leq \gamma(K, \delta/k^2)} \sup \langle x, \theta - \theta' \rangle.
$$

Algorithm 6: Constrained Experimental Design

1. Initialize $\hat{X}_1 = \mathcal{X}$.
2. for $k = 1, \ldots,$ do
   4. repeat
      5. $N_k \leftarrow 4N_k.$
      6. Compute $\lambda_k$ from the convex program
         $$
         \min_{\lambda \in \Delta_{\mathcal{X}}} \max_{x \in \mathcal{X}} \sup_{\theta, \theta' \in K: \|\theta - \theta'\| \leq \gamma(K, \delta/k^2)} \sqrt{N_k} \langle x, \theta - \theta' \rangle.
         $$
   7. Compute $\beta_k$ as the objective value.
   8. until $\frac{\beta_k}{\sqrt{N_k}} \leq 2^{-k};$
   9. Compute $\pi_k = N_k \cdot \lambda_k$. Compute $s_k \in \mathbb{N}^n$ be the rounding of $\pi_k$.
      /* By Proposition 8.4.2, $\|s_k\|_1 \leq N_k + 1620d$. */
   10. Obtain $X_k \in \mathbb{R}^{s_k \times 1 \times d}$ and $y_k \in \mathbb{R}^{s_k}$ by querying $x_i$ for $s_k$ times.
   11. Compute $\hat{\theta}_k = (X_k^T X_k)^{-1} X_k^T y$ and $\bar{\theta}_k = \arg \min_{\theta \in K} \|\theta - \hat{\theta}_k\| (X_k^T X_k)$.
   12. $\hat{X}_{k+1} \leftarrow \hat{X}_k \setminus \{x' \in \hat{X}_k : \exists x \in \hat{X}_k, \langle x - x', \bar{\theta}_k \rangle \geq \frac{6\beta_k}{\sqrt{N_k}}\}$.
   13. if $|\hat{X}_{k+1}| = 1$ then
      14. return $\hat{X}_{k+1}$.
Moreover, given \( \pi \), \( s \) can be computed in time polynomially in \( N, d \).

We now present the regret of Algorithm 6.

**Theorem 8.4.3.** For sufficiently large number \( T \), with probability at least \( 1 - \delta \), the regret of Algorithm 6 after running for \( T \) steps is at most \( 36\beta \sqrt{T} + 14580d \), where \( \beta \) is defined as \( \beta = \beta_{\log T} \).

**Proof.** Let \( \Omega \) be the event that for all \( k = 1, 2, \ldots \), \( \| \bar{\theta}_k - \theta_* \| X_k^\top X_k \leq \gamma(K, \delta/k^2) \). By Lemma 8.4.1, this occurs with probability at least \( 1 - \sum_{k=1}^{\infty} e^{-\log 2k^2} \geq 1 - \delta \). In the remaining of the proof we assume that \( \Omega \) happens.

Let \( \nu > 0 \) be some parameter to be optimized later. At stage \( k + 1 \), if we choose \( x' \neq x_* \), we will incur a loss of \( \langle x_* - x', \theta_* \rangle \). But with the construction of \( \hat{X}_{k+1} \), it is guaranteed that \( |\langle x_* - x', \bar{\theta}_k \rangle| \leq \frac{6\beta_k}{\sqrt{N_k}} \). We then argue that \( \langle x_* - x', \theta_* \rangle \leq \frac{9\beta_k}{\sqrt{N_k}} \). Otherwise, if \( \langle x_* - x', \theta_* \rangle > \frac{9\beta_k}{\sqrt{N_k}} \), then

\[
\langle x_* - x', \bar{\theta}_k \rangle = \langle x_* - x', \theta_* \rangle + \langle x_* - x', \bar{\theta}_k - \theta_* \rangle \\
\geq \frac{9\beta_k}{\sqrt{N_k}} - 2 \sup_{x \in \hat{X}_k, \theta, \theta' \in K, \| \theta - \theta' \| X_k^\top X_k \leq \gamma(K, \delta/k^2)} \langle x, \theta - \theta' \rangle \\
\geq \frac{9\beta_k}{\sqrt{N_k}} - 2 \cdot \frac{4}{3} \sup_{x \in \hat{X}_k, \theta, \theta' \in K, \| \theta - \theta' \| X_k^\top X_k \leq \gamma(K, \delta/k^2)} \langle x, \theta - \theta' \rangle \\
= \frac{9\beta_k}{\sqrt{N_k}} - 8 \sup_{x \in \hat{X}_k, \theta, \theta' \in K, \| \theta - \theta' \| (\sum_i \lambda_i^k x_i x_i^\top) \leq \gamma(K, \delta/k^2)} \langle x, \theta - \theta' \rangle \\
\geq \frac{9\beta_k}{\sqrt{N_k}} - 8 \cdot \frac{\beta_k}{\sqrt{N_k}} \\
> \frac{6\beta_k}{\sqrt{N_k}},
\]

where the second step follows from the event \( \Omega \), the third step follows from Proposition 8.4.2 and the fifth step follows from the definition of \( \beta_k \).

Hence the loss cannot be more than \( \frac{9\beta_k}{\sqrt{N_k}} \). Notice that when \( k > \log \frac{\nu}{9} \), \( \frac{9\beta_k}{\sqrt{N_k}} < 9 \cdot 2^{-k} < \nu \). Therefore if at one step the algorithm incurs more than \( \nu \) loss, then it must happens before stage \( \log \frac{\nu}{9} \).
We then argue that $\frac{\beta_k}{\sqrt{N_k}} > 2^{-k} - 1$. This is because $\frac{\beta_k}{\sqrt{N_k}} \geq 2^{-k}$, otherwise we would have set $N_k \leftarrow N_k/2$.

Let $\beta = \max_{1 \leq k \leq \log \frac{9}{\Delta}} \beta_k$, then the total loss is no more than

$$T \nu + \sum_{k=1}^{\log \frac{9}{\Delta}} \frac{9\beta_k}{\sqrt{N_k}} \cdot (N_k + 1620d) \leq T \nu + \sum_{k=1}^{\log \frac{9}{\Delta}} 18\beta_k^2 \cdot 2^k + \sum_{k=1}^{\log \frac{9}{\Delta}} 9 \cdot 2^{-k} \cdot 1620d$$

$$\leq T \nu + \frac{324\beta^2}{\nu} + 14580d.$$

By setting $\nu = \frac{18\beta}{\sqrt{T}}$, we obtain the claimed result.

We can also talk about the sample complexity of Algorithm 6.

**Theorem 8.4.4.** Let $\Delta_{\min} = \min_{x', x' \neq x} \langle x_* - x', \theta_* \rangle$. Then the worst case sample complexity of Algorithm 6 is $O\left(\frac{\beta^2}{\Delta_{\min}^2} + d \log \Delta_{\min}^{-1}\right)$.

**Proof.** We first argue that Algorithm 6 halts before $k = \log \frac{9}{\Delta_{\min}}$. Indeed, from the proof of Theorem 8.4.3, we have for any $x' \in \tilde{X}_{k+1}$, $\langle x_* - x', \theta_* \rangle \leq \frac{9\beta_k}{\sqrt{N_k}}$. But when $k > \log \frac{9}{\Delta_{\min}}$, we have

$$\langle x_* - x', \theta_* \rangle \leq \frac{9\beta_k}{\sqrt{N_k}} \leq 9 \cdot 2^{-k} < \Delta_{\min},$$

which means we must have $x' = x_*$, namely now Algorithm 6 has to report the best result.

From the proof of Theorem 8.4.3, we also see that $N_k < (2^{k+1}\beta_k)^2$. Therefore the total sample complexity is

$$\sum_{k=1}^{\log \frac{9}{\Delta_{\min}}} (N_k + 1620d) \leq \sum_{k=1}^{\log \frac{9}{\Delta_{\min}}} \left((2^{k+1}\beta_k)^2 + 1620d\right),$$

which is upper bounded by $O\left(\frac{\beta^2}{\Delta_{\min}^2} + d \log \Delta_{\min}^{-1}\right)$. \qed

In Algorithm 6, there is one data-dependent parameter $\beta_k$. From Theorem 8.4.3, a small $\beta_k$ leads to a good regret bound. We have the following upper bound for $\beta_k$ for general convex set $K$. 

Lemma 8.4.5. For any integer $k$, recall that $\beta_k$ is induced from Eq. (8.2), we have

$$\beta_k \leq \Theta(\sqrt{d} \cdot \left(\sqrt{d} + \sqrt{\log(k^2/\delta)}\right)).$$

Proof. We first argue that for fixed $A \in \mathbb{R}^{d \times d}$, $t_+(K, A) \leq t_+(\mathbb{R}^d, A)$, where $t_+(\cdot, \cdot)$ satisfies the condition in Lemma 8.4.1. For brevity let $t_1 = t_+(K, A)$ and $t_2 = t_+(\mathbb{R}^d, A)$. Clearly we have

$$E_{\xi \sim \mathcal{N}(0, I_d)} \left[ \sup_{\theta, \theta' \in \mathbb{R}^d: \|\theta - \theta'\|_{X^\top X} \leq t_2} \langle (X^\top X)^{1/2}(\theta - \theta'), \xi \rangle \right] \leq t_2^2/2.$$

On the other hand, since $K \subset \mathbb{R}^d$, we have

$$E_{\xi \sim \mathcal{N}(0, I_d)} \left[ \sup_{\theta, \theta' \in K: \|\theta - \theta'\|_{X^\top X} \leq t_2} \langle (X^\top X)^{1/2}(\theta - \theta'), \xi \rangle \right] \leq E_{\xi \sim \mathcal{N}(0, I_d)} \left[ \sup_{\theta, \theta' \in \mathbb{R}^d: \|\theta - \theta'\|_{X^\top X} \leq t_2} \langle (X^\top X)^{1/2}(\theta - \theta'), \xi \rangle \right].$$

Hence we have $t_1 \leq t_2$.

Next we estimate $t_2$. Since

$$E_{\xi \sim \mathcal{N}(0, I_d)} \left[ \sup_{\theta, \theta' \in \mathbb{R}^d: \|\theta - \theta'\|_{X^\top X} \leq t_2} \langle (X^\top X)^{1/2}(\theta - \theta'), \xi \rangle \right] = \Theta(t_2 \sqrt{d}),$$

we can choose $t_2$ to be $\Theta(\sqrt{d})$.

Putting everything together, we have

$$\min_{\lambda \in \Delta_X} \max_{x \in \mathcal{X}} \sup_{\theta, \theta' \in K: \sqrt{N_k} \|\theta - \theta'\| (\sum \lambda_i x_i x_i^\top) \leq \gamma(K, \delta/k^2)} \sqrt{N_k} \langle x, \theta - \theta' \rangle \leq \min_{\lambda \in \Delta_X} \max_{x \in \mathcal{X}} \sup_{\theta, \theta' \in \mathbb{R}^d: \sqrt{N_k} \|\theta - \theta'\| (\sum \lambda_i x_i x_i^\top) \leq \gamma(\mathbb{R}^d, \delta/k^2)} \sqrt{N_k} \langle x, \theta - \theta' \rangle \leq \min_{\lambda \in \Delta_X} \max_{x \in \mathcal{X}} \sqrt{N_k} \cdot \|x\| (\sqrt{N_k} \sum \lambda_i x_i x_i^\top) - 1 \cdot \gamma(\mathbb{R}^d, \delta/k^2) \leq \Theta(\sqrt{N_k} \cdot \min_{\lambda \in \Delta_X} \max_{x \in \mathcal{X}} \|x\| (\sqrt{N_k} \sum \lambda_i x_i x_i^\top) - 1 \cdot 1 \cdot \left(\sqrt{d} + \sqrt{\log(k^2/\delta)}\right)) = \Theta(\sqrt{d} \cdot \left(\sqrt{d} + \sqrt{\log(k^2/\delta)}\right)).$$
where the last step follows from the Kiefer-Wolfowitz theorem for G-optimal design \[111\].

Note this implies a regret bound of $O(d \sqrt{T})$, which matches the state-of-art result.

8.5 Specific Examples

In this section we compute $\beta$ for different cases. Since $\beta$ is a function of $t^*$, we also compute a variety of values of $t^*$.

Lemma 8.4.5 provides a universal upper bound for $\beta_k$. However, the geometry structure of $K$ is not taken into consideration, which inspires us to work on the following result.

Lemma 8.5.1. Fix $A \in \mathbb{R}^{d \times d}$. Let $t^* = t^*(K, A)$ satisfy the condition in Lemma 8.4.1. Then

$$t^* \leq \min \{2\sqrt{\text{rank}(A)}, 2\sqrt{\|A^{1/2}\|w(K)}\},$$

where $\|\cdot\|$ is the spectrum norm of matrices, and $w(K) := \mathbb{E}_{\xi \sim \mathcal{N}(0, I_d)}[\sup_{x \in K} \langle x, \xi \rangle]$ is the Gaussian mean width of convex set $K$.

Before we proceed to the proof, we stress that an upper bound of $t^*$ implies an upper bound of $\beta$, as it is always true that $\beta_k \leq \sqrt{d} \cdot (t^* + \sqrt{2 \log \frac{2k^2}{\delta}})$. Moreover, $\beta$ can be smaller than this bound.

Proof. Fix $t > 0$. We first upper bound

$$\mathbb{E}_{\xi \sim \mathcal{N}(0, I_d)} \left[ \sup_{\theta, \theta' \in K: \|\theta - \theta'\|_A \leq t} \langle A^{1/2}(\theta - \theta'), \xi \rangle \right]$$

as a function of $t$, then give an estimation of $t^*$.

For any $\xi \in \mathcal{N}(0, I_d)$, we have

$$\sup_{\theta, \theta' \in K: \|\theta - \theta'\|_A \leq t} \langle A^{1/2}(\theta - \theta'), \xi \rangle \leq \min \{ \sup_{\theta, \theta' \in K} \langle A^{1/2}(\theta - \theta'), \xi \rangle, \sup_{\|\theta - \theta'\|_A \leq t} \langle A^{1/2}(\theta - \theta'), \xi \rangle \}. $$


Therefore
\[
\mathbb{E}_{\xi \sim \mathcal{N}(0, I_d)} \left[ \sup_{\theta, \theta' \in K : \|\theta - \theta'\|_A \leq t} \langle A^{1/2}(\theta - \theta'), \xi \rangle \right]
\leq \min \left\{ \sup_{\theta, \theta' \in K} \langle A^{1/2}(\theta - \theta'), \xi \rangle, \sup_{\|\theta - \theta'\|_A \leq t} \langle A^{1/2}(\theta - \theta'), \xi \rangle \right\}
\]
\[
\leq \min \left\{ \mathbb{E}_{\xi \sim \mathcal{N}(0, I_d)} \left[ \sup_{\theta, \theta' \in K} \langle A^{1/2}(\theta - \theta'), \xi \rangle \right], \mathbb{E}_{\xi \sim \mathcal{N}(0, I_d)} \left[ \sup_{\|\theta - \theta'\|_A \leq t} \langle A^{1/2}(\theta - \theta'), \xi \rangle \right] \right\}.
\]

We consider the terms on the right hand side separately. Notice that \(\|\theta - \theta'\|_A \leq t\) implies that \(\|A^{1/2}(\theta - \theta')\|_2 \leq t\). Let \(P \in \mathbb{R}^{d \times d}\) be the orthogonal projection onto the subspace spanned by the columns of \(A^{1/2}\). Then
\[
\mathbb{E}_{\xi \sim \mathcal{N}(0, I_d)} \left[ \sup_{\|\theta - \theta'\|_A \leq t} \langle A^{1/2}(\theta - \theta'), \xi \rangle \right] = \mathbb{E}_{\xi \sim \mathcal{N}(0, I_d)} \left[ \sup_{\|\theta - \theta'\|_A \leq t} \langle A^{1/2}(\theta - \theta'), P \xi \rangle \right]
\leq \mathbb{E}_{\xi \sim \mathcal{N}(0, I_d)} [t\|P \xi\|_2]
\leq t \sqrt{\text{rank}(A)}.
\]

Next we have
\[
\mathbb{E}_{\xi \sim \mathcal{N}(0, I_d)} \left[ \sup_{\theta, \theta' \in K} \langle A^{1/2}(\theta - \theta'), \xi \rangle \right] = w(A^{1/2}(K - K)) \leq 2\|A^{1/2}\|w(K),
\]
where the last step follows from Proposition 7.5.2 and Exercise 7.5.4 of [149].

Now we have
\[
\mathbb{E}_{\xi \sim \mathcal{N}(0, I_d)} \left[ \sup_{\theta, \theta' \in K : \|\theta - \theta'\|_A \leq t} \langle A^{1/2}(\theta - \theta'), \xi \rangle \right] \leq \min \{t \sqrt{d}, 2\|A^{1/2}\|w(K)\}.
\]

By setting \(\min \{t \sqrt{\text{rank}(A)}, 2\|A^{1/2}\|w(K)\} = \frac{t^2}{2}\), we conclude that
\[
t_\star(K, A) \leq \min \{2 \sqrt{\text{rank}(A)}, 2\sqrt{\|A^{1/2}\|w(K)}\}.
\]

Lemma 8.5.1 provides some insight on \(t_\star\), as it is closely related to the Gaussian mean width of the set \(K\). \(w(K)\) can vary greatly for different convex set \(K\). In the case of unit
ℓ_p ball in \( \mathbb{R}^d \), we have \( w(K) = \Theta(\log d) \) when \( p = 1 \), \( w(K) = \Theta(\sqrt{d}) \) when \( p = 2 \), and \( w(K) = \Theta(d) \) when \( p = \infty \).

In the rest of this section, we will examine some more specific examples of the constrained set \( K \), and obtain more accurate bound on \( \beta_k \).

**Linear subspaces**

Let \( K \) be a linear subspace of dimension \( p \). Let \( P \in \mathbb{R}^{d \times d} \) be the projection matrix from \( \mathbb{R}^d \) onto \( K \). Notice that \( P^2 = P \) and \( P \) is symmetric. Moreover, \( \text{rank}(P) = p \). Therefore, any element in \( K \) can be represented by \( Py \) for some \( y \in \mathbb{R}^d \). Fix integer \( k > 0 \). We compute \( \beta_k \) explicitly.

For any \( \lambda \in \Delta_X \), we have

\[
\max_{x \in X} \sup_{\theta, \theta' \in K : \sqrt{N_k} \| \theta - \theta' \| (\Sigma_i \lambda_i x_i x_i^\top) \leq \gamma(K, \delta/k^2)} \sqrt{N_k} \langle x, \theta - \theta' \rangle
\]

\[
= \max_{x \in X} \sup_{y, y' \in \mathbb{R}^d : \sqrt{N_k} \| Py - Py' \| (\Sigma_i \lambda_i x_i x_i^\top) \leq \gamma(K, \delta/k^2)} \sqrt{N_k} \langle Py, Py' \rangle
\]

\[
= \max_{x \in X} \sup_{y, y' \in \mathbb{R}^d : \sqrt{N_k} \| Py - Py' \| (\Sigma_i \lambda_i x_i x_i^\top) \leq \gamma(K, \delta/k^2)} \sqrt{N_k} \| Px \| (\Sigma_i \lambda_i x_i x_i^\top)^{-1} \cdot \| Py - Py' \| (\Sigma_i \lambda_i x_i x_i^\top)
\]

\[
\leq \max_{x \in X} \| Px \| (\Sigma_i \lambda_i x_i x_i^\top)^{-1} \cdot \gamma(K, \delta/k^2).
\]

where the third step follows from Cauchy-Swartz inequality.

We then argue that \( \min_{\lambda \in \Delta_X} \max_{x \in X} \| Px \| (\Sigma_i \lambda_i x_i x_i^\top)^{-1} \leq \sqrt{p} \). Notice that

\[
\sum_i \lambda_i \| Px_i \|^2 (\Sigma_i \lambda_i x_i x_i^\top)^{-1} = \sum_i \lambda_i x_i^\top P^T (\sum_i \lambda_i x_i x_i^\top)^{-1} P x_i
\]

\[
= \sum_i \text{Tr}[\lambda_i P x_i x_i^\top P^T (\sum_i \lambda_i x_i x_i^\top)^{-1}]
\]

\[
= \text{Tr}[(\sum_i \lambda_i P x_i x_i^\top P^T)(\sum_i \lambda_i x_i x_i^\top)^{-1}].
\]
Because \( \text{rank}(\sum_i \lambda_i P x_i x_i^T P^T) \leq \text{rank}(P) = p \), and \( (\sum_i \lambda_i x_i x_i^T) \geq (\sum_i \lambda_i P x_i x_i^T P^T) \), we have that

\[
\text{Tr}[(\sum_i \lambda_i P x_i x_i^T P^T)(\sum_i \lambda_i x_i x_i^T)^{-1}] \leq p.
\]

which proves the claimed result.

Finally, since \( \gamma(K, \delta/k^2) = \gamma(\mathbb{R}^p, \delta/k^2) = \sqrt{p} + \sqrt{2 \log(2k^2/\delta)} \), we can compute \( \beta_k \) as in the following proposition:

**Proposition 8.5.2.** Let \( K \) be a linear subspace of dimension \( p \). Then we have

\[
\beta_k \leq \sqrt{p} \cdot (\sqrt{p} + 2 \sqrt{\log(2k^2/\delta)}).
\]

As a corollary, Algorithm 6 has a regret bound of \( O\left((p + \sqrt{p \log \frac{\log T}{\delta}}) \cdot \sqrt{T} + d\right) \), and a worst case sample complexity of \( O\left(\frac{(p + \sqrt{p \log \frac{\log T}{\delta}})^2}{\lambda_{\min}^2} + d \log \Delta_{\min}^{-1}\right) \).

**Ellipsoids**

Let \( R \in \mathbb{R}^{d \times d} \) be a positive-semidefinite (PSD) matrix, and \( K = \{ x \in \mathbb{R} : x^T R x \leq 1 \} \). We have the following upper bound on \( t_*(K, A) \).

**Proposition 8.5.3.** Fix \( A \in \mathbb{R}^{d \times d} \). Let \( t_* = t_*(K, A) \) satisfy the condition in Lemma 8.4.1. Then

\[
t_* \leq \min_{\alpha \geq 0} 4 \sqrt{(\alpha + 1) \text{Tr}[A(4A + \alpha R)^{-1}]}.
\]

**Proof.** Similar to the proof of Lemma 8.5.1, we start with upper bounding the term

\[
\sup_{\theta, \theta' \in K: \|\theta - \theta'\|_A \leq t} \langle A^{1/2}(\theta - \theta'), \xi \rangle
\]

for fixed \( \xi \in \mathbb{R}^d \). Since \( K \) is convex and centrally symmetric, there always exists an optimal solution of the form \( \theta' = -\theta \). Hence

\[
\sup_{\theta, \theta' \in K: \|\theta - \theta'\|_A \leq t} \langle A^{1/2}(\theta - \theta'), \xi \rangle = \sup_{\theta^T R \theta \leq 1, \|2\theta\|_A \leq t} \langle 2A^{1/2} \theta, \xi \rangle.
\]
Let us consider the Lagrangian multipliers of the RHS, which is

\[ L(\theta, \lambda, \nu) := \langle 2A^{1/2}\theta, \xi \rangle - \lambda(\theta^\top R\theta - 1) - \nu(4\theta^\top A\theta - t^2), \]

By setting \( \frac{\partial L}{\partial \theta} = 0 \), we have

\[ \theta = (4\nu A + \lambda R)^{-1}A^{1/2}\xi. \]

Therefore for fixed \( \lambda \geq 0 \) and \( \nu \geq 0 \),

\[
\max_\theta L(\theta, \lambda, \nu) = \lambda + t^2\nu + \xi^\top A^{1/2}(4\nu A + \lambda R)^{-1}(2(4\nu A + \lambda R) - \lambda R - 4\nu A)(4\nu A + \lambda R)^{-1}A^{1/2}\xi
\]

\[
\geq 2\sqrt{(\lambda/\nu + t^2)\xi^\top A^{1/2}(4A + \lambda/\nu R)^{-1}A^{1/2}\xi}. \]

Let \( \alpha = \lambda/\nu \), then we can conclude that

\[
\sup_{\theta, \theta' \in K : \|\theta - \theta'\|_A \leq t} \langle A^{1/2}(\theta - \theta'), \xi \rangle = \min_{\alpha \geq 0} 2\sqrt{(\alpha + t^2)\xi^\top A^{1/2}(4A + \alpha R)^{-1}A^{1/2}\xi}.
\]

Now we have

\[
E_{\xi \sim \mathcal{N}(0, I_d)} \left[ \sup_{\theta, \theta' \in K : \|\theta - \theta'\|_A \leq t} \langle A^{1/2}(\theta - \theta'), \xi \rangle \right] = \min_{\alpha \geq 0} \sqrt{\alpha + t^2} \xi^\top A^{1/2}(4A + \alpha R)^{-1}A^{1/2}\xi
\]

\[
\leq \min_{\alpha \geq 0} E_{\xi \sim \mathcal{N}(0, I_d)} \left[ 2\sqrt{(\alpha + t^2)\xi^\top A^{1/2}(4A + \alpha R)^{-1}A^{1/2}\xi} \right]
\]

\[
\leq \min_{\alpha \geq 0} 2\sqrt{\alpha + t^2} \xi^\top A^{1/2}(4A + \alpha R)^{-1}A^{1/2}\xi
\]

\[
= \min_{\alpha \geq 0} 2\sqrt{(\alpha + t^2)\text{Tr}[A(4A + \alpha R)^{-1}]}
\]

where the third step follows from Cauchy-Schwartz inequality, and the last step follows from the cyclic property of trace.
To complete the proof, for fixed $\alpha$, we want to choose $t_*$ so that
\[
2\sqrt{(\alpha + t_2^2)} \text{Tr}[A(4A + \alpha R)^{-1}] \leq t_2^2 / 2.
\]
It thus suffices to pick up $t_* = \{4\sqrt{(\alpha + 1)} \text{Tr}[A(4A + \alpha R)^{-1}]\}$. □

We can also estimate the corresponding $\beta_k$ value.

**Proposition 8.5.4.**

\[
\beta_k \leq \min_{\lambda \in \Delta_X} \max_{x \in X} \min_{\alpha \geq 0} 2\|x\| \left(\frac{4}{N_k + \gamma^2(K, \delta/k^2)} (\sum_i \lambda_i x_i x_i^\top) + \frac{\alpha}{N_k + \gamma^2(K, \delta/k^2)} R\right)^{-1}.
\]

Before we proceed to the proof, let us first get some better sense of the implication of Proposition 8.5.4. Recall from Proposition 8.5.3 we have $\gamma(K, \delta/k^2) = t_* + \sqrt{2\log(2k^2/\delta)} \leq 2(\sqrt{d} + \sqrt{2\log(2k^2/\delta)})$. Hence when $\alpha = 0$, we have $\beta_k \leq 2\sqrt{d}(\sqrt{d} + \sqrt{2\log(2k^2/\delta)})$; And when $\alpha \to \infty$, we have $\beta_k \leq \sqrt{N_k} \max_{x \in X} \|x\| R^{-1}$.

**Proof of Proposition 8.5.4.** Fix $\lambda \in \Delta_X$ and $x \in X$. We can again set $\theta' = -\theta$ and compute Lagrangian multipliers for the program

\[
\sup_{\theta, \theta' \in K: \|\theta - \theta'\| (\sum_i \lambda_i x_i x_i^\top) \leq t} \langle x, \theta - \theta' \rangle,
\]

which is

\[
L(\theta, \rho, v) := \langle 2\theta, x \rangle - \rho (\theta^\top R \theta - 1) - v(4\theta^\top (\sum_i \lambda_i x_i x_i^\top) \theta - t^2),
\]

By setting $\frac{\partial L}{\partial \theta} = 0$. we have

\[
\theta = (4v(\sum_i \lambda_i x_i x_i^\top) + \rho R)^{-1} x.
\]
Therefore for fixed \( \rho \geq 0 \) and \( \nu \geq 0 \),

\[
\max_\theta L(\theta, \rho, \nu) = \rho + t^2 \nu + x^\top (4\nu(\sum_i \lambda_i x_i x_i^\top) + \rho R)^{-1}(4\nu(\sum_i \lambda_i x_i x_i^\top) + \rho R) (4\nu(\sum_i \lambda_i x_i x_i^\top) + \rho R)^{-1} x
\]

\[
= \rho + t^2 \nu + x^\top (4\nu(\sum_i \lambda_i x_i x_i^\top) + \rho R)^{-1} x
\]

\[
\geq 2 \sqrt{(\rho / \nu + t^2) x^\top (4(\sum_i \lambda_i x_i x_i^\top) + \rho R)^{-1} x}.
\]

Let \( \alpha = \rho / \nu \), then we can conclude that

\[
\sup_{\theta, \theta' \in K: \sqrt{N_k} \|\theta - \theta'\|_2(\sum_i \lambda_i x_i x_i^\top) \leq \gamma (K, \delta / k^2)} \sqrt{N_k} \langle x, \theta - \theta' \rangle
\]

\[
= \min_{\alpha \geq 0} 2 \sqrt{N_k} \sqrt{(\alpha + \gamma^2 (K, \delta / k^2)) x^\top (4(\sum_i \lambda_i x_i x_i^\top) + \alpha R)^{-1} x}
\]

\[
= \min_{\alpha \geq 0} 2 \|x\| \left( \frac{\gamma^2 (K, \delta / k^2)}{N_k + \gamma^2 (K, \delta / k^2)} (\sum_i \lambda_i x_i x_i^\top) + \frac{\alpha}{N_k + \gamma^2 (K, \delta / k^2)} R \right)^{-1},
\]

which completes the proof.

---

**Convex Polytopes**

Let \( C \in \mathbb{R}^{m \times d}, b \in \mathbb{R}^m \), and \( K = \{ x \in \mathbb{R} : Cx \leq b \} \). For simplicity we assume \( K \) is centrally symmetric, by forcing that whenever we have a constraint \( c^\top x \leq b' \), we also have a constraint \(-c^\top x \leq b' \). We have the following upper bound on \( t_*(K, A) \).

**Proposition 8.5.5.** Fix \( A \in \mathbb{R}^{d \times d} \). Let \( t_* = t_*(K, A) \) satisfy the condition in Lemma 8.4.1. Then \( t_* \) can be the smallest positive number that satisfies

\[
E_{\xi \sim \mathcal{N}(0, I_d)} \left[ \min_{\lambda \in \mathbb{R}^m_{\geq 0}} \left( \langle \lambda, b \rangle + t \| \xi - A^{-1/2}C\lambda \|_2 \right) \right] \leq t_*^2 / 2
\]

**Proof.** We again apply the Lagrangian multipliers method, which is

\[
L(\theta, \lambda, v) := \langle 2A^{1/2} \theta, \xi \rangle - \langle \lambda, C\theta - b \rangle - v(4\theta^\top A\theta - t^2).
\]
By setting $\frac{\partial L}{\partial \theta} = 0$, we have

$$\theta = (8\nu A)^{-1}(2A^{1/2} \xi - C^T \lambda).$$

Therefore for fixed $\lambda \in \mathbb{R}_m$ and $\nu \geq 0$,

$$\max_{\theta} L(\theta, \lambda, \nu) = \langle \lambda, b \rangle + t^2 \nu + \frac{\|\eta\|^2_2}{4\nu} + \frac{\lambda^T CA^{-1} C^T \lambda}{16 \nu} - 2\eta^T A^{1/2}(8\nu A)^{-1} C^T \lambda$$

$$= \langle \lambda, b \rangle + t^2 \nu + (4\nu)^{-1}\|\xi - \frac{A^{-1/2} C^T \lambda}{2}\|_2^2$$

$$\geq \langle \lambda, b \rangle + t\|\xi - \frac{A^{-1/2} C^T \lambda}{2}\|_2.$$

Hence

$$\sup_{\theta, \theta' \in K: \|\theta - \theta'\|_A \leq t} \langle A^{1/2}(\theta - \theta'), \xi \rangle = \min_{\lambda \in \mathbb{R}_m^m} (\langle \lambda, b \rangle + t\|\xi - \frac{A^{-1/2} C^T \lambda}{2}\|_2).$$

This gives us

$$\mathbb{E}_{\xi \sim \mathcal{N}(0, I_d)} \left[ \sup_{\theta, \theta' \in K: \|\theta - \theta'\|_A \leq t} \langle A^{1/2}(\theta - \theta'), \xi \rangle \right]$$

$$= \mathbb{E}_{\xi \sim \mathcal{N}(0, I_d)} \left[ \min_{\lambda \in \mathbb{R}_m^m} (\langle \lambda, b \rangle + t\|\xi - \frac{A^{-1/2} C^T \lambda}{2}\|_2) \right]$$

$$\leq \min_{\lambda \in \mathbb{R}_m^m} \mathbb{E}_{\xi \sim \mathcal{N}(0, I_d)} \left[ \langle \lambda, b \rangle + t\|\xi - \frac{A^{-1/2} C^T \lambda}{2}\|_2 \right].$$

which completes the proof.

8.6 Conclusion and Open Problems

In this chapter we discuss how to apply the structure of constraints to speed up the linear bandits problem. As a concrete example, we observe improved performance in the case of linear subspaces.

The regret and sample complexity of Algorithm 6 is closely related to the data dependent parameter $\beta$. It would be interesting to work out tighter bounds of $\beta$ for other
convex sets besides linear subspaces. Lemma 8.5.1 suggests that $t_*$ may be related to the Gaussian mean width of $K$. Since $\beta$ and $t_*$ are closely relevant, can we upper bound $\beta$ as a function of the Gaussian width of $K$ and the geometry of $\mathcal{X}$?
Chapter 9

CONCLUSION

In this thesis, we have presented results about algorithms and complexity for several supervised learning problems. In Chapter 3, we proved strong time-space tradeoffs for general discrete problems of learning from uniform random samples. In particular, our lower bound holds for learning problems where (1) the size of the sample space and the size of the concept space can be different and (2) the labels can be more than binary. One important application of Chapter 3 is a lower bound for learning polynomials on prime fields over random evaluations, which requires understanding the distribution of the bias of Reed-Muller codes. Chapter 4 gave a sharp bound for this problem. In Chapter 5, we showed a generic PAC-learning algorithm with small space usage, by taking reduction from decision trees. Chapter 6 concerned the total least squares problem. We exhibited a novel algorithm with strong guarantees in both theory and experiments. In Chapter 7, we studied the problem of computing the John Ellipsoid of convex polytopes, which is equivalent to the problem of D-optimal design. We developed a simple algorithm based on convexity, as well as advances in randomized linear algebra, and its experimental evaluation outperformed all existing algorithms significantly. Finally, in Chapter 8, we looked into the problem of linear bandits and optimal experimental design with the presence of constraints. We obtained the first regret bound that takes advantage of the geometry properties of the constraints.

Learning theory is an extremely broad field, and this thesis only touched a very small part of it. There are many interesting open problems, some of which have already been mentioned in the individual chapters. We now discuss some interesting problems that are not covered.
In Chapter 3, we studied the samples-memory lower bound in the setting of online learning from uniform random samples. Many works \cite{113, 114, 84, 102, 56, 12} have focused on this model. One important feature of these lower bounds is that each new sample is “fresh”, namely it is independent from previous samples. From this perspective, we can say that these lower bounds hold for algorithms that can be modeled by read-once branching programs. From streaming algorithms, we know that the sample complexity may drastically drop if we take multiple passes of the data stream. Take parity learning as an example. Because we know that Gaussian elimination can be done in the circuit class NC, we can simulate the running of the circuit in the online learning model by iterating over \( n \) samples for \( n^{O(\text{poly}(\log n))} \) passes. For the space usage, we need \( O(\text{poly}(\log n)) \) to track where we are in the circuit, and \( n \) bits to output. Clearly more passes are helpful, and the question is, with \( k \) passes, what kind of time-space tradeoff can we prove? Garg, Raz, Tal \cite{58} made a first attempt on this problem, by showing that when \( k = 2 \), either \( 2^{\Omega(\sqrt{n})} \) samples or \( \Omega(n^{1.5}) \) space is required for parity learning. It is not clear if their result is tight, and it would be interesting if we can prove for general \( k \).

Another interesting question is time-space tradeoffs for continuous problems. The continuous analog of parity learning is simply solving random linear systems. But with method like gradient descent, on \( d \) variables, an \( \epsilon \)-close answer can be easily obtained with \( O(d \log(1/\epsilon)) \) samples and \( O(d \log(1/\epsilon)) \) space \cite{135}. However, Sharan, Sidford and Valiant \cite{120} showed that similar tradeoffs still exist: any successful learning algorithm requires either \( \Omega(d \log \log(1/\epsilon)) \) samples or \( \Omega(d^2) \) space. There is still room to improve the lower bound on the sample complexity from \( \Omega(d \log \log(1/\epsilon)) \) to \( \Omega(d \log(1/\epsilon)) \). Moreover, for problems with \( |\mathcal{X}| \neq |\mathcal{C}| \), it will be of great interest to derive similar types of lower bounds.

Finally, in Chapter 5 we presented one algorithm that refutes the possibility of using statistical query dimension to characterize bounded space learnability when \( |\mathcal{X}| \neq |\mathcal{C}|^{\Theta(1)} \). Is there a simple characterization that holds in this range of parameters?
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Appendix A

A FAST SOLVER FOR THE TOTAL LEAST SQUARES PROBLEM

In this chapter, we provide the matlab code for experiments in Chapter 6.

```matlab
function [hatC, cost] = optimalSelect(A, B, s1, d2, o1, o2)

C = [A; B];
szA = size(A);
n = szA(2);

% step 1: compute the sketch version

if o1 == 1
    SC = countSketch(C, s1);
elseif o1 == 2
    SC = slowLeverageScoreSampling(C, s1);
else
    SC = GaussianSampling(C, s1) * C;
end

% step 2: compute leverage score sampling matrix
% D_1 according to columns of S_1 C

CD = C;

% step 3: compute the leverage score sampling matrix
% D_2 according to rows of C D_1
```
if o2==1
    DC=countSketch(C,d2);
elseif o2==2
    DC=slowLeverageScoreSampling(C,d2);
else
    DC=GaussianSampling(C,d2)*C;
end

% step 4: solve the small size problem
Z=rankOptimize(DC,DC,SC,n);

hatC=CD*Z*SC;

V=hatC-C;
cost=sum(sum(V.^2));

% compare to optimal solution
% hatX=rankOptimize(B,A,eye(d),d);
end
Appendix B

A FAST ALGORITHM FOR COMPUTING THE JOHN ELLIPSOID

In this chapter, we provide the matlab code for experiments in Chapter 7.

```matlab
% Compute the John ellipsoid weight for a full rank matrix A
function [w_avg, iter] = FixedPoint(A, tol, w)
  m = size(A,1); n = size(A,2);
  exactTime = Inf; useJL = false;
  if ~exist('tol', 'var'), tol = 0.01; end
  if ~exist('w', 'var'), w = ones(m,1)*n/m; end
  if issparse(A), A = A(:,colamd(A)); useJL = true; end

  w_avg = w;
  for iter = 1:ceil(10*log(m/n)/tol)
    tau = computeTau(w, 10+iter); % increase the JLdim

    if max(tau./w) < 1 + tol
      w_avg = w; % use only the current w if we detect it has converged
      break;
    end

    w = tau; % update w

    if useJL
      w_avg = (1-1/iter)*w_avg + w/iter;
      if randi(iter) == 1 % with prob. 1/iter, test if we have converged
        % check conv of running avg
        tau_avg = computeTau(w_avg, 10+iter^2);
        if max(tau_avg./w_avg) < 1 + tol, break; end
      end
```
end

end

% compute tau = diag(B*inv(B*B)*B') with B = sqrt(W) A
function tau = computeTau(w, JLdim)
    tstart = tic; % record times to decide when to use sketching
    B = spdiags(sqrt(w),0,m,m)*A;
    R = chol(B' * B); % In rare cases, chol fails due to numerical error

    if (nnz(R) > n^2/20)
        A = full(A);
        useJL = false;
        end % use full if dense

    if (exactTime == Inf || ~useJL) % use JL only if it is much faster
        S = R' \ B';
        tau = full(sum(S.^2,1)'); % compute tau exactly
        exactTime = toc(tstart);
    else
        S = B * (R\randn(n, JLdim));
        tau = full(sum(S.^2,2)/JLdim); % compute tau using JL
        JLTime = toc(tstart);
        if JLTime*(10+iter) > exactTime, useJL = false; end
    end
end
end