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The electric power system is undergoing dramatic transformations due to the emergence of renewable resources and demand-side revolutions. However, in order to face the increasing level of system complexity and uncertainty, we need to come up with algorithms that are able to operate the power grid in a safe, reliable and sustainable manner. Such algorithms need to be compatible with infrastructure advancements as well as societal needs. We argue in this thesis that data-driven methods combined with physical knowledge and optimization theories provide a set of powerful tools that can achieve performance guarantees in a diverse set of energy system applications.

This dissertation covers the uncertainty modeling, optimal control, and decision-making for power systems with high penetration of renewables. Leveraging the availability of sensing, actuation and data platforms, we are able to construct specifically-design data-driven algorithms by incorporating domain knowledge such as time series characterization, function convexity, and optimization problem structures. In particular, we present three algorithmic contributions in this work: we present a generative model to forecast possible future scenarios of renewable generators; we illustrate an optimal control framework which is built upon input convex neural network; we formulate a machine learning task for the optimal power flow problem, and we come up with a generalizable and robust learning-based optimization solver to enable real-time decision-making under the environment of stochastic electricity demand. The development of such algorithms is built upon the foundation of control, optimization and machine learning theories.
In addition to these algorithmic contributions, a central focus of this thesis is the application of such data-driven tools in many challenging energy system tasks, while extending the state of the art. The developed methods have enabled more robust electric grid planning and energy storage operations. We also apply the neural network controller to voltage regulation and building energy management tasks, where in both domains the underlying systems are hard to model, and our approaches demonstrate the possibility of achieving optimal control with only sensing data available.
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Chapter 1

INTRODUCTION

Power and energy research is integral to building a clean and sustainable future. To achieve this goal, we need to integrate much higher penetration of renewables, to support the electrification of transportation, and to adapt to rapid growth of new participants such as data centers and energy storage. Consequently, the power system is becoming more complex and uncertain. For example, to combat climate change, California and New Jersey will require all passenger vehicles sold by 2035 are zero emission. Much of this new fleet would be charged via the electric grid, bringing tremendous changes to the landscape of electricity demand, while the aging grid itself is experiencing unprecedented challenges. From the other side of the picture, we have witnessed rolling blackouts among many other reliability problems of our energy systems, which calls for more advanced tools for power system modeling, planning and operation. Faced with the fast-changing landscape of renewable energy and demand-side evolution, we need to come up with efficient and reliable solutions in order to meet our objectives regarding climate change.

To achieve the climate and clean energy goals set by the various initiatives, and to tackle such emerging challenges in the engineering domains of electric grids, this dissertation combines a diverse set of tools from control theory, machine learning and optimization. By focusing on the rich interplay between theoretical foundations and new measurement data, this thesis focus on developing: (i) A novel data-driven tool for modeling and quantifying uncertainties in renewables generation; (ii) An efficient machine learning solver for power optimization problems; and (iii) A generalizable deep-learning control framework with optimality guarantees. Broadly, these tailored algorithms are designed for the modeling and control of cyber-physical energy systems.
1.1 Summary of Research Contributions

Machine learning can help improve the operation and control of power systems in several ways. From the generation side, it is often a concern on how to better dispatch the stochastic renewables generation. To overcome the difficulties of accurately modeling such future uncertainties, we propose a data-driven (or model-free) approach to generate possible future realizations by adopting generative methods. In Chapter 3, we describe how to train a deep neural network in a generative approach, such that the trained neural network is learning the underlying distribution of renewables generation, and can generate future scenarios. The content of Chapter 3 appears in [2, 3, 4]. Such scenario generation approach is also adopted in several applications proposed by us [5, 6, 7].

Chapter 4 addresses the challenge of designing optimal controller faced with unknown system dynamics. It turns out the key is to carefully design machine learning architectures that leverage the physics of the systems. We leverage the data obtained from sensor measurements to construct an input convex neural network (ICNN) [8] for system dynamics modeling, where the weights between neurons are constrained to be positive and some direct “passthrough” layers are added for better representation power. Without loss of generality, we prove that ICNNs can represent all convex system dynamics and are exponentially more efficient in fitting nonconvex systems than piecewise affine functions. Using the proposed ICNN, we show that many real-world control problems in energy systems (e.g., building energy management, and distribution system voltage control) can be cast as convex optimization problems, leveraging the prior knowledge that the underlying physics is convex. The content of Chapter 4 on constructing neural-network-based optimal controller mainly appears in [9, 10]. In [11, 12] we take a specific look into the voltage regulation problem in distribution grids, and extend the control framework to the distributed setting.

Another fundamental problem in power systems is OPF, in which the optimal combination of generator dispatch is calculated based on variable demand profile. Due to the fact that OPF needs to be recalculated at every time instance (e.g., 15 minutes), and the underlying optimization problem is often dealing with a large number of nodal and network constraints, it is of research interests to develop fast and accurate OPF solver. We find it is possible to learn the mapping from variable load
inputs to active (binding) constraints, which is able to greatly improve the solution time of a family of OPF problem. Such algorithms also have favorable generalization and robustness guarantees, which hold the promises for using machine learning as an efficient and reliable optimization solver. In Chapter 5, we describe the proposed machine learning techniques for learning to solve OPF, and the major results are illustrated in [13, 14].

There are also non-thesis research which are not discussed in details in this dissertation. In [15], we take a quick response with regards to the COVID-19 pandemic, and come up with a solution for accurately forecasting the electricity demand. In [16], we make use of the generative model to tackle the link prediction challenge for a set of graph problems. We also look into the emerging blockchain technology along with its potential applications in social networks [17]. Another direction we explore is machine learning security [18, 19, 20], where adversarial examples may be crafted to cause severe physical impacts for real-world systems.
Chapter 2
PRELIMINARIES AND BACKGROUND

This chapter provides a broad overview of foundational ideas and background material related to this thesis. We will also include a discussion of the related literature. Some knowledge of the general power system models, control algorithms and machine learning tasks will also be covered. The content in this thesis builds on the following topics. We assume preliminary knowledge of these topics and give a limited set of key references here.

2.1 Learning to Model the Physical Systems

Decisions on how to best operate and control complex physical systems such as the power grid, commercial and industrial buildings, transportation networks and robotic systems are of critical societal importance. These systems are often challenging to control because they tend to have complicated and poorly understood dynamics, sometimes with legacy components are built over a long period of time [21]. Therefore detailed models for these systems may not be available or may be intractable to construct. For instance, since buildings account for 40% of the global energy consumption [22], many approaches have been proposed to operate buildings more efficiently by controlling their heating, ventilation, and air conditioning (HVAC) systems [23]. Most of these methods, however, suffer from two drawbacks. On one hand, a detailed physics model of a building can be used to accurately describe its behavior, but this model can take years to develop. On the other hand, simple control algorithms have been developed by using linear (RC circuit) models [24] to represent buildings, but the performance of these models may be poor since the building dynamics can be far from linear [25].

Recent years have seen the surge of data-driven approaches for system modeling. More recently, there has been a strong push to further incorporate structured prediction methods like energy-based
architectures [26], while some other works have been focusing on physics-informed machine
learning techniques [27]. Our contributions focus on understanding and representing the complex
dynamics through the data-driven lens, and we have worked around deep learning architectures [28]
along with specifically designed machine learning models [8, 29, 30]. Our contributions also involve
incorporating optimization theory and physical models to enhance the learning performance as well
as providing performance guarantees [31, 32, 33, 34].

2.2 Optimization-based Modeling and Control

In this thesis, we also illustrate why optimization can be served as an appropriate language for
both system modeling and machine learning. Though these architectures and models have been
well studied in many tasks [24, 35, 36, 37], there are still many opportunities in designing specific
architectures to achieve either system-level objectives or formally establish performance guarantees.
In many cases throughout the thesis, we will start from the unconstrained optimization problem
with a parameterized objective

$$
\arg \min_x f_\theta(x),
$$

while the gradient descent method gives us the basic iterative method for finding better solutions

$$
x_{i+1} = x_i - \alpha \Delta_x f_\theta(x).
$$

On one hand, recent advances in computational framework gives us convenient and efficient
tools for auto-differentiation and gradient operation over complex model $f_\theta$ [38]. While on the
other hand, developing stable and efficient algorithms for many constrained optimization tasks are
also necessary for many engineering applications with engineering constraints.

This thesis is also closely related to control theory and reinforcement learning. While typical
reinforcement learning methods often try to find a policy

2.3 Power System Operations

In this section, we will start from describing the basic physical models underlying the power grids.
We will talk about several control and operation tasks across different timeframes and geographical
scales. Such physical models and system knowledge will shed light on the algorithm design described in later chapters.

2.3.1 Power Flow

We consider a power grid with a tree topology, with a set $\mathcal{N} = \{1, \ldots, N\}$ of buses and a set $\mathcal{E} \in \mathcal{N} \times \mathcal{N}$ of lines. For each bus $i$, denote $V_i$ as the voltage magnitude and $\theta_i$ as the voltage phase angle; let $p_i$ and $q_i$ denote the active and reactive power injections; let $s_i = p_i + jq_i$ be the complex power injection at bus $i$. The corresponding active and reactive power injection vectors are denoted as $p = \begin{bmatrix} p_1 & p_2 & \cdots & p_N \end{bmatrix}^T$, $q = \begin{bmatrix} q_1 & q_2 & \cdots & q_N \end{bmatrix}^T$. For each line $(i, k) \in \mathcal{E}$, denote line admittance $y_{ik} = g_{ik} - jb_{ik}$ with $b_{ik} > 0$, $g_{ik} > 0$.

For each bus $i \in \mathcal{N}$, its power injection is governed by

\begin{align}
    p_i &= \sum_{k=1}^N V_i V_k \left( -g_{ik} \cos (\theta_i - \theta_k) + b_{ik} \sin (\theta_i - \theta_k) \right) \quad \text{(2.3a)} \\
    q_i &= \sum_{k=1}^N V_i V_k \left( g_{ik} \sin (\theta_i - \theta_k) + b_{ik} \cos (\theta_i - \theta_k) \right). \quad \text{(2.3b)}
\end{align}

The power flow equations can also be stated in many forms, and in this thesis, we use the DistFlow formulation [39] most frequently for the ease of comparison with SOCP relaxations and linear approximations. In this formulation, let $s_{ik} = p_{ik} + jq_{ik}$ denote the complex power flow from bus $i$ to bus $k$ and $z_{ik} = 1/y_{ik} = r_{ik} + jx_{ik}$ denote the line impedance. The power flow equations are

\begin{align}
    -p_k &= p_{ik} - r_{ik} l_{ik} - \sum_{l:(k,l)\in\mathcal{E}} p_{kl} \quad \text{(2.4a)} \\
    -q_k &= q_{ik} - x_{ik} l_{ik} - \sum_{l:(k,l)\in\mathcal{E}} q_{kl} \quad \text{(2.4b)} \\
    V_k^2 &= V_i^2 - 2 (r_{ik} p_{ik} + x_{ik} q_{ik}) + (r_{ik}^2 + x_{ik}^2) l_{ik} \quad \text{(2.4c)} \\
    l_{ik} &= \frac{p_{ik}^2 + q_{ik}^2}{V_i^2}. \quad \text{(2.4d)}
\end{align}
2.3.2 Network Flow Problem

Before going into details about power system optimization and control, we will now take a detour to introduce the general form of network flow problem. A common type of network flow problems arising in logistics and communication network concerns the distribution of goods from origins (e.g., a manufacturing plant) to destinations (e.g., consumers) [33, 40]. Given a graph \( G = (V, E) \), the sources, destinations, and intermediate points are collectively modeled as nodes in the set \( V = \{1, \ldots, n\} \). The sources have certain amounts of goods and each of the sink has some demand that needs to be satisfied. The goods need not be sent directly from source to destination and may be routed through intermediary points. For each node, let \( x_i \) denote its production and let \( l_i \) denote the load. We allow a node to have both positive \( x_i \) and \( l_i \) (a node can both produce and consume goods), so \( x = (x_1, \ldots, x_n) \) and \( l = (l_1, \ldots, l_n) \) are in \( \mathbb{R}^n \). Each of the edge in the network carries some flow of goods and they are related to the nodes through a conservation equation: the sum of the flows into a node must equal to its net load. Algebraically, suppose there are \( m \) edges, each with flow \( f_j \). Then the flows \( f = (f_1, \ldots, f_m) \) are related linearly to \( x \) and \( l \) through an incidence matrix \( A \) of the graph \( G \), where \( x + Af = l \) and we follow the convention that flows into a node is positive.

We associate a positive \( c_i \) with the \( i \)'th node, interpreted as the unit cost of producing the good. The standard network flow problem is then to minimize the total costs of production:

\[
\begin{align*}
\min_{x,f} & \quad c^T x \\
\text{s.t.} & \quad 0 \leq x \leq \bar{x} \\
& \quad -\bar{f} \leq f \leq \bar{f} \\
& \quad x + Af = l
\end{align*}
\]

where \( x \) and \( f \) are the optimization variables with upper and lower bounds as shown in (2.5b) and (2.5c), respectively. Note, if a node is a pure sink, we can set \( \bar{x}_i = 0 \).
2.3.3 Optimal Power Flow

A network flow problem that includes constraints induced by physical laws is the optimal power flow (OPF) problem. It is one of the most important problems in power system operations, which finds the generations that minimizing cost while satisfying all the loads and flow constraints. The key difference with the problem in (2.5) is that the flows in a power system cannot be set independently. Namely, they must obey Kirchhoff’s voltage laws, which states that a linear combination of the flows must sum up to zero in a cycle in the network as shown in Fig. 2.1.

In the DC power flow model the power flow on the lines are determined by the angle differences. Let \( \theta_i \) be the angle of bus \( i \) and \( f_{ij} = b_{ij}(\theta_i - \theta_j) \) be the flow along the line connecting \( i \) and \( j \). If a network has cycles, let buses \( 1, \ldots, n_c \) be the buses in a cycle, counted in either the clockwise or counterclockwise direction. Consider the weighted sum

\[
\sum_{i=1}^{n_c} \frac{f_{12}}{b_{12}} + \frac{f_{23}}{b_{23}} + \cdots + \frac{f_{n_c,1}}{b_{n_c,1}}
\]

\[
= (\theta_1 - \theta_2) + (\theta_2 - \theta_3) + \cdots + (\theta_{n_c} - \theta_1)
\]

\[
= 0.
\]

Therefore, the flows lie in a subspace and are not independent from each other. Repeating the above calculation for every cycle gives that the flows lie in a subspace of dimension \( n - 1 \) for a connected network with \( n \) buses. A basis of this subspace is called a set of fundamental flows. A basis can be constructed by choosing a spanning tree and consider the flows on the branches as fundamental, and everything else can be derived from these flows.

Figure 2.2 shows an example. Assuming that all the line susceptances are 1 p.u., i.e., \( b_{ij} = 1 \), and
taking the line flows $f_1, f_2, f_4$ to the fundamental flows. Then the matrix $K$ mapping the fundamental flows to all line flows and the matrix $\tilde{A}$ mapping flows to bus injections are:

$$K = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
-1 & -1 & 0 \\
0 & 0 & 1
\end{bmatrix}, \quad \tilde{A} = \begin{bmatrix}
2 & 1 & 0 \\
-1 & 1 & 1 \\
-1 & -2 & 0 \\
0 & 0 & -1
\end{bmatrix}.$$  

Because of these cycle constraints, the edge flows must lie in a subspace in $\mathbb{R}^m$. This is the space of fundamental flows, with a dimension of $n - 1$. The rest of the $m - n + 1$ flows are uniquely determined by the cycle constraints. By selecting a spanning tree of the network where flows on the edges in the tree are fundamental, the rest of the flows on the edges are determined through the cycle constraints [41]. Algebraically, we use $f$ to denote the flows in a cycle basis and a matrix $K \in \mathbb{R}^{m \times (n-1)}$ to map it to all of the flows. Then the optimization problem becomes:

$$J(\ell) = \min_{x,f} \sum_{i=1}^{n} \frac{q_i}{2} x_i^2 + c_i x_i \quad \text{(2.6a)}$$

s.t. \quad $0 \leq x \leq \bar{x}$ \quad \text{(2.6b)}$

-\bar{f} \leq Kf \leq \bar{f} \quad \text{(2.6c)}$

$x + \tilde{A}f = \ell,$ \quad \text{(2.6d)}$

where $\tilde{A}$ is the modified incidence matrix mapping the fundamental flows to the nodal injections.
2.3.4 Voltage Regulation

In the distribution grid, other than the standard OPF problem, voltage control is another important problem due to the increasing penetration of renewables and the resulting fluctuations on nodal voltage. The optimal voltage regulation problem is then to optimize system performance subject to the power flow equations (2.4), while the inverter-based distributed resources are available for providing reactive power injections. There are a variety of objective functions and constraints we can consider [42], and throughout this thesis we adopt the following optimal voltage regulation formulation:

\[
\min_{\mathbf{q}} \quad \sum_{i=1}^{N} \alpha_i |V_i - V_{i,0}|
\]

\[\text{s.t.} \quad \mathbf{q} \leq \mathbf{q} \leq \mathbf{\bar{q}}\]

\[
\text{Power Flow Equations (2.4)}
\]

where \(\alpha_i\) is a weight parameter. The goal of the problem is to maintain voltage magnitude \(V_i\) within a small distance from the nominal value \(V_{i,0}\) for all buses (e.g., plus/minus 5%) [43]. The constraints on reactive powers comes from the rating of the power electronics on the DERs. Note that if a bus does not have reactive power capability, we can simply set the upper and lower bound to be equal to the nominal reactive load value. Here we assume that the active power injections are fixed exogenously (e.g., by solar irradiation), although we can accommodate active power as a optimization variable using the same methodology presented in this paper. In addition, other cost functions such as losses or costs or reactive power can be added to the objective as well.

The optimization problem in (2.7) is not convex because of the quadratic equality (2.4d) in the power flow equations. A simple relaxation is to make it into an inequality as:

\[
l_{ik} \geq \frac{p_{ik}^2 + q_{ik}^2}{V_i^2}.
\]

Using (2.8) instead of (2.4d) in (2.7) makes it a convex optimization problem, in particular a second order cone problem (SOCP) [44, 45].

In Chapter 4 where we will take voltage regulation as a working example for our proposed control algorithm, we will build our work upon an important result which shows the above convex
relaxation is tight under many settings. In fact, there are different convex relaxations one can use, including semidefinite programming (SDP) and the result extends to unbalanced systems as well [46, 47]. Therefore, in principle, there exist efficient algorithms that are guaranteed to find the global optimal solution. However, as we discuss in the next section, these algorithms have rarely been implemented in practice [48].
Chapter 3

UNCERTAINTY MODELING VIA SCENARIO GENERATION

3.1 Motivation

High levels of renewables penetration pose challenges in the operation, scheduling, and planning of power systems. Since renewables are intermittent and stochastic, accurately modeling the uncertainties in them is key to overcoming these challenges [49, 50]. One widely used approach to capture the uncertainties in renewable resources is by using a set of time-series scenarios [51]. By using a set of possible power generation scenarios, renewables producers and system operators are able to make decisions that take uncertainties into account, such as stochastic economic dispatch/unit commitment, optimal operation of wind and storage systems, and trading strategies (e.g., see [52, 53, 54, 55] and the references within).

Figure 3.1: Model architecture for our proposed method. During the training process (a), the generator transforms noise vectors into generated time-series, and the discriminator is fed with both historical time-series and generated time-series, and try to discriminate the source of the input. (b). Once training completes, we are able to optimize over the noise vectors to find the future scenarios from generator output conditioned on historical observations.
Despite the tremendous advances recently achieved, scenario generation remains a challenging problem [56, 57]. The dynamic and time-varying nature of weather, the nonlinear and bounded power conversion processes, and the complex spatial and temporal interactions make model-based approaches difficult to apply and hard to scale, especially when multiple renewable power plants are considered. These models are typically constructed based on statistical assumptions that may not hold or difficult to test in practice, and sampling from high-dimensional distributions (e.g. non-Gaussian) is also nontrivial [51]. Previous statistical or physical methods like first-order autoregressive model [58], ensemble methods and Gaussian Copula [1, 52, 59] either required strong statistical assumptions or detailed physical measurements and modeling. What is more, most of these methods focus on capturing the marginal distribution of each individual time slots of the forecasting horizon, while paying less attention to the temporal correlations in the scenarios [60]. In addition, some of these methods depend on certain probabilistic forecasts as inputs, which may limit the diversity of the generated scenarios and under-explore the overall variability of renewable resources.

Specifically, we propose to utilize the power of the recently discovered machine learning concept of Generative Adversarial Networks (GAN) [30] to fulfill the task of scenario generation. Generative models have become a research frontier in computer vision and machine learning area, with the promise of utilizing large volumes of unlabeled training data. There are two key benefits of applying such class of methods. The first is that they can directly generate new scenarios based on historical data, without explicitly specifying a model or fitting probability distributions. The second is that they use unsupervised learning, avoiding cumbersome manual labellings that are sometimes impossible for large datasets. In the image processing community, GANs are able to generate realistic images that are of far better quality compared to other methods [30, 61, 62].

The intuition behind GAN is to leverage the power of deep neural networks (DNNs) to both express complex nonlinear relationships (the generator) as well as classify complex signals (the discriminator). The key insight of GAN is to set up a minimax two player game between the generator DNN and the discriminator DNN (thus the use of “adversarial” in the name). During each training epoch, the generator updates its weights to generate “false” samples trying to “fool” the
discriminator network, while the discriminator tries to tell the difference between true historical samples and generated samples. In theory, at reaching the Nash equilibrium, the optimal solution of GANs will provide us a generator that can exactly recover the distribution of the real data so that the discriminator would be unable to tell whether a sample came from the generator or from the historical training data. At this point, generated scenarios are indistinguishable from real historical data, and are thus as realistic as possible. Fig. 3.1(a) shows the general architecture of a GANs’ training procedure under our specific setting. Our approach can be used for a variety of scenario forecasts problems, e.g., wind and solar generation, and is easy to adjust the forecast horizon (e.g. ranging from from 1-2 hours to 1-2 days) with little tuning. Specifically, we make the following contributions:

To extend the pure scenario generation, we are also interested in forecasting a group of scenarios which could inform system operators the possible future realizations of power generation process. That is, given a time-series of renewables generation realization, we are interested to formulate and solve an optimization problem iteratively to obtain high-quality scenario forecasts. Such optimization setup and solution procedures are illustrated in Fig. 3.1(b).

![Figure 3.2: Selected samples from our validation sets (top) versus generated samples from our trained GANs (middle) for both wind and solar groups. The pair of samples are selected using Euclidean distance based search. Without using these validation samples in training, our GANs is able to generate samples with similar behaviors and exhibit a diverse range of patterns. The autocorrelation plots (bottom) also verify generated samples’ ability to capture the correct time-correlations.](image-url)
3.2 Problem Setup

In this section, we describe the setup for GANs [30] and how we could adapt it to the task of scenario generation and scenario forecasts. We first formulate the training objectives for the discriminator and the generator respectively, and show GANs is a good fit to generate a potentially unlimited number of renewable power production time-series. Then we illustrate how this time-series producer can be served in an optimization problem to find desired scenarios forecasts.

Denote observations $x^j_t$ for times $t \in T$ of renewable power production are available for each power plant $j$, $j = 1, \ldots, N$. We also denote the true distribution of the observation as $P_x$, which is unknown and maybe difficult to model because of complex spatial and temporal correlations. Suppose we have access to a group of noise vector input $z$ under a known distribution $z \sim P_z$ that is easily sampled from (e.g., jointly Gaussian or uniform). Given a sample $z$ drawn from $p_z$, our goal is to find a function $G$ such that after transformation, $G(z)$ follows $P_x$. This is accomplished by simultaneously training two deep neural networks: the generator network $G(z; \theta^{(G)})$ and the discriminator network $D(x; \theta^{(D)})$. Here, $\theta^{(G)}$ and $\theta^{(D)}$ denote the weights of two neural networks, respectively. For convenience, we sometimes suppress the symbol $\theta$.

**Generator:** During the training process, the generator is trained to take a batch of inputs from the noisy distribution $P_z$, and by taking a series of up-sampling operations by neurons of different functions, and to output realistic time-series samples. Ideally, they should appear as if drawn from $P_x$. Therefore, after training finishes, the mapping $G(z; \theta^{(G)})$ should follow the true data distribution $P_x$.

**Discriminator:** The discriminator is trained simultaneously with the generator. It takes input samples either coming from real historical data or coming from the generator. By taking a series of operations of down-sampling using another deep neural network, it outputs a continuous value $p_{real}$ that measures to what extent the input samples belong to $P_x$. The discriminator can be expressed as $D(x; \theta^{(D)})$, where $x$ may come from $P_x$ or $P_z$. The discriminator is trained to learn to distinguish between $P_x$ from $P_z$, and thus to maximize the difference between $D(x)$ (x from real data) and $D(G(z))$. 
With the objectives for the discriminator and the generator defined, we can now formulate loss function \( L_G \) for the generator and \( L_D \) for the discriminator to train to optimize the performance of them (i.e., update neural networks’ weights based on the losses). A small \( L_G \) reflects that \( G(z) \) is as realistic as possible from the discriminator’s perspective, e.g., the generated scenarios are “looking like” historical scenarios to the discriminator. Similarly, a small \( L_D \) indicates discriminator is good at telling the difference between generated scenarios and historical scenarios, which means there is a large difference between \( \mathbb{P}_{G(z)} \) and \( \mathbb{P}_x \). Following this guideline and the loss defined in [63], we define \( L_D \) and \( L_G \) as:

\[
L_G = -\mathbb{E}_{z \sim \mathbb{P}_z}[D(G(z))] \quad (3.1a)
\]
\[
L_D = -\mathbb{E}_{x \sim \mathbb{P}_x}[D(x)] + \mathbb{E}_{z \sim \mathbb{P}_z}[D(G(z))]. \quad (3.1b)
\]

In the above, the expectations are taken as empirical averages based either on the historical data or on the generated data. Note the functions \( D \) and \( G \) are parametrized by the weights of two distinct deep neural networks.

We can now combine (3.1a) and (3.1b) to construct the minimax game value function \( V(G,D) \) for these two players:

\[
\min_G \max_D V(G,D) = \mathbb{E}_{x \sim \mathbb{P}_{\text{data}}}[D(x)] - \mathbb{E}_{z \sim \mathbb{P}_z}[D(G(z))] \quad (3.2)
\]

where \( V(G,D) \) is the negative of \( L_D \).

During first few training iterations, \( G \) just generates time-series samples \( G(z) \) totally different from samples in \( \mathbb{P}_x \), and after learning from those samples coming from \( \mathbb{P}_x \), the discriminator is able to reject \( G(z) \) with high confidence. In that case, \( L_D \) is small, and \( L_G, V(G,D) \) are both large. The generator gradually learns to generate more realistically looking samples, while at the same time the discriminator is also trained to distinguish these newly fed generated samples from \( G \). As training moves on and moves close the the equilibrium, \( G \) is able to generate samples that look as realistic as real power generation time-series corresponding to a small \( L_G \) value, while \( D \) is unable to distinguish \( G(z) \) from \( \mathbb{P}_x \) with large \( L_D \). Eventually, we are able to learn an unsupervised representation of the probability distribution of renewables time-series. By sampling \( z \sim \mathbb{P}_z \), we get \( G(z) \) that appears “as if” it was sampled from the true distribution.
More formally, the minimax objective (3.2) of the game can be interpreted as the dual of the so-called Wasserstein distance (Earth-Mover distance) [64]. The Wasserstein distance between two distributions $X$ and $Y$ measures the effort (or “cost”) needed to transport $X$ to $Y$. It is shown in [63] that we are precisely trying to get two distributions, $P_X$ and $P_{G(z)}$ to be close to each other by defined loss for $G$ and $D$ in (3.1a) and (3.1b) respectively.

Note that unlike previous approaches for generating scenarios given historical observations, which all involve the modeling of renewables generation stochastic processes [1, 52, 59], by using GANs we bypass the step of learning or modeling $P_X$ explicitly.

As is shown in Fig. 3.3b, once the Wasserstein distance we estimate using 3.2 stops decreasing or reaches pre-set limits, the “cost” of transforming a generated sample to original sample has been minimized. So the distance between the distribution of $G(Z)$ and $P_X$ is minimized. Thus we find the optimal generator $G^\ast$. In the GANs community, there is a growing body of literature about the choice of loss functions. Here we chose to use the Wasserstein distance [63] instead of the original Jensen-Shannon divergence proposed in [30]. This is because Wasserstein distance directly calculates the distance between two distributions $P_G$ and $P_X$. Since we want to generate scenarios that reflect the variability of renewables generation processes, training using Wasserstein distance allows us to capture all of the modes in training samples which are all coming from $P_X$. Training using Jensen-Shannon divergence tends to lead the generator to generate a single pattern of power profile that has the highest probability. In this section, we want to generate scenarios that reflect diverse modes of renewables, which is accomplished by using the Wasserstein distance to directly measure the distance between distributions of real historical data and generated samples.

In an unconditioned generative model, we do not control the specific types of the samples being generated by $G$. Sometimes, we are interested in scenarios “conditioned on” certain class of events, e.g., calm days with intermittent wind, or windy days with farms at full load capacity. Conditional generation is done by incorporating more information to the training procedure of GANs, such that the generated samples conforming to same properties as certain class of training samples. Inspired by supervised learning where we have labels for each training samples, here we propose to combine event labels with training samples, and thus the objective for $G$ is to generate samples under given
Figure 3.3: Training evolution for GANs on a wind dataset. (a) The outputs from the discriminator $D(x)/D(G(z))$ during training illustrates the evolution of generated samples $G(z)$. At the start, the generated samples (orange) and the real samples (blue) are easily distinguished at the discriminator. As training progresses, they are increasing difficult to distinguish. (b) The empirical Wasserstein distance between the distribution of the real sample and the generated samples, where close to zero means that the two distributions are close to each other.

class [61]. More formally, the problem can be written as:

$$\min_G \max_D V(G, D) = \mathbb{E}_{x \sim p_{data}(x)}[D(x|y)] - \mathbb{E}_{z \sim P_z}[D(G(z)|y)],$$  \hspace{1cm} (3.3)$$

where $y$ encodes different type of classes of conditions.

Class labels are assigned based on user-defined classification metrics, such as the mean of daily power generation values, the month of training samples coming from, etc. Note that such class labels are just representation of samples’ events reflected by the power generation data distribution, GANs should be able to learn the conditional distribution and generate samples based on any given
meaningful classification metric. Since such conditional GANs is only modifying the unconditional
GANs model proposed earlier with a label vector input, both models can be trained using similar
algorithm described in Algorithm 1.

**Algorithm 1** GANs for Time-Series Generation

**Require:** Learning rate $\eta$, clipping parameter $c$, batch size $m$, Number of iterations for discriminator
per generator iteration $n_{discri}$

**Ensure:** Initial weights $\theta^{(D)}$, $\theta^{(G)}$

while $\theta^{(D)}$ has not converged do

for $t = 0, \ldots, n_{discri}$ do

# Update parameter for Discriminator

Sample batch from historical data:

$\{x^{(i)}\}_{i=1}^m \sim \mathbb{P}_x$

Sample batch from Uniform distribution:

$\{z^{(i)}\}_{i=1}^m \sim \text{Unif}(-1, 1)$

Update discriminator nets using gradient descent:

$g_{\theta^{(D)}} \leftarrow \nabla_{\theta^{(D)}} \left[ -\frac{1}{m} \sum_{i=1}^m D(x^{(i)}) + \frac{1}{m} \sum_{i=1}^m D(G(z^{(i)})) \right]$

$\theta^{(D)} \leftarrow \theta^{(D)} - \eta \cdot \text{RMSProp}(\theta^{(D)}, g_{\theta^{(D)})}$

$\theta^{(D)} \leftarrow \text{clip}(\theta^{(D)}, -c, c)$

end for

# Update parameter for Generator

Update generator nets using gradient descent:

$g_{\theta^{(G)}} \leftarrow \nabla_{\theta^{(G)}} \frac{1}{m} \sum_{i=1}^m D(G(z^{(i)}))$

$\theta^{(G)} \leftarrow \theta^{(G)} - \eta \cdot \text{RMSProp}(\theta^{(G)}, g_{\theta^{(G)} })$

end while
Algorithm 2 Forecasting Scenarios with GANs

Require: Pre-trained GANs model weights \( \theta^{(G)}, \theta^{(D)} \)

Require: Measurements \( p_{\text{hist}} \), point forecast \( \hat{p}_{\text{pred}} \)

Require: PI level \( \alpha \), initial PI level \( \alpha_{\text{sub}} \), weighting parameters \( \gamma, \beta \), initial point finder iterations \( n_{\text{init}} \), scenario finder iterations \( n_{\text{scen}} \), learning rate \( \eta \), scenario number \( N \)

Ensure: Generated scenarios \( S \leftarrow \emptyset \)

for \( \text{scenario} = 0, \ldots, N \) do

Sample \( p_{\text{initial}} \sim \text{Unif}(L^\alpha_{\text{sub}}(\hat{p}_{\text{pred}}), U^\alpha_{\text{sub}}(\hat{p}_{\text{pred}})) \)

Sample \( z \sim \text{Unif}(-1, 1) \)

# Find good initial \( z \)

for \( \text{iteration} = 0, \ldots, n_{\text{init}} \) do

Update \( z \) using gradient descent:

\[ g_z \leftarrow \nabla_z L_{\text{sub}} \]  #\( L_{\text{sub}} \) is defined by 3.8

\[ z \leftarrow z - z \cdot \text{MomentumGD}(z, g_z) \]

\[ z \leftarrow \text{clip}(z, -1, 1) \]

end for

# Find forecasting scenarios

for \( \text{iteration} = 0, \ldots, n_{\text{scen}} \) do

Update \( z \) using gradient descent:

\[ g_z \leftarrow \nabla_z L_{\text{main}} \]  #\( L_{\text{main}} \) is defined by 3.7

\[ z \leftarrow \theta^{(D)} - \eta \cdot \text{MomentumGD}(z, g_z) \]

\[ z \leftarrow \text{clip}(z, -1, 1) \]

end for

\( S.\text{insert}(G(z)) \)

end for
3.3 Applications of Scenario Generations

3.3.1 Single Time-Series Scenario Generation

Consider a set of historical data for a group of renewable resources at $N$ sites. For site $j$, let $x_j$ be the vector of historical data indexed by time, $t = 1, \ldots, T$, and $j$ ranges from 1 to $N$. Our objective is to train a generative model based on GANs by utilizing historical power generation data $\{x_j\}, j = 1, \ldots, N$ as the training set. Generated scenarios should be capable of describing the same stochastic processes as training samples and exhibiting a variety of different modes representing all possible variations and patterns seen during training.

Figure 3.4: A group of one-day historical (top) and generated (bottom) wind farm power output. The latter behaves similarly to the former both spatially and temporally.
3.3.2 Scenario Generation for Multiple Sites

In a large system, multiple renewable resources need to be considered at the same time. Here we are interested in simultaneously generating multiple scenarios for a given group of geographical close sites. We have historical power generation observations \( \{x_j\}, j = 1, \ldots, N \) for \( N \) sites of interests.
with the same time horizon. The generated scenarios should capture both the temporal and spatial correlations between the resources, as well as the marginal distribution of each individual resource.

In some situations a point forecast is given and scenarios should be thought as the forecasting error. Our approach can be easily applied by simply replacing the training samples with the historical forecast errors. Based on different forecasting technologies, there may or may not be correlations among the errors. Our approach would automatically generate statistically correct scenarios without any explicit assumptions.

3.3.3 Event-Based Scenario Generation

In addition to the standard scenario generation process described above, we may want to generate scenarios with distinct properties. For instance, an operator may be interested in scenarios that capture the solar output of a hot summer day. We incorporate these given properties into the training process by labeling each training samples with an assigned label to represent the event. Specifically, we use a label vector \( y \) to classify and record certain properties in an observation \( x_j \).

Thus in this part we are interested in scenario generation conditioned on the label \( y \), while samples having same label should follow the similar properties. Our objective here is to train a generative model based on GANs using historical conditional power generation data \( \{x_j|y_j\}, j = 1, \ldots, N \) as a training set.

3.4 Scenario Forecasts Based on Trained GANs

So far we have talked about using GANs as a powerful time-series modeling unit. Yet for many tasks in power system operations, the key information we want to know is about possible future scenarios (e.g., day-ahead scenarios for wind power generation or electricity demand). For a typical renewable power generation site, assume at timestep \( t \), we have records for actual past power outputs \( p_{\text{hist}} \in \mathbb{R}^{h+1} \) with \( p_{\text{hist}} = [p_t \ldots p_{t-h}]^T \). Meanwhile, we have some forecasting method to obtain the point forecasts \( \hat{p}_{t+i} \) for each look-ahead time \( i = 1, \ldots, k \) given \( p_{\text{hist}} \). This forecast is denoted by \( \hat{p}_{\text{pred}} = [p_{t+1} \ldots p_{t+k}]^T \), where \( k \) is the forecasting horizon. Based on the historical information and
the point forecast, we are interested in generating a group of $N$ scenarios $S = \{s_1, \ldots, s_N\}$, $s_i \in \mathbb{R}^k$, which represent the possible variations around the point forecast and accurately reflect the temporal dynamics of future generation. Note we focus on the scenario forecasting problem, so the central point forecast can be provided by any method.

Assume we have trained a GANs model based on the set of observations. Given some input noise $z$, $G(z)$ generates a possible realization without regarding to the historically observed data $p_{\text{hist}}$ and the point forecast $\hat{p}_{\text{pred}}$. Therefore, we need to constrain the possible $G(z)$ to satisfy two conditions: 1) the part of $G(z)$ from time index $t - h$ to $t$ should be close to the historical data $p_{\text{hist}}$; 2) the part of $G(z)$ from time index $t + 1$ to $t + k$ should be realistic and respect the point forecast.

To describe these conditions, we introduce two projection operators that separate a vector into two parts. Given $v \in \mathbb{R}^{h+k+1}$, we denote two projection operations $P_{\text{hist}}(f(v)) = [v_1, \ldots, v_{h+1}]^T$ and $P_{\text{pred}}(f(v)) = [v_{h+2}, \ldots, v_{h+k+1}]^T$ to extract former $h + 1$ and latter $k$ dimensions of $v$, respectively.

Meanwhile, we want to constrain generated scenarios do not conflict with the information provided by point forecasts $\hat{p}_{\text{pred}}$ (e.g., information from numerical weather prediction (NWP)). Then we can constrain latter part of $G(z)$ so that they do not conflict with the given $\hat{p}_{\text{pred}}$. Then to ensure that the first part of $G(z)$ resembles $p_{\text{hist}}$, we use the following cost function:

$$||P_{\text{hist}}(G(z)) - p_{\text{hist}}||_2.$$  \hfill (3.4)

To ensure the generated scenarios are realistic, we add a loss term $-D(G(z))$ where $D$ is the discriminator output (recall larger discriminator output indicates more realistic samples). Finally, we use the point forecast $\hat{p}_{\text{pred}}$ by defining a prediction interval that the generated scenarios should lie in [65]. We describe this interval with an upper bound $U^\alpha(\hat{p}_{\text{pred}})$ and a lower bound $L^\alpha(\hat{p}_{\text{pred}})$, controlled by a parameter $\alpha$ (can be interpreted as the prediction confidence):

$$L^\alpha(\hat{p}_{\text{pred}}) = \frac{1}{\alpha} \hat{p}_{\text{pred}}, \quad U^\alpha(\hat{p}_{\text{pred}}) = \alpha \hat{p}_{\text{pred}}$$  \hfill (3.5)

Using all of the objectives and constraints above, given the observation and forecast vector pair $p_{\text{hist}}, \hat{p}_{\text{pred}}$, and GANs pre-trained model $G, D$, the scenario forecasts problem can be formulated as
a constrained optimization problem:

$$\begin{align*}
\min \quad & \|P_{\text{hist}}(G(z)) - p_{\text{hist}}\|_2 - \gamma D(G(z)) \\
\text{s.t.} \quad & z \in Z \\
& L^\alpha(\hat{p}_{\text{pred}}) \leq \mathbb{P}_{\text{pred}}(G(z)) \leq U^\alpha(\hat{p}_{\text{pred}}). \quad (3.6a, 3.6b)
\end{align*}$$

where $\gamma$ is a weighting parameter; (3.6a) constrains $z$ to be within the domain of $G(z)$, which we take to be a hypercube $Z = [-1, 1]^{h+k+1}$; (3.6b) constrains the generators’ output to be within the given prediction intervals given $\hat{p}_{\text{pred}}$. By solving above optimization problem, we can obtain a forecasting scenario $\mathbb{P}_{\text{pred}}(G(z^*))$.

Since both of the objective and constraints in (3.6) are non-convex, to deal with the inequality constraints (3.6b), we propose to substitute it into the main objective with two log barriers. Then the optimization problem is reformulated as

$$\begin{align*}
\min \quad & \|P_{\text{hist}}(G(z)) - p_{\text{hist}}\|_2 - \gamma D(G(z)) - \\
& \beta \log(\mathbb{P}_{\text{pred}}(G(z)) - L^\alpha(\hat{p}_{\text{pred}}) - \\
& \beta \log(U^\alpha(\hat{p}_{\text{pred}}) - \mathbb{P}_{\text{pred}}(G(z))) - \gamma D(G(z)) \\
\text{s.t.} \quad & z \in Z. \quad (3.7a, 3.7b)
\end{align*}$$

where $\beta$ is the weighting parameter for log barriers.

We then go into the task of finding possible future scenarios based on trained GAN model. Because of the highly non-convex nature of $G(\cdot)$ and $D(\cdot)$, there exist many local optima in (3.6). The key to finding a group of solutions to (3.6) exploits that fact. To ensure that we reach a good local optimum, we add momentum to the gradient descents algorithm [66] to skip from saddle points and shallow local optima.\(^1\)

Since there are multiple local optima to (3.6), we can start at different initial points $z_i \in Z$ and find distinct forecasting scenario $\mathbb{P}_{\text{pred}}(G(z_i^*))$ by solving (3.7) using gradient descents with momentum (MomentumGD). As the training loss defined in (3.2) incurs $G$ to generate diverse

\(^1\)There is a growing body of literature on the local optima of non-convex functions and interested readers can refer to [66] and the references within.
modes given different $z$, we are able to obtain a group of distinct yet realistic scenarios with different initial starting values.

In order to obtain good starting points for $z$ which $\mathbb{P}_{\text{pred}}(G(z))$ do not fall outside of the log barriers in (3.7), we first solve the following subsidiary problem:

$$
\min_{z} \| \mathbb{P}_{\text{pred}}(G(z)) - p_{\text{initial}} \|_2 \quad (3.8)
$$

$$
s.t. \quad z \in Z \quad (3.8a)
$$

$$
L^\alpha(\hat{p}_{\text{pred}}) \leq p_{\text{initial}} \leq U^\alpha(\hat{p}_{\text{pred}}). \quad (3.8b)
$$

where $p_{\text{initial}}$ is sampled uniformly at random from $[L^\alpha(\hat{p}_{\text{pred}}), U^\alpha(\hat{p}_{\text{pred}})]$. In order that we can always obtain a good initial $z$, we set $\alpha$ in (3.8) to be slightly smaller than $\alpha$ in main objective function (3.7). In Algorithm 2 we summarize our approach for generating a group of scenarios provided with a pre-trained GANs weights as well as pairing historical measurements and point forecasts.

Figure 3.6: The Pearson’s correlation matrix for a group of realizations (left) and scenarios forecasts (right) indicates our scenario forecasts capture the linear correlation for different forecasting lead time.
3.5 Experimental Results

3.5.1 Data Collection

We build training and validation dataset using power generation data from NREL Wind\(^2\) and Solar\(^3\) Integration Datasets [67]. The original data has resolution of 5 minutes. We choose 24 wind farms and 32 solar power plants located in the State of Washington to use as the training and validating datasets. We shuffle the daily samples and use 80% of them as the training data, and the remaining 20% as the testing datasets. Along with the wind read measurements, we also collect the corresponding 24-hour ahead forecast data, which is later used for conditional generation based on forecasts error. The 10% and 90% quantile forecasts are also available for Gaussian copula method setup. All of these power generation sites are of geographical proximity which exhibit correlated (although not completely similar) stochastic behaviors. Our method can easily handle joint generation of scenarios across multiple locations by using historical data from these locations as inputs with no changes to the algorithm. Thus the spatiotemporal relationships are learned automatically.

Fig. 3.2 shows examples of our generated daily scenarios with a comparison to historical scenarios. These generated scenarios correctly capture the rapid variations and strong diurnal cycles in wind and solar. Note we explicitly chose examples where the historical data and the generated scenarios do not match each other perfectly. Our goal is to generate new and distinct scenarios that capture the intrinsic features of the historical data, but not to simply memorize the training data. Moreover, in the task of scenario forecasts, we are interested in generating all possible scenarios to capture possible temporal patterns in the future renewables generations.

3.5.2 Spatio-Temporal Correlation

Instead of feeding a batch of sample vectors \(x^{(i)}\) representing a single site’s diurnal generation profile, here we feed GANs with a real data matrix \(\{x^{(i)}\}\) of size \(N \times T\), where \(N\) denotes the

---

\(^2\)https://www.nrel.gov/grid/wind-integration-data.html

\(^3\)https://www.nrel.gov/grid/sind-toolkit.html
total number of generation sites, while \( T \) denotes the total number of timesteps for each scenario. Here we choose \( N = 24, T = 24 \) with a resolution of 1 hour. A group of real scenarios \( \{ x^{(i)} \} \) and generated scenarios \( \{ G(z^{(i)}) \} \) for the 24 wind farms are plotted in Fig. 3.4. By visual inspection we find that the generated scenarios retain both the spatial and temporal correlations in the historical data (again, not seen in the training stage).

### 3.5.3 Conditional Generation

In this setting we are adding class information for the GANs’ training procedure, and the generated samples could be “conditioned” to certain context or statistics informed by such labels. Here we present four representative applications using class information. For all these practical conditional scenario generation applications, we observe the generated samples are realistic. And we illustrate in Fig. 3.5 the learned overall marginal distribution compared to validation set in three different tasks with different settings of labels: mean value, ramp events and forecast errors.

### 3.5.4 Scenario Forecasts

We make use of the Pearson’s correlation coefficient, which is a standard method to evaluate the linear relationship of time-series at various look-ahead times. Given the set of generated scenarios or realizations \( S \), each term \( \rho_{i,j} \) in the Pearson’s correlation matrix denotes the Pearson correlation for lead time \( i \) and \( j \), and is calculated by

\[
\rho_{i,j} = \frac{\text{Cov}(S_i, S_j)}{\sigma_{S_i} \sigma_{S_j}}
\]  

(3.9)

where \( \text{Cov}(S_i, S_j) \) is the covariance of \( S_i \) and \( S_j \).

We validate if forecasted scenarios coming from our method have similar temporal correlation as the actual wind power values. In Fig. 3.6 we plot the colormap for the covariance matrix of a group of 32 wind turbines’ 24--hour actual measurements, along with 1,600 forecasting scenarios with 50 scenarios for each realization. The \( x-- \) and \( y-- \) axes are for the prediction horizon \( k \). Similar covariance matrix element values indicate that without any model assumptions being made
during training process, our proposed scenario generation method is able to capture the temporal dependency accurately.

In Fig. 3.7 we specifically select one 24-hour sample whose point forecast is deviating a lot from the actual measurements. By selecting different prediction intervals, our proposed method could reflect the trade-off between reliability and sharpness. When the interval level is $\alpha = 1.5$, generated scenarios are close to point forecasts, yet fail to cover the realizations; while when $\alpha = 3$, generated scenarios could cover the actual power production values, but are less concentrated.

Figure 3.7: Plot (a) (b) (c) correspond to group of 10 day-ahead scenarios (red) with varying PIs of 1.5, 2 and 3 respectively.
In order to verify the group of generated scenarios are able to represent possible future realizations, the scenarios should be able to cover the actual value of power generation (reliable), while at the same time distance between generated scenarios should be small (sharp). We make use of the Continuous Ranked Probability Score (CPRS) [68], which is a negatively-oriented score (smaller scores are better) that jointly evaluates the reliability and sharpness of generated scenarios. The score at lead time $k$ is defined as follows:

$$\text{CPRS}_k = \frac{1}{N} \sum_{t=1}^{N} \int_{0}^{1} (\hat{F}_{t+k|t}(p) - I(p \geq p_{t+k}))^2 dp$$  \hspace{1cm} (3.10)

where $N$ is the total number of evaluated scenarios, $\hat{F}_{t+k|t}(p)$ is the cumulative distribution for normalized generated scenarios’ value at lead time $k$, and $I(p \geq p_{t+k})$ is the indicator function to compare the normalized scenarios and measurements. Since we are not using quantile statistics to calculate $\hat{F}_{t+k|t}(p)$, we use the discrete-valued $\hat{F}_{t+k|t}(p)$ to calculate (3.10).

Figure 3.8: CPRS of scenarios generated by proposed method and empirical Gaussian Copula [1].

The performance of the proposed method is also demonstrated by the CPRS score. Results for our approach and Gaussian copula method are plotted in Fig. 3.8. Both approaches use the same training dataset to get the time-series generator or to find the estimate of the covariance matrix, and are tested on the stand-alone testing samples. The proposed method has better performance at different lead time compared to Gaussian Copula. Since point forecasts normally accumulate larger errors with longer forecast horizons, both methods have growing CPRS values with respect to forecasting horizons.
3.6 Conclusion

In this chapter by built upon the novel generative adversarial networks, we proposed a data-driven unsupervised machine learning approach for forecasting scenarios of renewables power generation processes. The proposed method is flexible and easily implemented in problems with high penetration of renewables. Numerical results show that comparing with existing scenario generation approaches, the proposed method is able to generate realistic, high quality scenarios capturing spatiotemporal behaviors of renewables without any explicit model construction.

Scenario approach to address the data uncertainty have been proved to be a viable route for many decision-making and control problems. In the next two chapters we will introduce machine learning methods for energy system operation and control under deterministic environments. However for the future work, it is worthwhile to explore venues where we can combine the uncertainty modeling units and decision-making algorithms organically. Such issues are becoming increasingly important considering the uncertain scenarios brought by climate change coupled with demand-side revolution. What is the worst case guarantee for system performance under extreme weather? What are the all possible electricity demand profiles considering higher penetration of EVs and behind-the-meter distributed generations? Can we learn to operate the grid by navigating through the extreme scenarios? Joint developments of machine learning models and rigorous system-level analysis will be conducted in the future work.
Chapter 4

OPTIMAL CONTROL VIA NEURAL NETWORKS

4.1 Introduction

Decisions on how to best operate and control complex physical systems such as the power grid, commercial and industrial buildings, transportation networks and robotic systems are of critical societal importance. These systems are often challenging to control because they tend to have complicated and poorly understood dynamics, sometimes with legacy components are built over a long period of time [21]. Therefore detailed models for these systems may not be available or may be intractable to construct. For instance, since buildings account for 40% of the global energy consumption [22], many approaches have been proposed to operate buildings more efficiently by controlling their heating, ventilation, and air conditioning (HVAC) systems [23]. Most of these methods, however, suffer from two drawbacks. On one hand, a detailed physics model of a building can be used to accurately describe its behavior, but this model can take years to develop. On the other hand, simple control algorithms have been developed by using linear (RC circuit) models [24] to represent buildings, but the performance of these models may be poor since the building dynamics can be far from linear [25].

In this paper, we leverage the availability of data to strike a balance between requiring painstaking manual construction of physics based models and the risk of not capturing rich and complex system dynamics through models that are too simplistic. In recent years—with the growing deployment of sensors in physical and robotics systems—large amount of operational data have been collected, such as in smart buildings [69], legged robotics [70] and manipulators [71]. Using these data, the system dynamics can be learned directly and then automatically updated at periodic intervals. One popular method is to parameterize these complex system dynamics using deep neural networks to capturing complex relationships [37, 72], yet few research investigated how to integrate deep
learning models into real-time closed-loop control of physical systems.

In this paper we tackle the modeling accuracy and control tractability tradeoff by building on the input convex neural networks (ICNN) in [8] to both represent system dynamics and to find optimal control policies. By making the neural network convex from input to output, we are able to obtain *both good predictive accuracies and tractable computational optimization problems*. The overall methodology is shown in Fig. 4.1. Our proposed method (shown in Fig. 4.1 (b)) firstly utilizes an input convex network model to learn the system dynamics and then computes the best control decisions via solving a convex model predictive control (MPC) problem, which is tractable and has optimality guarantees. This is different from existing methods that uses model-free end-to-end controller which directly maps input to output (shown in Fig. 4.1 (a)). Another major contribution of our work is that we explicitly prove that ICNN can represent all convex functions and systems dynamics, and is *exponentially* more efficient than widely used convex piecewise linear approximations [73].

---

**Figure 4.1**: Our proposed model-based method, (a) an input convex neural network is first trained to learn the system dynamics, then (b) we solve a convex predictive control problem to find the optimal actions which are input convex neural networks’ inputs. The optimization steps are also based on objectives and dynamics constraints represented by the trained networks.
4.2 Connections to Related Work

4.2.1 Model-Based Reinforcement Learning

In many literature, model-based reinforcement learning algorithms share some similarities with optimal control methods. Model-based control algorithms often involve two stages – system identification and controller design. For the system identification stage, the goal is to learn a fixed form of system model to minimize some prediction error [74]. Most efficient model-based control algorithms have used a relatively simple function estimator for the system dynamics identification [75], such as linear model [24] and Gaussian processes [70, 71]. These simplified models are sample-efficient to learn, and can be nicely incorporated in the subsequent optimal control problems. However, such simple models may not have enough representation capacity in modeling large-scale or high-dimension systems with nonlinear dynamics. Deep neural networks (DNNs) feature powerful representation capability, while the main challenge of using DNNs for system identification is that such models are typically highly non-linear and non-convex [76], which causes great difficulty for following decision making. A recent work from [75] is close in spirit as our proposed method. Similarly, the authors use a model-based approach for robotics control, where they first fit a neural network for the system dynamics and then use the fitted network in an MPC loop. However, since [75] use conventional NN for system identification, they cannot solve the MPC problem to global optimality. Our work shows how the proposed ICNN control algorithm achieves the benefits from both sides of the world. The optimization with respect to inputs can be implemented using off-the-shelf deep learning optimizers, while we are able to obtain good identification accuracies and tractable computational optimization problems by using proposed method at the same time.

4.2.2 System Identification and Optimal Control

On the other hand, the surge of deep learning methods also shed light on directly using deep neural networks as approximators for controllers under unknown and complex environments. Control and decision-making have used deep learning mainly in model-free end-to-end controller settings (shown
in Fig. 4.1 (a)), such as sequential decision making in game [77], robotics manipulation [78, 79], and control of cyber-physical systems [80, 81]. However, much of the success relies heavily on a reinforcement learning setup where the optimal state-action relationship can be learned via a large number of samples. While in practice there are many engineering challenges. For instance, many physical systems do not fit into the reinforcement learning process, where both the sample collection is limited by real-time operations, and there are physical model constraints hard to represent efficiently. Specifically designed reinforcement learning methods have to take issues and methods such as distribution shift [82], off-policy learning [83] and contrastive learning [84] into account.

Such challenges are also prevailing in many energy systems. For example, in the distribution grid operation tasks, full information of grid topology and line parameters are always needed for model-based controller design. To mitigate such burdens on system identification, in [85], a controller is proposed by using linearized system model estimated from advanced metering data. While in [86], a reinforcement learning based controller is directly applied to learn the voltage regulation policy based on power system measurements. However, the optimality and feasibility of such controller are not discussed, and do not leverage the large body of literature on the convexity of the voltage regulation problem. Indeed, in the research community of machine learning and especially reinforcement learning, “learning to control” remains to be a challenging problem when considering physical model constraints and optimality guarantees [87, 88].

4.3 Convex Neural Network

The following proposition states a simple sufficient condition for a neural network to be input convex:

**Proposition 1.** The feedforward neural network in Fig. 4.2(a) is convex from input to output given that all weights between layers $W_{1,k}$ and weights in the “passthrough” layers $D_{2,k}$ are non-negative, and all of the activation functions are convex and nondecreasing (e.g. ReLU).

This proposition follows directly from composition of convex functions [31]. Although it allows
for any increasing convex activation functions, in this paper we work with the popular ReLU activation function. Two notable additions in ICNN compared with conventional feedforward neural networks are: 1) Addition of the direct “passthrough” layers connecting inputs to hidden layers and conventional feedforward layers connecting hidden layers for better representation power. 2) the expanded inputs that include both $u$ and $-u$. The proposed ICNN structure is shown in Fig. 4.2(a).

Note that such construction guarantees that the network is convex and non-decreasing with respect to the expanded inputs $\mathbf{\hat{u}} = \begin{bmatrix} u \\ -u \end{bmatrix}$, while the output can achieve either decreasing or non-decreasing functions over $u$.

A simple example that demonstrates how the proposed ICNN can be used to fit a convex function comes from fitting the $|u|$ function. This function is convex and both decreasing and increasing. Let the activation function be $ReLU(\cdot) = \max(\cdot, 0)$. We can write $|u| = -u + 2ReLU(u)$. However, in this representation, we need a negative weight, the $-1$ in front of $u$, and this would be troublesome if we compose several networks together. In our proposed ICNN structure with all positive weights and input negation duplicates, we can write $|u| = v + 2ReLU(u)$, where we impose a constraint $v = -u$. Such doubling on the number of input variables may potentially make the network harder to train. Yet during control, having all of the weights positive maintains the convexity between inputs and outputs even if multiple steps are considered which will be discussed in Section 4.3.1.

The structure of the input convex neural network (ICNN) structure in Proposition 1 is motivated by the structure in [8] but modified to be more suitable to control of dynamical systems. In [8] it only requires $W_{2:k}$ to be non-negative while having no restrictions on weights $W_1$ and $D_{2:k}$. Our construction achieves the exact representation by expanding the inputs to include both $u (\in \mathbb{R}^d)$ and $-u$. Then any negative weights in $W_1$ and $D_{2:k}$ in [8]'s ICNN structure is set to zero and its negation (which is positive) is added as the weight for corresponding $-u$. The reason for our construction is to allow the network to be “rolled out in time” when we are dealing with dynamical systems and multiple networks need to be composed together.

An simple example that demonstrates how the proposed ICNN can be used to fit a convex func-
One notable addition is the direct “passthrough” layers $D_{2:k}$ that connect the inputs to hidden units for better model representation ability.

(b) The proposed input convex recurrent neural networks (ICRNN) architectures. In our control settings, we keep all weights in both networks nonnegative, while expanding the inputs with $-u$.

The activation comes from fitting the $|u|$ function. This function is convex and both decreasing and increasing. Let the activation function be $ReLU(\cdot) = \max(\cdot, 0)$. We can write $|u| = -u + 2ReLU(u)$ [8]. However, in this representation, we need a negative weight, the $-1$ in front of $u$, and this would be troublesome if we compose several networks together. In our proposed ICNN structure with all positive weights and input negation duplicates, we can write $|u| = v + 2ReLU(u)$, where we impose a constraint $v = -u$. Such doubling on the number of input variables may potentially make the network harder to train. Yet during control, having all of the weights positive maintains the convexity between inputs and outputs even if multiple steps are considered which will be discussed in Section 4.3.1. The constraint $v = -u$ is linear and can be easily included in any convex optimization.

This proposition follows directly from composition of convex functions [31]. Although it allows for any increasing convex activation functions, in this paper we work with the popular ReLU activation function. Two notable additions in ICNN compared with conventional feedforward neural networks are: 1) Addition of the direct “passthrough” layers connecting inputs to hidden layers and conventional feedforward layers connecting hidden layers for better representation power. 2) the expanded inputs that include both $u$ and $-u$. The proposed ICNN structure is shown in Fig. 4.2(a).
Note that such construction guarantees that the network is convex and non-decreasing with respect to the expanded inputs \( \hat{\mathbf{u}} = \begin{bmatrix} \mathbf{u} \\ -\mathbf{u} \end{bmatrix} \), while the output can achieve either decreasing or non-decreasing functions over \( \mathbf{u} \).

So far, we have shown ICNN allows us to use neural networks in decision-making processes by guaranteeing the solution is unique and globally optimal. Since many complex input and output relationships can be learned through deep neural networks, it is natural to consider using the learned network in an optimization problem in the form of

\[
\begin{align*}
\min_{\mathbf{u}} & \quad f(\mathbf{u}; \mathbf{W}) \\
\text{s.t.} & \quad \mathbf{u} \in \mathcal{U},
\end{align*}
\]

where \( \mathcal{U} \) is a convex feasible space. Then if \( f \) is an ICNN, optimizing over \( \mathbf{u} \) is a convex problem, which can be solved efficiently to global optimality. Note that we will always duplicate the variables by introducing \( \mathbf{v} = -\mathbf{u} \), but again this does not change the convexity of the problem. Of course, since the weights of the network are restricted to be nonnegative, the performance of the network (e.g., classification) may be worse. A common thread we observe in this paper is that trading off classification performance with tractability can be preferable.

### 4.3.1 Closed-Loop Control with Temporal Dynamics

In addition to the single-shot optimization problem in (4.1), we are interested in optimally controlling a dynamical system. To model the temporal dependency of the system dynamics, we propose to use recurrent neural networks (instead of feed-forward neural networks). Recurrent networks carry an internal state of the system, which introduces coupling with previous inputs to the system. Fig. 4.2(b) shows the proposed input convex recurrent neural networks (ICRNN) structure. This network maps from input \( \hat{\mathbf{u}} \) to output \( y \) with memory unit \( z \) according to the following Eq. (4.2),

\[
\begin{align*}
\mathbf{z}_t &= \sigma_1(\mathbf{U}\hat{\mathbf{u}}_t + \mathbf{W}\mathbf{z}_{t-1} + \mathbf{D}_2\hat{\mathbf{u}}_{t-1}), \\
\mathbf{y}_t &= \sigma_2(\mathbf{V}\mathbf{z}_t + \mathbf{D}_1\mathbf{z}_{t-1} + \mathbf{D}_3\hat{\mathbf{u}}_t),
\end{align*}
\]

(4.2)
where $\mathbf{u} = \begin{bmatrix} \mathbf{u} \\ -\mathbf{u} \end{bmatrix}$, and $D_1, D_2, D_3$ are added direct “passthrough” layers for augmenting representation power. If we unroll the dynamics with respect to time, we have $y_t = f(\mathbf{u}_1, \mathbf{u}_2, ..., \mathbf{u}_t; \theta)$ where $\theta = [U, V, W, D_1, D_2, D_3]$ are network parameters, and $\sigma_1, \sigma_2$ denote the nonlinear activation functions. The next proposition states a sufficient condition for the network to be input convex.

**Proposition 2.** The network shown in Fig. 4.2(b) is a convex function from inputs to output if all weights $U, V, W, D_1, D_2, D_3$ are non-negative, and all activation functions are convex and non-decreasing (e.g. ReLU).

The proof of this proposition again follows directly from the composition rule of convex functions. Similarly to the ICNN case, by expanding the inputs vector to include both $\mathbf{u}$ and $-\mathbf{u}$ and restricting all weights to be non-negative, the resulted ICRNN structure is a convex and non-decreasing mapping from inputs to output.

The proposed ICRNN structure can be leveraged to represent system dynamics for close-loop control. Consider a physical system with discrete-time dynamics, at time step $t$, let’s define $\mathbf{s}_t$ as the system states, $\mathbf{u}_t$ as the control actions, and $y_t$ as the system output. For example, for the real-time control of a building system, $\mathbf{s}_t$ includes the room temperature, humidity, etc; $\mathbf{u}_t$ denotes the building appliance scheduling, room temperature set-points, etc; and output $y_t$ is the building energy consumption. In addition, there maybe exogenous variables that impact the output of the system, for example, outside temperature will impact the energy consumption of the building. However, since the exogenous variables are not impacted by any of the control actions we take, we suppress them in the formulation below. The time evolution of a system is described by

$$y_t = f(\mathbf{s}_t, \mathbf{u}_t), \quad (4.4a)$$

$$\mathbf{s}_{t+1} = g(\mathbf{s}_t, \mathbf{u}_t) \quad (4.4b)$$

where (4.4b) describes the coupling between the current inputs to the future system states. Physical systems described by (4.4) may have significant inertia in the sense that the outcome of any control actions is delayed in time and there are significant couplings across time periods.
4.4 Optimal Control via ICNN

Since we use ICRNNs to represent both the system dynamics $g(\cdot)$ and the output $f(\cdot)$, the control variable $u$ expands as $\hat{u}$. The optimal receding horizon control problem at time $t$ can be written as,

$$
\begin{align*}
\text{minimize} & \quad C(\hat{x}, y) = \sum_{\tau=t}^{t+T} J(\hat{x}_\tau, y_\tau) \\
\text{subject to} & \quad y_\tau = f(\hat{x}_{\tau-n_w}, \hat{x}_{\tau-n_w+1}, \ldots, \hat{x}_\tau), \forall \tau \in [t, t+T] \quad (4.5b) \\
& \quad s_\tau = g(\hat{x}_{\tau-n_w}, \hat{x}_{\tau-n_w+1}, \ldots, \hat{x}_{\tau-1}, \hat{u}_\tau), \forall \tau \in [t, t+T] \quad (4.5c) \\
& \quad \hat{x}_\tau = \begin{bmatrix} s_\tau \\ \hat{u}_\tau \end{bmatrix}, \hat{u}_\tau = \begin{bmatrix} u_\tau \\ v_\tau \end{bmatrix}, \forall \tau \in [t, t+T] \quad (4.5d) \\
& \quad v_\tau = -u_\tau, \forall \tau \in [t, t+T] \quad (4.5e) \\
& \quad s_\tau \in \mathcal{S}_{\text{feasible}}, \forall \tau \in [t, t+T] \quad (4.5f) \\
& \quad u_\tau \in \mathcal{U}_{\text{feasible}}, \forall \tau \in [t, t+T] \quad (4.5g)
\end{align*}
$$

where a new variable $\hat{x} = [s_\tau, \hat{u}_\tau]$ is introduced for notational simplicity, which called system inputs. It is the collection of system states $s_\tau$ and duplicated control actions $u_\tau$ and $-u_\tau$, therefore ensuring the mapping from $u_\tau$ to any future states and outputs remains convex. $J(\hat{x}_\tau, y_\tau)$ is the control system cost incurs at time $\tau$, that is a function of both the system inputs $\hat{x}_\tau$ and output $y_\tau$. The functions $f(\cdot)$ and $g(\cdot)$ in Eq. (4.5b)-(4.5c) are parameterized as ICRNNs, which represent the system dynamics from sequence of inputs $(\hat{x}_{\tau-n_w}, \hat{x}_{\tau-n_w+1}, \ldots, \hat{x}_\tau)$ to the system output $y_\tau$, and the dynamics from control actions to system states, respectively. $n_w$ is the memory window length of the recurrent neural network. The equations (4.5d) and (4.5e) duplicate the input variables $u$ and enforce the consistency condition between $u$ and its negation $v$. Lastly, (4.5f) and (4.5g) are the constraints on feasible system states and control actions respectively. Note that as a general formulation, we do not include the duplication tricks on state variables, so the dynamics fitted by (4.5b) and (4.5c) are non-decreasing over state space, which are not equivalent to those dynamics represented by linear systems. However, since we are not restricting the control space, and we have explicitly included multiple previous states in the system transition dynamics, so the non-decreasing constraint over
state space should not restrict the representation capacity by much. In Section 4.5 we theoretically prove the representability of proposed networks.

Optimization problem in (4.5) is a convex optimization with respect to (w.r.t.) inputs $\mathbf{u} = [\mathbf{u}_t, \ldots, \mathbf{u}_{t+T}]$, provided the cost function $J(\hat{\mathbf{x}}_\tau, y_\tau) = J(\mathbf{s}_\tau, \hat{\mathbf{u}}_\tau, y_\tau)$ is convex w.r.t. $\hat{\mathbf{u}}_\tau$, and convex, nondecreasing w.r.t. $\mathbf{s}_\tau$ and $y_\tau$. A problem is convex if and only if both the objective function and constraints are convex. In the above problem, $J(\mathbf{s}_\tau, \hat{\mathbf{u}}_\tau, y_\tau)$ is convex and nondecreasing w.r.t. $\mathbf{s}_\tau$ and $y_\tau$; $\mathbf{s}_\tau$ and $y_\tau$ are parameterized as ICRNNs, i.e., (4.5a) and (4.5b), such that they are convex w.r.t. $\hat{\mathbf{u}}_\tau$. Therefore following the composition rule of convex functions, the objective function is convex w.r.t. inputs $\mathbf{u} = [\mathbf{u}_t, \ldots, \mathbf{u}_{t+T}]$. Besides, all the equality constraints (4.5d) and (4.5e) are affine. Suppose both the state feasible set (4.5f) and action feasible set (4.5g) are convex, the overall optimization is convex.

The convexity of the problem in (4.5) guarantees that it can be solved efficiently and optimally using gradient descend method. Since both the objective function (4.5a) and the constraints (4.5b)-(4.5c) are parameterized as neural networks, and their gradients can be calculated via back-propagation with the modification where cost is propagated to the input rather than the weights of the network. For implementation, the gradients can be conveniently calculated via existing modules such as Tensorflow via back-propagation. Let $\mathbf{u}^* = \{\mathbf{u}^*_t, \mathbf{u}^*_t+1, \ldots, \mathbf{u}^*_t+T\}$ be the optimal solution of the optimization problem at time $t$. Then the first element of $\mathbf{u}^*$ is implemented to the real-time system control, that is $\mathbf{u}^*_t$. The optimization problem is repeated at time $t + 1$, based on the updated state prediction using $\mathbf{u}^*_t$, yielding a model predictive control strategy.

4.5 Representation Power and Efficiency of ICNN

Besides the computational tractability of the input convex networks, as an system identification model, we are also interested its predictive accuracies and capacity. This section provides theoretical analysis on the representation ability and efficiency of input convex neural networks.
4.5.1 Representation power of input convex neural network

**Definition 1.** Given a function $f : \mathbb{R}^d \rightarrow \mathbb{R}$, we say that the function $\hat{f}$ approximate $f$ within $\varepsilon$ if $|f(x) - \hat{f}(x)| \leq \varepsilon$ for all $x$ in the domain of $f$.

**Theorem 1.** [Representation power of ICNN] For any Lipschitz convex function over a compact domain, there exists a neural network with nonnegative weights and ReLU activation functions that approximates it within $\varepsilon$.

**Lemma 1.** Given a continuous Lipschitz convex function $f : \mathbb{R}^d \rightarrow \mathbb{R}$ with compact domain and $\varepsilon > 0$, it can be approximated within $\varepsilon$ by maximum of a finite number of affine functions. That is, there exists $\hat{f}(x) = \max_{i=1,\ldots,N} \{\mu_i^T x + b_i\}$ such that $|f(x) - \hat{f}(x)| \leq \varepsilon$ for all $x \in \text{dom} f$.

**Sketch of proof for Theorem 1.** Supposing Lemma 1 is true, the proof of Theorem 1 boils down to showing that neural network with nonnegative weights and ReLU activation functions can exactly represent a maximum of affine functions. The proof is constructive. We first construct a neural network with ReLU activation functions and both positive and negative weights, then we show that the weights between different layers of the network can be restricted to be nonnegative by a simple duplication trick. Specifically, since the weights in the input layer and passthrough layers in the ICNN can be negative, we simply add a negation of each input variable (e.g. both $x$ and $-x$ are given as inputs) to the network. These variables need satisfy a consistency constraint since one is the negation of the other. Since this constraint is linear, it preserves the convexity of optimization problems.

This proof is similar in spirit to theorems in [89, 90]. The key new result is a simpler construction than the one used in [89] and the restriction to nonnegative weights between the layers.

Similar to Theorem 1, an analogous result about the representation power of ICRNN can be shown for systems with convex dynamics. Given a dynamical system described by rolled out system dynamics $y_t = f(x_1, \ldots, x_t)$ is convex, then there exists a recurrent neural network with nonnegative weights and ReLU activation functions that approximates it within $\varepsilon$. A broad range of systems can be captured by this model. For example, the linear quadratic (Gaussian) regulator problem can be
described using an ICRNN if we identify \( y \) as the cost of the regulator \([91, 92]\).\(^1\) An example of a nonlinear system is the control of electrochemical batteries. It can be shown from first principles that the degradation of these types of batteries is convex in their charge and discharge actions \([93]\) and our framework offers a powerful data-driven way to control batteries found in electric vehicles, cell phones, and power systems.

4.5.2 ICNN vs. convex piecewise linear fitting

In the proof of Theorem 1, we first approximate a convex function by a maximum of affine functions then construct a neural network according to this maximum. Then a natural question is why learn a neural network and not directly the affine functions in the maximum? This approach was taken in \([73]\), where a convex piecewise-linear function (max of affine functions) are directly learned from data through a regression problem.

A key reason that we propose to use ICNN (or ICRNN) to fit a function rather than directly finding a maximum of affine functions is that the former is a much more efficient parameterization than the latter. As stated in Theorem 2, a maximum of \( K \) affine functions can be represented by an ICNN with \( K \) layers, where each layer only requires a single ReLU activation function. However, given a single layer ICNN with \( K \) ReLU activation functions, it may take a maximum of \( 2^K \) affine functions to represent it exactly. Therefore in practice, it would be much easier to train a good ICNN than finding a good set of affine functions.

**Theorem 2. [Efficiency of Representation]**

1. Let \( f_{\text{ICNN}} : \mathbb{R}^d \to \mathbb{R} \) be an input convex neural network with \( K \) ReLU activation functions. Then \( \Omega(2^K) \) functions are required to represent \( f_{\text{ICNN}} \) using a max of affine functions.

2. Let \( f_{\text{CPL}} : \mathbb{R}^d \to \mathbb{R} \) be a max of \( K \) affine functions. Then \( O(K) \) activation functions are sufficient to represent \( f_{\text{CPL}} \) exactly with an ICNN.

**Proof.** The second statement of Theorem 2 directly follows the construction in the proof of Theorem

\(^1\)It’s important to note that \( y \) is usually used as the system output of a linear system, but in our context, we are using it to refer to the quadratic cost with respect to the system states and the control input.
1, which shows that a maximum of $K$ affine functions can be represent by a $K$-layer ICNN (with a single ReLU function in each layer). So it remains to show the first statement of Theorem 2.

To show that a maximum of affine functions can require exponential number of pieces to approximate a function specified by an ICNN with $K$ activation functions, consider a network with 1 hidden layer of K nodes and the weights of direct “passthrough” layers are set to 0:

$$f_{ICNN}(x) = \sum_{i=1}^{K} w_{1i} \sigma (w_{0i}^T x + b_i), \quad (4.6)$$

It contains $3K$ parameters: $w_{0i}, w_{1i}$ and $b_i$, where $w_{0i} \in \mathbb{R}^d$ and $w_{1i}, b_i \in \mathbb{R}$.

In order to represent the same function by a maximum of affine functions, we need to assess the value of every activation unit $\sigma (w_{0i}^T x + b_i)$. If $w_{0i}^T x + b_i \geq 0$, $\sigma (w_{0i}^T x + b_i) = w_{0i}^T x + b_i$; otherwise, $\sigma (w_{0i}^T x + b_i) = 0$. In total, we have $2^K$ potential combinations of piecewise-linear function, including

$$L_1 = \left( \sum_{i=1}^{K} w_{1i} w_{0i} \right)^T x + \sum_{i=1}^{K} w_{1i} b_i, \text{ if all } w_{0i}^T x + b_i \geq 0$$

$$L_2 = \left( \sum_{i=2}^{K} w_{1i} w_{0i} \right)^T x + \sum_{i=2}^{K} w_{1i} b_i, \text{ if } w_{0i}^T x + b_i < 0 \text{ and all other } w_{0i}^T x + b_i \geq 0$$

$$L_3 = \left( w_{11} w_{01} + \sum_{i=3}^{K} w_{1i} w_{0i} \right)^T x + w_{11} b_1 + \sum_{i=3}^{K} w_{1i} b_i, \text{ if } w_{0i}^T x + b_i < 0 \text{ and other } w_{0i}^T x + b_i \geq 0$$

$$\ldots \ldots$$

$$L_{2^K} = 0, \text{ if all } w_{0i}^T x + b_i < 0.$$ 

So the following maximum over $2^K$ pieces is required to represent the single linear ICNN:

$$\max\{L_1, L_2, \ldots, L_{2^K}\}.$$

\[\square\]

### 4.6 Experiments

In this section, we demonstrate the effectiveness of ICNN and ICRNN by presenting experimental results on two decision-making problems: energy management of large-scale commercial buildings.
and the distribution network voltage control, respectively. The proposed method can be used as a flexible building block in decision making problems, where we use ICRNN to model the relationship between temperature setpoints and building energy consumption, while we use ICNN to represent the relationship between the active and reactive power injections to nodal voltage magnitude deviation. Both examples demonstrate that proposed method: 1) closes the loop between system modeling and controller design; 2) is lightweight and sample-efficient; 3) achieves more generalizable and better control performances compared with previous model-based reinforcement learning and simplified linear systems.

4.6.1 Building Energy Management

We consider the real-time control problem of building’s HVAC (heating, ventilation, and air conditioning) system to reduce its energy consumption. Building energy management remains to be a hard problem in control area. The exact system dynamics are unknown and hard to model due to the complex heating transfer dynamics, time-varying environments and the scale of the system in terms of states and actions [94]. At time $t$, we assume the building’s running profile $\mathbf{x}_t := [\mathbf{s}_t, \mathbf{u}_t]$ is available, where $\mathbf{s}_t$ denotes building system states, including outside temperature, room temperature measurements, zone occupancies and etc. $\mathbf{u}_t$ denotes a collection of control actions such as room temperature set points and appliance schedule. Output is the electricity consumption $P_t$.

This is a model predictive control problem in the sense that we want to find the best control inputs that minimize the overall energy consumption of building by looking ahead several time steps. To achieve this goal, we firstly learn an ICRNN model $f(\cdot)$ of the building dynamics, which is trained to minimize the error between $P_t$ and $f(\mathbf{x}_{t-n_w}, \ldots, \mathbf{x}_t)$, while $n_w$ denotes the memory window.
of recurrent neural networks. Then we solve:

$$\begin{align*}
\text{minimize} & \quad \sum_{\tau=t}^{t+T} f(x_{\tau-n_w}, \ldots, x_{\tau}) \\
\text{subject to} & \quad s_{\tau} = g(x_{\tau-n_w}, \ldots, x_{\tau-1}, u_{\tau}), \forall \tau \in [t, t+T] \\
& \quad u_{\tau} \leq u_{\tau} \leq \bar{u}_{\tau}, \forall \tau \in [t, t+T] \\
& \quad s_{\tau} \leq s_{\tau} \leq \bar{s}_{\tau}, \forall \tau \in [t, t+T]
\end{align*}$$

where the objective (4.7a) is minimizing the total energy consumption in future $T$ steps ($T$ is the model predictive control horizon), and (4.7b) is used for modeling building states, in which $g(\cdot)$ are parameterized as ICRNNs. Note that the formulation (4.7) is also flexible with different loss functions. For instance, in practice, we could reuse trained dynamics model (4.7b), and integrate electricity prices into the overall objective so that we could directly learn real-time actions to minimize electricity bills (please refer to Appendix E for more results). The constraints on control actions $u_{\tau}$ and system states $s_{\tau}$ are given in (4.7c) and (4.7d). For instance, the temperature set points as well as real measurements should not exceed user-defined comfort regions.

To test the performance of the proposed method, we set up a 12-story large office building, which is a reference EnergyPlus commercial building model from US Department of Energy (DoE)\(^2\), with a total floor area of 498,584 square feet which is divided into 16 separate zones. By using the whole year’s weather profile, we simulate the building running through the year and record ($x_{\tau}$, $p_{\tau}$) with a resolution of 10 minutes. We use 10 months’ data to train the ICRNN and subsequent 2 months’ data for testing. We use 39 building system state variables $s_{\tau}$ (uncontrollable), along with 16 control variables $u_{\tau}$. Output is a single value of building energy consumption at each time step. We set the model predictive control horizon $T = 36$ (six hours). We employ an ICRNN with recurrent layer of dimension 200 to fit the building input-output dynamics $f(\cdot)$. The model is trained to minimize the MSE between its predictions and the actual building energy consumption using stochastic gradient descent. We use the same network structure and training scheme to fit state transition dynamics $g(\cdot)$.

\(^2\)Energyplus is an open-source whole-building energy modeling software, which is developed by US DoE for standard building energy simulation
Baseline We set the model-based forecasting and optimization benchmark using an linear resistor-circuit (RC) circuit model to represent the heat transfer in building systems, and solve for the optimal control actions via MPC [24]. At each step, MPC algorithm takes into account the forecasted states of the building based on the fitted RC model and implements the current step control actions. We also compare the performance of ICRNN against the conventionally trained RNN in terms of building dynamics fitting performance and control performance. To solve the MPC problem with conventional RNN models, we also use gradient-based method with respect to controls. However, since conventional RNN models are generally not convex from input to output, there is no guarantee to reach a global optimum (or even a local one).

Results In terms of the fitting performance, ICRNN provides a competitive result compared to conventional RNN model. The overall test root mean square error (RMSE) is 0.054 for ICRNN and 0.051 for conventional RNN, both of which are much smaller than the error made by RC model (0.240). Fig. 4.3(a) shows the fitting performance on 5 working days in test data. This illustrates the good performance of ICRNN in modeling building HVAC system dynamics. Then by using the learned ICRNN model of building dynamics, we obtain the suggested room control
actions $u^*_t$ by solving the optimal building control problem (4.7). As shown in Fig. 4.3(b), with the same constraints on building temperature interval of $[19^\circ C, 24^\circ C]$, the building energy consumption is reduced by 23.25% after implementing the new temperature set points calculated by ICRNN. On the contrary, since there is no guarantee for finding optimal control actions by optimizing over conventional RNN's input, the control solutions given by conventional RNN could only reduce 11.73% of electricity. Solutions given by RC model only saves 4.07% of electricity. More importantly, in Fig. 4.3(c) we demonstrate the control actions outputted by our method against MPC with conventional RNN in two randomly selected building zones, the building basement and top floor central area. It shows that our proposed approach is able to find a group of stable control actions for the building system control. While in the conventional RNN case, it generates control set points which have undesirable, drastic variations.

4.6.2 Distribution Grid Voltage Regulation

Motivation and Problem Formulation

Voltage regulation in distribution networks has played an important role to maintain acceptable voltage magnitudes at all buses. The higher penetration of distributed energy resources (DERs), for example rooftop PV and electric vehicles, could lead to fast voltage fluctuations in distribution networks [95]. To complement slow time-scale control of discrete devices such as tap-changing transformers and switched capacitors, reactive power injections via the inverter-based distributed resources are often proposed for fast time-scale voltage regulations [96].

Recall the voltage regulation problem stated in Chapter 2, the relaxed line flow constraints together with the voltage regulation objective formulates a Second Order Cone Program:

**Remark 3.** The relaxed voltage control problem with regulation objective (2.7a), reactive power injection constraint (2.7b), power flow constraints (2.4a)-(2.4c) and (2.8) is convex. Under many circumstances, this relaxation is tight, see [45, 44].

In order to further simplify the analysis of the original voltage control problem (2.7), many linearized power flow models are adopted, while Simplified Distflow model is widely used [97, 42],
which sets $l_{ik}$ to be zeros, and approximates $V_i^2 - V_k^2$ by $2(V_i - V_k)$:

$$-p_k = p_{ik} - \sum_{l: (k,l) \in \mathcal{E}} p_{kl} \quad (4.8a)$$

$$-q_k = q_{ik} - \sum_{l: (k,l) \in \mathcal{E}} q_{kl} \quad (4.8b)$$

$$V_i - V_k = r_{ik}p_{ik} + x_{ik}q_{ik}. \quad (4.8c)$$

Similarly, by replacing (2.7c) with the linearized version (4.8), we are also able to solve the voltage regulation as a convex optimization problem.

However, considering the increasing variability of load and generation in distribution networks, voltage regulation based on linearized approximation model (4.8) may not be accurate enough to represent the true distribution network models, while the resulting control signals of reactive power injections may not be optimal when applied in the real distribution networks.

In summary, to solve voltage regulation as a convex optimization, all these aforementioned approaches require the exact information on line parameters (e.g., line impedances) and network topology. Unfortunately, due to the lack of observability of distribution systems, directly learning the topology is hard without PMU data [98, 99].

Figure 4.4: Schematic diagram of (a). IEEE 13-bus test feeder and (b). IEEE 123-bus test feeder. Reference buses are 1 and 149 respectively.
Given the practical challenges of voltage regulation, we want to design an optimal controller that satisfies following requirements:

- The controller must learn an accurate representation of the power injections to nodal voltage magnitudes;

- Such representation is easy to be integrated into the optimization framework.

Intuitively, we are trying to design and find functions $|V_i - V_{i,0}| = f_i(p, q), i = 1, ..., N$, which could accurately represent the relationship from active and reactive power injections to nodal voltage magnitude deviation. By leveraging historical smart meter data to fit $f_i$, we want to see if the fitted model could represent the underlying grid. More importantly, if $f_i$ is a convex function from $p, q$ to $|V_i - V_{i,0}|$, then the following problem

$$\min_q \sum_{i=1}^{N} \alpha_i |V_i - V_{i,0}|$$

subject to

$$q \leq q \leq \bar{q}$$

$$|V_i - V_{i,0}| = f_i(p, q)$$

is still a tractable convex optimization problem. Note that we integrate voltage magnitude deviations constraint (4.9c) into the voltage regulation framework, which is a general formulation to make sure once $f_i$ is convex, (4.9) is a convex optimization problem. Such formulation is comparable to previous formulations by either treating voltage magnitude deviations as the optimization objective [44] or as box constraints [100, 43].

Because of the convexity results [45], restricting $f_i$ to be convex leads to optimal solutions. Following the similar spirits in the building energy management task, we parameterize (4.9c) using ICNN $h_\theta(p, q)$, with each dimension of the neural network’s output corresponds to the voltage magnitude deviation for bus $i$. 

Simulation Results

For both 13-bus and 123-bus system, we use AC power flow model (2.4) to generate 10,000 instances of simulation data composed of \( \{p, q, V\} \). We assume both the distribution network topology and line parameters are not revealed to the optimization algorithm, except when the optimal SOCP is used as a baseline. We use one year’s load data from the University of Washington Seattle campus for training and test dataset generation. We allow plus/minus 20% of reactive power injections at each node as control inputs. We develop three algorithms and compare their performances for the IEEE 13-bus and 123-bus test feeders as shown in Fig. 4.4:

- **Linear Model:** We consider using a linear model to fit the unknown dynamics from active and reactive power to the deviations between nodal voltage and the nominal voltage. Such linearized models have been widely used in power systems literature [42, 43];

- **Neural Networks Model:** We construct standard three-layer and four-layer neural networks for the 13-bus and 123-bus cases, respectively. We tune the parameters of neural networks (e.g., number of neurons, learning rate) and stop the training process once the fitting performance on validation data converges;

- **Input Convex Neural Networks:** We keep the number of layers and matrices \( W_i, i = 1, ..., k \) the same dimension as those of neural networks models, but add direct layers \( D_i, i = 2, ..., k \) correspondingly. We constrain network weights \( W_{2:k} \) to be non-negative during training.

To fit the parameters of neural network models, we use mean squared error as the loss function during training. To solve the voltage regulation problem (2.7), we set \( \alpha_i, i = 1, ..., k \) in (4.9) to be 1 in our simulation cases. When \( \alpha \) is not equal to 1, we could adapt the optimization problem using weighted sum of voltage deviation correspondingly. Note that we could also flexibly use alternative loss terms or add reactive power costs to the objective function (2.7a), as long as they are convex functions over reactive power injections. All the implementations are conducted on a MacBook Pro with 2.4GHz Intel Quad Core i5.
Table 4.1: Comparison between SOCP, Linear model, Neural Networks model, and Input Convex Neural Networks model for IEEE 13-bus and IEEE 123-bus systems.

To benchmark the performance of the proposed algorithms under unknown topology and parameters, we also follow [45] to relax $l_{ij} \geq \frac{P_{ij}^2 + Q_{ij}^2}{V_i^2}$ in the Dist-flow equations, and use the same validation datasets to solve the resulting convex SOCP. We calculate the optimal reactive power injections along with the resulting voltage profiles. We use CVX to solve the SOCP and linearized models [101], and use Tensorflow to set up and optimize over NN and ICNN models [38].
Algorithm 3 Distributed Voltage Regulation via ICNN

```plaintext
Require: Input dataset \{p, q\}

Require: Number of buses \(N\)

Require: Trained ICNN model \(h_\theta(p, q)\)

while \(|q_i^{(i)} - q_i^{(j)}| > \delta\) for any \((i, j) \in E\) do

for \(i = 1, \ldots, N\) do

Solve subproblem (4.16) for \(i\) based on \(\lambda_{ij}\)

Get value \(q_i^j\) and \(q_j^i\), \(\forall j \sim i\)

end for

Update \(\lambda_{ij}\) based on \(q_i^j\) and \(q_j^i\) using (4.15)

end while

Nodal optimal reactive power injection \(q_i\)
```

**Estimation Accuracy**

We firstly validate that ICNN can be used as a proxy for power flow equations, and predict the nodal voltage magnitude deviations. By using 8,000 training instances, the ICNN can predict the voltage deviations on the validation instances accurately. As shown in Table 4.1, the mean absolute error (MAE) of ICNN fitting are smaller than 4.3% in both test systems, which are comparable to 3.45% and 3.56% by using neural networks. This is also illustrated in Fig. 4.5, where under different load levels throughout 24 hours, the ICNN can predict all the nodal voltages accurately. More importantly, linear model’s fitting performances are over 2 times worse than the neural networks counterparts. We later show such performances on model tractability and fitting errors would also impact the controller performances.

**Voltage Regulation Performance**

In Figure 4.5, we show the regulated voltage using ICNN in the IEEE 13-bus case. Under this day’s load profile, we are able to regulate node 4’s voltage magnitude within \(\pm 4\%\) per unit with
Figure 4.5: Example of voltage regulation over a daily variation for the 13-bus test feeder. The voltage of bus 4 is shown. With ICNN accurately predicting voltages (red triangle), it could regulate voltage within 4% of nominal values (grey box) under varying load level throughout the day.

constrained reactive power injections (Equation 4.9b). In Figure 4.6, we show that the mean and variance on each bus’s voltage deviations using three models for the 13-bus feeder. On the one hand, with similar fitting performances, ICNN outperforms the standard neural network in regulating nodal voltages. This is due to the fact that neural networks may have many local minima, and the NN-based controller can not find the optimal reactive power injections. On the other hand, even though linear model provides a easier venue for solving optimization problem, it suffers from inaccurate modeling of the underlying distribution grids, and the regulated bus voltages have greater level of fluctuations. Similar observations also hold in the 123-bus test case, where in Fig. 4.7 we show the nodal voltage comparison using three models, and voltage regulated by ICNN are constrained to be in a much narrower range. More results on voltage regulation performances are summarized in Table 4.1. Under varying load and power generation profiles, ICNN is able to maintain over 98.3% of nodal voltages within 5% deviations from nominal voltages, which are comparable to SOCP solutions. On the contrary, linear fitted models can not scale to larger system,
Figure 4.6: Comparisons on nodal voltage deviation bar plots of linear-fitted model, neural network model and input convex neural network model on IEEE 13-bus system. On average, the mean voltage deviation for ICNN is 4.3 times smaller than linear model, and 2.7 times smaller than standard NN model.

and nearly 20% of voltages are out of 5% tolerance in the 123-bus case.

We also give an analysis on the computation time for each algorithm as shown in last row of Table 4.1. Reported results are averaged over 2,000 testing instances. Compared to linear model, optimization based on ICNN generally takes longer time due to the model complexity, but it is still able to find the optimal solutions within the acceptable time range. Note that we are solving the ICNN optimization problem using our own solver, while solving SOCP and linear model using the off-the-shelf CVX solvers. The optimization solution process involving ICNN can be further accelerated with GPU support in the future. More importantly, in the 13-bus case, ICNN-based optimization is faster than SOCP solver, and it scales to 123-bus case with moderate computation time increases compared to SOCP solver. This makes ICNN as a practical modeling and optimization tool for unknown distribution grids. An interesting observation is that it takes longer for NN to find solutions compared to ICNN, partly due to the fact that gradient-based optimizer is stuck in some local minima in normal NN.
Figure 4.7: Comparisons on 20 randomly selected buses’ nodal voltage deviation plots of linear-fitted model, neural network model and input convex neural network model on IEEE 123-bus system.

Distributed Algorithm

Again, due to the convexity of ICNN, our problem is essentially following the standard formulation of distributed convex optimization problem [102]. This allows us to borrow from a large body of literature on distributed algorithms for convex problems. We are interested in minimizing the sum of their individual convex (potentially non-smooth) objective functions of \( N \) interconnected agents:

\[
 f^* := \min_{q \in Q} \sum_{i=1}^{N} f_i(q, p),
\]

where \( Q \) is the feasible set defined by the bounds on reactive power injection. Each function \( f_i \) is assumed to be pre-trained and known by agent \( i \) beforehand. The goal is to solve the minimization problem in a decentralized fashion, where the agents cooperatively find the optimal reactive power
Figure 4.8: Simulation results of proposed distributed algorithm with 24-hour time-varying nodal loads and generations. The left and middle plots show the control performances on nodal voltages, while right plot shows the scale of control actions (reactive power injections).

The coupling can be written out explicitly as

$$\min_{q^1, \ldots, q^N} \sum_{i=1}^{N} f_i(q, p)$$

s.t.  

$$q^1 = q^2 = \cdots = q^N$$

Problem (4.11) can be solved via dual decomposition [103, 104]. Let’s denote $q^j_i$ as node $i$’s estimate of node $j$’s reactive power injection. Then the augmented Lagrangian $L$ is

$$L(q^1, \ldots, q^N, \lambda) := \sum_{i=1}^{N} f_i(q^i_1, \ldots, q^i_N) + \sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_{ij} (q^j_i - q^i_j)$$

with corresponding dual function is the infimum over primal variables:

$$q(\lambda) := \inf_{q^1, \ldots, q^N} L(q^1, \ldots, q^N, \lambda)$$

Note that $\lambda_{ii} = 0$, and we can also rewrite

$$\sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_{ij} (q^i_j - q^i_i) = \sum_{(i,j) \in E} \left[ \lambda_{ij} \left( q^{(i)}_j - q^{(i)}_i \right) + \lambda_{ji} \left( q^{(i)}_j - q^{(i)}_j \right) \right],$$

so there is only $\lambda_{ij} \neq 0$ when there is a communication between neighboring nodes. Then for each node, there is a decomposable subproblem

$$\phi^i(\lambda) := \inf_{q^i \in Q} f_i(q^i_1, q^i_2, \ldots, q^i_N) + \sum_{j=1}^{N} \lambda_{ij} q^j_i - \sum_{j=1}^{N} \lambda_{ji} q^j_j$$
Via gradient ascent, at iteration $t + 1$, the update rule for dual variable is

$$
\lambda_{ij}(t + 1) = \lambda_{ij}(t) + \alpha_t \left( q_i^j(t) - q_{ij}^i(t) \right)
$$

which essentially says that by exchanging Lagrangian multipliers for neighboring nodes, there shall reach consensus on the dual variables. When all $\lambda_{ij}$ are optimal, $q_i^j$ will be equal to $q_{ij}^j$ for all $(i, j)$ pair, and the duality gap is zero.

So at each iteration, at each agent $i$, by using trained ICNN to parameterize $f_i$, it solves the subproblem simultaneously:

$$
\min_{q_i} f_i (q_i^1, q_i^2, \ldots, q_i^N) + \sum_{j=1}^{N} \lambda_{ij} q_i^j - \sum_{j=1}^{N} \lambda_{ji} q_j^i
$$

s.t. $q \leq q_i \leq \bar{q}$

Since the optimization problem is convex, iterating this process (Algorithm 4.6.2) guarantees convergence to the global optimal solution.

In Figure 4.8 we show the performance of proposed learning and control algorithm under the distributed settings, where the underlying topology is unknown to nodes’ controllers, while local communication is allowed for neighboring controllers in the communication graph. We plot the voltage and reactive power injection profiles on 6 randomly selected nodes under 24-hour’s varying active power injections. For each node, the voltage magnitude deviation can be controlled effectively using ICNN based controller. As we assume control components at all buses for the distribution grid can supply or consume at most 0.2 MVar reactive power, it is shown in the right plot of Figure 4.8 that such constraints are satisfied at all buses at all times.

\section*{4.7 Conclusion}

In this chapter, we have shown a pipeline for connecting learning system dynamics and designing control actions via an input convex neural network. The ICNN can be served as a flexible unit for general optimal control tasks. Apart from the architecture design for neural networks, we have theoretically shown that ICNN has the promise to approximate any convex functions, while it is
much more efficient than the normal practice of the model. We have empirically demonstrated that ICNN can play a significant role in building energy management and voltage regulation tasks.

The idea of enforcing convexity can not only help design control systems, it can also be used for many tasks with both theoretical and performance guarantees. In the next chapter, we show how ICNN can serve as a modeling unit for solving optimization problems. It is also interesting to explore how such convex models can help decision-making in uncertain or fast-changing environments.
Chapter 5

LEARNING TO MAKE DECISIONS FOR ENERGY DISPATCH

5.1 Motivation

Despite decades of studies, LPs can still face computational challenges in some settings. Often these challenges are due to the increased stochasticity and the low-latency requirements of real-time applications. The motivating application of this chapter is in power systems, where intermittent and random renewable resources are being integrated into the grid at all levels [105, 106]. These new resources can create new flow patterns that fundamentally transform how systems operate. Inadequate planning for sudden events can lead to significant losses of welfare, as demonstrated by the recent rolling blackouts in Texas [107] and California [108].

The DCOPF problem has been studied extensively in the last sixty years and is a workhorse of the power industry [109]. If the generator cost is linear, the DCOPF is a linear program. If the costs are quadratic, then it is a quadratic program with linear constraints. Both types of optimization problems can be solved efficiently by a variety of algorithms, which have been implemented in a number of software packages [110, 111]. Today, a DCOPF problem can be solved quickly for fairly large networks [112, 113].

Because of the uncertainties brought by the renewables on many of the nodes, the number of generation and load scenarios that need to be considered are starting to grow exponentially [114, 115, 116]. Even if each scenario under consideration takes less than a second to solve using modern solvers, not all of them can be completed within the required time period. For example, if one instance of DCOPF can be solved in 0.5 seconds, then solving it for 2,000 scenarios would take more than 15 minutes, while outside the 5 minutes time resolution that real-time DCOPF are performed in practice. Therefore, using neural networks (NNs) to learn the mapping between input load profiles and the corresponding optimal generation outputs has gained significant attention, since making
Figure 5.1: The schematic of our proposed Neural Decoder for solving OPF problems. A neural network is trained to predict the optimal objective value; during implementation for solving OPF, the network’s gradient is interpreted as a noisy codeword for active constraints, and a linear equation is solved to obtain optimal solutions.

Inference via a trained architecture can be potentially orders of magnitude faster than an iterative solver [117, 118].

Even if each scenario under consideration takes 0.1 seconds to solve using modern solvers, not all of them can be completed within the required time period. Therefore, using neural networks to learn the mapping between input load profiles and the corresponding optimal generation outputs has gained significant attention, since making inference via a trained architecture can be potentially orders of magnitude faster than an iterative solver [117, 118].

The learning-theoretic question becomes whether neural networks (NNs) can be used to directly make decisions in optimization problems, and in particular, whether it can learn the solutions of LPs as a function of the changes in the problem data. Surprisingly, the answer to this question has been largely negative. In [119, 120], convex optimization problems are embedded as layers to standard neural networks, with the rationale that directly learning the mapping from problem data to solutions is difficult, especially when learned solutions need to satisfy all of the constraints.

In this chapter, we answer the question in the affirmative for LPs and a family of quadratic programming problems. Instead of viewing it as an end-to-end learning task, we leverage the rich algorithmic understanding of LPs as well as the economic interpretation of the primal and dual variables to offer a novel solution architecture. Our workflow is shown in Figure 5.1. Concretely, we construct a neural network that takes the net load at each node as the input and outputs the optimal system cost (a scalar). Of course, the optimal value of the cost is not the solution of the
LP. Rather, using the neural network, we compute the gradient of the cost with respect to the net loads. Identifying these as the dual variables, we use them to predict the binding nodal and line constraints. Once these constraints are identified, the optimal solution is given by solving a simple linear system of equations. The overall procedure can be seen as an efficient surrogate learning model for optimization solvers.

5.2 Connections to Related Work

Solving LP in Engineering Applications  Generic LP solvers have been optimized to the point that they provide the state-of-the-art algorithms for many applications. For example, power system operators use CPLEX or Gurobi for their dispatch problems [121, 122, 123, 124]. Specialized problems such as max flow have dedicated algorithms that have faster theoretical guarantees [125], but general network flow problems will often use generic solvers [33, 126]. A key challenge is that many applications now require problem to be solved repeatedly with stringent latency constraints [127].

Learning to Solve Optimization  Our work falls under the category of using machine learning to solve optimization problems, which has a long history dating back to at least [128, 129]. A line of research considers using deep learning to solve combinatorial optimization problems typically by developing new heuristics [130, 131]. This chapter is closer to the work that tries to solve convex optimization problem by directly using supervised learning to find the optimal mapping from input data to the optimal solution, with applications in power systems [118, 132], scheduling [133, 134], and resource management [135]. These algorithms can be regarded as end-to-end behavior cloning of expert policies [136].

The challenge of using end-to-end models is that they can suffer from compounding errors and poor generalization performances, especially when hard constraints need to be satisfied. In [119], a small LP problem with 3 variables is shown to be hard to learn via supervised learning. Our work is also related to [137, 138], where authors proposed to predict the set of active constraints at optimality. The learned neural networks in these settings have difficulties generalizing because of the high dimensionality of their outputs and need training data to essentially cover input space.
In [106, 139, 140], the authors describe reinforcement learning formulation to model the interaction between learners’ decisions and rewards, but there is no guarantee the solutions satisfy all constraints. In [141, 120, 142, 143], differentiable convex optimization layers provide convenient venues of designing end-to-end models, yet they still use standard solvers at runtime and do not achieve our goal of speeding up computations in time/resource-constrained applications.

5.3 Solving Optimization using a Neural Network

We now first look into the DCOPF problem with linear costs. Under such assumptions, we can view the DCOPF in (2.6) as a linear programming problem. At the optimal solution of an LP, a constraint is called active if it is an equality constraint or an inequality constraint that binds. In this section, we assume the LP is not degenerative, and the key result (Theorem 2) we use from linear programming is that the number of active constraints is exactly the same as the number of decision variables in the problem.

**Theorem 4.** *For a nondegenerate linear programming problem with* \( p \) *optimization variables, the optimal solution is determined by* \( p \) *linearly independent active constraints.*

This theorem states that if we know which constraints are active at the optimal, we can simply solve linear equations to find the optimal solution satisfying all constraints instead of solving an optimization problem. This is especially advantageous for network flow problems, where the number of constraints are typically much larger than the number of optimization variables. The proof of the theorem is standard and can be found in many textbooks on linear programming [33].

While solving the optimization problem is to find the mapping from the load vectors \( \ell \) to the optimal value of the objective function. We denote this function as \( J^*(\ell) \), which implicitly encodes the feasibility and optimality conditions. Since the output of \( J \) is a scalar and is continuous in \( \ell \), it is much easier to learn than the vector of optimal solutions or the active constraints. Of course, we are rarely satisfied about knowing only the optimal cost. But this function has a rich structure that can be exploited using the following theorem:
Theorem 5. Let $\boldsymbol{\mu}^* \in \mathbb{R}^n$ denote the optimal dual variables associated with equality constraints (2.6d). If for a given $\ell$ (2.6) is feasible, then $\nabla_\ell J^* = \boldsymbol{\mu}^*$. Furthermore, the optimal solution for (2.6) is associated with the following active/inactive constraints:

$$x_i = \begin{cases} \bar{x}_i, & \text{if } \mu^*_i - c_i > 0 \\ 0, & \text{if } \mu^*_i - c_i < 0 \\ (0, \bar{x}_i), & \text{otherwise} \end{cases}$$

(5.1)

5.3.1 Proof of Theorem 5

Proof. The proof follows from standard duality theory. We require feasibility of the input $\ell$ to rule out the dual being unbounded. The Lagrangian of (2.6) is given by

$$L(\ell, x, f, \boldsymbol{\mu}, \bar{\lambda}, \lambda, \bar{\nu}, \nu) = c^T x + \mu^T (\ell - x - \tilde{A} f) + \bar{\lambda}^T (K f - \bar{f}) - \lambda^T (K f + f) - \bar{\nu}^T x + \nu^T (x - \bar{x})$$

(5.2)

where $\bar{\nu}$ and $\nu$ are the dual variables associated with the capacity constraints in (2.6b), $\tilde{\lambda}$ and $\lambda$ are the dual variables associated flow capacities in (2.6c), and $\mu$ is the dual variable associated with the equality constraint (2.6d). The dual variables $\bar{\nu}, \nu, \tilde{\lambda}$ and $\lambda$ are nonnegative.

If $x^*, f^*, \mu^*, \tilde{\lambda}^*, \lambda^*, \bar{\nu}^*, \nu^*$ are the optimal primal and dual solutions, then by strong duality

$$J^*(\ell) = L(\ell, x^*, f^*, \mu^*, \tilde{\lambda}^*, \lambda^*, \bar{\nu}^*, \nu^*)$$

and differentiating (5.2) gives $\nabla_\ell J^* = \boldsymbol{\mu}^*$.

We now analyze the relationships between binding inequality constraints and optimal dual variables associated with equality constraints. With known $\mu^*$ and separable constraints (5.4b)(5.4c), the dual problem is decomposable to the optimization problem consisting $\tilde{\lambda}, \lambda$ and $\bar{\nu}, \nu$ respectively. The optimization problem involving $\bar{\nu}, \nu$ can be reformulated as

$$\min_{\bar{\nu}, \nu} \bar{\nu}^T \bar{x}$$

s.t. $\bar{\nu} - \nu = \mu^* - c$, 

$$\bar{\nu} \geq 0, \nu \geq 0$$

(5.3a)

(5.3b)

(5.3c)
which can read out the result without solving explicitly. Given that \( \bar{\nu}_i, \nu_i \geq 0 \), for node \( i \), if \( \mu_i^* - c_i > 0 \), \( \bar{v}_i > 0, \nu_i = 0 \), and \( x_i = x_i \); if \( \mu_i^* - c_i < 0 \), \( \bar{v}_i = 0, \nu_i > 0 \), and \( x_i = 0 \); if \( \mu_i^* - c_i = 0 \), \( \bar{v}_i = \nu_i = 0 \) and corresponding \( x_i \) is not binding.

There are also economic interpretations of the dual variable \( \mu \). If the LMP at a bus is higher than the cost of the bus, then the upper bound must be binding. Conversely, if the LMP is lower than the cost at a bus, the lower bound must be binding. Otherwise, the generator is on the margin and neither bounds are binding.

Theorem 5 states if \( \mu^* \) is known, then all active constraints at each of the node can be readily “decoded” by exploiting the parameters of original optimization problem. Of course, two questions remain: 1) how do we find the active flow constraints and 2) how do we find \( \mu^* \)?

### 5.3.2 Finding Active Flow Constraints

We now describe how to find the active constraints of the edge flows in (2.6c) which can be generalized to cases in the family of network flow problems (2.5c). Let \( \bar{v} \) and \( \nu \) be the dual variables associated with the capacity constraints in (2.6b), \( \bar{\lambda} \) and \( \lambda \) are the dual variables associated flow capacities in (2.6c), and \( \mu \) is the dual variable associated with the equality constraint (2.6d). The dual of (2.6) is:

\[
\begin{align*}
\max_{\mu, \bar{\lambda}, \lambda, \bar{v}, \nu} & \quad \mu^T \ell - \bar{\lambda}^T f - \lambda^T \bar{f} - \bar{v}^T \bar{x} \\
\text{s.t.} & \quad c - \mu - \nu + \bar{v} = 0 \\
& \quad -\bar{\lambda}^T \mu - K^T \lambda + K^T \bar{\lambda} = 0 \\
& \quad \bar{v} \geq 0, \nu \geq 0, \bar{\lambda} \geq 0, \lambda \geq 0
\end{align*}
\]

If \( \mu^* \) is given (we will talk about how to learn this in Section 5.5), the dual variables associated with the nodal constraints and the edge flow constraints decouple, where the latter is:
\[
\begin{align*}
\max_{\lambda, \bar{\lambda}} & \quad -\lambda^T \tilde{f} - \bar{\lambda}^T \tilde{f} \\
\text{s.t.} & \quad K^T (\tilde{\lambda} - \bar{\lambda}) = \tilde{A}^T \mu^* \\
& \quad \bar{\lambda} \geq 0, \lambda \geq 0
\end{align*}
\] (5.5a)

We cannot directly find line constraint binding conditions due to the coupling between \(\bar{\lambda}, \lambda\) and \(\mu^*\). The following simple lemma is a useful way to rewrite (5.5).

**Lemma 2.** Assume that \(\bar{f} = \tilde{f}\) (symmetric edge capacities). Then the problem (5.5) is equivalent to

\[
\begin{align*}
\min_{\bar{\lambda}, \lambda} & \quad ||\bar{\lambda}||_1 \\
\text{s.t.} & \quad \hat{K}^T (\bar{\lambda} - \lambda) = \tilde{A}^T \mu^* \\
& \quad \bar{\lambda} \geq 0, \lambda \geq 0
\end{align*}
\] (5.6a)

where \(\bar{\lambda}_i = \tilde{f}_i \cdot \bar{\lambda}_i - \tilde{f}_i \cdot \lambda_i, ||\bar{\lambda}_i|| = ||\tilde{f}_i \cdot \bar{\lambda}_i - \tilde{f}_i \cdot \lambda_i||, and \(\hat{K} = \text{diag}(1/\tilde{f}_1, \ldots, 1/\tilde{f}_m)K\).

**Proof.** Let \(y = \bar{f} \odot \tilde{\lambda} + \tilde{f} \odot \lambda\) and \(v = \bar{\lambda} - \lambda\), where \(\odot\) is componentwise multiplication. Then the optimization problem in (5.5) becomes

\[
\begin{align*}
\min_{y, v} & \quad \sum_{i=1}^n y_i \\
\text{s.t.} & \quad K^T v = \tilde{A}^T \mu^* \\
& \quad y \geq \tilde{f} \odot v \\
& \quad y \geq -\tilde{f} \odot v,
\end{align*}
\]

where the last two inequalities come from the nonnegativity constraint of \(\lambda\). Suppose \(y, v\) are optimal solutions. Because we are minimizing the sum of the components of \(y, y_i = \tilde{f}_i \max(v_i, -v_i)\). This is equivalent to \(y_i = \tilde{f}_i ||v_i||\). \(\square\)

The assumption that the edge capacity is symmetric holds for most undirected networks seen in practice.

For the standard network flow problem in (2.5), the matrix \(K\) is the identity and (5.6b) is a full rank linear equation. Therefore, the optimal \(v\) (and hence the multipliers) can be found by...
inspection. However, for the OPF problem in (2.6), the cycle constraints make solving (5.6) less trivial. Fortunately, transformed $L_1$ minimization problem in (5.6) is extremely well studied, since it falls exactly into the regime of sparse signal recovery in compressed sensing, where signal $\mathbf{v}$ needs to be recovered via observation $\hat{A}^T \mathbf{u}^*$. Note that in sparse recovery, $L_1$ minimization is a surrogate problem where the ultimate goal is to find the sparsest solution to the problem. For us, (5.6) is the exact problem we want to solve to finish the active constraints identification.

Because there are limited number of active constraints which is equivalent to limited number of nonzero entries in $\mathbf{v}$, while $\hat{\mathbf{K}}$ is very sparse, there are many algorithms that can solve (5.6) extremely efficiently. For example, a family of greedy algorithms such as iterative hard thresholding (IHT) can be used to find $\mathbf{v}$ [144] in a few (fixed) number of iterations.

In our decoding scheme, KKT conditions and dual problems are first utilized to decode a set of dual variables as the status of inequality constraints, while the remaining constraints can be identified by a smaller, subsequent $L_1$ minimization step.

### 5.4 Extension to OPF with Quadratic Costs

Following the similar methodology described in Section 5.3, we assume that the LMPs have been learned and describe how it can be used to determine the active constraints when cost is quadratic. If $q_i$’s are not zero, the dual of (2.6) is

\[
\begin{align*}
\max_{\mu, \bar{\lambda}, \lambda, \nu} & \quad \mu^T \ell - \bar{\lambda}^T \bar{\mathbf{f}} - \bar{\lambda}^T \bar{\mathbf{f}} - \bar{\nu}^T \bar{x} \\
\text{s.t.} & \quad Q\mathbf{x} + c - \mu - \nu + \bar{\nu} = 0 \\
& \quad -\bar{\nu}^T \mu - K^T \lambda + K^T \bar{\lambda} = 0 \\
& \quad \bar{\nu} \succeq 0, \nu \succeq 0, \bar{\lambda} \succeq 0, \lambda \succeq 0, \quad (5.8a) (5.8b) (5.8c) (5.8d)
\end{align*}
\]

where $Q$ is a diagonal matrix with the value of $q_i$ on the $i$’th diagonal. There are two differences between (5.4) and (5.8). The first is that the constraint associated with the generations, (5.8b), also include the primal variables $\mathbf{x}$. The second is that unlike a linear program, a quadratic program may not have the same number of binding constraints as the variables.
5.4.1 Binding Constraints

Again we assume $\mu$ is known (coming from the gradient of the learned $J$). We use the following lemma to determine whether a generator constraint is binding:

**Lemma 3.** Given the optimal LMP $\mu^*$, $x_i$ is associated with the following active/inactive constraints:

$$x_i = \begin{cases} 
\bar{x}_i, & \text{if } \mu_i^* - c_i - 2q_i\bar{x}_i > 0 \\
0, & \text{if } \mu_i^* - c_i < 0 \\
(0, \bar{x}_i), & \text{otherwise}
\end{cases}$$ (5.9)

This lemma shows that the binding generation constraints can again be found through simple comparisons.

*Proof.* The rule in (5.9) follows from simple economic principles. If a generator is marginal, then its LMP is $\mu_i^* = c_i + 2q_i\bar{x}_i$. Otherwise, a generator is binding at its upper bound if $\mu_i^* > c_i + 2q_i\bar{x}_i$ and at its lower bound if $\mu_i^* < c_i$.

The binding line constraints can be recovered through the same process as the linear cost case. Once $\mu$ is known, the dual problem associated with $\lambda$ and $\overline{\lambda}$ is the same as (5.5).

5.4.2 Finding the Optimal Solutions

Once we identify all of the binding constraints, we can encode it into a matrix of the form $My = a$, where $y$ is the concatenation of $x$ and $f$. For a quadratic program, the number of constraints (rows of $M$) can be less than the number of variables. Therefore, we still need to solve the following optimization problem:

$$\min \frac{1}{2} y^T \hat{Q} y + \hat{c}^T y$$ (5.10a)

$$\text{s.t. } My = a,$$ (5.10b)

where $\hat{Q}$ is a diagonal matrix with $(q_1, \ldots, q_n, 0, \ldots, 0)$ on its diagonal and $\hat{c} = (c_1, \ldots, c_n, 0, \ldots, 0)$. They come from the fact that costs are not assigned to the flows. Fortunately (5.10) can be solved as a linear system:
Lemma 4. Let $\tau^*$ be the optimal Lagrangian multiplier of (5.10b), then the optimal solution of (5.10) is given by the following linear system

$$\begin{bmatrix} \hat{Q} & M^T \\ M & 0 \end{bmatrix} \begin{bmatrix} y^* \\ \tau^* \end{bmatrix} = \begin{bmatrix} -\hat{c} \\ a \end{bmatrix}. \tag{5.11}$$

Proof. The Lagrangian of (5.11) is

$$\frac{1}{2} y^T \hat{Q} y + \hat{c}^T y + \tau^T (M y - a),$$

and differentiating with respect to $y$ gives the stationarity condition

$$\hat{Q} + \hat{c} - M^T \tau = 0. \tag{5.12}$$

Combining (5.12) with the equality constraint (5.10b) gives the system of equations in (5.11).

The significance of the lemma is that solving the problem with quadratic costs is no more difficult than solving it with linear costs. Once the active constraints are identified, a linear system of equations can be solved to find the optimal solutions.

5.5 The Neural Decoder Algorithm

By following Theorem 5, we now describe the learning procedure of $J^*$ along with optimal dual variable $\mu^*$. The training is implemented offline using supervised data by collecting solution data of LP with different $\ell$. We use the optimal cost, optimal multiplier (readily available from most solvers) and the active constraints set as the labeled data.

We do not directly use a neural network to learn $\mu^*$. Since $\mu^*$ is not continuous in $\ell$, learning $\mu^*$ directly becomes a large classification problem, which is difficult because of the large number of possible values. Rather, we fit a neural network (parameterized by $\theta$) $g_{\theta}(\ell)$ that maps optimization model input $\ell$ to the optimal cost. This function is continuous and piecewise linear, with distinct "breakpoints", where the derivative changes value. Therefore, it is naturally parameterized by using ReLU activation units. Let $h(g_{\theta}(\ell))$ denote the binary vector indicating the active constraints determined by learner’s solution based on the procedure described in the last section. The structure
and parameters of the underlying optimization problem provide us with a number of terms in the design of learning objectives:

1. Regression loss defined between $g_\theta(\ell)$ and $J^*(\ell)$ over the neural network’s output;
2. Regression loss for optimal dual variable defined between $\nabla g_\theta(\ell)$ and $\mu^*$;
3. Distance loss defined between $h(g_\theta(\ell))$ and $s^*(\ell)$, where $s^*(\cdot)$ is the binary vector indicating active constraints at the optimal solution.

The training loss is the sum of these terms

$$L(\theta) = \|g_\theta(\ell) - J^*(\ell)\|^2_2 + \gamma_1 \|\nabla g_\theta(\ell) - \mu^*\|^2_2 + \gamma_2 \|h(g_\theta(\ell)) - s^*(\ell)\|_H$$

(5.13)

where $\|h(g_\theta(\ell)) - s^*(\ell)\|_H$ is the Hamming distance between active constraint sets$^1$ [145], and $\gamma_1, \gamma_2$ are penalty parameters.

5.6 Robustness and Generalization Properties of Neural Decoder

5.6.1 Robustness to Learning Errors

Because we are dealing with continuous values, the prediction $J(\ell)$ of the neural network will invariably have errors. Therefore, it is important that the errors made do not add up and cause incorrect identification of the active constraints. Using an analogy from communication theory, we think of the derivatives of the learned neural network $g_\theta(\ell)$ as noisy versions of a codeword. We are essentially providing an error-correcting approach to decode active constraints that is robust to errors made by the neural network.

Observe that for a given $\mu^*$ and some noise $\delta$, though the optimal solution for the optimization problem (5.5) may be different for $\mu^*$ and $\mu^* + \delta$, the set of active constraints at optimal solutions can remain the same. Therefore, there exists a region around a ground truth optimal dual solution where as long as the noise does not push the solution outside of this region, the set of active constraints remains the same. It turns out these regions are polytopes and easily characterized by solving another linear program. This falls under the well studied area of linear programming sensitivity analysis [33, 146], and is formalized by the next Theorem:

$^1$For binary vector $v$, Hamming norm $\|v\|_H$ is defined as the number of non-zero entries of vector $v$
Theorem 6. Consider a given $\ell$ and its associated optimal dual variables $\mu^*$. There exists a polytope $P_{\mu^*}$ around $\mu^*$ such that if $\tilde{\mu} - \mu^* \in P_{\mu^*}$, then the active constraints determined using $\tilde{\mu}$ is correct. The set $P_{\mu^*}$ is computed by a linear program.

Proof. We use the following lemma:

Lemma 5. For an LP problem $\{x^* = \arg\min_x c^T x \mid Ax = b, x \geq 0\}$ with $A \in \mathbb{R}^{m \times n}$, $x \in \mathbb{R}^m$, $m < n$, let (1), (2), ..., (m) be the indices of selected columns of $A$, such that $Bx^* = b$ with $B = [a_{(1)} \ldots a_{(m)}] \in \mathbb{R}^{(m \times m)}$ as an invertible basis. For any $\tilde{b} = b + \delta$, the optimal solution is still given by $B$ if and only if $B^{-1}b + B^{-1}\delta \geq 0$.

The proof of Theorem 6 follows from Lemma 5 by converting our LP of interest to the standard form. Despite the latter being a known result in linear programming, we have not been able to find the proof of the vector form in existing literature (the component by component result can be found in [33, 146]). Therefore we provide the following proof for completeness.

Proof. To find the region where $\tilde{b} = b + \delta$ has the same set of active constraints at the optimal solution, denote the new optimal solution as $\tilde{x}^*$ that satisfies $A\tilde{x} = \tilde{b}$. So the new optimization problem involving $\tilde{b}$ becomes

\begin{align*}
\tilde{x}^* &= \arg\min \quad c^T x \quad \text{(5.14a)} \\
\text{s.t.} \quad &Ax = b + \delta \quad \text{(5.14b)} \\
&x \geq 0 \quad \text{(5.14c)}
\end{align*}

Since we have $x^* = B^{-1}b \geq 0$ with input $b$, and since $x^*$ and $\tilde{x}$ can be represented by the same basis $B \in \mathbb{R}^{m \times m}$, we have

\[ B^{-1}(b + \delta) \geq 0 \quad \text{(5.15)} \]

to ensure the optimal solution’s feasibility. So the resulting $\delta$ must satisfy (5.15).

On the other hand, if $B^{-1}(b + \delta) \geq 0$, while $\tilde{x} = B^{-1}(b + \delta)$ satisfies both equality and inequality constraints. By checking the KKT conditions, it is also the optimal solution, which completes the proof. \qed
This finishes the proof for the theorem. □

Theorem 6 also provides a fast alternative for identifying $\hat{\lambda}, \bar{\lambda}$ and associated active constraints in (5.5) [117]. We now discuss how to make use of topology and known parameters of the optimization problem to accelerate the robust decoding process of active constraints identification. During training or data generation process, we can keep an offline, finite-length dictionary of unique $\mathcal{M} = \{\bar{\mathbf{A}}^T \mathbf{\mu}^*_{(k)}\}$ along with the set of optimal dual variables $\{[\bar{\lambda}^*_{(k)}, \bar{\mu}^*_{(k)}]\}$, $\mathcal{P}_{\bar{\mathbf{A}}^T \mathbf{\mu}^*_{(k)}}$ and active constraints, respectively. When $\ell$ comes along with neural network prediction $g_\theta(\ell)$ at testing time, with $\delta_{(k)} = \bar{\mathbf{A}} \nabla_{\ell} g_\theta(\ell) - \bar{\mathbf{A}}^T \mathbf{\mu}^*_{(k)}$, one lookup operation is required to determine if $\delta_{(k)} \in \mathcal{P}_{\bar{\mathbf{A}}^T \mathbf{\mu}^*_{(k)}}$, and we can directly identify the value of $\lambda$. If the dictionary does not include the region of active constraint sets, $\ell_1$ minimization problem (5.6) is solved via IHT algorithm. Such design of active constraints prediction contains an error-correcting step by design, where a relatively inaccurate $\nabla_{\ell} g_\theta(\ell)$ (compared to $\mathbf{\mu}^*$) can still lead to the correct set of binding constraints.

5.6.2 Generalization to Testing Samples

In this section we consider the generalization performance of our proposed method. By generalization, we mean the algorithm should perform well on test samples that were not seen during the training process. We adopt the standard method of analysis here: we assume that the neural network can be trained to zero error on the training samples, then we study the errors for testing samples [147, 148, 149]. We use the following definition as a shorthand:

**Definition 2.** We say a neural network is well-trained if it achieves zero loss on the training data.

Understanding the generalization properties is important because zero training error does not imply small test error. Consider the example given in Fig. 5.2. Suppose we are fitting a piece-wise linear function but only given two points that lie on a line and the training loss is the regression loss. There are infinitely many functions that pass through these points, implying that they have zero training error. Obviously, many of them can have large testing errors for other points on the line. This example also shows that it is not sufficient to just impose convexity or provide gradient information on their own. There are also infinitely many convex functions passing through the
labeled points, and there are infinitely many functions with the right gradients at the given points. To constrain the class of functions to be learned, both convexity and the gradient information are needed.

![Diagram](image.png)

**Figure 5.2**: Given two points on a line, there are infinitely many piecewise linear functions passing through them. Therefore, small training error (passing through the points) does not necessarily imply small generalization error (recovering the line).

Since $J^*$ is piece-wise linear, we study generalization for two settings. The first is we assume that there are multiple training data within a region where $J^*$ is linear, and we are interested in the testing performance of a new input from the same region. This setting is about whether the model is constrained enough to not overfit during training. We provide a positive (and simple) answer in Theorem 7.

The second setting is to assume that the test data lies in a region that was unseen during the training process. This question is normally not asked since there is no expectation that learning would be useful for these type of unseen data. However, since there are large number of possible LP regions for DCOPF, it is likely that not all regions would be included in the training data. Therefore, learning algorithms must provide some guarantees on unseen regions. This is especially important as operating conditions change and the historical data are no longer reflective of future scenarios. In Theorem 8, we provide a positive answer showing that the gradients of the unseen region are still bounded.
5.6.3 Generalization for A Linear Region

In this part, we study the case where all training samples have the same value for $\mu$. That is, they come from the same LP region. Let us denote the set of training samples as $\mathcal{D}_{trn}$, and $\text{convhull} \mathcal{D}_{trn}$ is the convex hull of set $\mathcal{D}_{trn}$. The following theorem states the performance of the neural network for a new input $\ell_{\text{new}}$ that is not in $\mathcal{D}_{trn}$.

**Theorem 7.** Given $N$ input loads $\mathcal{D}_{trn} = \{\ell^1, \ldots, \ell^N\}$ and assume $\nabla_{\ell} g(\ell^i) = \mu$ for all $i = 1, \ldots, N$. Assume the ICNN model $g(\ell)$ is well-trained on $\mathcal{D}_{trn}$. Then for all points $\ell_{\text{new}} \in \text{convhull} \mathcal{D}_{trn}$, $\nabla_{\ell} g(\ell_{\text{new}}) = \mu$.

**Proof.** Since $\ell_{\text{new}}$ is in the convex hull of $\mathcal{D}_{trn}$, there are positive coefficients $\alpha_1, \ldots, \alpha_N$ such that

$$\ell_{\text{new}} = \alpha_1 \ell^1 + \cdots + \alpha_N \ell^N,$$

and $\alpha_1 + \cdots, \alpha_n = 1$. By convexity,

$$g(\ell_{\text{new}}) \leq \alpha_1 g(\ell^1) + \cdots + \alpha_N g(\ell^N). \quad (5.16)$$

By the assumption that $g(\ell)$ is well-trained, we have

$$\nabla_{\ell} g(\ell^i) = \mu, \text{ for } i = 1, \cdots, N. \quad (5.17)$$

Using first-order conditions of convex functions, we have

$$g(\ell_{\text{new}}) \geq g(\ell^1) + \mu (\ell_{\text{new}} - \ell^1)$$

$$\cdots$$

$$g(\ell_{\text{new}}) \geq g(\ell^N) + \mu (\ell_{\text{new}} - \ell^N).$$

Multiplying the $i$'th equation by $\alpha_i$ and summing gives

$$g(\ell_{\text{new}}) \geq \alpha_1 g(\ell^1) + \cdots + \alpha_N g(\ell^N). \quad (5.19)$$
Combining (5.16) and (5.19) gives

\[ g_\theta(\ell^{\text{new}}) = \alpha_1 g_\theta(\ell^1) + \cdots + \alpha_N g_\theta(\ell^N). \]  

(5.20)

This implies the function is linear in the convex hull of \( \mathcal{D}_{\text{trn}} \) and all the points have the same gradient.

This theorem is useful for LP problems because the gradient of \( J \) is piecewise constant over convex polytopic regions. If we are given some points from a region, then a well-trained neural network guarantees that the function is learned correctly for all points within their convex hull. This result implies the correctness of the overall algorithms since they only rely on the gradient (dual variable) information.

Technically, the above theorem says that if the gradients of a convex function are equal at a set of points, then the function is linear on the convex hull of these points. This is not a surprising result, but it does show that by constraining the structure of the neural network and using gradient information, we can generalize to uncountable number of points (compact regions) by learning from a finite number of training points.

If training samples may not represent all possible regions, we can construct the KKT conditions augmented loss on a set of unlabeled data points, for which we only have access to the input load values but not the optimal cost and the optimal LMPs. Since we do not ask for labels, we can sample as many data points as we want. This allows us to train with a very large set. We can calculate the violations of KKT conditions, where the Lagrange multipliers are determined from the learned \( \mu \). For more detailed training process and KKT augmented loss, we refer to our additional work [14].

By training with the augmented dataset, unseen regions become “seen” in the sense that the outputs from the trained model must satisfy KKT conditions. As long as the model is well-trained, the analysis of generalization is the same as Section 5.6.3. Therefore, the generalization performance of training with helper set can also be guaranteed by Theorem 7.
5.6.4 Generalization for Unseen Regions

Now we consider the case where a region is not represented at all by the training data, neither the labeled nor the helper datasets. Then if a test sample comes from this region, would our method output anything useful? Methods like classification and dictionary learning cannot make useful predictions since there is no basis to make inferences for such unseen regions. The next theorem shows that our approach is still partially successful because the gradient of a test data point is bounded by the gradient of the training points:

**Theorem 8.** Given $N$ input loads $D_{trn} = \{\ell^1, \ldots, \ell^N\}$, assume the ICNN model $g_{\theta}(\ell)$ is well-trained on $D_{trn}$. Assume that $N \geq n + 1$ and $D_{trn}$ does not lie in a lower dimensional subspace in $\mathbb{R}^n$. Then for all points $\ell^{\text{new}} \in \text{convhull } D_{trn}$, $\nabla \ell g_{\theta}(\ell^{\text{new}})$ is contained in a bounded convex polytope.

**Proof.** Suppose $g_{\theta} : \mathbb{R}^n \to \mathbb{R}$ is a convex function. Given $\ell^1, \ldots, \ell^N$ in the domain of $g$ and let $\mu^i = \nabla \ell g_{\theta}(\ell^i)$. Let $\ell^{\text{new}}$ be a point in the convex hull of $\ell^1, \ldots, \ell^N$ and denote $\nabla \ell g_{\theta}(\ell^{\text{new}}) = \mu$. By the convexity of $g_{\theta}$, we have

$$\left( \nabla \ell g_{\theta}(\ell^i) - \nabla \ell g_{\theta}(\ell^{\text{new}}) \right)^T (\ell^{\text{new}} - \ell^i) \leq 0, \forall i.$$  \hspace{1cm} (5.21)

The inequalities in (5.21) constrain the values that $\nabla \ell g_{\theta}(\ell^{\text{new}})$ can take. We are to show that these inequalities actually describe a closed and bounded polytope in $\mathbb{R}^n$. We do this by contradiction.

Suppose the region defined by the inequalities in (5.21) is not bounded. Then $\nabla \ell g_{\theta}(\ell^{\text{new}})$ can be scaled arbitrarily and all of the inequalities in (5.21) would still hold. Then we can take the norm of $\nabla \ell g_{\theta}(\ell^{\text{new}})$ to be large enough such that it would dominate the $\nabla \ell g_{\theta}(\ell^i)$ terms. Then (5.21) becomes

$$\nabla \ell g_{\theta}(\ell^{\text{new}})^T (\ell^{\text{new}} - \ell^i) \geq 0, \forall i.$$  \hspace{1cm} (5.22)

Since $\ell^{\text{new}}$ is in the convex hull of $\ell^1, \ldots, \ell^N$, we can write it as $\ell^{\text{new}} = \alpha_1 \ell^1 + \cdots + \alpha_N \ell^N$ and $\alpha_i \geq 0$ and sums up to 1. Substituting this into (5.22) and rearranging the terms, we have

$$\alpha_1 \nabla \ell g_{\theta}(\ell^{\text{new}})^T \ell^1 + \cdots + \alpha_N \nabla \ell g_{\theta}(\ell^{\text{new}})^T \ell^N \leq \nabla \ell g_{\theta}(\ell^{\text{new}})^T \ell^i.$$
By the assumption that $N \geq n + 1$ and $\ell^1, \ldots, \ell^N$ are not in a lower dimensional subspace of $\mathbb{R}^n$, $\nabla_{\ell \theta}(\ell^{\text{new}})^T \ell^i$ will be nonzero for at least two $i$'s. But it is not possible to have a convex combination of scalars (the $\nabla_{\ell \theta}(\ell^{\text{new}})^T \ell^i$'s) larger than every scalar in the set when at least two are nonzero (this follows from Farkas’ lemma). This contradicts the assumption that the polytope created by (5.21) is unbounded.

The exact characterization of the polytope depends on the values of $\{\ell^1, \ldots, \ell^N\}$ and $\nabla_{\ell \theta}(\ell^{\text{new}})$. The significance of the theorem lies in that training data are able to constrain the gradient for all points that lies in its convex hull. Intuitively speaking, as long as some surrounding points are included in training, the gradient cannot be “very wrong” even for points coming from LP regions that were not seen during training.

Consider the curve in Fig 5.3. Suppose we learned the two end pieces correctly but there was no training data for the middle piece for the piecewise linear case. Then by Theorem 8, the slope of the middle piece is constrained to be between the slope of the two end pieces. Furthermore, even if the neural network is trained in such a way that there are more than one piece of the middle region, the slopes of all of the pieces are still bounded between the two end pieces. Since the proposed Neural Decoder only relies on getting $\mu$ to be in the correct range, the active constraints would be identified correctly for all of these cases.

![Figure 5.3: Example when the middle region has no data. But as long as the other two regions are well trained (black lines), the slopes in the middle region are bounded (blue and red dashed lines) by Theorem 8. Then the active constraint detection (Algorithm 1) would still be correct.](image-url)
Theorem 8 formalizes the picture in Fig. 5.3 to higher dimensions, but the geometric intuition remains the same. This theorem also formalizes the empirical observation in [150], where the error of neural network-based OPF is reduced if training points are on the boundary of the feasible region.

5.7 Experimental Results

5.7.1 Experiment Setup

We evaluate the proposed learning approach, the Neural Decoder, on the IEEE 14-Bus and 39-Bus system [151] for both linear and quadratic costs. Specifically, over a wide range of problem input settings, we examine 1) solution quality in terms of constraint satisfaction and optimality and 2) computational efficiency over existing convex optimization solvers. Simulations are run on an unloaded Macbook Pro with Intel Core i5 8259U CPU @ 2.30GHz. The code and simulation data can be found at https://github.com/chennnnnyize/Neural-Decoding-for-OPF.

<table>
<thead>
<tr>
<th></th>
<th>80%-120%</th>
<th></th>
<th>20%-180%</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NeuralDeco E-to-E</td>
<td>Class</td>
<td>Neighbor</td>
<td>NeuralDeco E-to-E</td>
</tr>
<tr>
<td>14-Bus</td>
<td>Generator</td>
<td>98.49</td>
<td>96.36</td>
<td>94.64</td>
</tr>
<tr>
<td></td>
<td>Line</td>
<td>99.91</td>
<td>96.06</td>
<td>98.52</td>
</tr>
<tr>
<td></td>
<td>Infeasibility</td>
<td>0.77</td>
<td>3.36</td>
<td>6.63</td>
</tr>
<tr>
<td>39-Bus</td>
<td>Generator</td>
<td>99.91</td>
<td>93.30</td>
<td>98.95</td>
</tr>
<tr>
<td></td>
<td>Line</td>
<td>99.91</td>
<td>94.85</td>
<td>99.24</td>
</tr>
<tr>
<td></td>
<td>Infeasibility</td>
<td>0.02</td>
<td>11.07</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 5.1: Performance comparison on linear cost case with different load input variations.

To generate the training set, we use CVXPY [152] powered by a CVXOPT solver [153] to solve (2.6). For each setting, we generate $\ell$ by sampling from uniform distribution, with variations of 20%, and 80%. We solve 60,000 data samples using CVXPY for each network model under each variance setting, and split 20% of the data as test samples.
We train and compare three other learning models in terms of finding optimal solutions while satisfying all constraints:

1. **Nearest neighbor for active constraints**: This benchmark is a sanity check on whether a deep neural network is needed or a simpler method would suffice. We fit and find a 3-nearest neighbor algorithm achieves the highest classification accuracy in predicting the active constraints.

2. **End-to-end regression**: Following [118], we construct a 4-layer neural network to fit the regression task of predicting optimal solution based on input \( \ell \). Mean squared error is used as training loss.

3. **Classification for active constraint sets**: Following [138], we construct a 4-layer neural network to predict the set of active constraints at optimal solution. We use one-hot encoding for different set of active constraints, and use cross-entropy as the loss function.

We term our framework the **Neural Decoder** and use a 3-layer neural network with 200 neurons on the first layer. We feed load vector \( \ell \) as the input for all of the methods. Once the active constraints are predicted, a linear equation solver is used to find final solutions. More simulation setup, architecture details, convergence analysis and ablation study can be found in the online version [13].

5.7.2 **Simulation Results**

Results on learning for the 14-bus and 39-bus OPF problem with linear costs and quadratic costs are listed in Table 5.1 and Table 5.2 respectively, where we report the accuracy of active generators’ constraints and lines’ constraints separately. Note that these simulation load samples are not sufficient to cover the input space and some test samples that do not reside in the same region as the training samples. Our method generalizes and has the lowest infeasibility across all test settings. For feasible test instances, the mean solution costs compared to optimal solutions provided by CVXPY is within 0.5%.
Table 5.2: Performance comparison on quadratic cost case with different load input variations.

<table>
<thead>
<tr>
<th></th>
<th>80%-120%</th>
<th></th>
<th>20%-180%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NeuralDeco</td>
<td>E-to-E</td>
<td>Class</td>
</tr>
<tr>
<td>14-Bus</td>
<td>Generator</td>
<td>93.43</td>
<td>95.39</td>
</tr>
<tr>
<td></td>
<td>Line</td>
<td>98.61</td>
<td>93.81</td>
</tr>
<tr>
<td></td>
<td>Infeasibility</td>
<td>2.12</td>
<td>6.01</td>
</tr>
<tr>
<td>39-Bus</td>
<td>Generator</td>
<td>97.95</td>
<td>96.87</td>
</tr>
<tr>
<td></td>
<td>Line</td>
<td>99.08</td>
<td>99.18</td>
</tr>
<tr>
<td></td>
<td>Infeasibility</td>
<td>0.38</td>
<td>2.84</td>
</tr>
</tbody>
</table>

**Feasibility and Optimality.** Interestingly, our proposed method (NeuralDeco) can provide solutions with lower percentage of infeasibility than the sum of error on active generator and line constraints predictions. This is because identification steps of active generators and active lines are performed in sequence and we are making use of the information on total number of active constraints in the linear case, so the error on each step does not compound and lead to infeasible solutions.

The other methods perform much poorer. The nearest neighbor approach is not able to achieve good performance when the input variations are greater, showing that more sophisticated learning approaches are needed. The end-to-end prediction is hard to use for higher load variances, mainly because it does not explicitly include line flow constraints, so it tends to produce infeasible flow solutions. The classification approach is also not a proper learning strategy for larger-scale optimization problems, since the growing number of possible combination of active constraints leads to huge one-hot encodings at the classifier’s output.
Figure 5.4: Average solving time per instance along with speedup statistics comparison for Neural Decoder, iterative solvers CVXOPT and CPLEX.

Computation Time. Compared to the solving process of optimization solvers, our proposed solver provides significant speed-up in all testing benchmarks as shown in Fig. 5.4. Compared to state-of-the-art commercial solvers, it can provide an order of magnitude in efficiency. We are using standard Python packages for neural network derivations and equation solvers, while further acceleration can be achieved by taking a batch of evaluating samples to calculate $\nabla_{\theta} g(\ell)$, or adopting special linear equation solvers to solve the resulting sparse linear equations once all active constraints are identified. Please see [13] for more details and statistics, as well as just comparing the "core" computation times. That is, we discount the overhead in problem conversion, constraint translation and so on, and only record the time used by lower level linear algebra packages. The relative speeds remain virtually unchanged in this comparison from Fig. 5.4.

Price Forecasting. The results are shown in Fig.5.5 with forecasted prices and forecasting errors. For the case of 39-bus with 80% input variations, the overall LMP forecasting mean absolute percentage error (MAPE) on test samples is 2.15%. We also compare proposed method to a straightforward forecasting method, where we trained a neural network with nodal electricity demand as input and LMP as output, whose error is about 50% larger.
(a) LMP Prediction

(b) LMP Prediction Errors

Figure 5.5: Simulation results on LMP forecasting on 39-bus system with 80% load variations. (a) LMPs of a single sample and (b) Average MAPE across all testing samples compared with neural network-based forecasts.

**Generalization Results.** To evaluate the generalization ability of our model, we create an illustrative example in the 14-bus system. Particularly, we examine the generalization performance on new data points that comes from region without any training samples. To generate the training set for this case, we only change the load values at two buses, but keep the remaining load values fixed. In this way, the space of input loads can be regarded as a two-dimensional plane. When varying the load values at the two buses, we can have four different combinations of active constraints, which correspond to four different values of $\mathbf{\mu}^{\star}$. Therefore, we divide the input load space as four regions,
denoted as $R_0$, $R_1$, $R_2$ and $R_3$. The division of the input space is shown in Fig. 5.6. We take training samples from $R_0$, $R_2$, and $R_3$, and take testing samples from $R_1$. Let us denote the training set as $D_{trn}$, and the testing set as $D_{tst}$.

![Figure 5.6: Division of the input space. The axes are load values at the two buses. In this example, based on different combinations of active constraints, the input load space can be divided into four regions. We take samples from $R_1$ as the testing set and samples from surrounding regions $R_0$, $R_2$ and $R_3$ as the training set.](image)

We use two different training approaches for our model. In the first training approach, we only use $D_{trn}$ for training and minimize both the regression loss and the KKT-related loss on $D_{trn}$. For the second training approach, we construct an additional training set, called helper set $D_{help}$. To generate the helper set, we can sample $\ell$ from uniform distributions $\ell_2 \sim \text{Uniform}(2, 6)$ and $\ell_6 \sim \text{Uniform}(2, 6)$. Therefore, $D_{help}$ contains the testing region $R_1$. Aside from minimizing the training loss on $D_{trn}$, we also minimize the KKT-augmented loss which is further calibrated in [14] on $D_{help}$. Note that $D_{help}$ is not labeled. End-to-end model only use labeled samples and is trained on $D_{trn}$.

We list the ratios of optimal, feasible and infeasible solutions obtained from different learning
<table>
<thead>
<tr>
<th></th>
<th>Optimality</th>
<th>Feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>End-to-end</td>
<td>5.52</td>
<td>8.6</td>
</tr>
<tr>
<td><strong>Our model, with $D_{help}$</strong></td>
<td><strong>97.24</strong></td>
<td><strong>97.24</strong></td>
</tr>
<tr>
<td><strong>Our model, without $D_{help}$</strong></td>
<td><strong>62.25</strong></td>
<td><strong>72.31</strong></td>
</tr>
</tbody>
</table>

Table 5.3: Generalization performance on test samples coming from never seen regions. With the helper set, our method is optimal 97% of the time. Even without the helper set, the optimality ratio is 62%. The end-to-end model fails to make reasonable predictions.

models in Table 5.3. As we can see, when we use $D_{help}$ as an additional training set, we can obtain an optimality ratio as high as 96%. Even without $D_{help}$, more than half of the solutions obtained from our model can achieve optimal values. As a comparison, the end-to-end model fails to make feasible predictions on test samples that come from never seen regions in the training process. The reason that our proposed algorithm outperforms the end-to-end model can be attributed to the KKT-related loss. By minimizing the KKT-related loss term, the trained model is able to learn the underlying KKT conditions in all four regions and make better predictions of $\mu^*$ on $D_{tst}$.

5.8 Conclusion

This chapter laid the groundwork for learning to solve the optimal power flow problem using a decoding-style algorithm. By incorporating the knowledge of the optimization models and identifying the binding constraints at the optimal solution, we can build up our machine learning models upon the foundations of optimization theories. The algorithm described in this chapter can be treated as the building block for many “learning to optimize” problems.

An important future direction is to extend this work to ACOPF problems. For an ACOPF problem, if all the active constraints can be determined, the resulting AC power flow problem is still nonlinear, but in general simpler than the original optimization problem [154]. It would be important to compare against regression-based methods that learns a warm start to the ACOPF problem. For further extension, there are also great spaces in applying machine learning techniques
to solve integer programming problems, such as unit commitment, energy storage sitting and sizing problems, and etc. The evaluation of machine learning methods on computational efficiency, feasibility and optimality, and sample efficiency need to be further addressed.
Algorithm 4 Neural Decoder for Active Constraints

Input: \( \ell \), trained model \( g_\theta \), number of active constraints \( K \)

Input: (Optional) Dictionary \( \{\tilde{A}^T \mu^*_{(k)}\} \), \( p_{\tilde{A}^T \mu^*_{(k)}} \), \( f_{(k)} \)

Parameters: \( \varepsilon > 0 \), Optimization model \( \tilde{A}, \tilde{f}, c \), \( FLAG = 0 \)

1: Find \( \nabla_\ell g_\theta(\ell) \)
2: for \( i = 1, \ldots, n \) do
3: \quad if \( \nabla_\ell g_\theta(\ell) - c_i < -\varepsilon \) then
4: \quad \quad \( x_i = 0, K = K - 1 \)
5: \quad else if \( \nabla_\ell g_\theta(\ell) - c_i > \varepsilon \) then
6: \quad \quad \( x_i = \tilde{x}_i, K = K - 1 \)
7: \quad end if
8: end for
9: for \( j = 1, \ldots, |M| \) do
10: \quad \( \delta_{(j)} = \tilde{A}^T \nabla_\ell g_\theta(\ell) - \tilde{A}^T \mu^*_{(j)} \)
11: \quad if \( \delta_{(j)} \in p_{\tilde{A}^T \mu^*_{(j)}} \) then
12: \quad \quad Identify active flow constraints \( f_{(j)}, FLAG = 1 \)
13: \quad \quad break
14: \quad end if
15: end for
16: if \( FLAG = 0 \) then
17: \quad IHTSolve((5.6), sparsity=\( K \))
18: end if
19: EquationSolve(\( x + A f = \ell \), active constraints set)
Chapter 6
CONCLUSION AND FUTURE DIRECTIONS

6.1 Conclusion

We are working towards a world in which we have an increasingly better handle on how data-driven technologies can be integrated in existing and new critical infrastructures while safeguarding and representing important values such as safety, sustainability and equity. In this thesis we illustrated how theories from optimization and control can be utilized to realized engineering objectives. We have introduced new building blocks and algorithmic tools that can embed physical knowledge and optimization theories into machine learning and decision making pipelines. This thesis presents a set of computational methodologies faced with complex system and environment dynamics, and the combination of physical knowledge and optimization theory give the theoretical guarantees for the resulting algorithms.

In the context of energy and power systems, we proposed a pipeline by leveraging the availability of heterogeneous sources of sensing, actuation and data to enable high levels of penetration of renewable energy resources through a combination of uncertainty forecasting, optimal controller design and real-time decision-making. Such design techniques have the promises of providing safe, reliable and cost-effective services given our quickly evolving energy infrastructures.

This thesis has been a first step towards addressing the ambitious goals of achieving sustainable energy system. We utilized historical time series data to build the first generative models for renewables scenario generation, which provide a critical tool for power system planning and operation under environment uncertainty. We have shown by constructing an input convex neural network, we are able to bridge the optimal control theory with the complex yet unknown system dynamics. The resulting optimal control framework can strike the balance between computation tractability and model representation. In order to achieve real-time decision making for large scale
optimization problems, we set up a novel learning framework built upon on the optimization theories. Such data-driven optimization solvers can provide an order of magnitude acceleration compared to standard solvers in specific energy dispatch tasks.

6.2 Future Directions

We are currently witnessing a perfect storm in achieving sustainable energy systems with the advancements in fundamental technology, societal incentives and infrastructure revolution. In the following, we provide a brief outlook of how the integration of machine learning, optimization and control could contribute to the development of sustainable energy systems.

• **Stochastic optimization and end-to-end decision-making.** We are faced with a clean energy future with high level penetration of renewables and end-user demands. When the overall energy systems have objectives of sustainability and efficiency, it is important to come up with algorithms to incorporate both the knowledge of the stochastic environments and the modeling tools of physical systems. Such motivations open the door for developing machine learning algorithms that could take the data uncertainty or model uncertainty into account. One possible route is to explore differentiable architecture that is able to handle a family of optimization problems which is explored in [141].

• **Multi-agent systems and complex interactions.** The inevitable transition to power systems fueled by solely renewable energy sources is only getting started. When most of the energy is generated locally, the source of stability from large-scale centralized generation will deplete, and local networks will have to organize the control of a stable voltage signal by themselves, necessitating grid-forming rather than grid-following inverter and DER control architectures. Motivated by the exciting idea that local networks will have to become more self-sufficient, this transition may contribute to more equitable access and control over electric energy. There is a need to characterize the dynamics of such distributed, low-inertia systems, and there are open spaces for market mechanisms, policy making, distributed optimization and machine learning.
• **System security with heterogeneous resources.** With huge amount of distributed energy resources connected to the electric grid and growing number of sensing and user data rushing into control room and algorithms, there are growing concerns regarding power system security. Our previous work explored the possibilities of forecasting algorithm vulnerabilities [19, 20]. While more rigorous analysis is a necessity to evaluate system robustness against perturbed data or malicious system states. It is also an exciting area to investigate the dynamic coupling between user privacy and system security.
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