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Ruthenium (Ru) complex-based photocages have shown great potential in photochemotherapy due to their activation by red- and infrared light. However, different Ru complexes exhibit dramatically varying quantum yields in the photocleavage process. To optimize the structures for a high quantum yield, in this work, we developed machine learning models and density-functional theory (DFT) protocols to predict the quantum yield for photocleavage of Ruthenium complexes. The built machine learning models were not accurate enough to classify the quantum yield for a given Ru complex structure. An alternative DFT protocol was designed to bridge the experimental quantum photorelease quantum yield and computational energy gap between the 3MLCT and 3MC states. This approach demonstrated the energy gap between the 3MLCT state and the 3MC state can serve as a ‘barrier’ in the ligand dissociation process and could help predict the quantum yield of photolabile Ru-based complexes.
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Introduction
Photolabile systems have been used in a wide range of research fields, including solar energy conversion materials\textsuperscript{1}, biomedical research\textsuperscript{2–6}, and drug delivery\textsuperscript{7–14}. In particular, by incorporating functional biomolecules or small molecule drugs, photoactivated molecules can release bioactive moieties through photochemical transmission, usually termed ‘photocage’. Photocaging is a highly attractive method that enables rapid, precise, and spatiotemporal control over biological activities under light irradiation\textsuperscript{11,15}, and is currently being explored as a new platform in on-demand therapeutics and diagnostics in localized area\textsuperscript{5,16,17}. 2-nitrobenzyl\textsuperscript{18,19}, coumarin\textsuperscript{20,21}, benzoin\textsuperscript{22}, p-hydroxyphenacyl\textsuperscript{23}, boron dipyrromethene\textsuperscript{11,14}, and ruthenium complexes\textsuperscript{24–26} have been modified and designed as photocages. Researchers have tried to install various bioactive molecules on photocages, including proteins\textsuperscript{7,27}, peptides\textsuperscript{3}, API\textsuperscript{28}, DNA\textsuperscript{29,30}, and RNA\textsuperscript{31}.

While organic photocages are traditionally used, they typically require UV light to trigger photoreaction that does not readily penetrate deeply into human body and cause severe damage to human skin, tissue, and even DNA\textsuperscript{32,33}. In contrast, transition metal complexes, especially ruthenium complexes, can be activated by red light or near-infrared light due to their strong charge-transfer absorption in the visible light range\textsuperscript{10,26}. In addition, a bond between transition metals and the ancillary ligands is usually weaker than an organic sigma bond\textsuperscript{34}. Thereby, ruthenium complexes enable a facile release of functional compounds activated by red light or near-infrared light that penetrates deeper into tissues with less concern over potential DNA damage.

Generally, Ru complexes are composed of a ruthenium cation, two ancillary ligands, and a monodentate caged ligand. Under irradiation, valid Ru photocages can be excited to the singlet metal-to-ligand charge transfer state ($^1$MLCT) from the ground state (S\textsubscript{0}). Through a transient intersystem crossing, they transform to the lowest-lying triplet metal-to-ligand charge transfer state
(3MLCT), with another stable excited state (3MC) close enough to be thermally populated. The triplet metal-centered state (3MC or 3LF) plays an essential role in transition metal-based photochemical devices or photochemotherapy due to their dissociative property. Once the Ru complexes convert to the dissociative 3MC state, the caged bioactive molecule would be substituted by a solvent molecule, accomplishing the mission of drug delivery, as shown in Scheme 1.

![Scheme 1 Light-triggered ligand dissociation of Ru complexes in H2O](image)

Although Ru complexes are showing great potential in photochemotherapy, several limitations remain that hinder their widespread clinical application. First, most published Ru complexes cannot meet the requirement for a high quantum efficiency of photo-induced ligand release. Furthermore, several possess considerable cytotoxicity even in the intact form in the dark. Further complicating matters, many Ru photocages exhibit poor water stability. Finally, their thermal stability is not often evaluated systematically. Computational methods may shed new light on development of newly useful species.

In photochemistry, quantum yield (QY) can assess the quantum efficiency of photoreaction. In the photo-induced ligand dissociation process, quantum yield is defined as the ratio of the number of photons emitted to the number of photons absorbed. Since Ru(II) complexes usually undergo a single-photon activation, the quantum yield also equals the number of decomposed molecules to the number of excited molecules.

Besides in vitro and in vivo experiments, in silico methods also serve as powerful tools in revealing sophisticated chemical mechanisms and exploring novel structures. In the past decades, density functional theory (DFT) has emerged as the most popular electronic structure method in computational chemistry. DFT simulations can provide quantum chemical level insight to understand the compound behaviors and design new materials. The core of DFT calculations is to solve the Schrödinger equation of a collection of atoms from first principles, which achieve high accuracy at the cost of substantial computational cost and appropriate choice of wavefunction and basis set. Owing to their outstanding performance in multiscale regression and classification with relatively cheap computational cost, machine learning techniques have been widely used over the last few years to predict the chemical properties and decode the key attributing structures.

Machine learning models are most extensively applied to develop quantitative structure-property relationship (QSPR) models. QSPR models can reveal a mathematical relationship between structural attributes and property of interest at the quantum chemical level. They are used to predict targeted properties for a wide range of chemicals prior to or in lieu of costly and labor-intensive experimental measurements, which is enticing and promising in biological and pharmaceutical science and engineering. The first step in the QSPR model development process is to generate a valid database of data collected in similar environments. After the data generation, molecular descriptors are gathered as the features in the machine learning model. Molecular fingerprints, physicochemical descriptors, and molecular graphs are the most widely used descriptors. Feature
selection is a critical part of a superior model. The features are supposed to embody the difference of structures while keeping a limited size. Then the machine learning algorithms are applied for dataset training, validation, and testing, where parameters need to be tuned to optimize models’ performance. Error functions are criteria to assess the model’s adaption goodness. Before a qualified model is built, several model adjustments and feature updates may be required to better fit the dataset.

Given that the expensive and time-consuming workflow of synthesizing the Ru(II) complexes and measuring their photo-reaction quantum yield, in this work, we developed machine learning models to predict the photo-induced ligand release quantum yield of given Ru(II) complexes. In addition, since most of the Ru(II) complexes are synthesized in the lab and not registered yet, there are insufficient molecular descriptors for Ru(II) complexes as an intact compound, in both quantity and variety. Therefore, DFT calculations were also performed to provide an alternative for the machine learning models.

Methodology
In this work, the data processing was performed with Python 3.7. Examples and visualizations were organized in the Jupyter Notebook (Anaconda 3), and customed packages were compiled in Visual Studio Code. DFT calculations were simulated on Gaussian 16 b.01 and visualized in Gauss View 6.1.

Data Generation
51 Ru(II) complexes’ structural composition and photorelease quantum yield value (QY) were gathered from the published literature. Since the QY value is sensitive to the experimental condition, we confirmed the standard characterizing environment to be under 470 nm wavelength irradiation in water, which is the most common environment among the dataset. For the experiments conducted under a rare environment, the data were discarded. Because of the scarcity of the QY data and the uncertainty in the experiment process, we identified the task to be a binary classification. By setting the threshold at 0.03, a QY below the threshold was labeled as “low quantum yield”, a QY above the threshold was labeled as “high quantum yield”.

Feature Selection
Feature selection, referring to molecular representation in this work, is the crucial section in the model development. Considering the lack of chemical properties for Ru(II) complexes as an intact compound and the common three-arm coordination of the Ru(II) complexes, a Ru(II) complex was conceived as the combination of three parts: ligand 1 (tridentate ancillary ligand), ligand 2 (bidentate ancillary ligand) and ligand 3 (caged/released ligand). First, the ligands’ structure was converted to their canonical simplified molecular-input line-entry system (SMILES), a specification in the form of a line notation for describing the structure of chemical species using short ASCII strings. Then the Molecular ACCess System (MACCS) keys of each SMILES string were calculated, and according to the fragments segregation, sequentially assembled into a new 498-bit binary string as the elementary molecular descriptors. Because of the overfull features (498) compared to the samples (51), all the features with a zero-variance was abandoned. 180 bits remained as the features in the machine learning model.

In this project, MACCS keys were chosen as the molecular descriptor. MACCS keys are 166-bit two-dimensional structure molecular fingerprints that encode substructures into binary bit string
to represent their presence or absence in the molecule of interest\textsuperscript{47}. MACCS keys possess clearly defined documentation for every bit, facilitating the pattern retrieval.

Model Generation and Validation

In this binary classification task, several algorithms were applied, including artificial neural network(ANN), random forest(RF), and support vector machine(SVM) with linear kernel and rbf kernel. The model packages were imported from the scikit-learn library, and parameters were tuned in the training process. Model performance was evaluated in their predictive accuracy, training error, and testing error, taking the average of 100-runs of each algorithm. The dataset was randomly divided into a 70% size training set and the a 30% testing set in every run. A fully connected 100-node single hidden layer neural network was applied, with relu activation function and lbfgs solver. Both linear kernel and rbf kernel experimented on SVM. The predictive accuracy was defined as the ratio of the size of correctly classified samples over the size of the test dataset. Log loss function was employed as the error function to assess the goodness of fit. The log loss is defined as the negative log-likelihood of a logistic model that returned \( y\_pred \) for its training data \( y\_true \). For a single sample with true label \( y \in \{0,1\} \) and a probability estimate \( p=Pr(y=1) \), the log loss is:

\[
L_{\log}(y, p) = (-y \log(p) + (1 - y) \log(1 - p))
\]

DFT Configuration

A workflow was designed to calculate the energy gap between the \(^3\)MLCT state and the \(^3\)MC state. Initially, a rational geometry guess for Ru(II) complexes was generated and optimized for the geometry in the ground state, following by another geometry optimization by modifying the multiplicity to obtain the geometry in the triplet state. Then a vertical absorption was performed to search for \(^3\)MLCT state. An initial guess for geometry in the \(^3\)MC state was generated by securely long elongating the bond between Ru atom and N atom in the caged ligand to imitate the photorelease process. In view of the reorganization of \(^3\)MC state geometry, a geometry optimization was performed to obtain the geometry in the \(^3\)MC state. Finally, a vertical absorption was calculated to search for the \(^3\)MC state, and the energy gap between the \(^3\)MLCT state and the \(^3\)MC state was computed.

BP86 (Becke88 + Perdew86) was adopted as the wave function. It has been reported BP86 could provide smallest energy difference between the \(^3\)MLCT state and the \(^3\)MC state\textsuperscript{48}. A mixed basis set was adopted. SDD basis set, along with SDD effective core potential, was used on Ru atoms for its good fitness in representing transition metal atoms. The usage of effective core potential (ECP) can reduce computational cost on multiple metal center systems. In our work, the simulated structures were all single Ru center systems, but I found the SDD ECP could facilitate the geometry optimization convergence; therefore we kept it. 6-31G(d) basis set was used for H, C, and N atoms and 6-31G(d,p) basis set was used for O atoms. 6-31G is a good basis set in representing light atoms. Although it is relatively crude compared to other advanced 3-zeta basis sets, it was adequate for our calculations and reduced computational cost. The usage of polarization function(d function for H, C, N, d and p function for O) can improve the precise representation for bonds. In the excited states(3MLCT, 3MC) searching process, an ideal vertical adsorption calculation was adopted to save tons of computational resources. It has been demonstrated the overestimation of the excitation energy from vertical absorption can be acceptable by carefully choosing wavefunction and basis set\textsuperscript{49}. Time-dependent DFT calculation was performed, and an implicit SMD solvation model with
methanol solvent was used in excited states searching. All the geometry optimizations and TDDFT calculations were under 298.15K and 1atm.

Simulated Ru Complexes
Two Ru complexes systems, a ‘tpy’ system, and a ‘dqpy’ system, were investigated. Ru complexes were three-coordinated structures in both systems: a tridentate ancillary ligand, a bidentate ancillary ligand, and a monodentate caged ligand. For the Ru complexes in the ‘tpy’ system, the tridentate ligand was constantly \(2,2';6',2''\)-terpyridine, with a series combination of bidentate ligand and caged ligand: \(2,2'\)-bipyridine + pyridine(1), \(6,6'\)-dimethyl-\(2,2'\)-bipyridine + pyridine(2), \(2,2'\)-bipyridine + acetonitrile(3), \(2,9\)-dimethyl-\(1,10\)-phenanthroline + pyridine(4), \(2,2'\)-bipyridine + pyrazine(10), \(2,9\)-dimethyl-\(1,10\)-phenanthroline + pyrazine(13), \(2,2'\)-biquinoline + pyridine(14). The quantum yield data for ‘tpy’ system were determined under 470nm irradiation in H\(_2\)O. For the Ru complexes in the ‘dqpy’ system, the tridentate ligand and the caged ligand were fixed at \(2,6\)-di(quinolin-2-yl)pyridine and acetonitrile, respectively. And the bidentate ligands included \(2,2'\)-bipyridine(6), \(6,6'\)-dimethyl-\(2,2'\)-bipyridine(7), \(1,10\)-phenanthroline(8), and acetylacetonate(9). The quantum yield data for ‘dqpy’ system were determined under 450nm irradiation in 5% acetone solution. The structures are shown in Figure 1.

![Simulated structures](image)

**Figure 1** Simulated structures in a) ‘tpy’ system and b) ‘dqpy’ system

**Results and Discussions**

![Machine learning models’ predictive accuracy](image)

**Figure 2** Machine learning models’ predictive accuracy, training and testing error (a) trained with original features (b) trained with updated features (c) model performance comparison before and after feature update
Figure 2a listed the results when the reduced 180-bit MACCS keys were used as the feature. The SVM(rbf kernel) model exhibited the best predictive accuracy (0.779) and the lowest testing error (7.635) among the four models. In contrast, ANN had a low predictive accuracy (0.635) and a large testing error (12.595), suggesting ANN’s poor performance on the dataset. Nevertheless, a severe overfitting problem was observed in all the models: their testing errors were much higher compared to the training error (8 fold for ANN, 6 fold for RF, 3 fold for SVM(linear kernel), and 1.5 fold for SVM(rbf kernel)). To mitigate the overfitting problem, a feature update was performed. During the training process of both RF and SVM(linear kernel), the feature importance was reported in every run. The feature was labeled “important feature” when the individual importance was above the threshold at 0.1. After the training process, the features labeled “important feature” in over 50% runs were gathered. Features gathered from both RF and SVM(linear kernel) were selected as the update features. As a result, 20 overlapped MACCS keys bits were selected, and the four models were retrained with the update feature. Figure 2b shows the retrained models’ performance, and Figure 2c compares the predictive accuracy, testing error, and testing/training error ratio of models before and after the feature update. After the feature update, there were apparent elevations in predictive accuracy and reduction in testing error of ANN, RF, and SVM(linear kernel), owing to the abandonment of trivial features.

In contrast, SVM(rbf kernel) exhibited negligible variation after the feature update and still possessed the highest predictive accuracy and lowest testing error. Such stability can attribute to the fitting mechanism of SVM(rbf kernel): it finds the best non-linear hyperplane by maximizing the margin of data from both labels. Figure 3 displayed the data distribution in Principal Component 1(PC1) and Principal Component 2(PC2) plane after performing principal component analysis.

Principal component analysis (PCA) projects a high-dimensional feature onto a visible two-dimensional subspace, where the variance of the dataset is maximized. By visualizing the relative locations of the samples in the chosen principal component subspace, we can obtain a general sense of the data distribution in the feature space. As shown by Figure 3b, the majority of ‘high quantum yield’ and ‘low quantum yield’ were basically separated, accounting for the better performance and stability of SVM (rbf kernel) in this binary classification task. Meanwhile, Figure 3 also suggested some outliers and overlaps in the PC1-PC2 subspace, which could cause considerable impact on the training and testing process, limiting further model improvement. These undesired distributed data might result from the roughness of feature (MACCS keys). MACCS keys were chosen as features due to their well-defined documentation and shorter bitstring. However, the shorter bitstring might sacrifice some specific detail in distinguishing the minor structural difference. Thus, MACCS keys might not be the proper molecular descriptors in this dataset. In addition, the small size of the dataset is another factor limiting the model performance. The train test split would lead to a smaller set, increasing the uncertainty and fortuity in the training process. Therefore, the enrichment of the dataset and enhancement of feature selection were sought to further develop a qualified model.
Due to the unsatisfying machine learning model development, an alternative was pursued to predict the photorelease quantum yield based on Ru(II) complexes' structures. Given the transformation of the excited state during the photorelease process, we hypothesized that the energy gap between $^3$MLCT state and $^3$MC state served as the barrier for photo-induced ligand release: a larger energy gap would increase the difficulty for the photorelease, while a smaller energy gap could facilitate the ligand release, increasing the quantum yield in the photorelease process.

Table 1 Simulated structures and their energy in $^3$MLCT state and $^3$MC state, energy gap, reported experimental photorelease quantum yield and their belongings

<table>
<thead>
<tr>
<th>No</th>
<th>Structure</th>
<th>$3_{\text{MLCT}}$ energy/eV</th>
<th>$3_{\text{MC}}$ energy/eV</th>
<th>Energy gap/eV</th>
<th>Reported QY</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ru(tpy)(bpy)(tpy)</td>
<td>-1580.994550</td>
<td>-1580.964796</td>
<td>0.029762</td>
<td>0.0000</td>
<td>tpy system</td>
</tr>
<tr>
<td>2</td>
<td>Ru(tpy)(Me2bpy)(tpy)</td>
<td>-1659.608812</td>
<td>-1659.603174</td>
<td>0.005486</td>
<td>0.1040</td>
<td>tpy system</td>
</tr>
<tr>
<td>3</td>
<td>Ru(tpy)(bpy)(MeCN)</td>
<td>-1465.459840</td>
<td>-1465.343337</td>
<td>0.025503</td>
<td>0.0125</td>
<td>tpy system</td>
</tr>
<tr>
<td>4</td>
<td>Ru(tpy)(MePhen)(tpy)</td>
<td>-1735.842095</td>
<td>-1735.830449</td>
<td>0.011646</td>
<td>0.0580</td>
<td>tpy system</td>
</tr>
<tr>
<td>5</td>
<td>Ru(tpy)(MePhen)(tpy)</td>
<td>-1727.727171</td>
<td>-1727.714263</td>
<td>0.012908</td>
<td>0.0032</td>
<td>dpq system</td>
</tr>
<tr>
<td>6</td>
<td>Ru(tpy)(MePhen)(tpy)</td>
<td>-1851.363417</td>
<td>-1851.348887</td>
<td>0.014530</td>
<td>0.0096</td>
<td>dpq system</td>
</tr>
<tr>
<td>7</td>
<td>Ru(dpq)(Me2bpy)(MeCN)</td>
<td>-1848.960257</td>
<td>-1848.947361</td>
<td>0.012896</td>
<td>0.0048</td>
<td>dpq system</td>
</tr>
<tr>
<td>8</td>
<td>Ru(dpq)(Phen)(MeCN)</td>
<td>-1622.694378</td>
<td>-1622.694101</td>
<td>0.000277</td>
<td>0.0096</td>
<td>dpq system</td>
</tr>
<tr>
<td>9</td>
<td>Ru(dpq)(ACAC)(MeCN)</td>
<td>-1815.892872</td>
<td>-1815.871728</td>
<td>0.005299</td>
<td>0.1200</td>
<td>dpq system</td>
</tr>
<tr>
<td>10</td>
<td>Ru(dpq)(bipy)</td>
<td>-1597.024399</td>
<td>-1596.998472</td>
<td>0.025926</td>
<td>0.0013</td>
<td>tpy system</td>
</tr>
<tr>
<td>11</td>
<td>Ru(dpq)(Me2bpy)</td>
<td>-1751.877027</td>
<td>-1751.877128</td>
<td>0.005299</td>
<td>0.1200</td>
<td>tpy system</td>
</tr>
<tr>
<td>12</td>
<td>Ru(dpq)(bipy)</td>
<td>-1888.284317</td>
<td>-1888.284886</td>
<td>0.015431</td>
<td>0.0140</td>
<td>tpy system</td>
</tr>
</tbody>
</table>

The structural information and energies for $^3$MLCT and $^3$MC states were listed in Table 1. For the Ru(II) complexes, optimized geometry in the ground state and $^3$MLCT state was unique, while there were multiple possible geometries for the $^3$MC state by stretching different Ru-N bonds. Nisbett et al. have already demonstrated the optimized excited states geometry obtained by stretching the bond between Ru and leaving group possessed the lowest energy, thereby being the most stable geometry and consistent with the experimental results monodentate ligand that dissociated with Ru under irradiation. Therefore, in this work, we stretched the monodentate ligands far from the Ru center (4-6 fold original bond length) to obtain the initial guess and then
applied a geometry optimization for geometry in the \(^3\)MC state. The calculated energy gaps and experimental photorelease quantum yields are displayed in Figure 4. Aligned with the hypothesis, there is a reverse relationship observed in both systems: the larger the energy gap calculated, the lower the quantum yield measured, indicating the energy gap between \(^3\)MLCT and \(^3\)MC state can be used as a proxy for photorelease quantum yield. Remarkably, the counter-response exhibited a smoother adaption in the high quantum yield region, illustrating promising reliability in predicting the high quantum yields, which is the main interest of the entire work. In the low quantum yield region, even though the hypothesis was validated, the correlation was not ideally linear or exponential, likely owing to the trade-off of the DFT configuration. To save computational resources, vertical absorption was adopted to search for the excited states. The adequate basis set fulfilled the requirement to calculate the energy gap while can still mislead in some cases that there was only a minor energy gap difference between two structures, which could account for the roughness and sharpness in the low quantum yield area. The ‘barrier’ role of the energy gap in the photorelease process can be regarded as a quantification for the degree of difficulty of transforming from \(^3\)MLCT and \(^3\)MC state. Although it is acknowledged that the Ru(II) complexes would undergo the transformation of the excited state to release the ligand, there is no literature formulating the difficulty of the conversion yet. Here, we demonstrate a reverse relationship that bridges the experimental and computational work. The relationship can help predict the quantum yield with a given Ru(II) complex structure, currently valid for the energy gap higher than 0.00529 Hartree (quantum yield lower than 0.132).

![Figure 4 Bar plots of calculated energy gaps and experimental quantum yields for structures in (a) ’tpy’ system (b) ’dqpy’ system](image)

**Conclusions**

In conclusion, in order to predict the photorelease quantum yield of Ru(II) complexes, several machine learning models, including ANN, RF, and SVM, were adopted, and MACCS keys were used as features. Models exhibited comparable performance and a common overfitting problem since MACCS keys might not be exact enough to enlarge the minor difference in the similar Ru(II) complexes structures. Therefore, a better molecular representation and dataset enrichment was being sought. Meanwhile, a surrogate DFT protocol was developed and estimated the experimental quantum yield by computing the energy gap between the lowest-lying \(^3\)MLCT and the dissociative \(^3\)MC state under specific circumstances. In particular, the DFT model worked better in a high quantum yield region with a smoother adaption, revealing the model’s promising prediction application on the Ru complexes photocages.
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