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Data manipulation and visualization support data scientists’ efforts to explore and understand data throughout the exploratory analysis process. Nowadays, experienced data scientists can use programming languages like SQL and R to achieve efficient and flexible analysis, and inexperienced users can easily learn and use interactive tools to accomplish simple analysis tasks. However, the lack of tools in between interactive tools and programming systems leads to a programmability gap that prevents inexperienced users from conducting expressive analysis that only users with programming experience can achieve.

To help end users traverse this gap, we apply program synthesis to build tools that can synthesize programs from examples. We first introduce Falx, a visualization by example tool that lets the user create expressive visualizations using demonstrations of how a few data points are mapped to the canvas. Falx’s compositional algorithm design let it synthesize both data transformation and visualization programs directly from end-to-end demonstration. We next introduce Scythe, a SQL query synthesizer that lets the user author advanced SQL queries using input-output examples. Using a language of abstract queries, Scythe can prune families of infeasible queries to achieve synthesis efficiency. To let inexperienced users distinguish synthesized complex queries, we developed a symbolic engine to compute a distinguishing input that the two queries would return different outputs. Finally, we summarize our synthesizer building experience into a framework, Kopis, that illustrates how to build an efficient relational query synthesizer using value-preserving abstractions. Together, these three contributions demonstrate the value of using program synthesizers to empower future data science, and offer guidance on how to build such synthesis-powered tools efficiently for new domains.
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Introduction

Data manipulation and data visualization support data scientists’ efforts to explore and understand data throughout the analysis process. Data scientists manipulate data to select desired data from relational databases, to improve its quality, and to fit it into a shape required by different analysis tools; data scientists create visualizations to explore patterns in the data [89, 91]. The importance of these tasks lead to the development of many tools, with the goal of making data visualization and data manipulation more accessible and increasing the user’s data analysis productivity:

- **Programming tools**: Programming tools include both libraries in general purpose languages and domain-specific languages designed for data analysis. Examples of these tools include visualization libraries ggplot2 [203] (R), matplotlib [83] (Python), data transformation libraries tidyverse [204] and pandas [120], and DSLs like SQL, VegaLite [190]. Specialized in data analysis, these tools offer expressive high-level abstractions that allow data scientists to concisely specify complex analysis, but they are often only accessible to users with programming experience.

- **GUI (graphical user interface)-based interactive tools**: GUI-based interactive tools provide interactive panels that data scientists can directly manipulate data to solve their tasks. Examples of these tools include interactive visualizations tools Tableau [175], PowerBI [60], data wrangling tool Trifacta [90], OpenRefine [191] and domain specific analysis tools like SPSS [131] (for social science) and more. These tools are often easy to learn and use if the analysis task is within reach of the basic functionality of the tool. However, because these tools trade off expressiveness for ease-of-use, they can be challenging to use for more advanced tasks. In these cases, data scientists need to manually configure tool parameters (which requires considerable experience with the tool) or resort to low-level analysis tools like Excel or Adobe Illustrator to process the data (which requires more manual effort).

For data scientists with programming background, they can use these expressive powerful programming tools to solve complex tasks, and for end users like business people and data workers who only need simple analysis, they can easily use interactive tools to accomplish their goals. However, between these two set of tools there is a programmability gap: an inexperienced user who want to transition from interactive tools to programming tools to
solve complex data analysis tasks must need to learn to program, an skill challenging for non-programmers to acquire.

In practice, these is a large set of users who fall into this gap, including social scientists [67], journalists [92], genome scientists, advanced business analysts [89]. On the one hand, these people are often not professionally trained as programmers and some of them lack the experience to work without programming tools [67]; on the other hand, many tasks are beyond basic functionality of existing GUI-interactive tools (e.g., create heatmaps to visualize large scale genomic data; create geographic maps for geospatial analysis).

This programmability gap brings the need to design a new generation of tools that retain the expressiveness and flexibility of the programming tools to support advanced tasks these data scientists need, but act like an interactive tool so that it is easy to learn and use (even for advanced tasks). To bridge this gap, we build program synthesis-powered tools — tools that synthesize programs from examples and demonstrations. In comparison to existing interactive tools that require the user the precisely specify the analysis task, synthesis-powered tools allow the user to provide incomplete tasks specifications to demonstrate the task, and they have the power to generalize user specification into programs that can solve the full analysis task. Unlike full task specifications that will become more complex as the complexity of the analysis tasks increase, partial task specifications can still be simple even for complex tasks because the user can omit some analysis details in the demonstration. In this way, synthesis-powered tools let users solve complex analysis tasks with simple, incomplete task interaction.

In this thesis, we introduce two synthesis-powered data analysis tools: the first tool, Falx, is a synthesis powered data visualization tool that lets users create expressive visualizations from demonstrations, and the second tool, Scythe, is a query-by-example tool, that lets users author SQL queries using input-output examples.

- **Falx** [194, 195] is designed to address the challenge that creating expressive visualizations requires data scientists to be experienced with not only plotting tools but also data transformation tools to prepare the data to match the format desired by the visualization design. Falx is a visualization-by-example tool that can synthesize programs to prepare and visualize data from demonstrations (Figure 1 top): the data scientist demonstrates how a few data point in the dataset should be mapped to the canvas, and Falx finds a program that generalizes the mapping to visualize the full dataset. Our user study with 33 data scientists shows that users can effectively and confidently adopt Falx to create visualizations that they otherwise could not implement due to their lack of programming expertise.
Figure 1: (1) Falx: synthesizing visualizations from demonstrations. (2) Scythe: SQL query synthesizer from input-output examples.

- **Scythe** [192, 193] is designed to address the challenge that many practical data querying tasks require using advanced SQL features, like aggregation, subqueries and outer-joins, that many data scientists struggle with. We developed Scythe, a query-by-example tool that can generalize input-output examples, a medium novice users often use in online forums like Stack Overflow to demonstrate their tasks to experts, into highly expressive SQL queries that can be used to retrieve data from full databases (Figure 1 bottom). When tested on 193 real-world tasks from Stack Overflow, Scythe solved 70% of the tasks, and 80% of the solved tasks can be solved within 10 seconds.

In the following, we review challenges in data visualization and database querying and walk through the designs of synthesis-powered tools to solve these challenges.

**The Programmability Gap**

**Data Visualization Challenges**

Many modern data visualization tools [154, 203, 175, 60, 187, 108, 152] are built on top of the “tidy data” [205] assumption where each column in the data table represents an observation
and each row corresponds to one observation. This assumption allows a simplification of the visualization process [206]: the user only needs to specify mappings from data columns to geometric properties of the visualization marks (e.g., $x$, $y$-positions or colors of a point) and the tool will attach each row in the data table to one mark in the visualization.

However, these systems' reliance on the “tidy data” assumption raises the data transformation problem for the users: authoring a visualization may require the backing dataset to be structured or formatted in a particular way that may not be clear to authors priori [153]. Even for users that understands required data layouts for their visualizations, using data transformation tools [204, 120, 90] to perform the transformation remains highly challenging [207, 153, 89]. First, identifying observations/variables from an untidy data requires understanding semantics of the dataset, which cannot be fully automated, and users of mixed-initiative data transformation tools [90] still face the challenge to understand and guide the data transformation process [94]. Second, the data transformation task often requires more than one data transformation step that involves a collection of transformation operators, and breaking down a complex data transformation task into small steps requires experience [58]. Third, different data transformation languages, libraries and tools provide different sets of operators that make transitions between data analysis platforms difficult [67]. Finally, not all visualization designs take the default tidy data format as the input because different designs may need different sets of variables for geometric properties [153], and this raises the overhead for design exploration in an exploratory analysis setting.

As a result, visualization tool designers made the following reflection [153]:

“It is not sufficient to simply extend the underlying visualization models to provide data transformation capabilities. Such an approach presents a non-trivial gulf of execution by expecting authors to manually define data transformations. Instead, these systems must develop higher-level scaffolding that automatically infers or suggests appropriate transformations when necessary.”

Our solution to this challenge is the design of a synthesis-powered visualization tool, Falx, that allows the user to specify visualization in a data layout independent way using demonstrations. From these demonstrations, Falx automatically synthesizes data transformation and visualization scripts to accomplish the visualization task. As we will show more in Chapter 1 and Chapter 2, Falx lets users directly specify visualization on messy data and let users create visualizations they otherwise cannot create.

Database Querying Challenges

SQL is one of the most commonly used query languages to query relational data. SQL can be used for many basic tasks, such as selecting columns from a table; its rich features also
make it useful for solving complex data manipulation tasks, such as computing argmax and joining multiple tables together with aggregates.

However, the various operators available in SQL and the many ways that they can be combined to form advanced idioms (e.g., correlated subqueries, unions, nested queries, groupings, various types of joins, etc) make the language difficult to master. While experienced programmers can sometimes bypass this problem by scripting imperative programs on top of simple SQL queries to achieve the same goal, inexperienced users have little choice other than asking for help from others, which is evidenced by over 10,000 Stack Overflow SQL related posts. In fact, many problems are so common among end users that they are grouped with popular tags, such as “greatest-n-per-group,” “argmax,” and “moving-average.”

Despite prior attempts to build query-by-example tools [220, 159] and query-by-natural language tools [104, 73, 214] to make databases more accessible, these tools are not expressive enough for many practical tasks. Can we build an expressive tool that can act like an expert to help inexperienced users to answer their database querying questions? As we will show in detail in Chapter 3 and Chapter 4, our answer is to build a new SQL query synthesizer, Scythe, that can synthesize highly expressive SQL queries from input-output examples. Unlike prior tools that supports only basic relational algebra, Scythe supports SQL with advanced features like outer-join, aggregation and subqueries, making it expressive enough to tackle ∼ 70% of practical SQL problems users post on online forums.

The Design of Synthesis-powered Tools

Synthesis tools take as input the input data and the user demonstration and outputs a set of programs that are consistent with the demonstrations. There are three main components inside a synthesis tool: (1) an input specification that let users concisely demonstrate a potentially complex data analysis task, (2) a scalable synthesis algorithm that lets the synthesizer search for programs that generalize the user demonstration, and (3) an interactive model that let the user explore synthesized programs to find the desired solution. Table 1 shows these components in Falx and Scythe, and we elaborate them below.

Input Specification

The input specification decides what information the user can provide to illustrate the task and how the user can provide such information to the synthesis tool. Here, the goal is to design a specification that is (1) natural and easy for the user to provide and (2) reasonably unambiguous to capture the user’s intent (to allow better generalization).

In Falx, the user specifies the visualization task by demonstrating how a few data points (from the untidy input data) should be mapped to the visualization canvas (visualization
### Table 1: Main components of Falx and Scythe

<table>
<thead>
<tr>
<th></th>
<th>Falx</th>
<th>Scythe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain</td>
<td>Data Visualization</td>
<td>Database Querying</td>
</tr>
<tr>
<td>User Specification</td>
<td>Demonstrations of how a few data points in the dataset are mapped to the canvas</td>
<td>Input-output example tables</td>
</tr>
<tr>
<td>Output</td>
<td>Pairs of data transformation and visualization programs whose output visualizes contain all demonstrated points</td>
<td>SQL queries consistent with the input-output examples</td>
</tr>
<tr>
<td>Synthesis Algorithm</td>
<td>Compositional synthesis of data transformation and visualization programs; enumerative search that leverages bidirectional value propagation to reason and prune infeasible subspace</td>
<td>Enumerative search process that uses the language of abstract query to reason and prune families of infeasible queries</td>
</tr>
<tr>
<td>Interaction Model</td>
<td>An visualization exploration interface that supports coarse-to-fine exploration of synthesized visualization; a visualization editor that supports fine tuning visualization parameters</td>
<td>A symbolic reasoning engine that computes distinguishing inputs that can differentiate behaviors of similar queries</td>
</tr>
</tbody>
</table>

*by example*. This design is motivated by observation from a formative user study that data scientists often create partial visualization sketches in the form of example mappings from input data to visual channels (i.e., graphical mark attributes like $x$, $y$-positions and color) to illustrate their tasks. In fact, this *example mapping* design is a generalization of the grammar of graphics specification [206], a specification widely used in modern visualization tools. In the grammar of graphics, users precisely specify visualizations by mapping data columns in a tidy dataset to geometric properties. The visualization by example specification is a partial specification consists of mappings from data points to geometric properties, which inherits the simplicity of the grammar of graphics while bypassing the need of data transformation.

**Scythe** lets the user demonstrate a database querying task using small input-output example tables. This design is motivated by the observation that many Stack Overflow users could often concisely describe their tasks using small input-output examples to seek help from forum experts. Unlike **Falx** that the users can directly use the raw untidy data as the input and not all input data points needs to be mapped to the demonstration (because the input data size is often large), **Scythe** users need to craft a small input table and then provide an output example which is a full output with respect to its small input table. In comparison,
Falx’s specification has lower specification effort as the user does not need to manually craft a small input (the challenge is to make the example both small and representative for task); despite requires more specification effort, Scythe’s specification contains more information about the task and supports negative reasoning: tuples not appeared in the output table should be excluded by the query (which allows the synthesizer to exclude queries whose outputs contain more tuples). Whereas in Falx, a point not appeared in the demonstration could simply be something not demonstrated by the user, and Falx should consider all visualizations that contain user demonstrated points as candidate solutions for the user’s task.

Synthesis Algorithm

The synthesis algorithm behind a synthesis tool needs to solve a challenging combinatorial search problem: to find programs from the program space defined by a language that are consistent with the user specification.

In Scythe, the key synthesis challenge comes from the expressiveness of SQL. Comparing to other problem domains like string transformation [71], web extraction [102], assembly code super optimization [138], synthesizing SQL faces the following challenges: (1) SQL is highly parametric with a huge parameter search space to explore, (2) table is the first class value in SQL, which makes query evaluation cost and table memoization cost considerable higher, and (3) SQL is not a language that can be decomposed in polynomial complexity to be solved efficiently in existing frameworks. To address these challenges, we develop the language of abstract SQL to decompose the complex search problem into two stages: (1) searching and pruning abstract queries (queries with all parameters remain unfilled), and (2) instantiating parameters for potential candidate abstract queries. Given an abstract query, this language abstraction allows Scythe to propagate input data through it to derive an over-approximation output to summarize all of its possible outputs, which can then be compared against the user specification to decide whether this family of queries are feasible. This design lets Scythe dramatically prune the search space (with an average reduction of 2145× in our evaluation) with little overhead.

In addition to similar challenges in Scythe, Falx faces another two new challenges: (1) Falx needs to synthesize programs from two languages (data transformation and data visualization) from end-to-end specification, and (2) because Falx supports partial output in the demonstration, the language abstraction in Scythe is no longer sufficient to prune dramatically. To solve the first challenge, Falx adopts a compositional synthesis algorithm. Falx first decompiles the user demonstration to obtain the visualization program and an intermediate table; it then invokes a data transformation synthesizer to search for the desired data transformation program. For the second challenge, Falx uses a bidirectional analysis
algorithm to analyze behaviors of abstract programs encountered in the search process: besides a forward analysis process similar to Scythe that summarizes output behavior of the abstract program, it employs a backward analysis to backwardly propagate values from the user demonstration to derive a precondition the inputs need to satisfy to conform the user specification. These innovations allow Falx to better prune infeasible search space. In evaluation, Falx solved 70 of 84 real-world visualization tasks within 20 seconds, while prior state of the art can only solve 49 out of 84 tasks.

In summary, the key innovation of the synthesis algorithm design brought up by this thesis is the use of value-preserving abstractions to reason about abstract programs to enable dramatic early pruning of the search space. This broadens the design space of synthesis algorithms: when we cannot design the language to be both expressive and decomposable (like in the Prose framework [140]), we can design powerful value-preserving abstractions to scale up the synthesis algorithm. We summarize this approach as the Kopis framework that we will introduce in Chapter 5.

Interaction Model

A data scientist’s interaction with a synthesis tool does not end when candidate programs are returned from the synthesis algorithm. Because the user specification is an incomplete specification of the data analysis task, ambiguity exists and the synthesis tool can generalize the user specification in many different ways. This brings up the need to design an interaction model to allow the user to understand and select the desired program from a pool of candidate programs that are all consistent with the user specification. Because users of the synthesis tool are often inexperienced programmers or non-programmers, it is not idea to let the user directly read the programs to disambiguate them [99].

Scythe leverages a symbolic reasoning engine to reason about semantic differences between a pair of SQL queries. Given a pair of queries, the symbolic engine can efficiently compute a small distinguishing input that lets the two queries return different results. In this way, the user can distinguish the queries based on their outputs.

Falx, instead, transforms this challenging program disambiguation problem into a visualization exploration problem with the design of an exploration interface that lets users navigate solutions in the visualization space. Using the exploration interface, users can coarsely scan all designs to quickly rule out visualizations with high-level errors (e.g., wrong axes or labels) and then side-by-side compare similar ones in detail to choose the desired solution. Once they identified the desired visualization, the user can further proceed to fine-tune the visualization with an editing panel to interactively improve the visualization design. In our user study with 33 participants, Falx users showed statistically significant efficiency improvements on two challenging visualization tasks compared to users of R.
Participants found that Falx was “easy to learn,” “fast” and “can generate something that you cannot easily do otherwise,” and they were “confident about solutions” (Chapter 1).

In general, the key of interaction model design in Falx and Scythe is based on transforming the disambiguation problem in the program space to a disambiguation problem in the value space (tables in Scythe and visualizations Falx). In this way, an inexperienced data scientist can effectively and confidently select the desired program that can solve the task.

Contributions and Outline

The remainder of this dissertation is arranged in three parts.

Part I presents Falx, a synthesis-powered data visualization tool, to demonstrate how program synthesis can empower non-experienced data scientists to create expressive data visualizations that involve non-trivial data transform effort. In this part:

• Chapter 1 presents the specification and interactive model designs of user-synthesizer Falx, and a study of user experience with Falx.

• Chapter 2 presents the synthesis algorithm behind Falx, featuring the design of the compositional synthesis algorithm and the use of bidirectional value propagation to reason about abstract programs.

Part II presents Scythe, a query-by-example tool, that empowers end users to author complex SQL queries from input-output examples. In this part:

• Chapter 3 presents Scythe’s synthesis algorithm, featuring the design of the language of abstract queries to reason and prune families of infeasible SQL queries.

• Chapter 4 presents the interaction model for Scythe. Scythe uses a symbolic reasoning engine to compute a distinguishing input that lets the two queries return different results for user disambiguation.

Part III summarizes the value-preserving abstraction synthesis framework we distilled from our synthesis algorithm design in Falx and Scythe. Kopis supports fast prototyping of efficient program synthesizers for relational queries.

Together, these chapters support the thesis at the core of this dissertation: (1) synthesis-powered data analysis tools can bridge the programmability gap for non-experienced data scientists by allowing users to specify tasks using partial specifications, and (2) value-preserving abstraction can scale up program synthesis algorithm to solve practical complex data analysis problems.
Part I

SYNTHESIS-POWERED DATA VISUALIZATION
Chapter 1

Falx: Synthesis-Powered Visualization Authoring

Modern visualization tools aim to allow data analysts to easily create exploratory visualizations. When the input data layout conforms to the visualization design, users can easily specify visualizations by mapping data columns to visual channels of the design. However, when there is a mismatch between data layout and the design, users need to spend significant effort on data transformation.

In this chapter, we introduce Falx, a synthesis-powered visualization tool, that allows users to specify visualizations in a similarly simple way but without needing to worry about data layout. In Falx, users specify visualizations using examples of how concrete values in the input are mapped to visual channels, and Falx automatically infers the visualization specification and transforms the data to match the design. In a study with 33 data analysts on four visualization tasks involving data transformation, we found that users can effectively adopt Falx to create visualizations they otherwise cannot implement.

1.1 Introduction

Modern visualization authoring tools, such as declarative visualization grammars like ggplot2 [203], Vega-Lite [154] and interactive visualization tools like Tableau [174] and Voyager [209], are built to reduce data analysts’ efforts in authoring visualizations in exploratory data analysis. At the heart of these tools, visualizations are specified using grammars of graphics [206], where every visualization can be succinctly specified using the following three components:

- A graphical mark that defines the geometric objects used to visualize the data (e.g., line, scatter plots, bars),
- A set of visual encodings that map data variables to visual channels (e.g., $x$, $y$-positions of points),
- A set of parameters that decide visualization details: coordinate system, scales of axes, legends and titles.

In practice, users only need to specify the mark and the visual encodings in order to create the visualization because many tools use a rule-based engine to automatically fill in parameters.
for visualization details (often referred to as “smart defaults”) unless the user wants further customization. The abstraction of graphical marks, visual encoding channels, and adoption of smart default parameters open an expressive design space for data analysts that allow them to rapidly construct visualizations for exploratory analysis through simple specifications. For example, to visualize the dataset in Figure 1.1 with three columns Date, Temp (for temperature) and Type as a scatter plot, the user can choose the graphical mark “point” with encodings \( \{ x \mapsto \text{Date}, y \mapsto \text{Temp}, \text{color} \mapsto \text{Type} \} \). The visualization tool then creates one point for each row in the input data, by mapping its values in columns Date and Temp to \( x,y \)-positions and assigning a color to each point based on its value in column Type. Here, the tool uses the default linear scale for \( x,y \)-axis and categorical scale for color, which are default parameters that the user does not need to specify explicitly. The final visualization is rendered in Figure 1.1 (right).

![Figure 1.1: An example dataset and its scatter plot visualization that maps Date to \( x \), Temp to \( y \) and Type to color.](image)

![Figure 1.2: A different visualization design requires transforming the original input data.](image)

In fact, the simplicity of these high-level visualization grammars is grounded in their abstract data model. These grammars expect that the input table is organized in a layout that matches the visualization design [205]: (1) each relation forms a row in the input data and corresponds to exactly one geometric object in the visualization, and (2) each data variable forms a column that can be mapped to a visual channel. In practice, however, the mismatch between the data layout and the visualization design is common due to the following reasons [67, 205]:

<table>
<thead>
<tr>
<th>Date</th>
<th>Temp</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>09-05</td>
<td>64.4</td>
<td>Low</td>
</tr>
<tr>
<td>09-05</td>
<td>87.8</td>
<td>High</td>
</tr>
<tr>
<td>09-06</td>
<td>53.6</td>
<td>Low</td>
</tr>
<tr>
<td>09-06</td>
<td>80.6</td>
<td>High</td>
</tr>
</tbody>
</table>

pivoted to

<table>
<thead>
<tr>
<th>Date</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>09-05</td>
<td>64.4</td>
<td>87.8</td>
</tr>
<tr>
<td>09-06</td>
<td>53.6</td>
<td>80.6</td>
</tr>
</tbody>
</table>

![pivot:

\( Date \rightarrow x \)
\( \text{Temp} \rightarrow y \)
\( \text{Type} \rightarrow \text{color} \)](image)
Tables exported from different sources (e.g., database, analysis tool, team members) may have different layouts and they may not directly match the visualization design.

Different analysis tasks require different visualization designs, and changes in the design can lead to different expected data layout.

The data may need aggregation (e.g., average, count, culminative sum) or additional computation to derive new values prior to visualization.

In all of these cases, data analysts cannot directly visualize the data with a simple specification. They have to conceptualize the expected data layout and utilize data transformation tools (e.g., tidyverse [205], Trifacta [90]) to transform the data to match the visualization design. These additional tasks create a barrier for data visualizations and greatly increase the effort required for exploratory analysis [67, 58, 207, 91]. For example, if the data analyst decides to change the visualization in Figure 1.1 to a bar chart with floating bars that show the temperature range during each day (Figure 1.2 right), the original data layout will no longer match the new design since the new design expects three data columns (date, lowest temperature, highest temperature) that map to $x$, $y_{max}$ and $y_{min}$. As a result, the data analyst needs to transpose the table in Figure 1.1 using a pivot operation (to collect key-values pairs in the Type and Temp columns into new columns) before mapping data columns to visual channels (Figure 1.2 right).

We propose Falx, a synthesis-based visualization authoring tool to address the challenges outlined above. Falx builds on recent advances in program synthesis: many program synthesis tools (e.g., FlashFill [71], Wrex [52]) have been developed with the promises of automating challenging or repetitive programming tasks for end users by synthesizing programs from user demonstrations. In our design, instead of asking analysts to transform data and specify visualization manually, Falx asks analysts to demonstrate the visualization task using examples of mappings from concrete values in the input data (as opposed to table columns) to visual channels. Using these examples, Falx automatically synthesizes the programs to transform and visualize the full data, such that resulting visualizations are consistent with the examples (i.e., all example mappings are contained within the visualization). For example, for the data in Figure 1.2, the user can create an example bar
sired visualizations are found, analysts can further fine-tune visualization details through a post-processing panel.

Falx’s design has many potential advantages. First, users of Falx specify visualizations by mapping values to visual channels: this approach inherits the simplicity from grammars of graphics but provides more expressiveness since users can use the same examples to specify visualization ideas for inputs with different layouts. Second, Falx offloads the data transformation task to the program synthesizer so that users no longer need to conceptualize the expected data layout or transform the data. Finally, while program synthesizers by design can generate multiple results, users can effectively select and validate the desired visualization from synthesized candidates using the exploration panel in Falx. In general, rather than having to construct a visualization, data analysts demonstrate the task using examples and then select the desired visualization from a candidate pool, which shifts from the challenges of expression to the ease of recognition. With these designs, Falx aims to eliminate users’ prerequisites in data transformation and enable data analysts to rapidly author visualizations.

We conducted a user study with 33 participants to test these design hypotheses, studying how users adapt to the new visualization process. Our results show that users of Falx, regardless of previous experience in visualization, can efficiently learn and solve challenging visualizations tasks that cannot be easily solved using the baseline tool ggplot2. However, we also discovered challenges that users face when using the tool and strategies they adopt to solve the problems. We believe these discoveries lead to future opportunities in adopting synthesized-based visualization tools in practice and unveil other potential designs that can further improve the usability of such tools.

1.2 Usage Scenario

We first go through an example to illustrate the anticipated user experience in Falx (Section 1.2.2) compared to R (Section 1.2.1). In this example, a data analyst has the following dataset with New York and San Francisco temperature records from 2011-10-01 to 2012-09-30.

<table>
<thead>
<tr>
<th>Date</th>
<th>New York</th>
<th>San Francisco</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011-10-01</td>
<td>63.4</td>
<td>62.7</td>
</tr>
<tr>
<td>2011-10-05</td>
<td>64.2</td>
<td>58.7</td>
</tr>
<tr>
<td>2012-09-25</td>
<td>63.2</td>
<td>53.3</td>
</tr>
<tr>
<td>2012-09-30</td>
<td>62.3</td>
<td>55.1</td>
</tr>
</tbody>
</table>

The analyst wants to create a visualization to compare the temperature in the two cities. First, the visualization should contain two lines to show temperature trends in the two
First, Eunice needs to supply four data variables to the `geom_line` function – two variables for specifying x and y positions, one for colors of the line, and the last one for groups of lines (i.e., which points belong to the same line). Since the input data does not have these variables, Eunice needs to use the tidyverse library to transform the input data. To do so, Eunice first conceptualizes the desired data layout: the data should have 3 fields—date (for x-axis), temperature (for y-axis), and city name (for color and group). Eunice recalls a function `pivot_longer` in tidyverse, which supports pivoting the table from a “wide” to a “long” format by collecting column names and values in the column as key-value pairs.
in the body content. Specifically, Eunice writes the following code to transform the data, which yields the data on the right that matches Eunice’s expectation.

```r
df1 <- pivot_longer(data = df,
                     cols = c("New York", "San Francisco"),
                     names_to = "City", values_to = "Temperature")
```

After data transformation, Eunice specifies the visualization using the following script. The script maps `Date` to `x`-axis, `Temperature` to `y`-axis, and `City` to both color and group. and it generates the visualization in Figure 1.4a.

```r
plot1 <- ggplot(data = df1) +
  geom_line(aes(x = Date, y = Temperature, color = Temperature, group = Temperature))
```

(a) A line chart that shows temperature trends. (b) A bar chart showing temperature difference.

Figure 1.4: Two visualizations created in R that compare New York and San Francisco temperatures.

Eunice then proceeds to create bars on top of the first layer to visualize the temperature difference. Eunice first finds the function `geom_rect` from the library that supports floating bars. To visualize temperature difference, Eunice needs to specify positions of bars by mapping `Date` to `x_min` and `x_max` properties and mapping temperatures of the two cities to `y_min` and `y_max`; she also needs to map the temperature difference between the two cities to `color` to specify bar colors. Since the original data does not contain a column for temperature
difference, Eunice uses the mutate function from tidyverse to transform the data. Using the
following script, Eunice successfully creates the visualization in Figure 1.4b.

```r
df2 <- mutate(df, Diff = 'New York' - 'San Francisco')
plot2 <- ggplot(df2) +
  geom_rect(aes(xmin = `Date`, xmax = `Date`,
               ymin = `New York`, ymax = `San Francisco`,
               fill = `Diff`))
```

Finally, Eunice restructures the code to combine the two layers together using a concatenation
operator. She also fine-tunes some parameters in ggplot2 to improve visualization aesthetics
(e.g., modify titles of the axes and change line chart to a step chart), which generates the
visualization that matches her design in Figure 1.3.

Since Eunice is an experienced data analyst, she manages to go through these data
transformation and visualization step and eventually generates the desired visualization.

However, a less experienced data analyst, Amelia, finds the visualization task challenging.

- First, Amelia is not familiar with the ggplot2 library, so she struggles in identifying
  the right functions to use. For example, it is difficult for her to distinguish between
  geom_path and geom_line, and geom_bar or geom_rect. She is also unfamiliar with
  how to compose multi-layered visualizations.

- Second, due to her lack of experience with ggplot2, she finds it difficult to conceptualize
  the expected input data layout because different functions and tasks require different
  input layouts.

- Finally, due to her lack of experience with the tidyverse library, she needs to spend
  significantly more time in finding the right operators and implementing the desired
  transformation.

1.2.2 Falx User Experience

Now we show how Amelia, a less experienced data analyst, uses Falx (Figure 1.5) to create
the same visualization.

First, Amelia uploads the input data to Falx’s input panel (Figure 1.5-1) and examines the
input data displayed in a tabular view. Amelia decides to first visualize temperature trends
of the two cities using a line chart. Amelia goes to the demonstration panel to demonstrate
how the first two data points of New York temperatures will be visualized. To do so, Amelia
first clicks the “+” icon in the interface and select a line element (Figure 1.6-1), and Falx
pops out an editor panel for Amelia to specify properties of this line element. Amelia clicks
Figure 1.5: Falx interface has three panels: (1) Data analysts import data and create examples in the input panel. (2) Analysts explore and examine synthesized visualizations in the exploration panel. (3) Analysts edit visualization details in the post processing panel.

on values in the input table and copies the values to specify properties of the line element as follows (Figure 1.6-2):

- The line segment starts at the point with $x_1 = 2011-10-01$, $y_1 = 63.4$ (New York temperature on 2011-10-01)
- The line ends at $x_2 = 2011-10-05$, $y_2 = 64.2$ (New York temperature on 2011-10-05)
- The color of the line is labeled as “New York”

After saving the edits, Falx registers the example and provides a preview that visualizes the example line segment (Figure 1.6-3) for Amelia to examine. Using this example, Amelia conveys the following visualization idea to Falx: “I want a line chart over the input data that contains the demonstrated line segment”. Amelia then presses the “Synthesize” button (in Figure 1.5-1) to ask Falx to find the desired line chart. Internally, Falx first infers the visualization specification and then runs a data transformation synthesizer to transform the input data to match the visualization specification. After approximately four seconds, Falx finds two visualizations that match the example and displays them in the bottom of the exploration panel (Figure 1.5-2). Both visualizations contain the example line segment.
specified by Amelia but they generalize the example differently: the first visualization only visualizes New York temperatures as demonstrated in the example, while the second generalizes the color dimension to other columns in the input data as well, resulting in a visualization that also contains San Francisco temperatures.

After briefly navigating both candidates in the carousel, Amelia finds the second visualization closer to the design in her mind, so she clicks the second visualization to enlarge it in the center view for a detailed check (Figure 1.5-② top). In the center view, Amelia hovers on the visualization to check details like values of different points in each line. After confirming the visualization matches her design, Amelia moves on to the second layer visualization, which should display temperature differences between the two cities using a series of bars.

Next, Amelia creates an example bar to demonstrate how the temperature difference between the two cities on 2011-01-01 should be visualized (Figure 1.7 left): the bar is positioned at date 2011-10-01, it starts at 62.7 (San Francisco temperature), ends at 63.4 (New York temperature), and its color shows the temperature difference of 0.7 for that day. Amelia runs the synthesizer to find visualizations that contain both the example line and the example bar. This time, after 9 seconds, Falx finds 8 candidate visualizations that match the examples (Figure 1.7 middle). To decide which visualization to pick, Amelia can either (1) add a
second example bar to demonstrate the temperature difference of the two cities on another date to help Falx resolve the ambiguity, or (2) navigate candidates in the exploration panel to examine them. Amelia decides to use the second approach again. She first rules out some obviously incorrect visualizations (e.g., visualization 2 in Figure 1.7 middle), then compares similar visualizations, and finally selects the first visualization to check it in detail. After some examination, she decides it matches her design and proceeds to post-process the visualization.

The post processing panel (Figure 1.5-3) contains a GUI editor that allows Amelia to fine-tune visualization details and a program viewer for viewing and editing the synthesized program. Any changes made during the editing process are directly reflected on the center view panel (Figure 1.5-2) to provide immediate feedback. Using the post-processing panel, Amelia changes the line mark to step mark and modifies axis titles, which produces the visualization in Figure 1.7 right. Amelia is happy with this visualization and concludes the task. If Amelia wants to further customize the visualization (e.g., change color scheme, adjust bar spacing), she can directly edit the underlying Vega-Lite program.

In sum, Amelia creates the visualization by iterating through creating examples, exploring synthesized visualizations, and post processing. In this process, she benefits from the following design decisions behind Falx:

- First, while two visualization layers require different data transformations, Amelia does not need to worry about this, as the transformation task is delegated to the underlying synthesizer. In fact, even if the input data comes with a different layout, Amelia can still solve the problem with the same examples.

- Second, Amelia specifies examples by choosing from a small set of visualization marks and specifying mappings from concrete data values to properties. This allows her to create visualizations without programming in the visualization grammar.

- Third, instead of asking Amelia to read synthesized programs to disambiguate synthesis results, Falx provides an exploration interface that allows Amelia to explore and examine results in the visualization space.

- Finally, Falx adopts a scalable synthesis algorithm to explore the exponential number of possible ways to transform and visualize the input data. Each synthesis run takes between 3 and 20 seconds, which makes Amelia conformable at iterating between giving examples and exploring the generated visualizations.
1.3 System Architecture

In this section, we first provide a brief background on program synthesis and then discuss the design and implementation of Falx, our end-to-end synthesis tool for automating data visualization tasks.

1.3.1 Background: Program Synthesis

In recent years, many program synthesis algorithms have been developed to automate challenging or repetitive tasks for end users by automatically generating programs from high-level specifications (e.g., demonstrations, input-output examples, natural language descriptions). For instance, programming-by-example (PBE) is a branch of program synthesis that aims to synthesize programs that satisfy input-output examples provided by the user, such tools been used for string processing [71, 166], tabular data transformation [58, 211, 192], and program completion [171, 172, 144, 75, 114].

While there are different approaches to synthesize programs, one common method is to perform enumerative search over the space of programs by gradually expanding programs from a context-free grammar of some language [61, 2, 186, 211]. In general, these search techniques traverse the program space according to some cost metric and return the candidate programs that satisfy the user-provided specification. Here, the cost metric can be a model that measures simplicity of programs (e.g., based on number of expressions in the program) [61] or a statistical models that estimate likelihood of the program being correct [6, 144]. To speed up the synthesis process, several recent methods use deduction rules to prune incorrect partial programs early in the search process [61, 58]. For instance, Morpheus [58] uses predefined axioms of table operators to detect conflicts before the entire program is generated.

1.3.2 Falx Synthesizer

The architecture of Falx is shown in Figure 1.8. To use Falx, a data analyst first provides an input table and creates examples to demonstrate the visualization idea. Once the analyst hits the “synthesize” button, the Falx interface sends the input and examples to the Falx server. Given an input data and an example visualization (in the form of a set of geometric objects), Falx synthesizes pairs of candidate data transformation and visualization programs such that the resulting visualization contains all geometric objects in the visualization example.

To synthesize visualizations consistent with examples from the user, Falx spawns multiple solver threads to solve the synthesis problem in parallel. In each solver thread, Falx first runs a visualization decompiler (step 1) to decompile the example visualization into a visualization program and an example table, such that applying the program on the example table yields the example visualization provided by the user. Then, Falx calls the data transformation
Figure 1.8: The architecture of the Falx system. Each solver thread synthesizes visualizations that match user examples in three steps: (1) visualization decompilation, (2) data transformation synthesis, and (3) program generation.

synthesizer (step 2) to infer programs that can transform the input data to a table that contains the example table generated in step 1. Finally, for each candidate data transformation result, Falx generates a candidate visualization (step 3) by combining the transformed data with the visualization program synthesized in step 1 and compiling them to Vega-Lite or R scripts for rendering. Synthesized visualizations from all threads are collected and displayed in Falx’s exploration panel for the analyst to inspect. In what follows, we elaborate on the details of each step using the same running example in Section 1.2.

Step1: Visualization Decomposition

Internally, Falx represents visualizations as a simplified visualization grammar similar to ggplot2 and Vega-Lite. In this grammar, a visualization is defined by (1) graphical marks (line, bar, rectangle, point, area), (2) encodings that map data fields to visual channels ($x$, $y$, size, color, shape, column, row), and (3) layers, which specify how basic charts are combined into compositional charts. Since Falx only uses this grammar as an intermediate language to capture visualization semantics, visualization details (e.g., scale types) are intentionally omitted. Falx goes through the following three steps to decompile a visualization:

- Falx first infers visualization layers from the user example. In particular, Falx partitions examples provided by the user into groups based on their geometric types and
properties, and creates one visualization layer for each group. Each layer corresponds to a simple chart of a particular type (e.g., scatter plot, line chart).

- Then, for each layer, Falx creates one basic visualization and an example table. The example table contains the same number of columns as the number of visual channels in this layer (derived from properties of geometric objects), and the visualization is specified as encodings that map columns in the example table to visual channels.

- Finally, for each example table, Falx fills the table with values from the example geometric objects.

**Example 1.** As shown in Figure 1.8-1, given the two visual elements provided by the user, Falx infers that the desired visualization should be a multi-layer chart that is composed by a line chart in layer 1 and a bar chart in layer 2 and decompiles the two layers independently. For example, for the second layer, Falx generates a bar chart program \( \text{Bar} \{ x \mapsto C_1, y \mapsto C_2, y_2 \mapsto C_3, \text{color} \mapsto C_4 \} \) with an example table \( T = [(2011-10-01, 62.7, 63.4, 0.7)] \) where \( T \) represents the desired output table that should be the result of the data transformation process. Column names \( C_1, ..., C_4 \) in the bar chart program correspond to names of the four columns in Table \( T \).

**Step 2: Data Transformation Synthesis**

After decompiling the examples into the visualization program and example tables \( T \), together with the original input table \( T_{in} \) provided by the user, Falx reduces the visualization synthesis task into a data transformation synthesis task \([58, 192, 194] \). For each example table \( T \), the data transformation synthesizer aims to synthesize a transformation program \( P_t \) that can transform the input table into a table that contains the example table, i.e., \( T \subseteq P_t(T_{in}) \).

Falx supports various types of transformation operators commonly used in the tidyverse library to handle different layouts of the input from the user (Figure 1.9). The data transformation synthesizer uses an efficient algorithm to search for programs that are compositions of operators in Figure 1.9 satisfying the requirement \( T \subseteq P_t(T_{in}) \). Falx starts the search process by constructing sketches of transformation programs (i.e., programs whose arguments are not filled) and then iteratively expands the search tree and fills arguments in these partial programs. To maintain efficiency in this combinatorial search process, Falx uses deduction to prune infeasible partial programs as early as possible (as used in prior work \([58, 192, 194] \)). The deduction engine analyzes properties of partial programs using abstract interpretation \([41] \) and prunes programs whose analysis results are inconsistent with the example output. Since each partial program corresponds to several dozens of concrete programs, the deduction engine can dramatically prune the search space.
<table>
<thead>
<tr>
<th>Type</th>
<th>Operator</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reshaping</td>
<td>pivot_longer</td>
<td>Pivot data from wide to long format</td>
</tr>
<tr>
<td></td>
<td>pivot_wider</td>
<td>Pivot data from long to wide format</td>
</tr>
<tr>
<td>Filtering</td>
<td>select</td>
<td>Project the table on selected columns</td>
</tr>
<tr>
<td></td>
<td>filter</td>
<td>Filter table rows with a predicate</td>
</tr>
<tr>
<td>Aggregation</td>
<td>group</td>
<td>Partition the table into groups based on values in selected columns</td>
</tr>
<tr>
<td></td>
<td>summarise</td>
<td>For every group, aggregate values in a column with an aggregator</td>
</tr>
<tr>
<td></td>
<td>cumsum</td>
<td>Calculate cumulative sum on a column for each group</td>
</tr>
<tr>
<td>Computation</td>
<td>mutate</td>
<td>Arithmetic computation on selected columns</td>
</tr>
<tr>
<td></td>
<td>separate</td>
<td>String split on a column</td>
</tr>
<tr>
<td></td>
<td>unite</td>
<td>Combine two string columns into one with string concatenation</td>
</tr>
</tbody>
</table>

Figure 1.9: Data transformation operators supported in Falx. For clarity, we omit the parameters of each operator.

When the search algorithm encounters a concrete program (i.e., with all arguments are filled) that is consistent with the example output, Falx adds the program to the candidate pool. The search procedure terminates either when the designated search space is exhaustively visited or when the given search time budget is reached. All synthesized program candidates are sent to the post-processor to generate visualizations.

**Example 2.** Figure 1.8-(2) shows the data transformation synthesis process for the second visualization layer (the bar chart) generated in step 1. Given the original input table \( I \) (with three columns Date, SF, and NY) the output table \( T \) (with four columns C1, C2, C3, and C4) generated in the last step, Falx aims to transform \( I \) into a table that contains the example table \( T \). Starting from an empty program, Falx iteratively expands the unfilled arguments (represented as holes “□”) in the partial programs to traverse the search space. When Falx encounters a partial program \( \text{cumsum}(I, □) \), Falx abstractly analyzes it and concludes that it is infeasible because \( \text{cumsum} \) cannot transform an input table with three columns into an output table with four columns. Falx the expands the feasible partial programs (e.g., \( \text{mutate}(I, □) \)) and collects concrete programs that are consistent with the objective (e.g., \( \text{mutate}(I, \text{Diff} = NY - SF) \)).

**Optimization.** We made several optimizations on top of existing synthesis algorithms [58, 194] to reduce Falx’s response time. First, the major overhead in synthesis is the cost of analyzing partial programs using abstract interpretation, as it often requires running expensive operators like aggregation and pivoting on big tables. To reduce this overhead, Falx memoizes abstract interpretation results for partial programs to allow reusing them whenever possible.
Second, instead of aiming to find only one or a few candidate programs that match user inputs like prior algorithms, Falx expects to find as many different programs as possible that satisfy the examples to ensure the correct visualization is included. To ensure diverse outputs, different Falx solver threads start with different initial program sketches to search for different portions of the search space in parallel. To improve responsiveness, Falx sets different timeouts for different threads to allow faster threads to respond to the user while other threads are searching for more complex transformations. In our implementation, we run 2 solver threads in parallel, we set one thread with 5 seconds timeout and another with 20 seconds timeout based on our perception of how long an analyst would be willing to wait as well as the typical time Falx takes to finish traversing different parts of the search space.

**Step 3: Processing Synthesized Visualizations**

As the final step in visualization synthesis, Falx generates visualizations by combining the visualization program generated in step 1 with table transformation programs generated in step 2.

Concretely, for each data transformation program, Falx applies the table transformation program on the input data to obtain a transformed output and unifies the output table schema with the schema in the visualization program, since the visualization program was filled with placeholder column names C1, C2, ..., etc. Falx then instantiates other visualization details (e.g., scale type, axis domain, etc.) omitted in the visualization grammar and compiles the visualization program into a Vega-Lite (or R) script through syntax-directed translation. For example, in Figure 1.8-3, Falx generates an R script that both transforms the input and specifies the visualization. Furthermore, Falx notices that the values on the x-axis are dates instead of strings, so it changes the x-axis scale to a temporal scale using the function “scale_x_date()”.

After compilation, the post-processor removes semantically duplicate visualizations (i.e., visualizations with different specifications but with the same content and detail). Finally, Falx groups and ranks the visualizations based on the complexity of the programs (numbers of expressions). In this way, similar visualizations are grouped together to make comparison easier in the exploration process, and the complexity ranking allows users to explore visualizations constructed from easier transformation programs first before jumping into complex ones. These visualizations are sent to the user interface for rendering to allow user exploration.
1.4 User Study

To understand Falx’s benefits and limitations and to examine how analysts might adopt synthesis-based visualization tools, we conduct a between-subjects evaluation centered on the following questions:

• Does Falx improve user efficiency in creating visualizations compared to a baseline tool?

• How does Falx change the visualization authoring process for different data analysts?

• What strategies are used by data analysts to visualize data with Falx?

1.4.1 Participants

We recruited two groups participants for the study: 16 participants (10 M, 5 F, 1 Unknown, Ages 23-51) for the Falx study, and another 17 participants (12 M, 4 F, Ages 19-60) for the baseline tool study (the R programming language). In the recruiting process, we screened participants by their ability to read a sample visualization. For the baseline group, we additionally required that all participants have experience with R (specifically ggplot2 and tidyverse libraries) for data visualization.

Participants reported their experience in data visualization authoring based on the number of visualizations they created in the past 6 months using any tools. For the Falx study group, there were 6 participants experienced with some visualization tools (created >10 visualizations), 8 with moderate experience with visualization tools (created 1-10 visualizations), and 2 participants with zero experience in creating visualizations in the past. For the baseline group, there were 8 experienced participants (create >10 visualizations) and 9 participants with moderate experience (created 1-10 visualizations).

1.4.2 Procedure

Each participant was asked to complete four visualization tasks, where the Falx study group completed the task using Falx and the baseline group used R to complete the task. We chose R as the baseline tool due to its popularity among data analysts and its ability to support both data transformations and visualizations in the same context (many other visualization tools requires users to process data and specify visualizations in different contexts).

To better examine the use of Falx, participants in the Falx group first completed a 20-minute tutorial together with a warm-up task with a sample solution (creating a grouped line chart to visualize sea ice level change in the past 20 years). After the tutorial, participants were asked to solve four visualization tasks. For R participants, we also provided the same warm-up task with a sample solution to allow users to get familiar with the environment and
the data loading process, so that participants could focus on solving the visualization tasks. During the user study, participants were allowed to refer to any resource on the Internet including documentations and QA forums. We collected screen and audio recordings while participants completed tasks. We then interviewed them after all tasks were completed to reflect on their visualization process and strategies.

In the user study, we developed four visualization scenarios (Figure 1.10):

(a) Disaster Impact: A scatter plot that visualizes the number of people died from five disasters in the last century.

(b) Electric Usage: A faceted heat map for hourly electric usage in each day during the first two months of 2019.
(c) **Car Sales**: A waterfall chart for the number of cars sold in a year. Each bar starts at the sales value in the previous month and ends at the sales values in the month, and its color gradient reflects the increase/decrease compared to the last month.

(d) **Movie Awards**: A layered line/scatter plot for visualizing winners of all four prestigious movie awards. For each celebrity, there are four points showing years these awards were earned and a line showing the time span for the celebrity to win all four awards.

For each visualization task, we provided as input a table that can be directly imported into the tool. We also explicitly described visualization designs to the participants in text so that participants could focus on implementation. Finally, we asked participants that they do not need to optimize the design — a task was considered correctly solved as long as the semantics of the visualization created by the participant matched the example solution regardless of the process and details. In this study, we did not restrict the time participants could spend on each task, but we provided users the option of quitting a task after spending more than 20 minutes without success. Thus, participants could complete each task with one of three outcomes: (1) submit a correct solution, (2) submit a wrong solution, or (3) give up after trying for at least 20 minutes.

We interviewed each participant after they finished all four tasks. For both Falx and baseline groups, we interviewed participants about (1) challenges they encountered while solving the tasks and their solutions, (2) common errors they made and how they fixed them, (3) their confidence about the solutions they submitted and what checks they performed to ensure correctness, and (4) what additional resources they used during the study and how they helped. We additionally asked participants in the Falx group to reflect on their visualization authoring process and interviewed them about (1) strategies adopted when creating examples to demonstrate the visualization task, (2) strategies adopted to explore the synthesized visualizations, and (3) their prior visualization experience and how Falx could potentially fit in their routine work.

The total session was less than 2 hours for all participants. To address learning effects or other carryover effects, we counterbalanced the tasks using a Latin square. We performed our analysis using mixed effect models, treating participants as a random effect and modeling tool, tasks, and experience level as fixed effects.

### 1.4.3 Quantitative Results

Figure 1.11 shows the percentage of participants that correctly finished each task. Falx participants generally had higher completion rates in all tasks. We observed a statistically significant difference in the completion rate in the car sales visualization ($p < 0.05$); others
were not significant. Among nine failed tasks by Falx users, seven were due to incorrect solutions and, in two cases, participants quit the task after 20 minutes. Among 20 failed cases in the R study group, there were 9 incorrect solutions and 11 cases where participants quit after 20 minutes.

<table>
<thead>
<tr>
<th>Task</th>
<th>R (N = 17)</th>
<th>Falx (N = 16)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
</tr>
<tr>
<td>Disaster Impact</td>
<td>16 94.1%</td>
<td>14 87.5%</td>
</tr>
<tr>
<td>Electric Usage</td>
<td>13 75.6%</td>
<td>14 87.5%</td>
</tr>
<tr>
<td>Car Sales</td>
<td>5 29.4%</td>
<td>11 68.8%</td>
</tr>
<tr>
<td>Movie Awards</td>
<td>14 82.4%</td>
<td>16 100%</td>
</tr>
</tbody>
</table>

Figure 1.11: The number and percentage of participants correctly finished each study task.

Figure 1.12: Violin plot showing the amount of time participants spent on each task for both Falx and R study groups.

Figure 1.12 shows task completion time in Falx. Using Wilcoxon rank sum test with Holm’s sequential Bonferroni procedure for p value correction, we observed a significant improvement in user efficiency for car sales visualization ($t_{\text{Falx}} = 715 \pm 202s$, $t_{\text{R}} = 1473 \pm 743s$, $\mu_{\text{R}} - \mu_{\text{Falx}} = 758s$, $p < 0.01$) \(^1\) and electric usage visualization ($t_{\text{Falx}} = 411 \pm 192s$, $t_{\text{R}} = 740 \pm 297s$, $\mu_{\text{R}} - \mu_{\text{Falx}} = 329s$, $p < 0.001$). While Falx participants were also generally faster

\(^1\)We use $t_{\text{Falx}}$ and $t_{\text{R}}$ to show the mean and standard deviation of time participants in Falx and R groups spent on each task. We use $\mu_{\text{R}} - \mu_{\text{Falx}}$ to represent the difference of the mean time between the two groups.
in the other two tasks, there was no significant difference for the movie industry celebrity visualization ($t_{\text{Falx}} = 544 \pm 215s$, $t_R = 861 \pm 490s$, $\mu_R - \mu_{\text{Falx}} = 323s$, $p = 0.07$) or the disaster impact visualization ($t_{\text{Falx}} = 638 \pm 209s$, $M_R = 754 \pm 279s$, $\mu_R - \mu_{\text{Falx}} = 116s$, $p = 0.23$). Participants from the R study group noted that the key reasons for failing on the car sales visualization task was the difficulty of finding the correct API (for waterfall chart) together with the complex transformation behind it (which required calculating a cumulative sum). Falx users also noted they found the car sales visualization difficult due to unfamiliarity with the visualization type. On the other hand, R users reported that the movie awards visualization and the disaster impact visualization were relatively easier since they expected the same pivot operator to transform the input, which is commonly encountered by R users, and the visualization types were relatively standard (line chart and scatter plot).

We found no significant interaction between user experience level (defined in Section 1.4.1) and task completion time ($p = 1$ for all tasks in both study groups using Wilcoxon rank sum test with Holm’s sequential Bonferroni correction).

1.4.4 Qualitative Feedback

In this section, we describe qualitative feedback from participants in both groups about general (non-Falx related) visualization challenges both during the study and in their daily work, and how Falx can help with solving some of these challenges. We leave discussions of Falx-specific visualization challenges to Section 1.4.5.

As described in Section 1.4.2, we conducted a semi-structured interview for participants of both groups about visualization challenges they encountered both in the study and in their daily work, and how some of these challenges are typically overcome. To analyze this data, two of the researchers collaboratively conducted a qualitative inductive content analysis on the interviewer’s notes, with a sensitizing concept of visualization challenges and solutions. In this process, two researchers independently labeled interview notes and then collaboratively discussed and compared high level labels to resolve disagreements in the initial codes.

Finding the right visualization function

The first challenge frequently mentioned by participants was discovering or recalling the correct visualization function. In the R study group, 14 out of 17 participants described this challenge, especially for the car sales task that most participants failed on. Some participants noted that the difficulty came from both finding the right term to search and distinguishing similar candidate functions. For example, participant R14 \(^2\) noted that “I wasn’t aware that

\(^2\)We use R1-R17 to denote participants from the R study group and F1-F16 to denote participants from the Falx group.
geom_rect() would be more helpful than geom_bar(). One thing that made it more challenging was the fact that this kind of bar chart has no proper name. I tried searching ‘non-contiguous bar charts in R’, but I didn’t get many useful results.”. These challenges are also common in compositional charts: R10 noted “creating the line with the dots is something I never did before so didn’t know how to achieve it”. To address these challenges, participants noted that online example galleries and forums are “essential to their work” (R1). Besides, two participants had “an internal file – R code dictionary” (R7) and “a collection of some own code snippets” (R1) to reduce search effort.

Falx group participants also described that they faced similar challenges of finding right functions in their daily work and Falx could help address them. For example, F1 mentioned: “Falx can generate something that you cannot easily do. For example, the multi-layered visualization for the movie dataset would be very difficult to do in Excel or Google doc, you may need to specify some formula to specify relationship between two layers.” Participant F11 mentioned that Falx helped with complex tasks because “It allows you to start by creating a relatively simple visualization in the beginning, which is good, then it allows you to build more complex stuff on top of it which is also helpful.”

Data transformation

Data transformation was another frequently mentioned challenge, including both conceptualizing the expected data layout and implementing the transformation. For example, R17 mentioned “it [the car sales task] also seems to require some extra aggregation to get the starting and ending value for each rectangle to be drawn, which makes it even more difficult.”. About implementation, R9 said that “the vocabulary of the tidyverse is critical for trying to do what you want to do, otherwise it is all impossible to achieve.”, and R14 mentioned that “I had an idea of what I needed to do, but I wasn’t able to search the right things on Google to arrive at a useful code snippet for it.”.

Participants from the Falx group mentioned similar issues in their work routine. For example, “Tableau won’t do data preparation and you need to manually put them together” (F7), “pivoting table is already something at an intermediate level in Tableau and many people cannot use it” (F2). Due to lack of skill of preparing data programmatically, some participants would do it manually. For example, “if I need to pivot data, I do it manually – e.g., just copy the data to a blank area [in Excel] and pivot it” (F8). Participants appreciated that Falx automatically handled data transformations. Participant F5 mentioned “I like the fact that it [Falx] solves the data transformation and visual encoding. I’m pretty familiar with visual encoding so it is fine when the data is in the right shape. But I find transforming data annoying.”. Participant F15 mentioned “I didn’t think about data format at all in the process”. F7 mentioned “Tableau won’t do data preparation because you need to manually put them together and drag drop them for you. Falx is pretty automated on this.”.
Learning to create expressive visualizations

Due to the inherent challenge in visualization and data transformation in these tools, participants mentioned many of existing tools had a learning barrier for new users. For example, F4 mentioned that “the learning curve is pretty steep (Tableau), and we spent a lot of time learning these tools.”

On the other hand, while Falx was a new visualization tool, most users found it easy to learn, despite some users requiring some time in the beginning to get used to “the paradigm shift from my normal understanding” (F6). For example, participant F4 mentioned that “the ramp up time [for Falx] is pretty short and it’s pretty easy to use.”, and F6 mentioned that “anyone with basic Excel knowledge should be able to use Falx”.

1.4.5 The visualization process in Falx

Since Falx is a new tool for data visualization, besides understanding its ability to address existing visualization challenges, we also investigated how participants used Falx to solve visualization tasks. We conducted an inductive content analysis on the interviewer’s notes about Falx experience similar to that in Section 1.4.4. In this section, we discuss observations about participants’ visualization process in Falx and their indications for future synthesizer-based visualization tool design.

Strategies for creating examples

Data analysts initiate interactions with Falx by creating examples. As a synthesis-powered visualization tool, poorly constructed examples can be highly ambiguous and lead to long running time and a large number of visualization candidates. Also, while users can carefully create multiple examples to increase Falx’s performance, it requires more efforts. Falx users identified the following strategies to create examples effectively:

- **Sketching visualizations before demonstration**: Three participants mentioned that sketching the visualization design on paper helped them understand geometry of the visualization, and it helped them creating better examples. For example, participant F13 mentioned “I sketch out first to get a general understanding of what the visualization would look like, and then use that to drop points.”.

- **Selecting representative data points to demonstrate**: Seven participants mentioned that they considered using “representative points” (F7) when creating demonstrations in order to reduce ambiguity to Falx. For example, participant F1 mentioned that “[In the disaster impact task], I chose a cause that contains non-zero value in that year, because it’s a unique value that can avoid confusion of the tool”.

• **Start from a few examples, add more later if necessary:** Eight participants mentioned that they “tried to shoot for minimum input” (F6) for simplicity. In this way, they can “run the tool to see what it returns” (F1) before spending more effort on examples, and they would “add more to help narrow it down if there are many visualizations pop up” (F9). Additionally, participant F11 noted that “It’s easy to add multiple elements to mess up with the demonstration. A small number of elements make it easier to go back and fix”.

• **Start with multiple examples to minimize interaction iterations:** Instead of starting from minimal inputs, 6 participants preferred to create more examples in the beginning to “avoid ambiguity” (F2). They remarked that “it doesn’t take that much time to add data points” (P8) and multiple examples can “avoid having to wait and choosing from multiple solutions” (F8).

During the process of creating and revising examples, seven participants found the demo preview panel useful since it allowed them to “understand more about how a certain layout would look like” (F11) and it “helps put me on the right track of solving the task.” (F13). However, nine participants said they did not find it helpful because they “don’t know if it tells enough to help understand anything [about synthesis results]” (F7); they preferred to “just click synthesis to get the result since synthesis is pretty fast” (F14).

Some challenges participants encountered in creating examples included (1) unfamiliarity with terms in Falx (e.g., F4 mentioned “‘size’ is a term that I’m not familiar with.”) and (2) not getting used to demonstrate visualization ideas using values (e.g., F6 mentioned “I was struggling with the paradigm shift about when to use values and when to use table headers”). In general, the fast response time of Falx enabled participants to get over these challenges through trial and error (e.g., F1 mentioned “If there is anything wrong, I’ll go back and do edits on the points.”), and they “get faster in later tasks once understand the difference” (F6). In future, Falx could adopt a mixed-initiative interface [90] to improve experience for new users. In addition, we observed that many participants felt like they were interacting with an intelligent tool (e.g., F13 mentioned “the tool is quite good at learning from what I demonstrated”) and they were willing to provide more informative inputs (e.g., F16 “tried to write the expression because I don’t know how Falx would do computation”). In future, Falx could take advantage of this to support more complex visualization tasks by synthesizing programs from users more informative inputs besides examples (e.g., formulas that describe how certain values in the examples are derived from the input).

**Strategies for exploring synthesis results**

After creating examples to demonstrate the visualization task, users interact with Falx to explore the synthesized visualizations and identify the desired solution. Prior work [99, 119]
has shown that a main barrier for adoption of synthesis-based programming tools is that users have difficulty understanding and trusting synthesized solutions, especially when there are many solutions consistent with the user demonstration.

We discovered from the interview that many participants shared the following similar 4-step process to select the desired visualization from synthesized visualizations by investigating visualization from coarse to fine:

- **Step 1: Check against the high-level picture.** First, participants noted that it was easy to quickly exclude many visualizations that are obviously far from the desired visualization. For example, “having too many options is a bit overwhelming, but just keeping in mind what the result you look like can help narrow down the solution” (F11).

- **Step 2: Check axes and invariants.** After excluding the obviously wrong solutions, participants often investigate domains and ranges of each axis to further refine synthesis results. For example, “I first looked at color labels, I noticed they tend to be wrong in wrong visualizations – e.g., some charts only contain 2 labels instead of 4” (F16).

- **Step 3: Compare similar visualizations.** Then, participants investigated similar visualizations to find their difference. For example, “In the electric case, there is one mistake [in a candidate visualization] with 2019 showing up on y axis, it’s small and not obvious. But then, I was able to tell the difference by comparing the two visualizations directly, and notice that year showed up in the ‘hour’ field” (F2).

- **Step 4: Inspect visualization detail.** Finally, participants “check carefully about the values to make sure they are correct” (F5). An example of such detailed checking is to check values in the chart against known values in the input data: “if there is a specific value that I know is correct – for example, in the last example (disasters), I knew the total death for 1961 was, then I hover over the output to check if the value is correct ” (F6).

After these steps, participants were confident about the result. In fact, while participants mentioned that their confidence about solutions could be negatively affected by unfamiliarity of visualization types (e.g., F9 mentioned “I don’t do much heatmap so I’m less confident”), they mentioned that the checking process can raise their confidence about the chosen solution. For example, participants got more confident after “comparing them [candidates] with my sketch” (F6), “looking at solutions and finding their difference” (F14), or “checking details” (F2). They further noted that in many cases, “it’s almost impossible for Falx to get it wrong because these values are all pretty unique” (F14). In general, participants found the exploration panel “quite useful” because it “allows to choose the best visualization out of that” (F7).
In sum, Falx’s exploration panel allowed users to directly inspect solutions in the visualization space following a coarse-to-fine process, which helped them to disambiguate solutions and trust the chosen results. In future, Falx’s interface could be improved to augment users’ exploring strategies. For example, Falx could directly summarize the differences among the synthesized visualizations to allow users to make comparisons easier. Also, Falx’s center view panel could support displaying traces that show how properties of each geometric object are derived from the input, which could make the synthesis process more transparent and make checking details easier.

1.4.6 Fitting into Data Analysts’ Workflows

Finally, participants reflected on how Falx might fit into their workflow. For example, F13 mentioned “I’ll absolutely use this if this is a product. Even as it is now I’ll use it”. Participants found several scenarios that Falx can be helpful.

- Create visualizations for discussions and presentations. For example, F1 noted that “visualizations generated by Falx can meet standards of presentation slides” and “Falx can generate something that you cannot easily do in Excel”.

- Prototyping complex analysis. For example, F16 mentioned “Falx is very useful in the prototyping stage because it’s very fast to use.” F7 further noted that they can “take a sample to visualize and then extend to the full visualization” using Falx for analyzing big datasets.

- Benefit non-experienced users. Six participants mentioned that Falx can be “more beneficial to new users that cannot create charts” (F2). Also, Falx can be “a good teaching tool to help people understand data” (F7).

- Reduce team collaboration effort. Participant F11 described that visualization readers were often different from visualization creators in their team, and modifying visualization required team efforts. F11 mentioned that Falx could help with it: “a person presents me with a visualization, but I want to view something differently. Instead of getting back to the person to re-do it, I can probably just use Falx to do it, which would be more efficient”.

However, several participants also mentioned Falx may not fit well to their current workflow when they need “very high standard visualizations” (F1) that requires extensive customization. Another limitation of the current version of Falx is the lack of “deep integration with other tools” (F1), e.g., database for handling big datasets and data cleaning tools for “handling null / dirty data” (F4). But in general, participants thought that Falx would be helpful when used in the right scenarios and “would be pretty interesting to try Falx in some of these tasks” (F5).
1.5 Related Work

Falx builds on top of prior research on grammar based visualization tools, data transformation tools, program synthesis algorithms and automated visualization design systems.

Grammar-based Visualization. Following the initial publication of the Grammar of Graphics [206], high level grammars [154, 203, 174] for data visualizations have grown increasingly popular as a way of succinctly specifying visualization designs. In contrast to low level visualization languages like Protovis [18], D3 [78], and Vega [155] that are designed for creating highly-customizable explanatory visualizations, these high level grammars aim to enable analysts to rapidly construct expressive graphics in exploratory analysis. For example, ggplot2 [202, 203] and Vega-Lite [154] are two visualization grammars that allow users to specify visualizations using visual encodings. In both tools, low level visualization details are handled by default parameters unless users want customization. Tableau [174] adopts a graphical interface approach to enable users to rapidly create views to explore multidimensional database. In Tableau, users drag-and-drop data variables onto visual encoding “shelves”, which are later translated into a high-level grammar similar to ggplot2. These tools expect the input data layout to match the design such that (1) each row corresponds to a graphical object, and (2) each column can be mapped to a visual channel. In practice, the mismatch between the design and the input data layout is common, which raises a barrier for creating visualizations [67, 207].

Falx formalizes visualizations in the same way, and synthesized programs are compiled to ggplot2 or Vega-Lite for rendering. Falx’s user interface also inherits the expressiveness and simplicity of Grammar of Graphics design, by allowing users to create examples of visual encodings to demonstrate visualization ideas. The main difference is that Falx relaxes the constraints on input data layout and allows users to use layout-independent examples to demonstrate visualization ideas. Falx then automatically infers the visualization spec and synthesizes data transformations to match the data with the design from the examples, which saves users’ construction efforts.

Data Transformation Tools. The need to prepare data for statistical analysis and visualization has led to the development of many tools for data transformation [141, 205, 90, 52]. Since different analysis objective requires different layout, users need to frequently transform data throughout the analysis process [205, 89, 207]. Potter’s Wheel [141] is a graphical interface that allows users to interactively choose transformation operators and inspect transformation outputs. Wrangler [90] is a mixed initiative data transformation tool which can suggest transformations based on the input data. Tidyverse [205] is a data transformation library in R, which allows users to interleave data transformation code, analysis code and visualization code in the same environment to reduce the effort of context switch. Several
synthesis-powered data transformation tools [192, 58, 52, 140, 8] have been proposed to help automate data transformation. For example, Prose [140] includes several programming-by-example tools that automatically synthesize programs for data cleaning and transformation from input-output examples. Morpheus [58] and Scythe [192] are two specialized data transformation synthesizers with better scalability and expressiveness.

Falx inherits the transformation language design in tidyverse [205], and Falx is a realization of prior program synthesis algorithms [58, 194] as an interactive system for visualization authoring. Falx’s main difference from automated data transformation tools is the unification of the visualization task and transformation tasks. In this way, Falx users do not need to conceptualize expected data layout or frequently switch between visualization and data transformation tools. The unification also enables Falx users to easily explore synthesis results in the visualization space as opposed to program space, which is considered challenging [119]. Besides data layout transformation, many data preparation tools also support data cleaning (e.g., handling missing data or invalid data) [196], data normalization (collecting non-relational data into relation format) [8], and string formatting [52, 71, 219]. Falx currently does not support directly visualizing dirty or non-relational data. In future, Falx could work with these tools to further automate visualization process.

**Visualization Automation.** Automated visualization design tools [125, 82, 151] have been proposed to help data analysts to explore the visualization design space. Draco [125] and Dziban [107] use constraint logic approaches to model design knowledge, and they can recommend visualization designs from partial specifications. VizNet [82] uses a deep neural network trained from visualization corpus to suggest designs. Voyager [209] combines recommendation and exploration for mixed-initiative design exploration. VisExemplar [151] allows users to demonstrate changes in the visualization layout to explore alternative visualizations designs. Falx is complementary to these design automation tools. Falx allows users to implement visualization designs they have in mind without data layout constraints, while design automation tools helps users to explore visualization designs from a fixed data layout. A combination of the two approaches could potentially help users to explore a larger visualizations design space without data layout constraints.

**User Interaction with Program Synthesizers.** In general, program synthesizers can be categorized into exploration tools and implementation tools. Synthesis-based exploration tools aim to generate a large number of solutions from users’ weak constraints to aid users to explore the search space [177, 125]. For example, Scout [177] is a synthesis-based exploration tool to discover mobile layout ideas. In these tools, users interact with an exploration interface to navigate and save interesting solutions. Implementation tools [192, 58, 71, 140, 219, 52], instead, aim to synthesize programs to help solve a concrete task (e.g., implement a design
user already have in mind). In these tools, the main interaction objective is to help users to disambiguate spurious programs that happen to be consistent with the user specification but are incorrect for the full task [119]. To solve this challenge, Wrex [52] generates readable programs for users to inspect and edit; Regae [219] and FlashProg [119] interactively ask users disambiguating questions to refine synthesis results; PUMICE [106] lets users collaborate with the agent to recursively resolve any ambiguities or vagueness through conversations and demonstrations.

Falx is an implementation tool for data visualization. Falx’s contribution to the user interaction model is that Falx brings the exploration design (from exploration tools) to address the disambiguation and trust challenges in implementation tools. Allowing users to explore and examine synthesized programs in the visualization space reduces the barrier for user interaction (e.g., users do not need to be familiar with underlying programs to disambiguate [119]) and increases users’ confidence about solutions.

Expressive Visualization Design Tools. Besides tools for standard visualization authoring, many visualization tools have been proposed to enable designers to create more expressive visualizations. Examples of these tools are Data illustrator [108], Lyra [152], Charticular [146], Data-driven Guides [96], and StructGraphics [183]. Besides high-level design layout (e.g., x, y, column) and standard mark properties (e.g., color, shape), these tools allow users to customize marks to create more expressive glyphs (e.g., compound marks, parametric marks). These tools expect users to prepare data into a tidy format to start with, but they support rich visualization designs. Falx, in comparison, supports standard visualization designs but automates data transformation.

Several design reconstruction tools (e.g., VbD [151], Liger [150], iVolVER [122]) are proposed to let designers create expressive visualization by destructing and reconstructing existing visualization designs. Using these tools, users can transform existing visualizations to new ones by demonstrating desired design changes. Functionally, these tools are design exploration tools that take as input a visualization design and produce a new visualization design. They differ from Falx because Falx takes data as input and maps it to a visualization design for initial design authoring.

There are opportunities to combine Falx with these tools for better visualization authoring. Falx can work with expressive designs tools to support new designs from non-tidy data: users can first design customized marks using example data values, and the tool would automatically synthesize binding between data and these fine-grained mark properties from these examples. Falx can also work with design reconstruction tools to allow users to first use Falx to create initial design from data, and then subsequently interactively explore new designs by transforming the initial design.
1.6 Discussion & Future Work

We have presented Falx, a novel synthesis-powered visualization authoring tool that allows users to demonstrate a visualization design using examples of visual encodings and then receive suggestions for visualization designs. Our goal was to create a system that does not require users to manually specify the visualization or worry about data transformations, thereby improving user efficiency and reducing the learning burden on novice analysts. Our study found that Falx often achieved these goals: Falx users were able to effectively adopt Falx to solve visualization tasks that they could otherwise cannot solve, and in some cases, they do so more quickly. We next discuss some implications of this work in guiding future research.

Data Layout Flexible Visualization Exploration. Besides visualization authoring, combining Falx with data exploration tools like GraphScape [97] Voyager [209], GraphScape [97], VbD [151] and Dziban [107] can potentially bring out new design exploration tools that allow users to discover both new relations from the dataset and new designs to visualize them. In current design exploration tools, given an input data and an initial design, the tool will automatically suggest diverse visualization designs for input data, but new designs are specific to the fixed data layout. Falx can work together with these design to make design exploration no longer constrained by data layout. For example, in an anchored design exploration scenario [107, 97, 151], users can demonstrate data layout changes alongside design changes using the new tool to incrementally discover data insights from a larger design space. Similarly, Falx might also work with visualization recommendation engines [125, 82] to find better designs for the dataset based on users initial examples.

Visualization Learning. As we discovered from our study, users often describe existing programming tools as “flexible, powerful” but “having a steep learning curve”. Falx can fill in this gap by helping data analysts to learn to create visualizations. Since Falx does not require its users to have programming expertise, new users can use Falx to create visualizations and learn and learn visualization and data transformation concepts by inspecting programs generated by Falx. For example, Falx could generate readable code like Wrex [52] for users to learn to program.

Bootstrapping Complex Data Analysis. While Falx currently focuses on non-experienced data analysts, it could also benefit experienced data analysts by bootstrapping complex data analysis tools, where analysts could first create visualizations in Falx and then build complex analysis on top of synthesized programs. To achieve this goal, Falx need more transparency and better integration with programming environments. For example, Falx can expose synthesized programs during the synthesis process and allow users to steer the synthesis
process to better disambiguate results. Falx can also be integrated into programming environments like mage [93], Wrex [52] or Sketch-n-Sketch [80] to make programming editing easy.

**User-Synthesizer Interaction by Exploration.** Allowing users to effectively disambiguate synthesis results and trust the selected result has always been a challenge for the interaction between users and program synthesizers [119, 99]. Falx takes advantages of the visualization domain and transforms this problem into a visualization exploration problem. Similar interaction models could be applied to improve user-synthesizer interaction experience in other domains where exploration can be effectively achieved. For example, Android wire-frame synthesizers [14] use the same model to compare different implementations of the same design; 3D model synthesizers [53] could also allow users to directly inspect 3D programs to check whether they correctly generates user demonstrations.

All of these possibilities suggest a promising future for augmenting design work with synthesis-based techniques. We hope future work can build on Falx and its overarching design, identifying ever more robust interface paradigms and architectures to empower human work.
Chapter 2

The Visualization by Example Algorithm

As mentioned in the last chapter, creating visualizations from a complex dataset is far from an easy task despite they play a crucial role in data analysis. In particular, besides understanding the functionality provided by existing visualization libraries, generating the desired visualization also requires reshaping and aggregating the underlying data as well as composing different visual elements to achieve the intended visual narrative.

This chapter introduces the synthesis algorithm behind the visualization-by-example system we described in Chapter 1: our approach aims to simplify visualization tasks by automatically synthesizing the required program from simple visual sketches provided by the user. Specifically, given an input data set and a visual sketch that demonstrates how to visualize a very small subset of this data, our technique automatically generates a program that can be used to visualize the entire data set.

From a program synthesis perspective, automating visualization tasks poses several challenges that are not addressed by prior techniques. First, because many visualization tasks require data wrangling in addition to generating plots from a given table, we need to decompose the end-to-end synthesis task into two separate sub-problems. Second, because the intermediate specification that results from the decomposition is necessarily imprecise, this makes the data wrangling task particularly challenging in our context. In this chapter, we address these problems by developing a new compositional visualization-by-example technique that (a) decomposes the end-to-end task into two different synthesis problems over different DSLs and (b) leverages bi-directional program analysis to deal with the complexity that arises from having an imprecise intermediate specification.

We implemented our synthesis algorithm in a tool called Viser and evaluate it on 83 visualization tasks collected from on-line forums and tutorials. Viser can solve 84% of these benchmarks within a 600 second time limit, and, for those tasks that can be solved by Viser, the desired visualization is among the top-5 in 70% of the cases.

2.1 Introduction

Visualizations play an important role in today’s data-centric world for discovering, validating, and communicating insights from data. Due to the prevalence of non-trivial visualization
tasks across different application domains, recent years have seen a growing number of libraries that aim to facilitate complex visualization tasks. For instance, there are at least a dozen different visualization libraries for Python and R, and more than ten different visualization libraries for JavaScript have emerged in the past year alone \(^1\). In addition, there has also been a flurry of research activity around building programming systems like D3 [19] and Vega-Lite [154] to further facilitate real-world visualization tasks.

Despite all these recent efforts, data visualization still remains a challenging task that requires considerable expertise — in fact, so much so that some companies even have job titles like “data visualization expert” or “data visualization specialist.” Generally speaking, there are three key reasons that make data visualization a challenging task. First, beyond having a good insight about how the data can be best visualized, one needs to have sufficient knowledge about how to use the relevant visualization libraries. Second, different visualization primitives typically require the data to be in different formats; so, in order to experiment with different types of visualizations, one needs to constantly reshape the data into different formats. Finally, generating the intended visualization typically requires modifications to the original dataset, including aggregating and mutating values and adding new columns to the input tables, and doing so often require deep knowledge in data manipulation.

We propose a new technique, coined visualisation-by-example, for automating data visualization tasks using program synthesis. In our proposed approach, the user starts by providing a so-called visual sketch, which is a partial visualization of the input data for just a few input points. Given the original data set \(T_{in}\) and a visual sketch \(S\) provided by the user, our technique can synthesize one or more visualization scripts whose output is consistent with \(S\) for the input dataset. These visualization scripts can then be applied to \(T_{in}\) to generate several visualizations of the entire data set, and the user can choose the desired visualization among the ones that are generated.

Despite these appealing aspects of our approach to end-users, the data visualization problem presents unique challenges from a program synthesis perspective. First, as hinted earlier, data visualization tasks almost always involve two distinct steps, namely (1) data wrangling (reshaping, aggregating, adding new columns etc.) and (2) invoking the appropriate visualization primitives on the transformed data. Asking users to manually decompose the problem into these two individual steps would defeat the point, as the user would have to at least understand which visualization primitives to use and what format they require. Thus, it is imperative to have a compositional technique that can automatically decompose the end-to-end task into two separate synthesis problems.

\(^1\)https://financesonline.com/data-visualization/
One of the key contributions of this paper is to show how to automatically decompose an end-to-end visualization task into two separate synthesis problems over two different languages. Specifically, given an input data source $T_{in}$ and a visual sketch $S$, our goal is to learn a table transformation program $P_T$ and a visual program $P_V$ such that executing $P_V \circ P_T$ on $T_{in}$ yields a visualization that is consistent with the provided visual sketch $S$. In order to solve this problem in a compositional way, our method infers an intermediate specification $\phi$ that constrains the output (resp. input) of the target program $P_T$ (resp. $P_V$). This intermediate specification is in the form of table inclusion constraints $T \subseteq t$ specifying that input $t$ of the visual program must include all tuples in $T$ but it can also contain additional rows and columns. As we demonstrate experimentally, having this intermediate specification is crucial for the scalability of our approach.

A second key contribution of this paper is a new algorithm for synthesizing table transformation programs. While there has been recent work on automating table transformation tasks using programming-by-example [192, 58], these techniques focus on the case where the specification is a pair of input and output tables. In contrast, the intermediate specification in our setting is a set of table inclusion constraints rather than a concrete output table, and pruning strategies used in prior work are not effective in this setting due to lack of precise information about the output table. To deal with this challenge, we introduce a new table transformation synthesis algorithm that uses lightweight bidirectional program analysis to prune the search space. As we demonstrate experimentally, this new table transformation algorithm results in much faster synthesis compared to prior work [58] for automating visualization tasks.

We have implemented the proposed “visualization-by-example” approach in a new tool called Viser and evaluated it on 83 visualization tasks collected from on-line forums and tutorials. Our experiments show that Viser can solve 84% of these benchmarks and, among those benchmarks that can be solved, the desired visualization is among the first 5 outputs generated by Viser in 70% of the cases. Furthermore, given that it takes on average of 11 seconds to generate the top-5 visualizations, we believe that Viser is fast enough to be beneficial to prospective users in practice.

To summarize, this paper makes the following key contributions:

- We introduce the visualization-by-example problem and present an algorithm for synthesizing visualization scripts given the original data set and a small visual sketch.

- We show how to decompose the synthesis task into two sub-problems by inferring an intermediate specification in the form of table inclusion constraints.
• We propose a new algorithm for synthesizing table transformations from table inclusion specifications. Our algorithm leverages lightweight bidirectional program analysis to effectively prune the search space.

• We evaluate our approach on over 80 tasks collected from on-line forums and tutorials and show that Viser can solve 84% of the benchmarks, and that the desired visualization is among the top-5 results in 70% of the solved cases.

2.2 Overview

In this section, we give an overview of our approach with the aid of a simple motivating example depicted in Figure 2.1. In this example, the user has two tables $T_1$ and $T_2$ that record the results of a scientific experiment. Specifically, Table $T_1$ stores an experiment identifier (ID), a so-called "experiment condition" (Cond), and the experiment result, which consists of an $A$ value as well as an $A_{neg}$ value. An additional table $T_2$ stores the gender of the participant in the corresponding study: That is, for each experiment (ID), the Gender column in $T_2$ indicates whether the participant is male (M) or female (F). The user wants to visualize the result of this experiment by drawing a scatter plot that shows how the sum of $A$ and $A_{neg}$ changes with respect to Cond for each of the two genders. In particular, the top right part of Figure 2.1 illustrates the desired visualization. In the remainder of this section, we explain how our approach synthesizes the desired visualization script in R using the tidyverse package collection, which includes both visualization primitives (e.g., provided by ggplot2) and data wrangling capabilities (e.g., provided by tidyverse and dplyr).

User input. In order to use our visualization tool, Viser, the user needs to provide the data source (i.e., tables $T_1$ and $T_2$) as well as a visual sketch $S$, which is a partial visualization for a tiny subset of the original data source. In this case, since the user wants to draw a scatter plot, the visual sketch is very simple and consists of a few data points, as shown in the "Input" portion of Figure 2.1. Specifically, the visual sketch contains two points, one at $(1, 7)$ and the other at $(2, 6)$, and both points have label "M". In general, one can think of a visual sketch as a set of visualization elements (e.g., point, bar, line, ...) where each visualization element has various attributes, such as coordinates, color, etc. In particular, we can specify the visual sketch shown in Figure 2.1 as the following set of visual elements:

$$\{\text{point}(v_x = 1, v_y = 7, v_{\text{color}} = \text{M}), \text{point}(v_x = 2, v_y = 6, v_{\text{color}} = \text{M})\}$$

We refer to this alternative set-based representation of a visualization as a visual trace. In general, we can represent both visual sketches as well as complete visualizations in terms of
Synthesis problem and approach. Given the input data source I and a visual sketch S, our synthesis problem is to infer a visualization script P such that P(I) yields a visual trace that is a superset of S. As mentioned in Section 2.1, a visualization script consists of a pair of programs P_V (“visual program”) and P_T (“table transformation program”), for plotting and data wrangling respectively. Since P_V and P_T do conceptually different things and are expressed in separate languages, we decompose the overall synthesis task into two sub-tasks, namely that of synthesizing a visual program P_V and separately synthesizing a table transformation program P_T.

Synthesis of visual programs. To achieve the decomposition outlined above, our synthesis algorithm first infers a set of visual programs that are capable of generating a visualization consistent with S. This inference step is based purely on the visual sketch and does not consider the input data (i.e., tables T_1, T_2). For our running example, there are multiple visual programs (expressible using ggplot2) that can generate the desired result; we show three of these programs in Figure 2.2. All three programs start with the code “ggplot(T) + geom_point(...)”, which indicates that the resulting visualization is a scatter plot drawn from table T. However, the three visual programs differ in the following ways:

Figure 2.1: Overview of our synthesis algorithm: the system takes as input an input table T_in and a visual sketch S, and returns a list of candidate visualizations satisfying the inputs.
Figure 2.2: Sample visual programs and their corresponding intermediate specification for the visual sketch from Figure 2.1. The bottom part of each figure shows the corresponding visualization if the visual program is adopted; observe that all of these visualizations are consistent with the visual sketch.

- All points generated by the first visual program have the same color (indicated as color="M")

- For the second visual program, the color of the points is determined by the corresponding value of column c3 in table T (indicated as color=c3)

- The visualization generated by the last program contains multiple subplots determined by c3. That is, the visualization is partitioned into a list of subplots according to different values in column c3 of the input table.

As indicated in the bottom part of Figure 2.2, the visualizations generated by all three programs are consistent with the visual sketch in that they contain the two data points specified by the user.

**Intermediate specification inference.** Next, given the visual sketch S and a candidate visual program PV, our synthesis algorithm infers an intermediate specification φ that constrains the input that PV operates on. Furthermore, φ has the property that executing PV on any concrete table consistent with Tin yields a visual trace that is a superset of S. Going back to our running example, Figure 2.2 shows the intermediate specifications inferred for each of the three visual programs. These intermediate specifications are of the form T ⊆ t indicating that the input t of the visual program must contain table T but can also include additional rows and columns. Looking at the intermediate specifications from Figure 2.2, we can make the following observations:
Thus, given an initial data source yields a table that is consistent with table transformation program for our running example, let us consider the following data synthesis task is to generate a table transformation program 

As mentioned earlier, the key reason for inferring an intermediate specification is to decompose the problem into two separate synthesis tasks. Hence, the key reason for inferring an intermediate specification is to decompose the problem into two separate synthesis tasks.

The inputs of the first visual programs must contain at least two columns (referred to as c1, c2) and these columns should contain the values 1, 2 and 7, 6 respectively. However, the input table can also contain additional attributes and values.

The specification for the second visual program imposes one additional constraint over the other ones. In particular, the input table must contain an additional third column (referred to as c3), and this column must contain at least two occurrences of value M.

The specification for the third visual program requires that the table should contain an additional column c3 to specify which subplot each point belongs to. Since the visual sketch contains two points in the same subplot, column c3 contains two duplicate values with the same subplot identifier.

**Input for the second synthesis task.** As mentioned earlier, the key reason for inferring an intermediate specification is to decompose the problem into two separate synthesis tasks. Thus, given an initial data source T_in and intermediate specification ϕ, the goal of the second synthesis task is to generate a table transformation program P_T such that applying P_T to T_in yields a table that is consistent with ϕ. To illustrate how our method synthesizes the desired table transformation program for our running example, let us consider the following data wrangling constructs:
• **Projection:** The construct `select(t, \overline{c})` computes the projection of table `t` onto columns \(\overline{c}\).

• **Join:** The construct `inner_join(t_1, t_2, p)` computes the product of tables `t_1, t_2` and then filters the result based on predicate `p`.

• **Mutation:** The construct `mutate(t, c_{target}, c_{arg_1} + c_{arg_2})` takes as input a table `t` and returns a table with a new column called `c_{target}`, where the values in `c_{target}` are obtained by summing up the two columns `c_{arg_1}` and `c_{arg_2}`.\(^2\)

We will now illustrate how to synthesize the desired table transformation program `P_T` for the input tables `T_1, T_2` shown in Figure 2.1 and the intermediate specification `\phi_{out}` shown in the second column of Figure 2.3.

**Table transformation synthesis overview.** Viser employs an enumerative search algorithm to find a table transformation program that satisfies the specification. Similar to prior program synthesis techniques [58, 192, 57], Viser uses lightweight deductive reasoning to prune invalid programs during the search process. However, because the specification does not involve a concrete output table, pruning techniques used in prior work (e.g., [58]) are not effective in this context. As mentioned in Section 2.1, our algorithm addresses this issue by leveraging lightweight bidirectional program analysis and an (also lightweight) incomplete inference procedure over table inclusion constraints.

As illustrated schematically in Figure 2.3, Viser performs enumerative search over program sketches, where each program sketch is a sequence of statements of the form `v = op(\Box_1, \ldots, \Box_n)` where `op` is one of the data wrangling constructs (e.g., `select`, `inner_join` etc.) and `\Box_i` denotes an unknown argument. Since program sketches contain only table-level operators but not their arguments, the sketch enumeration process is tractable, and the main synthesis burden lies in searching the large number of parameters that each hole `\Box_i` can be instantiated with.

**Sketch completion.** Given a program sketch, Viser’s sketch completion procedure alternates between hole instantiation and pruning steps until a solution is found or all possible sketch completions are proven not to satisfy the specification (see Figure 2.3). The first step (i.e., hole instantiation) is standard and makes the initial sketch iteratively more concrete by filling each hole with a program variable or constant. The pruning step, on the other hand, is more interesting, and infers table inclusion constraints of the form `e_1 \subseteq e_2` indicating that the table represented by expression `e_1` can be obtained from the table represented by expression `e_2`.

\(^2\)General `mutate` operator supports arbitrary column-wise computation besides `+`, we only consider `mutate` with `+` in overview for simplicity.
Figure 2.4: Demonstration of how Viser prunes invalid abstract programs in Figure 2.3 using forward and backward analysis. $\phi_{out}$ is the requirement from the synthesis task, and $\phi_{fw}(t), \phi_{bw}(t)$ refers to abstractions of $t$ derived from forward / backward analysis.

$e_2$ by removing rows and/or columns. For the forward (resp. backward) inference, the generated constraints have the shape $t \subseteq T$ (resp. $T \subseteq t$), where $t$ is a program variable and $T$ is a concrete table. Thus, using a combination of forward and backward reasoning, we can obtain “inequality” constraints of the form $T_1 \subseteq t \subseteq T_2$ for each program variable $t$ and use this information to reject a partially completely sketch whenever $T_1$ cannot be obtained from $T_2$ by deleting rows and/or columns.

Going back to our running example, let us consider the partially completed sketch shown in Figure 2.4, where $t_1, t_2$ represent the program’s arguments and $t_5$ is the return variable. By considering the semantics of each construct, we can make the following deductions:

1. Since the program’s output must conform to $\phi_{out} = (T \subseteq t)$ (where $T$ is the table from Figure 2.2) and we have $t = t_5$, we can generate the constraint $T \subseteq t_5$ on variable $t_5$.

2. Together with the above constraint and semantics of select, we obtain $T \subseteq t_4$.

3. Since we have $T \subseteq t_4$ and $\text{mutate}(t_3, c1, ? + ?)$ generates $t_4$ by adding column $c1$ to $t_3$, we can deduce all columns of $T$ except for the first one should also be in $t_3$. Thus, using backwards reasoning, we obtain the constraint $T' \subseteq t_3$ where $T'$ is the table shown on the left-hand side of $\phi_{bw}(t_3)$.

4. Since $t_3$ is the result of $\text{inner_join}(t_1, t_2, ?)$, we cannot deduce something useful about $t_1$, $t_2$ in the backward direction without introducing expensive case splits because we do not whether each value in $T'$ comes from $t_1$ or $t_2$. However, going in the forward direction, we can generate the constraint $t_3 \subseteq T_1 \times T_2$, where $T_1, T_2$ are the input tables from Figure 2.1.
Putting together the information obtained from the forwards and backwards analysis, we obtain the constraint \( T' \subseteq t_3 \subseteq T_1 \times T_2 \). However, this creates a contradiction with \( T' \nsubseteq \ast \), allowing us to prune the partially completed sketch from Figure 2.4.

**Synthesis output.** Continuing in this manner and alternating between more hole instantiation and pruning steps, Viser finds the sketch completion shown on the bottom right side of Figure 2.1. The final output of the synthesizer is shown on the top right of the same figure and generates the intended visualization, also shown in the top right of Figure 2.1.

## 2.3 Problem Definition

In this section, we formally define the visualization-by-example problem and then introduce two languages for automating table transformation and plotting tasks.

### 2.3.1 Key Concepts and Synthesis Problem

**Tables.** For the purposes of this paper, a table \( T \) with schema \([c_1, \ldots, c_n]\) is an unordered bag (i.e., multi-set) of tuples where each tuple \( r = (v_1, \ldots, v_n) \) in \( T \) consists of \( n \) primitive values (number, string, datetime etc.). Given a tuple \( r \in T \), we use the notation \( r[c] \) to denote the value \( v \) stored in attribute \( c \) of \( r \). We also extend this notation to tables and write \( T[c] \) to denote the projection of table \( T \) on columns \( \bar{c} \) and write \( T[-\bar{c}] \) to denote the projection of table \( T \) on all columns except \( \bar{c} \). Finally, we write \( \text{Mult}(r, T) \) to denote the multiplicity of tuple \( r \) in \( T \).

Given a pair of tables \( T_1, T_2 \), we write \( T_1 \subseteq T_2 \) iff \( \forall r \in T_1. \text{Mult}(r, T_1) \leq \text{Mult}(r, T_2) \). As standard, we define equality to be containment in both directions, i.e., \( T_1 = T_2 \) iff \( T_1 \subseteq T_2 \) and \( T_2 \subseteq T_1 \). We further define a table inclusion constraint \( T_1 \nsubseteq T_2 \) that allows projecting columns in addition to filtering rows. Specifically, we write \( T_1 \nsubseteq T_2 \) iff there exists columns \( \bar{c} \) in the schema of \( T_2 \) such that \( T_1 \nsubseteq T_2[\bar{c}] \).

\[
\tau = \{ e_1, \ldots, e_n \} \\
e = \text{bar}(a_x, a_y_1, a_y_2, a_{color}, a_{subplot}) \\
| \text{point}(a_x, a_y, a_{color}, a_{size}, a_{subplot}) \\
| \text{line}(a_x_1, a_y_1, a_x_2, a_y_2, a_{color}, a_{subplot})
\]

Figure 2.5: The visualization trace language \( L_\tau \), where metavariable \( a \) refers to constants.

**Visual traces.** As stated in Section 2.2, we define the semantics of visualizations in terms of so-called visual traces. A visual trace, denoted \( \tau \), is a set of basic visual elements (point,
line, bar), together with the attributes of each element (position, size, color, etc.). More concretely, Figure 2.5 shows a small “language” in which we express visual traces. (The full language supported by our implementation is given in the Appendix.) Here, e denotes a visual element, and a is an attribute of that element:

- **Color attribute**: This attribute, denoted \( a_{\text{color}} \) specifies the color of a visual element.

- **Position attributes**: Position attributes, such as \( a_x, a_{x_1}, a_{y_2} \) etc., specify the canvas positions for a visual element. For example, for line, \( (a_{x_1}, a_{y_1}) \) specifies the starting point of a line segment, and \( (a_{x_2}, a_{y_2}) \) specifies the end point. For the bar visual element, \( a_{y_1}, a_{y_2} \) specify the start and end \( y \)-coordinates of a (vertical) bar.

- **Size attribute**: The attribute \( a_{\text{size}} \) specifies the size of a given point element.

- **Subplot attribute**: The attribute \( a_{\text{subplot}} \) specifies the subplot that a given visual element belongs to. For instance, for the visualization shown in the last column of Figure 2.2, the points in the first plot have a different \( a_{\text{subplot}} \) attribute than those in the second one.

In the remainder of this paper, we express both complete visualizations and visual sketches in terms of their corresponding visual trace, and we often use the symbol \( S \) to denote traces that correspond to visual sketches. Finally, since visual traces are sets of visual elements, the notation \( \tau_1 \subseteq \tau_2 \) indicates that visualization \( \tau_2 \) is an extension of visualization \( \tau_1 \).

**Problem statement.** Given this notion of visual traces, we can now state our visualization-by-example problem, which is defined by a pair \((T_{\text{in}}, S)\). Here, \( T_{\text{in}} \) is a table \(^3\) and \( S \) is a visual trace (i.e., a “program” in the language of Figure 2.5). Now, let us fix a language \( \mathcal{L}_T \) for expressing table transformation programs and a visualization language \( \mathcal{L}_V \) for generating plots from a given table. Then, our goal is to synthesize a pair of programs \((P_T, P_V)\) such that:

1. \( P_T \) and \( P_V \) are programs written in \( \mathcal{L}_T, \mathcal{L}_V \) respectively,

2. the output visual trace \( P_T(P_V(T_{\text{in}})) \) is consistent with \( S \), i.e., \( S \subseteq P_V(P_T(T_{\text{in}})) \).

Note that our problem statement strictly generalizes conventional programming-by-example which requires the program output to be equal to the provided output (i.e.,

\(^3\)We note that our implementation can handle multiple tables in the input. However, we consider a single input table in the formal development to simplify presentation and reduce notational overhead.
\[ P_T(t) = \begin{align*}
T & = e_1; \ldots; T_{\text{out}} = e_n; \\
e & = T \mid \text{filter} (T, f) \\
& \mid \text{select} (T, c) \mid \text{join} (T_1, T_2, f) \\
& \mid \text{mutate} (T, c_{\text{target}}, \alpha, c_{\text{args}}) \\
& \mid \text{gather} (T, c_{\text{id}}, c_{\text{target}}) \\
& \mid \text{spread} (T, c_{\text{id}}, c_{\text{key}}, c_{\text{val}}) \\
& \mid \text{summarize} (T, c_{\text{key}}, \alpha, c_{\text{target}})
\end{align*} \]

Figure 2.6: The table transformation language \( L_T \), where \( T_{\text{in}}, T_{\text{out}} \) refer to the input/output tables, \( t \) refers to table variables, and \( c \) refers to column names.

\[ S = P_V (P_T (T_{\text{in}})) \]. Thus, the user is still free to provide a small (but complete) input-output example if this is more convenient for the user. However, our generalization has the advantage of freeing the user from the burden of modifying the input data in cases where doing so may be inconvenient.

### 2.3.2 Table Transformation Language

Our table transformation language is shown in Figure 2.6. This language is inspired by existing data wrangling libraries (e.g., tidyr and dplyr libraries for R), and similar languages have also been used in prior work for automating table transformation tasks using PBE [58, 117]. As shown in Figure 2.6, a table transformation program \( P_T \) is a sequence of side-effect free statements, where each statement produces a new table by performing some operation on its inputs. As standard in relational algebra, the constructs select and filter are used for selecting columns and rows respectively. As also standard in relational algebra, join is used for taking the cross product of two tables. That is, \( \text{join} (T_1, T_2, f) \) is semantically equivalent to \( \text{filter} (T_1 \times T_2, f) \), where \( \times \) denotes the standard cross product operator in relational algebra.

Besides these standard relational algebra operators, our table transformation language contains four other constructs: spread, mutate, gather, and summarize. Since the semantics of these constructs are somewhat non-trivial, we illustrate their behavior in Figure 2.7.

1. The \texttt{mutate} construct creates a new column \( (c_{\text{target}}) \) in the output table by applying an operator \( op \) on argument columns \( c_{\text{args}} \). For example, in Figure 2.7, the new column \( c' \) is obtained by summing up columns \( c_2 \) and \( c_3 \).
2. The spread operator pivots a table by changing values to column names. Specifically, spread first eliminates the two columns \(c_{\text{key}}\) and \(c_{\text{val}}\), then creates a new column for each value stored in the original column \(c_{\text{key}}\), and finally fills new columns using values in the original \(c_{\text{val}}\) column. The second drawing in Figure 2.7 illustrates the semantics of spread.

3. The gather construct is the inverse of spread: It unpivots the input table by moving column names into the table body. Specifically, gather first eliminates all columns in \(\bar{c}_{\text{target}}\), and then creates two new columns \(c_{\text{key}}\) and \(c_{\text{val}}\) where \(c_{\text{key}}\) is filled with column names in \(\bar{c}_{\text{target}}\) and column \(c_{\text{val}}\) is filled with values in the eliminated columns. This is illustrated in the third drawing in Figure 2.7.

4. The summarize construct first partitions its input table into groups based on values in \(c_{\text{key}}\) and then applies the function \(\alpha\) to each group to aggregate values in column \(c_{\text{target}}\). For example, in the rightmost part of Figure 2.7, the table is partitioned into two groups based on values in \(c_1\) (labeled with different colors), and column \(c_2\) is populated by taking the maximum of all values in the corresponding partition.

2.3.3 Visualization Language

Our visualization language \(L_V\) is shown in Figure 2.8, which formalizes core constructs in Vega-Lite [154], the ggplot2 visualization library for R and VizQL [76] from Tableau. This formalization enables concise descriptions of visualizations by encoding data as properties of graphical marks. It represents single plots using a set of mappings that map data fields to
$P_V = \text{MultiPlot}(SP, c_{\text{sub}}) \mid SP$

$SP = \text{MultiLayer}(L) \mid L$

$L = \text{Scatter}(c_x, c_y, c_{\text{color}}, c_{\text{size}}) \mid \text{Line}(c_x, c_y, c_{\text{color}}) \mid \text{Bar}(c_x, c_y, c_{\text{color}}) \mid \text{Stacked}(c_x, c_h, c_{\text{color}})$

$c = \text{column} \mid \epsilon$

Figure 2.8: The visualization language $\mathcal{L}_V$.

visual properties, and supports combining single charts into compositional charts through layering and subplotting. A program $P_V$ in this language takes as input a table $T$ and outputs a visual trace $\tau$. Throughout this paper, we refer to programs in this language as visual programs.

As shown in Figure 2.8, a visual program $P_V$ either creates a grid of multiple plots using the MultiPlot construct or a single plot $SP$. Each plot can in turn consist of multiple layers (indicated by the MultiLayer construct) or a single layer. Each layer is either a scatter plot (Scatter), a line chart (Line), a bar chart (Bar), or a stacked bar chart (Stacked). The MultiLayer construct in this language is used to compose different kinds of charts in the same plot (e.g., a scatter plot and a line chart), but our visualization language is nonetheless rich enough to allow layering the same type of chart within a plot: For example, the Line primitive can be used to render multiple line charts where each individual line chart has a different color.

In terms of its semantics, a visual program $P_V$ specifies how each tuple in the input table corresponds to a visual element in the output trace; thus, all constructs in $\mathcal{L}_V$ refer to column names in the input table. For instance, for the MultiPlot construct, the column name $c_{\text{sub}}$ specifies that tuples sharing the same value of $c_{\text{sub}}$ are to be visualized in the same subplot, whereas tuples with different values of $c_{\text{sub}}$ belong to two different subplots. Similarly, for the Line construct, tuples that agree on the value of $c_{\text{color}}$ are rendered as part of the same line chart, whereas tuples that disagree on the $c_{\text{color}}$ value correspond to different layers.

In what follows, we explain the semantics of our visualization language with the aid of the examples shown in Figure 2.9.

Example 3. The first example in Figure 2.9 shows a visual program for rendering a stacked bar chart visualization of a study report. This program specifies using $x=$Task that each different (stacked) bar on the $x$-axis should correspond to a different task (Q1, Q2 etc.) from the input table. The second argument, $y=$Percent, specifies that the height of each bar (within a stack) is determined by the Percent column in the input table. Finally, the
third argument, color=Response, specifies that the color of each bar (within the stack) is determined by the value stored in the Response column of the input table.

**Example 4.** The second visual program in Figure 2.9 renders a scatter plot that visualizes the correlation between IMDB and Rotten Tomato reviews. Specifically, the Scatter construct draws a point for each row in the input table. In our example, the first (resp. second) argument specifies that the x (resp. y) coordinate is determined by the value in the IMDB (resp. RT) column of the input table. Finally, the third argument size=Count specifies that the size of the point is determined by the corresponding value stored in the Count column.

**Example 5.** The third program from Figure 2.9 renders multiple subplots, as specified by the MultiPlot construct. The second argument subplot=Area specifies that each subplot corresponds to a separate value in the Area column of the input table (APAC, North America etc.). The first argument, on the other hand, specifies that each subplot is a line chart. Furthermore, since the third argument of the Line construct is color=C1, each subplot consists of multiple line charts of different colors, determined by the value of the C1 column in the input table. Finally, the (x, y) coordinates of the points within each line chart are determined by the values in C2 and Value columns respectively.

**Example 6.** The last program in Figure 2.9 draws a layered chart consisting of a bar chart and a line chart using the MultiLayer construct. Here, bars show the temperature range for each month because the x value corresponds to the Month field in the input table, and y and y2 correspond to the maxTemp and minTemp values for that month. On the other hand, the line chart shows the precipitation for each month; this is again specified using x=Month and y=Precip.
Algorithm 1 Top-level Synthesis Algorithm

1: procedure Synthesize($T_{in}$, S)
2: \hspace{1em} input: Input table $T_{in}$, visual sketch $S$
3: \hspace{1em} output: A table transformation program $P_T$ and visual program $P_V$, or $\perp$ if failure
4: $\Omega \leftarrow \text{LearnVisualProgs}(S)$
5: for all $(P_V, \psi) \in \Omega$ do
6: \hspace{1em} $r \leftarrow \text{LearnTableTransform}(T_{in}, \psi)$
7: \hspace{1em} match $r$
8: \hspace{2em} case $\perp$: continue
9: \hspace{2em} case $(P_T, \sigma)$: return $(P_T, P_V[\sigma])$
10: return $\perp$

2.4 Synthesis Algorithm

In this section, we first give an overview of our top-level synthesis algorithm (Section 2.4.1) and then present techniques for learning visual programs (Section 2.4.2) and table transformation programs (Section 2.4.3) respectively.

2.4.1 Overview

Algorithm 1 describes our top-level visualization-by-example algorithm, which takes as input a table $T_{in}$ and a visual sketch $S$ (expressed as a visual trace in the notation of Figure 2.5) and returns a pair of programs $(P_T, P_V)$ such that $S \subseteq P_V(P_T(T_{in}))$ (or $\perp$ to indicate failure). As mentioned previously, our synthesis algorithm is compositional in the sense that it uses an intermediate specification to guide the search for table transformation programs.

Internally, the Synthesize procedure first uses the input visual sketch $S$ to infer a set $\Omega$ of intermediate synthesis results. Each intermediate result $r \in \Omega$ is a pair $(P_V, \psi)$, where $P_V$ is a visual program that is consistent with the provided visual sketch and $\psi$ is a constraint that imposes certain requirements on the input to $P_V$. In other words, for a given visual program $P_V$, $\psi$ serves as an intermediate specification that constrains the space of possible table transformation programs. However, since we do not know the column names used in this intermediate table, both $P_V$ and $\psi$ refer to “made-up” column names to be resolved in the next phase.

In the second phase of the algorithm (lines 5-9), we try to find a table transformation program that satisfies the intermediate specification. Specifically, for each intermediate synthesis result $(P_V, \psi)$, the LearnTableTransform procedure is used to synthesize a table transformation program $P_T$ and a column mapping $\sigma$ such that $P_T(T_{in})$ satisfies the
τ \in \text{partitionBySubplots}(\tau) \quad c_{\text{sub}} \text{ fresh} \quad \tau \uparrow (\text{MultiPlot}(p, c_{\text{sub}}), \bigwedge_i \psi_i) \quad \text{(Multi-Plot)}

\tau \in \text{partitionByType}(\tau) \quad \tau \uparrow (\text{MultiLayer}(l_i), \bigwedge_i \psi_i) \quad \text{(Multi-Layer)}

\forall i \in [1, n] \quad T = \bigcup_{i=1}^n (a_{x_i}^i, a_{y_i}^i, a_{c_i}^i, a_{\text{sub}}^i) \quad c_x, c_y, c_{\text{color}}, c_{\text{size}} \text{ fresh} \quad \text{(Scatter)}

\bigcup_{i=1}^n \{\text{point}(a_{x_i}^i, a_{y_i}^i, a_{c_i}^i, a_{\text{sub}}^i)\} \uparrow (\text{Scatter}(c_x, c_y, c_{\text{color}}), T \subseteq t)

\forall i \in [1, n] \quad T = \bigcup_{i=1}^n (a_{x_i}^i, a_{y_i}^i, a_{c_i}^i, a_{\text{sub}}^i) \quad c_x, c_y, c_{\text{color}}, c_{\text{size}} \text{ fresh} \quad \text{(Simple Bar)}

\psi_0 = \forall i \in [1, n] \quad \sum_r \in \{r \in T_{\text{in}} \mid r[c_x] = a_{x_i}^i \land r[c_{\text{sub}}] = a_{\text{sub}}^i \land r[c_{\text{color}}] < a_{c_i}^i\} \quad r[c_h] = a_{y_i}^i \quad \text{(Stacked Bar)}

\bigcup_{i=1}^n \{\text{bar}(a_{x_i}^i, a_{y_i}^i, a_{c_i}^i, a_{\text{sub}}^i)\} \uparrow (\text{Stacked}(c_x, c_h, c_{\text{color}}), \psi_0 \land T \subseteq i)

T_1 = \bigcup_{i=1}^n (a_{x_i}^i, a_{y_i}^i, a_{c_i}^i, a_p) \quad T_2 = \bigcup_{i=1}^n (a_{x_i}^i, a_{y_i}^i, a_{c_i}^i, a_p) \quad c_x, c_y, c_{\text{color}} \text{ fresh} \quad \text{(Line)}

\psi_0 = \forall i \in [1, n] \quad \exists r \in T_{\text{in}} \quad (r[c_{\text{color}}] = a_{c_i}^i \land r[c_{\text{sub}}] = a_{\text{sub}}^i) \rightarrow a_{x_i}^i \leq r[c_h] \leq a_{x_i}^i

\bigcup_{i=1}^n \{\text{line}(a_{x_i}^i, a_{y_i}^i, a_{c_i}^i, a_p)\} \uparrow (\text{Line}(c_x, c_y, c_{\text{color}}), \psi_0 \land T_1 \subseteq T_{\text{in}} \land T_2 \subseteq t)

Figure 2.10: Inference rules describing synthesis of visual programs

constraint \psi[\sigma]. Thus, if \text{LearnTableTransform} does not return \bot to indicate failure, the program \text{P}_V[\sigma] \circ \text{P}_T is guaranteed to satisfy the end-to-end specification defined by \( (T_{\text{in}}, S) \).

2.4.2 Synthesis of Visual Programs

In this section, we describe the \text{LearnVisualProgs} procedure used in Algorithm 1. This procedure is described using inference rules of the form \( \tau \uparrow (P_V, \psi) \) where \( \tau \) is a visual trace, \( P_V \) is a visual program, and \( \psi \) is a constraint. The meaning of this judgment is that, if the input table \( T \) satisfies constraint \( \psi \), then \( P_V(T) \) yields a visualization that is consistent with \( \tau \) (i.e., \( \tau \subseteq P_V(T) \)). Observe that, for a given visual trace \( \tau \), there may be multiple programs that are consistent with it — i.e., we can have \( \tau \uparrow (P_V^i, \psi^i) \) for multiple values of \( i \). This is the reason why the \text{LearnVisualProgs} procedure used in Algorithm 1 returns a set rather than a singleton. In what follows, we explain each of the inference rules from Figure 2.10 in more detail.

\textit{Multiple plots.} The first rule, labeled Multi-Plot, is used to synthesize programs for generating multiple subplots. Since each element in a visual trace has an attribute that identifies
which subplot it belongs to, we first partition the visual elements according to the value of this attribute. This allows us to obtain \( n \) different visual traces \( \tau_1, \ldots, \tau_n \), and we recursively synthesize a visual program \( p_i \) and a constraint \( \psi_i \) for each visual trace \( \tau_i \). However, since the MultiPlot construct takes a single program as argument, this means that all subplots must be generated using the same visual program; thus, the premise of this rule stipulates that all \( p_i \)'s must be the same program \( p \). On the other hand, each subplot can impose different restrictions on the input table; thus, the input has to satisfy all of these constraints (i.e., \( \bigwedge_{i=1}^n \psi_i \)). Finally, since we do not know which column of the input table is used to generate different subplots, we make up a fresh column name called \( c_{\text{sub}} \) and return the synthesized program \( \text{MultiPlot}(p, c_{\text{sub}}) \) as the solution.

**Multiple layers.** The second rule, Multi-Layer, is similar to the Multi-Plot rule and is used to generate programs that compose different types of charts. Similar to the previous rule, we again partition elements in the visual trace according to their type (i.e., point, bar etc.) to obtain \( n \) different traces \( \tau_1, \ldots, \tau_n \) and recursively synthesize a visual program \( l_i \) and a constraint \( \psi_i \) for each \( \tau_i \). Then, the synthesized program \( \text{MultiLayer}(\bar{l}) \) will generate a visualization consistent with the visual sketch as long as the input table satisfies \( \bigwedge_{i=1}^n \psi_i \).

**Scatter plot.** The next rule is used to synthesize a visual program that renders a scatter plot. Since all elements in a scatter plot must be points, the precondition of this rule requires that the visual trace is a set of points with the same subplot attribute. Furthermore, for each point \( p \) with attributes \( \bar{a}^i \) in the visual sketch, there must be a corresponding row in the input table that contains exactly the values \( \bar{a}^i \). To express this requirement on the input table, we construct a table \( T \) that contains rows \( \bar{a}^i \) and generate the constraint \( T \subseteq t \) where \( t \) refers to the input table for the synthesized visual program. Finally, since we do not know the names of the columns in the input table, we introduce placeholder column names \( \bar{c} \) and return the program \( \text{Scatter}(\bar{c}) \).

**Bar charts.** The next two rules, labeled Simple Bar and Stacked Bar, both generate bar charts and are very similar to the previous Scatter rule. For Stacked Bar, \( c_h \) represents the height of the bar rather than the absolute \( y \)-position; thus, we compute entries in column \( c_h \) as \( a_{y_2}^i - a_y^i \) for the \( i \)'th row in the table sketch. Also, in addition to the constraint \( T \subseteq t \), the Stacked Bar rule imposes an additional constraint on the input table. In particular, since the bars in a Stacked Bar chart must be stacked directly on top of each other, constraint \( \psi_0 \) essentially stipulates that the starting \( y \) position of one bar is precisely the end \( y \)-position of the previous stack below it. In practice, when computing constraint \( \psi_0 \), we compute the end \( y \) position of the stack below by summing the heights of all the individual bars below the current one.
**Line chart.** The final rule is used to synthesize a Line program in our visualization language. Recall that a line visual element is defined by its two end points \((a_{x1}, a_{y1})\) and \((a_{x2}, a_{y2})\), and these end points must correspond to two different rows in the input table. Thus, we generate two different constraints \(T_1 \subseteq t\) and \(T_2 \subseteq t\) that describe requirements imposed by the left end and right end of each line segment respectively. Finally, the constraint \(\psi_0\) in the second line of the premise imposes the following additional restriction: If the visual sketch contains a line segment with \((a_x, a_y)\) and \((a_x', a_y')\) as its end points, there should not be another entry in the input table that belongs to the same line chart (i.e., same color and subplot) but where the \(x\) value is in the range \((a_x, a_x')\). Without this additional constraint \(\psi_0\), the generated visualization would not be guaranteed to satisfy the provided visual sketch.

**Properties.** Our visual program inference procedure enjoys the following properties that are important for the soundness and completeness for the overall approach.

**Property 1** (Decomposition). Suppose that \(\tau \upharpoonright (P_V, \psi)\) and \(T\) is a table that satisfies constraint \(\psi\) (i.e., \(T \models \psi\)). Then, we have \(\tau \subseteq P_V(T)\).

The above property shows the soundness of the overall the synthesis algorithm. In particular, let \(P_V\) be a visual program synthesized in the first phase. Based on the above property, as long as we can find a table transformation program \(P_T\) that satisfies the specification \((T_{in}, \psi)\), then we are guaranteed that the composition \(P_V \circ P_T\) will satisfy the specification of the overall synthesis task.

**Property 2** (Completeness). Let \(\tau\) be a visual sketch, and suppose that there exists a table \(T\) and a visual program \(P_V\) in \(L_V\) such that \(\tau \subseteq P_V(T)\). Then, we have \(\tau \upharpoonright (P_V, \psi)\) such that \(T \models \psi\).

This second property shows the completeness of the overall synthesis algorithm. In particular, it states that, if there exists a table \(T\) and visual program \(P_V\) such that \(P_V(T)\) is consistent with the given visual sketch, then our inference procedure will (a) return \(P_V\) as one of the solutions, and (b) \(T\) will satisfy the constraint \(\psi\) associated with \(P_V\).

### 2.4.3 Synthesizing Table Transformations via Bidirectional Reasoning

In this section, we describe the LearnTableTransform function used in Algorithm 1. This procedure is given in Algorithm 2 and takes as input the original input table \(T_{in}\) and the intermediate specification \(\psi_{out}\) generated during the first phase. LearnTableTransform either returns a program \(P_T\) such that \(P_T(T_{in})\) is consistent with the specification \(\psi_{out}\) or yields \(\perp\) to indicate failure. If synthesis is successful, LearnTableTransform additionally
returns a mapping \( \sigma \) from the made-up column names used in \( \psi_{out} \) to the actual column names used in \( P_T(T_{in}) \).

**Algorithm 2** Table transformation synthesis algorithm.

```plaintext
1: procedure \textsc{LearnTableTransform}(T_{in}, \psi_{out})
2:   \( \psi_{in} \leftarrow (t_0 \subseteq T_{in} \land T_{in} \subseteq t_0) \)
3: while existsNextSketch() do
4:   \( P_0 \leftarrow \text{getNextSketch}() \);
5:   \( W \leftarrow \{ (P_0, \sigma) \mid \sigma \in \text{Mappings}(\text{Cols}(\psi_{out}), \text{Cols}(P_0)) \} \);
6: while \( \neg W.\text{isEmpty}() \) do
7:   \( (P, \sigma) \leftarrow W.\text{next}() \);
8: if \( \text{IsComplete}(P) \) then
9:   if \( P(T_{in}) \models \psi_{out}[\sigma] \) then return \((P, \sigma)\)
10: else continue;
11: \( \phi \leftarrow \text{Analyze}^+(\psi_{in}, P) \land \text{Analyze}^-(\psi_{out}[\sigma], P) \);
12: if \( \text{UNSAT}(\phi) \) then continue
13: \( \square_k \leftarrow \text{chooseHole}(P) \)
14: \( W \leftarrow W \cup \{ (P[\square_k \mapsto v], \sigma') \mid v \in \text{dom}(\square_k), \text{Mappings}(\text{Cols}(\psi_{out}), \text{Cols}(P) \cup \{v\}) \} \)
return \( \perp \)
```

From a high level, the outer loop of Algorithm 2 lazily enumerates program sketches based on the language from Section 2.3.2. In this context, a program sketch \( P \) is a sequence of instructions of the form \( t = op(\square_1, \ldots, \square_n) \) where \( t \) is a program variable, \( op \) is a construct in the table transformation language (e.g., \text{mutate}, \text{join}), and each \( \square_i \) is a hole representing an unknown argument. To obtain a program that is a completion of \( P \), we need to fill each of the holes in the sketch with previously defined program variables or column names from the input table.

In more detail, the algorithm maintains a worklist \( W \) of elements \((P, \sigma)\) where \( P \) is a (partially completed) program sketch and \( \sigma \) is a possible mapping from the made-up column names in \( \psi_{out} \) to actual column names in the output table. In particular, \( \sigma \) maps each column name used in \( \psi_{out} \) to an element in \( \text{Cols}(P) \), where \( \text{Cols}(P) \) includes both the columns used in \( T_{in} \) as well as any additional columns mentioned in \( P \). In each iteration of the inner while loop, the algorithm dequeues (at line 8) a pair \((P, \sigma)\) and checks whether \( P \) is a complete program (i.e., no holes). If this is the case and \( P \) satisfies the specification under mapping \( \sigma \) (line 9), we then return \((P, \sigma)\) as a solution. On the other hand, if \( P \) contains any remaining holes, we perform bidirectional program analysis (line 11) to check if there is any completion of \( P \) that can satisfy the (intermediate) specification \( \psi_{out} \). In particular, line 11 of Algorithm 2 generates a constraint \( \phi \) that is a conjunction of atomic predicates of the form \( e_1 \subseteq^* e_2 \) where \( \subseteq^* \) represents the table inclusion relations defined earlier (\( \subseteq, \bowtie \)), and each \( e_i \) is either a
### Forward Inference

<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi \Rightarrow t \subseteq^* T )</td>
<td>( \phi \downarrow t' = \text{filter}(t, _) : \phi \land (t' \subseteq^* T) )</td>
</tr>
<tr>
<td>( \phi \Rightarrow t \subseteq^* T )</td>
<td>( \phi \downarrow t' = \text{select}(t, _) : \phi \land (t' \subseteq^* T) )</td>
</tr>
<tr>
<td>( \phi \Rightarrow t \subseteq^* T )</td>
<td>( \phi \downarrow t' = \text{mutate}(t, c, op, \bar{c}) )</td>
</tr>
<tr>
<td>( \phi \Rightarrow t \subseteq^* T )</td>
<td>( \phi \downarrow t' = \text{join}(t_1, t_2, _) : \phi \land (t' \subseteq^* T_1 \times T_2) )</td>
</tr>
<tr>
<td>( \phi \Rightarrow t \subseteq^* T )</td>
<td>( \phi \downarrow t' = \text{gather}(t, \bar{c}<em>{id}, \bar{c}</em>\text{target}) )</td>
</tr>
<tr>
<td>( \phi \Rightarrow t \subseteq^* T )</td>
<td>( \phi \downarrow t' = \text{spread}(t, \bar{c}<em>{id}, \bar{c}</em>\text{key}, \bar{c}_\text{val}) )</td>
</tr>
</tbody>
</table>

\[ \forall i \in [1, n]. \phi_{i-1} \downarrow t_i = e_i : \phi_i \]

\( \phi_0 \downarrow \{ t_1 = e_1; \ldots; t_n = e_n \} : \phi_n \) (Chain)

Figure 2.11: Forward inference. Operator \( \subseteq^* \) refers to either \( \subseteq \) or \( \subseteq^\circ \). In cases where the premise of no rule matches, we have an implicit judgment \( \phi \downarrow s : \phi \) to propagate the input constraint.

---

Program variable or a concrete table. If these generated constraints result in a contradiction, there is no sketch completion that is consistent with \( \psi_{\text{out}} \); thus, the algorithm moves on to the next element in the worklist (line 12). On the other hand, if we cannot prove the infeasibility of \( \mathbb{P} \), we pick one of the holes \( \Box_k \) used in the sketch and add a new set of partial programs to the worklist by instantiating that hole with some element in its domain (line 13). The domain of the hole is determined by its type, columns in the input schema for the given statement, and previously defined variables in the partial program. Since hole \( \Box_k \) may have been filled with a new column name \( v \notin \text{Cols}(\mathbb{P}) \), we therefore also update the worklist to consider any new mappings \( \sigma' \) that we have not previously considered.

As is evident from the above discussion, a key part of our table transformation synthesis algorithm is the \( \text{Analyze}^+ \) and \( \text{Analyze}^- \) procedures for performing forward and backward inference to generate table inclusion constraints. These procedures are described in Figure 2.11 and Figure 2.12 using inference rules of the form \( \phi \downarrow s : \phi' \) (for the forward analysis) and \( \phi \uparrow s : \phi' \) (for the backward analysis). The meaning of the judgment \( \phi \downarrow s : \phi' \) is that, assuming \( \phi \) holds before executing statement \( s \), then \( \phi' \) must hold after executing \( s \). Similarly, \( \phi \uparrow s : \phi' \) means that, if \( \phi \) holds after executing \( s \), then \( \phi' \) must hold before \( s \) (i.e., \( \phi' \) is a necessary precondition for \( \phi \) but may not be sufficient to guarantee it). Since the inference rules shown in Figure 2.11 and Figure 2.12 follow from the semantics of the table transformation language, we do not explain them in detail. However, a key design decision is that our analysis on purpose does not compute strongest post-conditions (for the forward analysis) or strongest necessary preconditions (for the backward analysis) in order to ensure that the cost...
of deductive reasoning does not overshadow its benefits. For example, in the reasoning rule for summarize in Figure 2.12, we over-approximate all aggregation functions as uninterpreted functions; thus the inferred pre-condition only requires that input table \( t \) include content from non-aggregated columns (\( T' \)) in the output table \( t' \). While a more precise analysis rule could consider the underlying semantics of different aggregation operators, this kind of reasoning would be prohibitively expensive [193] and outweigh the benefits obtained from better pruning.

For the same reason, our procedure for checking satisfiability of table inclusion constraints (described in Figure 2.13) is also incomplete and intentionally over-approximates satisfiability. Thus, while the unsatisfiability of the generated constraints ensures the infeasibility of a given partially completed sketch, the converse is not true – that is, our deductive reasoning technique may fail to prove infeasibility of a sketch even though no valid completion exists.

\[
\begin{align*}
\phi \Rightarrow T \preceq t' & \quad \phi \Rightarrow T \preceq t' & T' = T[-c_{\text{target}}] \\
\phi \uparrow t' = \text{filter}(t, \_): \phi \land (T \preceq t) & \quad \phi \Rightarrow T \preceq t' & T' = \text{filter}(t, \_): \phi \land (T \preceq t) \\
\phi \Rightarrow T \preceq t' & \quad \phi \Rightarrow T \preceq t' & T' = \text{filter}(t, \_): \phi \land (T \preceq t) \\
\phi \uparrow t' = \text{select}(t, \_): \phi \land (T \preceq t) & \quad \phi \Rightarrow T \preceq t' & T' = T[-c_{\text{target}}] \\
\phi \Rightarrow T \preceq t' & \quad \phi \Rightarrow T \preceq t' & T' = \text{removeDuplicates}(T[e_{\text{id}}]) \\
\phi \uparrow t' = \text{filter}(t, \_): \phi \land (T \preceq t) & \quad \phi \Rightarrow T \preceq t' & T' = T[-c_{\text{target}}] \\
\phi \Rightarrow T \preceq t' & \quad \phi \Rightarrow T \preceq t' & T' = \text{removeDuplicates}(T[e_{\text{id}}]) \\
\phi \uparrow t' = \text{select}(t, \_): \phi \land (T \preceq t) & \quad \phi \Rightarrow T \preceq t' & T' = T[-c_{\text{target}}] \\
\phi \Rightarrow T \preceq t' & \quad \phi \Rightarrow T \preceq t' & T' = \text{removeDuplicates}(T[e_{\text{id}}]) \\
\phi \Rightarrow T \preceq t' & \quad \phi \Rightarrow T \preceq t' & T' = T[-c_{\text{target}}] \\
\phi \Rightarrow T \preceq t' & \quad \phi \Rightarrow T \preceq t' & T' = \text{removeDuplicates}(T[e_{\text{id}}])
\end{align*}
\]

\[
\forall i \in [1, n], \phi_i \uparrow t_i = e_i : \phi_{i-1} \quad \phi_n \uparrow \{t_1 = e_1; \ldots; t_n = e_n\} : \phi_0
\]

(Chain)

Figure 2.12: Backward inference. Operator “\( \preceq^{\ast} \)” refers to either \( \preceq \) or \( \preceq^\ast \), and \textit{RemoveDuplicates} removes duplicate tuples from the input table. As in the forward analysis, we assume an implicit rule \( \phi \uparrow s : \phi \) that applies if none of the other premises are met.

**Properties.** We end this section by describing some salient properties of Algorithm 2 that are important for the soundness and completeness of the end-to-end synthesis approach.

**Property 3** (Forward Analysis). Let \( P \) be a partially completed sketch with argument \( t \) and return parameter \( t' \). Then, if \( t = T_{in} \downarrow P : \phi \) and \( \phi \Rightarrow (t' \preceq \_ T') \), then any completion \( P \) of \( P \) satisfies \( P(T_{in}) \preceq T' \).

By design, our forward analysis rules exploits the fact that many table transformation operators are monotonic over the input. This property essentially captures the correctness
\[ \phi = e_1 \subseteq^* e_2 \land \phi_0 \quad \phi \Rightarrow e_1 \subseteq^* e_2 \] 
\[ \phi \Rightarrow e_1 \subseteq^* e_2 \quad \phi \Rightarrow e_2 \subseteq^* e_3 \quad \phi \Rightarrow e_1 \subseteq e_2 \] 
\[ \phi \Rightarrow e_1 \subseteq e_2 \quad \phi \Rightarrow e_2 \subseteq^* e_3 \] 
\[ \phi \Rightarrow T_1 \subseteq^* T_2 \quad \phi \Rightarrow T_2 \subseteq^* T_1 \] 
\[ \phi \Rightarrow \perp \]

Figure 2.13: Inference rules for checking satisfiability of table inclusion constraints. Operator \( \subseteq^* \) refers to either \( \subseteq \) or \( \subseteq^* \), and metavariable \( e \) refers to either a program variable \( t \) in \( \phi \) or a concrete table \( T \).

of forward inference. In particular, it says that, if we deduce that the output of \( P \) on \( T_{in} \) is a sub-table of \( T' \), then this is true for every completion of \( P \). The following backward property states something similar for the backward analysis:

**Property 4** (Backward Analysis). Let \( \phi \) be a constraint and \( P \) be a partially completed sketch with input parameter \( t \). Then, if \( \phi \uparrow P : \phi' \) and \( \phi' \Rightarrow (T' \subseteq t) \), then for any completion \( \hat{P} \) of \( P \) and any input table \( T \) such that \( \hat{P}(T) \models \phi \), we have \( T' \subseteq \hat{T} \).

Similarly, our backward analysis rules by design conservatively propagate known values from the output to inputs. This property states that any conclusions reached by backward inference apply to all completions of \( P \). Finally, we can state the following property about the correctness of our pruning strategy:

**Property 5** (Pruning Soundness). Given a partially completed sketch \( P \), suppose we have \( \psi \uparrow P : \phi^- \) and \( (t = T_{in}) \downarrow P : \phi^+ \). Let \( P \) be a completion of \( P \) such that \( P(T_{in}) \models \psi \), and let \( \sigma \) be the resulting valuation after executing \( P \) on \( T_{in} \). Then, we have \( \sigma \models \phi^+ \land \phi^- \).

In other words, our pruning technique never rules out completions of \( P \) that actually satisfy the given specification \((T_{in}, \psi)\).

### 2.5 Implementation

We have implemented the proposed technique in a tool called Viser, which is written in Python. Viser takes two inputs, namely the original data source (which can consist of one or more tables) as well as a visual sketch. Currently, Viser requires the visual sketch to be expressed as a visual trace; however, with some additional engineering effort, it would be possible to integrate Viser with visual demonstration interfaces such as Lyra \([152]\) or VisExemplar \([151]\) to automatically generate visual traces from the demonstration.

**Extension to visualization Language.** Viser can generate visual programs in Vega-Lite \([154]\), ggplot2, and a subset of matplotlib. To handle all of these libraries, our implementation
supports a richer visualization DSL than the one given in Figure 2.8. In particular, Viser supports two additional visualization constructs, AreaChart and StackedAreaChart, which provide another mechanism for visualizing quantities that change over time. To support this richer visualization language, we also extend our visual trace language from Figure 2.5 with an element called area. Besides adding new constructors, we also extend existing constructors to take additional attributes as input. For example, the attribute \( a_{\text{shape}} \) allows specifying the shape associated with each point in a scatter plot. Another attribute, \( a_{\text{order}} \), for line charts allows specifying a custom order instead of using the default \( x \)-axis value.

**Extension to table transformation Language.** The table transformation language used in our implementation extends Figure 2.6 with a few additional constructs inspired by commonly used operators in the tidyverse R package. For example, the table transformation DSL in our implementation allows another construct called separate that is commonly used for table reshaping as well as a construct called cumsum for computing cumulative sum for a given column. Our implementation also allows a more expressive version of the mutate construct that supports a broader set of binary computations including arithmetic operations and string concatenation.

**Multi-layered visualizations.** To simplify presentation in the technical section, we assumed that a visual program takes a single table as input. However, in many visualization libraries (e.g., ggplot2), the semantics of the MultiLayer\( (l_1, \ldots, l_n) \) construct is that each different nested visual program \( l_i \) operates on the \( i \)'th input table. To support these richer semantics, our implementation synthesizes multiple different table transformation programs for each layer. To achieve this goal, the inference procedure for visual programs generates \( n \) different intermediate specifications, one for each layer in the visual program, and we use the same table transformation procedure to synthesize \( n \) different programs.

**Ranking.** Following the Occam’s razor principle, Viser explores programs in increasing order of program size up to a fixed bound \( K \). In practice, to leverage the inherent parallelism of our algorithm, Viser uses multiple threads to search for solutions of different sizes and ranks programs according to their size.

### 2.6 Evaluation

In this section, we evaluate the effectiveness of our approach on 83 real world visualization tasks collected from online forums and tutorials for advanced users. The goal of our evaluation is to examine the following research questions:

1. Can Viser solve real-world visualization tasks based on small visual sketches?
2. Does the decomposition of the synthesis task into two sub-problem improve synthesis efficiency?

3. Are there any advantages to using our proposed table transformation algorithm compared to re-using an existing state-of-the-art technique?

2.6.1 Benchmarks

We evaluate Viser on 83 visualization benchmarks, 63 of which are collected from highly-reputed visualization tutorials for Excel and Vega-Lite, and 20 of which are collected from the ggplot2 sub-forum on StackOverflow. To collect these benchmarks, we went through a few hundred visualization examples and retained all tasks that conform to the following criteria:

1. The target visualization is expressible in our language. (> 80% visualizations are expressible in our language, and we discuss the remaining ones in Section 2.6.6.)

2. The example contains the actual input table.

3. The task requires table transformation to generate the intended visualization.

4. There is a way to produce the target visualization based on information in the example.

We have these criteria because (1) tasks that cannot be achieved using our visualization language are out of scope for this work, (2) we need the raw data as an input to our tool, (3) we do not want to evaluate on trivial benchmarks, and (4) we need the target visualization to determine if our tool can produce the correct program.

Among our 83 benchmarks, 40 of them contain subplots or multi-layered charts. Furthermore, for most benchmarks, the original data source consists of a single table whose size ranges from $4 \times 3$ to $3686 \times 9$, with average size $100 \times 10$.

2.6.2 Key Results

To evaluate Viser on these benchmarks, we programmatically generated small visual sketches consisting of 4 randomly sampled visual elements per layer. Specifically, given a

---

4Available at [https://chenglongwang.org/falx-project](https://chenglongwang.org/falx-project)

5[https://sites.google.com/site/e90e50/](https://sites.google.com/site/e90e50/), [https://chandoo.org/wp/category/visualization/](https://chandoo.org/wp/category/visualization/), [https://peltiertech.com/](https://peltiertech.com/)

6[https://vega.github.io/vega-lite/examples/](https://vega.github.io/vega-lite/examples/)
target visualization expressed in our visual trace language, we sampled 4 elements from the corresponding visual trace and used this as our visual sketch. While the number 4 is somewhat arbitrary, we believe that a visual sketch with four elements is small enough that it would not be too onerous for users to construct such a sketch.

Given these randomly generated visual sketches, we evaluated Viser using the following methodology. We fixed a time budget \( t \), and we let Viser explore multiple visualization scripts consistent with the provided sketch within this time budget. Then, for a given value of \( t \), we consider the benchmark to be solved if any of the programs explored by Viser within that time budget generates the intended visualization.

Table 2.1: Experimen Summary.

<table>
<thead>
<tr>
<th>Time budget</th>
<th># solved</th>
</tr>
</thead>
<tbody>
<tr>
<td>1s</td>
<td>26</td>
</tr>
<tr>
<td>10s</td>
<td>49</td>
</tr>
<tr>
<td>60s</td>
<td>62</td>
</tr>
<tr>
<td>600s</td>
<td>70</td>
</tr>
</tbody>
</table>

Table 2.2: The impact of sketch size on ranking.

<table>
<thead>
<tr>
<th># samples</th>
<th>top-1</th>
<th>top-5</th>
<th>top-10</th>
<th>&gt;10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14</td>
<td>29</td>
<td>36</td>
<td>66</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>37</td>
<td>43</td>
<td>68</td>
</tr>
<tr>
<td>3</td>
<td>22</td>
<td>45</td>
<td>53</td>
<td>69</td>
</tr>
<tr>
<td>4</td>
<td>26</td>
<td>49</td>
<td>57</td>
<td>70</td>
</tr>
<tr>
<td>6</td>
<td>31</td>
<td>52</td>
<td>57</td>
<td>70</td>
</tr>
<tr>
<td>8</td>
<td>30</td>
<td>58</td>
<td>63</td>
<td>70</td>
</tr>
</tbody>
</table>

The results of this experiment are summarized in Table 2.1. For a time budget of 600 seconds, Viser is able to solve 70 out of 83 benchmarks (84%). If we reduce the time budget to a minute, then Viser can solve 75% of the benchmarks. Furthermore, 59% of the benchmarks can be solved within 10 seconds, and 31% can be solved within one second.

Table 2.2 explores the same experimental data from a different perspective. Specifically, given a value \( k \), let us consider a benchmark to be "solved" if the desired visualization is one of the first-\( k \) visualizations returned by the tool. As shown in the first row of Table 2.2, among the 70 benchmarks that can be solved within the 600 second time limit, 26 (37%) of them are ranked as the top-1 solution, and 49 (70%) and 57 (81%) are ranked as top-5 and top-10 respectively. Given that a user can quickly look through 10 visualization results and decide if any of them is the desired visualization, we believe these results affirmatively answer our first research question.

In Table 2.2, we also explore the impact of sketch size on synthesis results. Specifically, recall that we generate the visual sketches by randomly sampling \( n \) elements from the target visualization, and, so far, our discussion focused on the results for \( n = 4 \). Table 2.2 shows the ranking of the desired visualization as we increase \( n \) to 6 and 8 and decrease to 1, 2, 3 respectively. For cases with more visual trace samples, since the visual sketch contains more information as we increase \( n \), Viser synthesizes fewer spurious programs and the
ranking of the target visualization improves as a result.\footnote{The reader may notice that \( n = 6 \) does better compared to \( n = 8 \) for the top-1 result; this is caused by the random sampling of visual elements.} This finding indicates that users can incrementally add more visual elements to the output example and gradually refine the synthesis results when the initial top-ranked solutions fail to meet the user’s expectation.

### 2.6.3 Evaluating Impact of Decomposition

As mentioned throughout the paper, a key design choice underlying our technique is to decompose the visualization task by inferring an intermediate specification for each possible visual program. In this section, we aim to evaluate the empirical significance of this decomposition.

To perform this study, we implement a baseline using the following methodology: Similar to Viser, the baseline first infers a visual program \( P_V \) consistent with the sketch as discussed in Section 2.4.2; however, the baseline approach does not generate an intermediate specification. Then, during table transformation synthesis, for every enumerated program \( P_T \), the baseline checks whether \( P_V(P_T(T_{in})) \) is consistent with the visual sketch. In other words, without the intermediate specification, table transformation synthesis in the baseline approach degenerates into enumerative search.

Figure 2.14a compares the performance of Viser against this baseline without decomposition. Here, the \( x \)-axis shows the time budget per benchmark, and the \( y \)-axis shows the percentage of benchmarks that can be solved within the given budget. Furthermore, the solid green line corresponds to Viser, and the dashed blue line corresponds to the

![Figure 2.14: Comparison of Viser against different baselines](image)

(a) Baseline: with no decomposition  
(b) Baseline: Viser-M
baseline without decomposition. As we can see from this figure, having an intermediate specification greatly benefits our synthesis algorithm. In particular, without decomposition, the percentage of benchmarks solved within a 600s (resp. 120s) time-limit drops from 84% (resp. 80%) to 60% (resp. 49%).

2.6.4 Evaluating Table Transformation Algorithm

In this section, we evaluate the impact of using our new table transformation algorithm over an existing technique that addresses the same problem. To perform this evaluation, we use a variant of Viser that we refer to Viser-M that uses Morpheus [58] as its table transformation back-end. However, since the original Morpheus tool is written in C++, we instead use a newer implementation of Morpheus written in Python [117] (by the original Morpheus authors). Furthermore, since Morpheus does not support our table inclusion constraints, we "translate" the generated intermediate specification to Morpheus’ constraint language. In particular, given an intermediate specification \( \phi \), our "translation" infers the strongest formula expressible in Morpheus’ language, which consists of equality and inequality constraints on the number of rows or columns of the output table.

The results of this comparison are presented in Figure 2.14b, which plots the number of benchmarks that can be solved within a given time budget for both Viser and Viser-M. As we can see from this figure, the table transformation synthesizer proposed in this paper yields much better results compared to Morpheus. In particular, within a 600s (resp. 120s) time-limit, Viser-M can solve 69% (resp. 58%) of the benchmarks compared to 84% (resp. 80%) for Viser.

2.6.5 Example Tasks

To give the reader some intuition about the class of tasks that can be automated using Viser, we highlight three representative visualization tasks from our benchmark set.
**Task #1.** Figure 2.15 shows a visualization task involving multiple layers, consisting of a stacked bar chart and a (multi-layered) line chart. The left-hand side of the figure shows the original data source, and right next to it, we show the visual sketch (and its corresponding visual trace) that we use to automate this visualization task. The synthesized visualization script is indicated on both sides of the arrow (visual program on top; table transformation at the bottom). Finally, the right-most part of the figure shows the resulting visualization that is obtained by applying the synthesized script to the input table.

Observe that the synthesized visual program refers to columns such as variable and value that do not exist in the original table and that are introduced by the table transformation program. Further, as discussed in Section 2.5, Viser synthesizes as many table transformation programs as there are layers; thus, we have two separate table transformation programs for this example. The visualization shown on the right is one of the top-2 visualizations produced by Viser for this example.

**Task #2.** Figure 2.16 shows a scenario in which a user has data on corporate profits and wants to generate a so-called "cherry chart". Since most visualization libraries do not have a "cherry chart" primitive, generating this plot requires layering a line chart with a scatter plot. The left half of Figure 2.16 shows the input to Viser, and right half shows the synthesized programs and the corresponding visualization of the entire dataset. As in the previous example, we have multiple table transformation programs, one for each layer, and both the visual program and the table transformation programs refer to a column called value that does not exist in the original table and that is introduced by the gather operation. In this case, the intended visualization shown on the right is top result returned by Viser.

**Task #3.** Figure 2.17 shows a visualization task that requires drawing a so-called "heat map" that visualizes the number of visits to various websites at each hour on different days. In this case, the input data is very large and contains close to 2000 rows. Furthermore, the corresponding data transformation program is quite complex and requires both computation
as well as reshaping. Specifically, the table transformation program computes the total number of website visits for each one-hour time period, which is stored in a column called `sumValue` introduced by `summarize`. The visual program refers to this new `sumValue` column to generate the desired heat map. Given the visual trace shown in Figure 2.17, the intended visualization (on the right) is ranked within the top 20 visualizations, but if we provide a visual sketch with 8 elements instead of 4, then the intended visualization is ranked number one.

### 2.6.6 Discussion of Limitations

As reported in Section 2.6.2, Viser cannot synthesize 13 of the 83 benchmarks within a time limit of 10 minutes. To understand the limitations of Viser in practice, we manually inspected these benchmarks and explain the insights we gained from our examination. Specifically, we highlight two reasons that are responsible for Viser not finding the desired visualization within the given time budget.

- **Size of the input table.** The size of the input table can affect the performance of Viser in two ways. First, the search space covered by the table transformation language grows exponentially as we increase the size of the table. This is because constructs in the table transformation language use names of columns as arguments, and, furthermore, rows can become columns during the reshaping process. Second, the table transformation synthesis engine tracks table inclusion constraints where one size of the inclusion is a concrete table. Thus, the larger the initial input table, the more overhead associated with program analysis.

- **Complex table transformations.** Some tasks in our benchmark suite require very sophisticated table transformations that Viser is unable to explore within the given time budget. For instance, some benchmarks that Viser cannot solve within 10 minutes...
require a combination of relational operations, string manipulation, column-wise
arithmetic computations, and table pivoting.

In addition, recall from Section 2.6.1 that approximately 20% of the visualization tasks
we inspected are not expressible in our visualization language. These benchmarks fall into
roughly three classes: (1) visualizations involving continuous functions, (2) visualizations
that require custom shapes provided by the user (e.g., emoji icons), and (3) visualizations that
cannot be placed in a standard coordinate system, (e.g., tree-maps and parallel coordinates).

2.7 Related Work

In this section, we survey closely related work on data visualization and program synthesis.

Automation for visualization. There has been significant recent interest in (semi-)automating
various types of visualization tasks. These efforts include both visualization recommen-
dation systems as well as visualization exploration tools. Among these, visualization rec-
ommendation systems like Draco [125], CompassQL [208], and ShowMe [112] recommend
top completions of an incomplete visualization program. On the other hand, visualization
exploration tools, such as VisExamplar [151], Visualization-by-Sketching [158], Polaris [175],
and Voyager [209, 210], aim to generate diverse visualizations based on user demonstrations,
which can include graphical sketches, manipulation trajectories, and constraints. All of these
existing systems focus on creating visualizations for a fixed dataset and require the user to
prepare the data for a specific visualization API. In contrast, our approach also handles the
data preparation and wrangling aspect of data visualization and can be viewed as being
more user-friendly in this respect. However, it is worth noting that many of these systems
are complementary to the approach proposed in this paper. For example, our approach can
be used in conjunction with existing systems to rank synthesis results that are consistent
with the demonstration. Furthermore, our approach can work with existing visualization
demonstration interfaces [152, 151] to reduce user effort in creating a visual sketch.

Automating table transformations. Our technique for synthesizing table transformations is
related to several recent techniques for automating data wrangling [77, 192, 58, 57, 218, 182].
Among these, Scythe generates SQL queries from input-output examples and prunes the
search space by grouping partial queries into equivalence classes [192]. The Morpheus
system automates table transformation tasks that arise in R programming and leverages
logical specifications of R library functions to prune the search space using SMT-based
reasoning [58]. Morpheus’s successor, Neo, generalizes this technique to other domains and
further uses logical specifications to learn from failed synthesis attempts [57]. A unifying
theme among all these prior efforts is that the specification is a pair of concrete input and
output tables. In contrast, our specification does not involve a concrete output table but rather a set of table inclusion constraints; furthermore, our approach works with the original (potentially very large) dataset and does not require the user to craft a small representative input table. The large input table assumption is likely to be problematic for systems like Scythe and Morpheus that require evaluating the partial program on the input table. Furthermore, since the output specification is much weaker in our context compared to existing systems, forward reasoning alone is not sufficient to meaningfully prune the search space, as demonstrated in our evaluation.

Program analysis for program synthesis. Given the large search space that must be explored by program synthesizers, a common trick is to perform lightweight program analysis to prune the search space [198, 139, 196, 61]. The particular flavor of program analysis varies between different synthesizers and ranges from domain-specific deduction [61, 196] to abstract interpretation [198] to SMT-based reasoning [57, 139]. Furthermore, some of these techniques leverage program analysis to construct a compact version space [198, 140] while others use it to prune partial programs in enumerative search [57, 196]. Similar to these efforts, we also use program analysis to prove infeasibility of partial programs but with two key differences: First, our analysis is tailored to table transformation programs and infers inclusion constraints between tables. Second, since neither forward nor backward reasoning is sufficient to meaningfully prune the search space on their own, we use bi-directional analysis to improve pruning power without having to resort to heavy-weight semantics motivated by prior work in program analysis [147, 25, 51] and verification [193]. In this respect, our synthesis method is similar to Synquid [139] which uses a form of bidirectional refinement type checking to prune its search space. However, unlike Synquid which requires precise refinement type specifications of components, our method uses lightweight semantics that are tailored specifically for our table transformation DSL. Furthermore, in contrast to Synquid which leverages an SMT solver, our method uses a custom, and deliberatively incomplete, solver for checking satisfiability at low cost.

Compositional program synthesis. As mentioned throughout the paper, our technique decomposes the synthesis task into two separate sub-problems. In this respect, our method is similar to prior efforts on compositional program synthesis [61, 139, 145, 140, 138, 113, 124]. Among these techniques, $\lambda^2$ uses domain knowledge about the DSL constructs to infer input-output examples for sub-expressions whenever feasible [61], FlashMeta (and its variants) use inverse semantics of DSL constructs to propagate examples backwards [140], and Optician [113, 124] decomposes the synthesis process using DNF regular expression outlines. Synquid also tries to decompose the overall specification into sub-goals using a technique referred to as “round-trip type checking” [139]. On a slightly different note,
the technique of Raza et al. [145] also performs synthesis in a compositional way, but it leverages natural language to identify sub-problems and asks the user to provide input-output examples for each auxiliary task. In contrast to all of these techniques, our method decomposes the visualization synthesis task into two sub-problems over different DSLs and uses the inverse semantics of the visualization DSL to infer precise constraints on the input table. The inferred specification is precise in the sense that any table transformation program that satisfies this specification is guaranteed to be a valid solution.

2.8 Summary

In this chapter, we introduced visualization-by-example, a new program synthesis technique for generating visualizations from visual sketches. Given the original raw data and a visual sketch consisting of a few visual elements, our technique can automatically synthesize visualization scripts that yield a visualization consistent with the user’s visual sketch. Our technique decomposes the synthesis problem into two sub-tasks by inferring an intermediate specification in the form of table inclusion constraints. This intermediate specification is then used to guide the synthesis of table transformation programs using a combination of bi-directional program analysis and lightweight inference over table inclusion constraints.

We have implemented the proposed method as a new tool called Viser that allows users to explore different visualizations for the entire data set based on a small visual sketch. Notably, and unlike any other visualization tool, Viser can perform any necessary data wrangling tasks, including reshaping and aggregation. We have evaluated Viser on a benchmark suite consisting of 83 visualization tasks obtained from on-line forums and tutorials. Given a visual sketch consisting of four visual elements and a time budget of 600 seconds, Viser can solve 84% of these tasks. Furthermore, among the 70 tasks that can be solved within the time budget, the desired visualization is ranked within top 5 in 76% of the cases. Beyond showing that Viser can help automate real-world data visualization tasks, our evaluation also confirms the importance of decomposing the synthesis task as well as the necessity of our proposed table transformation synthesizer.

In the near future, we are interested in integrating Viser with visual demonstration interfaces proposed in the visualization literature. Such interfaces can make Viser more user-friendly by providing a graphical user interface that allows users to draw visual sketches rather than write visual traces in a semi-formal language. We also plan to improve the search heuristics underlying Viser so that visualization scripts that generate the intended visualization are more likely to be explored first.
Appendix

2.8.1 Full Visualization Language

In this section, we present definitions of the full visualization language $\mathcal{L_V}$ and the full trace language $\mathcal{L_{\tau}}$ we use in practice for the visualization by example task.

\[
P_V = \text{MultiPlot}(SP, c\text{row}, c\text{col}) \mid SP \\
SP = \text{MultiLayer}(L) \mid L \\
L = \text{Scatter}[mark](c_x, c_y, c_{shape}, c_{color}, c_{size}, c_{text}) \mid \text{Line}(c_x, c_y, c_{width}, c_{order}, c_{color}, c_{detail}) \mid \text{Bar}(c_x, c_{x2}, c_y, c_{y2}, c_{color}, c_{width}) \mid \text{StackedBar}[orient](c_x, c_h, c_{color}, c_{width}) \mid \text{Area}(c_x, c_{x2}, c_y, c_{y2}, c_{color}) \mid \text{StackedArea}[orient](c_x, c_h, c_{color})
\]

\[
c = \text{column} \mid \epsilon \\
mark = \text{point} \mid \text{circle} \mid \text{text} \mid \text{rect} \mid \text{tick} \\
orient = \text{horizontal} \mid \text{vertical}
\]

Figure 2.18: The full visualization language $\mathcal{L_V}$.

Figure 2.18 defines our full visualization language $\mathcal{L_V}$. A visual program $P_V$ either creates a grid of multiple plots using the MultiPlot construct or a single plot $SP$ (where grid index for each subplot is determined by its value in column $c_{col}$ and $c_{row}$). Each plot can in turn consist of multiple layers (indicated by the MultiLayer construct) or a single layer. Each layer is either a scatter plot (Scatter[$mark$], where the parameter $mark$ decides the shape of scatter points), a line chart (Line), a bar chart (Bar), a stacked bar chart (StackedBar), an area chart (Area) or a stacked area chart (StackedArea). The MultiLayer construct in this language is used to compose different kinds of charts in the same plot (e.g., a scatter plot and a line chart), as our visualization language is already rich enough to allow layering the same type of chart within a plot.

Visual traces encode semantics of visualizations. A visual trace, denoted $\tau$, is a set of basic visual elements, i.e., point, line, barH (horizontal bar), barV (vertical bar), or area, together with the attributes of each element (position, size, color, etc.). Figure 2.19 shows the language in which we express visual traces. Here, $e$ denotes a visual element, and $a$ is an attribute of that element:

- **Color attribute:** This attribute, denoted $a_{color}$ specifies the color of a visual element.
- **Position attributes:** Position attributes, such as $a_x$, $a_{x1}$, $a_{y2}$ etc., specify the canvas positions for a visual element. For line, $(a_{x1}, a_{y1})$ and $(a_{x2}, a_{y2})$ specifies the starting and
\[ \tau = \{ e_1, \ldots, e_n \} \]

\[
e = \begin{cases} 
\text{barV}(a_x, a_y, a_{y_1}, a_{y_2}, a_{width}, a_{color}, a_{col}, a_{row}) & \quad \text{(Vertical Bar)} \\
\text{barH}(a_y, a_{x_1}, a_{x_2}, a_{width}, a_{color}, a_{col}, a_{row}) & \quad \text{(Horizontal Bar)} \\
\text{point}(a_x, a_y, a_{shape}, a_{color}, a_{size}, a_{col}, a_{row}) & \\
\text{line}(a_{x_1}, a_{y_1}, a_{x_2}, a_{y_2}, a_{width}, a_{color}, a_{col}, a_{row}) & \\
\text{area}(a_{x_1l}, a_{y_1l}, a_{x_1r}, a_{y_1r}, a_{x_2r}, a_{y_2r}, a_{color}, a_{col}, a_{row}) & 
\end{cases}
\]

\[
\text{mark} = \text{point} \mid \text{circle} \mid \text{text} \mid \text{rect} \mid \text{tick}
\]

Figure 2.19: The full trace language \( L_\tau \), where metavariable \( a \) refers to constants.

the end points of a line segment. For the bar visual element, \( a_{y_1}, a_{y_2} \) specify the start and end \( y \)-coordinates of a (vertical) bar. Similarly, attributes \( a_{x_1l}, a_{y_1l}, a_{x_1r}, a_{y_1r}, a_{x_2r}, a_{y_2r} \) specify \( x, y \) positions of top left / bottom left / top right / bottom right corners of an area element.

- **Size / Shape attributes**: Attributes \( a_{size} \) and \( a_{shape} \) specify the size and the shape variation of a given point element in a scatter plot.

- **Width attribute**: The attribute \( a_{width} \) specifies the width of a given \( \text{barH} / \text{barV} / \text{Line} \) element.

- **Subplot attribute**: Attributes \( a_{col}, a_{row} \) specify the subplot that a given visual element belongs to. For instance, a point with \( a_{col} = 1 \) and \( a_{row} = 2 \) belongs to the subplot located the first column and second row of visualization containing multiple plots.
Part II

SYNTHESIS-POWERED DATABASE QUERYING
Chapter 3

Scythe: Synthesizing Highly Expressive SQL Queries

SQL is the de facto language for manipulating relational data. Though powerful, SQL queries can be difficult to write due to their highly expressive constructs. Using the programming-by-example paradigm to help users write SQL queries presents an attractive proposition, as evidenced by online help forums such as Stack Overflow. However, developing techniques to synthesize SQL queries from input-output (I/O) examples has been difficult due to SQL’s rich set of operators.

In this chapter, we present a scalable and efficient algorithm to synthesize SQL queries from I/O examples. Our key innovation is the development of a language for abstract queries: queries with uninstantiated operators that can express a large space of SQL queries efficiently. Using abstract queries to represent the search space nicely decomposes the synthesis problem into two tasks: (1) searching for abstract queries that can potentially satisfy user examples, and (2) instantiating candidate abstract queries and ranking the results. We implemented the algorithm in a tool, called Scythe, and evaluated it on 193 benchmarks collected from Stack Overflow. Our results showed that Scythe efficiently solved 74% of the benchmarks, most in just a few seconds. Queries synthesized by Scythe range from simple ones involving a single selection to complex ones with six levels of nested queries.

3.1 Introduction

Relational databases serve an important role in modern data management, and SQL remains one of the most commonly used query languages to manipulate relational data. SQL can be used for many basic tasks, such as selecting columns from a table; its rich features also make it useful for solving complex data manipulation tasks, such as computing arg max and joining multiple tables together with aggregates. However, the various operators available in SQL and the many ways that they can be combined to form advanced idioms (e.g., correlated subqueries, unions, nested queries, groupings, various types of joins, etc) make the language difficult to master, as evidenced by over 10,000 Stack Overflow SQL related posts. In fact, many problems are so common among end users that they are grouped with popular tags, such as “greatest-n-per-group,” “argmax,” and “moving-average.”
Though end users find solving these problems to be challenging, they can often specify the problems using input-output (I/O) examples, as observed in many Stack Overflow posts. Given the recent advances in programming-by-example (PBE) systems [71, 163, 77, 98, 102], building a tool that helps users write SQL by soliciting I/O examples from users would alleviate their need to learn complex SQL constructs and idioms.

Prior work [218, 182] has developed automatic synthesizers for SQL queries using I/O examples. However, it handles only a small subset of the language and does not cover a wide range of practical tasks. We observe that the difficulty in developing automatic synthesizer for SQL queries results from several of its unique features. First, the space of SQL queries is huge: many SQL operators (selection, projection, joins, grouping, etc) are parameterized by predicates, and they can be composed with each other. Second, the first-class value in SQL, table, is a type of compound value that is expensive to compute and memoize: tables computed from joins and unions can contain hundreds to thousands scalar values. Third, unlike spreadsheet data transformation languages, whose operators can be decomposed and inferred backwardly from output examples, SQL operators cannot be trivially decomposed and learned in this way. For the example in Figure 3.1, the Join predicates cannot be inferred independently from its nested subqueries as they jointly affect the output table. Thus, it is unclear whether the “divide-and-conquer” synthesis algorithms used in other domains [71, 166, 77, 140] would remain scalable in SQL.

Our key insight to address the above challenges is to develop a new abstraction – the language of abstract queries – to decompose the originally challenging synthesis problem. Abstract queries in this language are syntactically similar to SQL queries except that filter predicates are replaced with *holes* that can be instantiated with any valid predicate. Since operators in abstract queries are no longer parameterized by predicates, the search space of abstract queries is significantly reduced than the original one. Furthermore, the language contains a set of evaluation rules: given an abstract query, the rules evaluate it into a table that over-approximates the results of all queries that can be instantiated from it, allowing us to prune the search space earlier.

With this abstraction, we decompose the SQL synthesis problem into two phases. In the first phase, we search for abstract queries that can potentially be instantiated into SQL queries that satisfy the given I/O examples, and we prune away others based on their evaluation result. Then, in the second phase, we search for proper predicates for each synthesized abstract query to instantiate it into desired SQL queries and return top candidates to the user. To make the predicate search process efficient, we cluster predicates into semantically equivalence classes and encode tables using bit-vectors.

We implemented our algorithm in a PBE tool called *Scythe*. To evaluate *Scythe*, we collected 165 real-world benchmarks from Stack Overflow and 28 benchmarks from previous
work [218]. Results showed that Scythe quickly and precisely solved more than 74% of the benchmarks and 80% out of these solved benchmarks were solved within a few seconds. Our algorithm solved 51 more cases within 600 seconds compared to the enumerative search algorithm [186, 138] and outperformed SQLSynthesizer [218] on their project benchmarks with 4 more cases solved.

In sum, our paper makes the following contributions:

- We present a new approach to decompose the SQL query synthesis problem. Our key innovation is the design of the language of abstract queries and rules to evaluate them. (Section 3.4)

- We describe efficient synthesis algorithms optimized using properties of abstract queries to solve the two subproblems after decomposition, i.e., searching for abstract queries and instantiating them. (Section 3.5)

- We implemented our algorithm in a PBE system Scythe and evaluated it on 193 real-world benchmarks. Results show that Scythe makes substantial improvement compared to the enumerative search algorithm and other prior tools for synthesizing SQL queries. (Section 3.6)

3.2 Overview

We first demonstrate our algorithm with a running example.

Problem Statement. We formalize a user’s query as a triple \((I, T_{\text{out}}, C)\), where \(I = \{T_1, \ldots, T_n\}\) stands for input tables, \(T_{\text{out}}\) stands for the output table, and \(C = \{v_1, \ldots, v_k\}\) stands for a set of predicate constants. We seek to synthesize a query \(q\) such that \(q(I) = T_{\text{out}}\) with the additional constraint that all constants used in predicates in \(q\) must come from \(C\).

Note two special characteristics of our problem formalization that are tailored to relational queries in constrast to PBE systems in other domains [71, 162, 199]. First, we ask users to provide constants that will be used in predicates to make the problem less ambiguous as well as to boost the search efficiency. Based on our study of Stack Overflow questions, we find that users are usually willing to provide such constants along with table examples (e.g., return values that are between dates “12/24” and “12/25”) because failing to provide them would result in a degree of ambiguity that must be resolved in a dialogue with experts.

Second, our problem formulation allows only one I/O example pair \((I, T_{\text{out}})\): the rationale is that users tend to resolve the ambiguities in the provided example by revising the example rather than creating a completely new one, so our algorithm needs to accept only one I/O pair.
Running Example. We combine two Stack Overflow posts into a running example to demonstrate the full features of our algorithm. This example contains two input tables $I = \{T_1, T_2\}$, an output table $T_{\text{out}}$ (as shown below), and constants \{“12/25”, “12/24”, 50\}.

<table>
<thead>
<tr>
<th>$T_1$</th>
<th>$T_2$</th>
<th>$T_{\text{out}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>id</td>
<td>date</td>
<td>uid</td>
</tr>
<tr>
<td>1</td>
<td>12/25</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>11/21</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>12/24</td>
<td>2</td>
</tr>
<tr>
<td>oid</td>
<td>val</td>
<td>c0 c1 c2 c3 c4</td>
</tr>
<tr>
<td>1</td>
<td>30</td>
<td>1 12/25 1 1 30</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>1 10 1 1 30</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>2 10 1 1 30</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>4 12/24 2 2 10</td>
</tr>
</tbody>
</table>

The Solution. Figure 3.1 shows one correct solution. The query contains three steps. It (1) selects the rows in $T_1$ whose date field is “12/25” or “12/24”, (2) groups $T_2$ on oid and calculates the maximum val below 50 for each group, and (3) joins the results computed from steps 1 and 2 using the predicate “uid = oid”. Note the use of the provided constants as part of the selection predicates in this case.

```
Select id, date, uid, oid, maxVal
From (Select * From T1
    Where T1.date = "12/24" Or T1.date = "12/25") As T3
Join (Select oid, Max(val) As maxVal
    From (Select * From T2 Where T2.val < 50) As T4
    Group By oid) As T5
On T3.uid = T5.oid
```

Figure 3.1: A solution for the running example.

The Subset of SQL Used in This Section. To focus on the key ideas without loss of generality, we restrict our synthesis algorithm to consider only a subset of SQL operators: selection, join, and aggregation (Figure 3.2); other features such as projection and union are discussed later in Section 3.3.

3.2.1 Enumerative Search with Equivalence-Class

Before explaining our algorithm, we first discuss the enumerative search approach, which is a class of widely adopted algorithms used to solve many synthesis problems. Such algorithms enumerate all programs in the program space of a given depth limit and retain only those consistent with the provided I/O examples. Previous enumerative synthesizers [138, 3, 186]

\(^1\)http://stackoverflow.com/questions/39761697,
http://stackoverflow.com/questions/14995024
Figure 3.2: A subset of SQL grammar; \( q \) refers to an input table or a nested subquery, \( f \) refers to a predicate, \( \alpha \) refers to an aggregation function, and \( c \) refers to a column name.

Figure 3.3: Equivalence-class based enumerative search algorithm, the subtree (queries in dash boxes) from \( T_1, T_2 \) to \( T_6 \) corresponds to the solution shown in Figure 3.1.

Adopt the concept of equivalence classes to optimize the search process: they group programs into equivalence classes based on their behaviors on the input example to compress the search space. The search then proceeds iteratively: within each stage, the algorithms enumerate all programs in the current search space, group them based on an equivalence metric, and proceed to the next stage. Assume that \( r \) is the average reduction rate from programs to values per stage; the total reduction rate at stage \( d \) is \( r^d \), which makes the algorithms much more scalable than simple enumeration.

Figure 3.3 illustrates how this technique is applied to SQL query synthesis to solve the running example. Queries are grouped into equivalence classes based on their evaluation results on the input example, and each iteration enumerates all queries that can be constructed from these equivalence class representatives using an operator from Figure 3.2. However, when applied to SQL, this algorithm performs inefficiently because grouping queries into equivalence classes cannot effectively compress the search space. There are a number of reasons for this. First, the main complexity of query synthesis comes from the generation of a large number of queries per-stage rather than a large number of stages. For instance, the number of intermediate queries generated at the last stage of Figure 3.3 is 554,856 even if
we only consider the grammar shown in Figure 3.2. More importantly, grouping queries into equivalence classes represented by tables cannot effectively reduce search complexity: since tables are compound values that may contain thousands of cells (e.g., tables evaluated from nested Joins), evaluating queries and memoizing tables during the search process both contribute to large algorithmic overhead.

3.2.2 Our Approach

Our key insight for the challenges is to design a language of abstract queries to break down the synthesis process. Abstract queries resemble SQL queries except that they can contain uninstantiated filter predicates in the form of holes. This language lets us decompose the original synthesis problem into the following two subproblems that can be efficiently solved:

1. Synthesizing all abstract queries that can potentially be instantiated into queries satisfying the given I/O examples and pruning away the rest.

2. Searching for predicates to fill holes in these abstract queries, instantiating them into concrete ones, and determining which ones are consistent with the I/O examples.

We next describe the language of abstract queries and how this decomposition makes the synthesis problem tractable.

The Language of Abstract Queries

The grammar for abstract queries resembles the SQL grammar in Figure 3.2, except that all filter predicates (in Where, Having, On clauses) are replaced with holes “□” (we use ¨q to refer to abstract queries). As in SQL, abstract queries can also be composed (as in the case of Join).

Evaluating abstract queries is similar to evaluating SQL queries. For instance, an abstract Select or Join query is evaluated as a SQL query with its predicate hole replaced with true. We define the formal evaluation rules in Section 3.4. All evaluation rules satisfy the following over-approximation property: assume ¨q is an abstract query; then, for any concrete query q instantiated from ¨q, i.e., with all holes replaced with any syntactically valid predicates, the result of q is contained in the result of ¨q. Thus, any abstract query whose result does not contain the output example will not lead to a valid query and can be pruned.

Problem 1: Searching for Valid Abstract Queries

We first search for abstract queries whose evaluation results contain the output example via enumerative search. Figure 3.4 shows the search process for the running example. The search process is similar to that shown in Figure 3.3, yet with different grammar and evaluation rules. Table ˜T in the figure contains the output example, so that the tree of queries from
Figure 3.4: Searching for candidate abstract queries, where dash line arrows show evaluation of abstract queries. The tree from $\tilde{T}_1$, $\tilde{T}_2$ to $\tilde{T}_6$ corresponds to a candidate abstract query. Note the reduction in the number of tables and queries as compared to Figure 3.3.

input tables to $\tilde{T}_6$ forms a candidate abstract query. All abstract queries that do not contain $T_{\text{out}}$ are removed.

Since abstract queries do not contain filter predicates, far fewer intermediate tables are generated: for the running example, only 105 different intermediate tables (in total 2,710 cells) are generated in the last stage of Figure 3.4 compared to 1,889 tables and 42,680 cells for the search process in Figure 3.3. Furthermore, the over-approximation property prunes as many as 90% of the abstract queries generated in the last stage.

**Problem 2: Predicate Synthesis**

Once candidate abstract queries are identified, we synthesize predicates to instantiate each of them. Specifically, for the running example, we need to find predicates for holes $\square^{a-d}$ (examples shown in Figure 3.5) to instantiate the abstract query to a SQL query whose evaluation result is $T_{\text{out}}$.

Figure 3.5: The abstract query in Figure 3.4 and candidate predicates for each hole.
This search remains highly challenging since: (1) the number of candidate predicates is huge (4,692 syntactically different predicates for $\square^c$ alone, due to the large number of compound predicates built from conjunction/disjunction/negation) and (2) evaluating and memoizing intermediate tables remain expensive. We use two optimizations to address these issues.

**Locally grouping candidate predicates.** First, for each subquery of the given abstract query, we group its candidate predicates into equivalence classes. The idea is that if two candidate predicates behave the same on the evaluation result of a given abstract subquery, their behaviors on the whole abstract query remains identical, no matter how other holes in the query are instantiated. Hence, we need to retain only one such predicate as a representative of the equivalence class.

For example, the two candidate predicates "True" and "maxVal $\leq 50" for $\square^c$ in Figure 3.5 produce the same results when evaluated on $\tilde{T}_5$ in Figure 3.4; hence, only one of them needs to be retained to reduce search complexity. In total, the 4,692 candidate predicates for the hole $\square^c$ in Figure 3.5 are grouped into 21 equivalence classes, with a reduction rate of $200 \times$ compared to direct enumeration.

**Encoding tables using bit-vectors.** Our second optimization encodes intermediate tables using bit-vectors to improve search efficiency. The insight stems from the over-approximation property of evaluating abstract queries. Because of that, when searching for the instantiation of an abstract query $\tilde{q}$, we can use its abstract evaluation result $\tilde{T}$ together with a bit-vector $\beta$ to represent the evaluation result of every instantiation of $\tilde{q}$: the size of $\beta$ is same as the number of rows in $\tilde{T}$, and the $i$-th bit in $\beta$ represents whether the row $i$ in $\tilde{T}$ appears in $T$.

For example, table $T_4$ in Figure 3.3 (evaluated from $q_2$) can be represented using the pair $(\tilde{T}_4, [11101])$ ($\tilde{T}_4$ is the evaluation result of the abstract query $\tilde{q}_2$ in Figure 3.4), since rows 0,1,2,4 of $\tilde{T}_4$ appear in $T_4$. Likewise, $T_{out}$ can be represented as the pair $(\tilde{T}_6, [01000000001])$ as shown in Figure 3.4.

Encoding tables into bit-vectors has two benefits. First, the intermediate results of the predicate search process can be fully represented using bit-vectors to reduce the memoization overhead, since the tables evaluated from abstract queries are shared among many and bit-vectors are cheap to memoize. Second, we can optimize operators on queries into bit-vectors.

---

2 The behavior of a predicate on a table means evaluating the table and the predicate as a simple Select query.

3 To ensure the algorithm’s completeness, for each synthesized candidate query, our algorithm generates all different versions of the query by replacing predicate equivalence class representatives with all predicates in the group.
operators benefiting from this representation; since many bit-vector operators require no
materialization of tables, the computation overhead is also significantly reduced, as we will
show in Section 3.5.2.

With these optimizations, the predicate synthesis algorithm efficiently searches for
instantiations of abstract queries that are consistent with the provided I/O example. These
candidate queries are later ranked and returned to the user.

3.2.3 Ranking and Interaction
Since the provided I/O example often does not completely specify a task, our algorithm
returns multiple candidate queries that are consistent with the example. We use a heuristic
to rank [71, 162] the queries returned from the main synthesis algorithm based on simplicity,
naturalness and constant coverage, as will be discussed in Section 3.5.3. We present top-
ranked queries to the user, who can provide a new example to the system and re-run the
tool if needed.

3.3 The SQL Language
We introduce the definition of tables and briefly review our target language SQL in this
section.

Table. A table is a pair consisting of schema and content (Figure 3.6), where the schema is a
list of name-type pairs and the content is a list of rows. Values we support include typed
scalars or null. Additionally, as we adopt bag-semantics [130] for SQL, where duplicate rows
are allowed in tables, and the equivalence between two tables is defined as bag equivalence,
i.e., two tables are equal iff they mutually contain each other regardless of row ordering.

For readability, we use the notation $T_1 \subseteq T_2$ to represent that all rows in $T_1$ are contained
by $T_2$, and the multiplicity of each row in $T_1$ is smaller or equal than its multiplicity in $T_2$. We
also use $T_1 \cup T_2$ to refer to the union of contents in $T_1$ and $T_2$ (when their schema type are
compatible); the schema of $T_1 \cup T_2$ is the same as $T_1$.

\[
T ::= \text{Table}(\text{schema, content}) \quad \text{(Table)} \\
\text{schema} ::= [c_1 : \tau_1, \ldots, c_m : \tau_m] \quad \text{(Schema)} \\
\text{content} ::= [r_1, \ldots, r_n] \quad \text{(Content)} \\
r ::= [v_1, \ldots, v_m] \quad \text{(Row)} \\
\tau ::= \text{int} | \text{double} | \text{string} | \text{date} | \text{time} \quad \text{(Type)}
\]

Figure 3.6: The definition of tables and auxiliary functions on tables. Metavariable $c$ ranges
over column names and $v$ ranges over values.
\[ q ::= T \mid \text{Proj}(c, q) \mid \text{Dedup}(q) \mid \text{Select}(q, f) \mid \text{Join}(q_1, q_2, f) \mid \text{Union}(q_1, q_2) \]
\[ f ::= \text{True} \mid v \text{binop} v \mid \text{Exists} q \mid \text{IsNull} c \mid f \text{ And } f \mid f \text{ Or } f \mid \text{Not } f \]
\[ v ::= c \mid \text{const} \mid \text{null} \]
\[ \alpha ::= \text{max} \mid \text{min} \mid \text{avg} \mid \text{count} \mid \text{sum} \mid \text{count\_distinct} \mid \text{concat} \]
\[ \text{binop ::= } = \mid > \mid < \mid \leq \mid \geq \mid \neq \]

Figure 3.7: SQL grammar. The metavariable \( T \) ranges over tables, \( c \) ranges over column names, \( \text{const} \) ranges over constant values, and \( \text{name} \) ranges over fresh table names. Bar notation is used to represent repetitive elements.

\[ \tilde{q} ::= T \mid \text{Proj}(\tilde{c}, \tilde{q}) \mid \text{Dedup}(\tilde{q}) \mid \text{Select}(\tilde{q}, \Box) \mid \text{Join}(\tilde{q}_1, \tilde{q}_2, \Box) \mid \text{Union}(\tilde{q}_1, \tilde{q}_2) \]
\[ \alpha ::= \text{max} \mid \text{min} \mid \text{avg} \mid \text{count} \mid \text{sum} \mid \text{count\_distinct} \mid \text{concat} \]

Figure 3.8: The grammar of abstract queries. The symbol “\( \Box \)” refers to an uninstantiated predicate, and the metavariable \( c \) ranges over column names.

SQL.. Figure 3.7 presents the grammar of SQL: a query \( q \) is formed by one of Projection, Dedup, Select, Join, Aggr, LeftJoin, Union or Rename constructors. The constructor \( \text{Aggr}(\tilde{c}, c_t, \alpha, q, f) \) corresponds to the aggregation query “\( \text{select } \tilde{c}, \alpha(c_t) \text{ from } q \text{ group By } \tilde{c} \text{ having } f \)”, the constructor \( \text{Proj}(\tilde{c}, q) \) corresponds to the projection query \( \text{select } c_1, ..., c_n \text{ from } q \), and others can be directly mapped to their concrete forms.

We omit the evaluation rules for SQL in our formal definition due to space limitations. We use the notation \( [q] \) to denote evaluating the query \( q \) into a table.

3.4 The Language of Abstract Queries

The language of abstract queries is key to the decomposition of the query synthesis problem. Figure 3.8 presents its grammar: an abstract query in the language is similar to a concrete SQL query except that filter predicates are replaced by uninstantiated holes (\( \Box \)). Abstract queries and concrete queries have the following instantiation/abstraction relation.

Definition 1. (Instantiation and Abstraction) Given an abstract query \( \tilde{q} \) and a query \( q \), we call \( q \) an instantiation of \( \tilde{q} \), if there exists a substitution \( \phi = \{ \Box_1 \mapsto f_1, ..., \Box_k \mapsto f_k \} \) (where \( k \) is the number of holes in \( \tilde{q} \)), such that substituting holes in \( \tilde{q} \) with \( \phi \) results in \( q \), i.e., \( \tilde{q}/\phi = q \). We also call \( \tilde{q} \) the abstraction of \( q \) (by definition, only one abstraction exists for a query \( q \)).
Evaluation Rules. Figure 3.9 shows evaluation rules for abstract queries, and the over-approximation property for these rules (as presented in Section 3.2.2) is formally defined below (Property 6). These rules are designed to ensure the satisfaction of the over-approximation property:

- Evaluating a table results in the table itself.
- When evaluating an abstract Join or Select query, the result is obtained by evaluating it with the predicate True.
- Given an abstract LeftJoin query, we first compute the evaluation results $T_1$, $T_2$ of its abstract subqueries and then return the union of (1) the left join result of $T_1$, $T_2$ and (2) the left join result of $T_1$ and an empty table whose schema is the same as $T_2$’s. The second part ensures that the over-approximation property is satisfied no matter how $\tilde{q}_2$ is instantiated.
- Given an abstract Aggr query, we first evaluate the inner abstract subquery into a table $T$; we next compute the aggregation result for all tables that are contained by $T$ with Having clause set to True, and we finally union the results. We must consider all possibilities in the rule to ensure the over-approximation property, since the grouping result is dependent to how its abstract subquery is instantiated.
- Evaluation rules for other abstract queries resemble their concrete version, since the over-approximation property propagates automatically from their subqueries.

Complexity and Optimization. We measure the complexity of evaluating an abstract query using the number of SQL operators executed in the evaluation process and the output table’s size. Assume the abstract queries are evaluated on an input table (or input tables) with $r$ rows and $c$ columns. From the rules in Figure 3.9, the worst-case measures for evaluating abstract Aggr queries are both exponential in $r$ since we must compute the aggregation result of all tables contained by the input table and union the results, while the worst-case measures for all other abstract queries are polynomial in $r \times c$. Thus, the bottleneck of evaluating abstract queries lies in evaluating Aggr subqueries in an abstract query.

Fortunately, we can optimize the evaluation rules for abstract Aggr queries formed with many commonly used aggregation functions, including max, min, count and count_distinct to avoid the bottleneck. Since max and min return only existing values from the input tables, the output table size of an abstract Aggr query that uses such aggregates is polynomial to the size of its input table. This property lets us to simplify the evaluation rule into $[\text{Dedup}(T)]$ (where $T$ is the evaluation result of the inner abstract subquery) without violating the over-approximation property. An example is the evaluation of $\tilde{q}_3$ to $\tilde{T}_5$ in Figure 3.4. Similarly, the
\[ \text{eval}(T) = T \quad \text{eval}((\text{Proj}(\bar{c}, \tilde{q}))) = [\text{Proj}(\bar{c}, \text{eval}(\tilde{q}))] \]

\[ \text{eval}((\text{Dedup}(\tilde{q}))) = [\text{Dedup}(\text{eval}(\tilde{q}))] \quad \text{eval}((\text{Select}(\tilde{q}, \Box))) = [\text{Select}(\text{eval}(\tilde{q}), \text{True})] \]

\[ \text{eval}((\text{Join}(\tilde{q}_1, \tilde{q}_2, \Box))) = [\text{Join}(\text{eval}(\tilde{q}_1), \text{eval}(\tilde{q}_2), \text{True})] \]

\[ \text{eval}((\text{Aggr}(\bar{c}, c_t, \alpha, \tilde{q}, \Box))) = [\text{Dedup}(\bigcup_{T \subseteq \text{eval}(\tilde{q})} [\text{Aggr}(\bar{c}, c_t, \alpha, T, \text{True})])] \]

\[ \text{eval}((\text{Union}(\tilde{q}_1, \tilde{q}_2))) = [\text{Union}(\text{eval}(\tilde{q}_1), \text{eval}(\tilde{q}_2))] \]

\[ \text{eval}((\text{LeftJoin}(\tilde{q}_1, \tilde{q}_2, \bar{c} = \bar{c}')) = \text{let } T_1 = \text{eval}(\tilde{q}_1), T_2 = \text{eval}(\tilde{q}_2), T_3 = [\text{Select}(T_2, \text{False})] \text{ in } [\text{LeftJoin}(T_1, T_2, \bar{c} = \bar{c}')] \cup [\text{LeftJoin}(T_1, T_3, \bar{c} = \bar{c}')] \]

\[ \text{eval}((\text{Rename}(\tilde{q}, \text{name}, \bar{c}))) = [\text{Rename}(\text{eval}(\tilde{q}), \text{name}, \bar{c})] \]

Figure 3.9: The evaluation rules for abstract SQL. Notation \([q]\) refers to evaluating a concrete query based on SQL semantics.

only new values produced by \text{count} and \text{count\_distinct} are column counts, and the evaluation rules for abstract queries containing them can likewise be simplified.

\textbf{Property 6. (Over Approximation)} Given an abstract query \(\tilde{q}\) and a query \(q\) instantiated from \(\tilde{q}\), we have \([q] \subseteq \text{eval}(\tilde{q})\).

\textit{Proof Sketch.} By induction on the abstract query constructors, we can prove that every row in any instantiation of the abstract query is contained in its evaluation result. \(\Box\)

\subsection*{3.5 Synthesis Algorithm}

We now introduce our synthesis algorithm (Algorithm 3). Given an example containing input tables \(I\), output table \(T_{out}\), and a set of constants \(C\), the Synthesis algorithm constructs a set of candidate queries within the given time limits. For each \textit{depth}, the algorithm first searches for all abstract queries that can potentially be instantiated into candidate queries (line 5); then, for each synthesized abstract query \(\tilde{q}\), it constructs all of instantiations of \(\tilde{q}\) that are consistent with the I/O example (lines 6,7); finally, the algorithm selects all synthesized queries whose score is beyond a system predefined threshold, and returns candidates to the user after ranking (lines 9,10).
**Algorithm 3** The main synthesis algorithm.

```plaintext
1: procedure Synthesis(I, T\text{out}, C)
2: input: input tables I, output table T\text{out}, constants C
3: output: Queries that are consistent with the input-output examples.
4: \hspace{1em} depth ← 1;
5: while timeout() = false do
6: \hspace{1em} Sq ← ∅;
7: \hspace{2em} \bar{S}q ← SynthesizeAbstractQuery(I, T\text{out}, depth);
8: \hspace{2em} for all \bar{q} ∈ \bar{S}q do
9: \hspace{3em} Sq ← Sq ∪ PredSynthesis(\bar{q}, I, T\text{out}, C);
10: \hspace{2em} candidates ← \{q | q ∈ Sq ∧ Score(q) > threshold\};
11: \hspace{2em} if candidates \neq ∅ then
12: \hspace{3em} return Rank(candidates);
13: \hspace{2em} depth ← depth + 1;
14: return ∅;
```

### 3.5.1 Abstract Query Synthesis

The first part of the algorithm is abstract query synthesis, the goal of which is presented by the completeness condition below.

**Definition 2.** *(Completeness Condition)* Given an example \((I, T\text{out}, C)\) and search depth \(d\), suppose \(S\bar{q}\) is the set of abstract queries returned by the abstract query synthesis algorithm, then for all \(q\) in the query space that are consistent with the input output example whose length is with \(d\), its corresponding abstract query \(\bar{q}\) is contained in \(S\bar{q}\).

Our algorithm achieves this goal with the help of the over-approximation property of the abstract queries: as long as every abstract query whose evaluation result contains \(T\text{out}\) is included in the result, our algorithm will not miss any abstract queries that can potentially be instantiated into queries that are consistent with the I/O example.

The algorithm (Algorithm 4) adopts an enumerative search approach for all abstract queries satisfying this condition: starting from the input tables \(I\) with depth \(d = 1\), the algorithm iteratively (1) enumerates all abstract queries can be constructed from tables in \(S_T\) (by iterating over all query constructors for all tables in \(S_T\)) (line 4), (2) maintains a mapping between the abstract evaluation result of these abstract queries and their syntactical form using the map \(M\) (line 5), and (3) updates the \(S_T\) with newly generated tables (line 6). When the given search depth is reached, on lines 8-9, the algorithm retrieves all tables that fully contains \(T\text{out}\) and decodes them into abstract queries with the help of the mapping \(M\) (by recursively substituting intermediate tables with their corresponding abstract subqueries). At the end of the phase, the algorithm returns a set of abstract queries.
The enumerative search approach can be applied efficiently in this phase since the size of the abstract query space is much smaller than that of the concrete query space, as all predicates are kept as holes. On the other hand, Algorithm 4 has one bottleneck: the number of tables enumerated at each stage is exponential to the maximum column size of input tables since our algorithm enumerates all possible grouping by columns for each aggregation query to ensure completeness. Fortunately, the input examples provided by the user are typically reasonably small and a majority of these abstract queries are immediately pruned in this phase if they cannot be instantiated into candidate queries. As a result, the number of abstract queries sent to the second phase algorithm is sufficiently small to ensure that the overall algorithm runs efficiently.

### Algorithm 4

The abstract query synthesis algorithm; the subroutine EnumOneStepAbstractQuery enumerates all abstract queries that can be directly constructed table(s) in $S_T$.

1. **procedure** SynthesisAbstractQuery($I, T_{out}, depth$)
2. **input**: input output tables ($I, T_{out}$), search depth ($depth$).
3. **output**: all abstract queries constructed from $I$ within depth $depth$, whose evaluation result fully contains $T_{out}$.
4. $d ← 1, S_T ← I, M ← \emptyset$
5. **while** $d ≤ depth$ **do**
6. $S_\tilde{q} ← S_\tilde{q} \cup$ EnumOneStepAbstractQuery($S_T$)
7. $M ← M \cup \{(T, \tilde{q}) | T = eval(\tilde{q}) \land \tilde{q} \in S_\tilde{q}\}$
8. $S_T ← \{T | \tilde{q} \in S_\tilde{q} \land T = eval(\tilde{q})\}$
9. $d ← d + 1$
10. candidates $← \{T | T \in S_T \land T_{out} \subseteq T\}$
11. **return** DecodeToAbstractQuery(candidates, $M$)

### Lemma 1.

Algorithm 2 is complete (Definition 2).

**Proof Sketch.** This condition is guaranteed since (1) if $q$ is a query consistent with the I/O example, its evaluation result contains the output example according to Property 6, and (2) Algorithm 4 searches for every abstract queries whose evaluation result contains $T_{out}$. □

### 3.5.2 Predicate Synthesis

Given an abstract query synthesized by the previous algorithm, the predicate synthesis algorithm synthesizes predicates for the abstract query to instantiate it into candidate queries. We first present a simple (but inefficient) algorithm that can solve this problem (Algorithm 5). First, the simple algorithm searches (with memoization, as in Algorithm 4) for all tables that can be obtained from queries instantiated from the abstract query $\tilde{q}$, by enumerating all predicates that can be filled into the predicate holes (line 1). Then, if the
Figure 3.10: The DFS algorithm searching for all tables that can be evaluated from queries instantiated from an abstract query $\tilde{q}$. $C$ and $I$ refer to constants and input tables from the user. The function EnumAllPreds enumerates all candidate predicates for the given abstract query.

output table is found in the search process, the algorithm generates queries from the output table, according to its memoization result (function GenQuery in line 3). Algorithm 3.10 shows the enumeration rules. The function EnumAllPredicates in the rule enumerates all possible syntactically different filter predicates for Select, Join and Aggr abstract queries, by iterating over all valid predicates defined by the SQL grammar (Figure 3.7).

Algorithm 5 A simple predicate synthesis algorithm.

Though simple, without any optimization, this algorithm is prohibitively expensive to be used in practice due to the challenges that arise from: (1) the large number of filter predicates to be searched, and (2) the expensive process of evaluating and memoizing tables during the search process.\(^4\)

Our algorithm takes advantages of the over-approximation properties of abstract queries to speed up the algorithm by (1) locally grouping predicate candidates into equivalence

\(^4\)Not doing so will make algorithm even less efficient as the number of different programs in the space is several magnitudes more than the number of their evaluation results.
classes for each hole to reduce the number of predicates to be enumerated and (2) encoding intermediate results into bit-vectors to increase search efficiency.

**Predicate Enumeration and Grouping.** Given an abstract query $\bar{q}$ constructed from `Select`, `Join` or `Aggr` that contain a predicate hole, the predicate enumeration algorithm (Algorithm 6) enumerates all filter predicates that can be filled into the hole of $\bar{q}$ (lines 4, 10), groups them into equivalence classes based on their behavior on the evaluation result of $\bar{q}$, (i.e., $\text{eval}(\bar{q})$) (lines 7-8, lines 11-12), and returns the representatives of all predicate groups.

The reason we can group these candidate predicates without losing completeness of the filter behaviors is shown below in Property 7. The key idea is that filter predicates in each equivalence class behaves indistinguishably in all possible instantiations of $\bar{q}$ (no matter how subqueries of $\bar{q}$ are instantiated).

**Property 7.** (Predicate Equivalence) Let $\bar{q}$ be an abstract query formed by one of `Select`, `Join`, `Aggr` constructor with a hole $\Box_0$, $T = \text{eval}(\bar{q})$, and $f_1, f_2$ be two predicate candidates for $\Box_0$ that are equivalent on $T$, i.e., $\llbracket \text{Select}(T, f_1) \rrbracket = \llbracket \text{Select}(T, f_2) \rrbracket$. Then, for any $\phi$, a substitution of holes in subqueries in $\bar{q}$, we have $\llbracket \bar{q}/(\phi \circ \{\Box_0 \mapsto f_1\}) \rrbracket = \llbracket \bar{q}/(\phi \circ \{\Box_0 \mapsto f_2\}) \rrbracket$.

**Proof Sketch.** First, we have $T_0 = \llbracket \bar{q}/(\phi \circ \{\Box_0 \mapsto \text{True}\}) \rrbracket \subseteq T$ according to the over-approximation property of abstract evaluation. Since $f_1, f_2$ are equivalent on $T$, they are also equivalent on any table that is contained by $T$, i.e., they are also equivalent on $T_0$, so that the equation is satisfied. □

With this property, instead of needing to search all predicates from `EnumAllPredicates` as in Algorithm 3.10, we only need to search predicate representatives returned by `EnumAndGroupPred`, which reduces the search space size. Note that when candidate queries are synthesized. We also expand representatives to all predicates in their equivalence classes to obtain different versions of the candidates, which ensures the completeness of syntactically different queries.

**Encoding Tables into Bit-Vectors.** The second optimization is to encode of intermediate results in the search process to avoid the expensive computation and memoization caused by inefficient table representation. Suppose $q$ is a query instantiated from an abstract query $\bar{q}$, $T_0 = \llbracket \bar{q} \rrbracket$ and $T = \text{eval}(\bar{q})$; according to Property 6, we have $T_0 \subseteq T$, so that we can represent $T_0$ as a bit-vector based on $T$. As shown in Figure 3.11, we use a bit-vector $\beta$ of length $\text{rowNum}(T)$ to represent $T_0$: we mark the $i$-th bit $b_i$ as 1, if row $i$ of $T$ is also a row in $T_0$ (the second condition ensures that duplicates are correctly handled). Also, we can decode a bit-vector $\beta$ of length $\text{rowNum}(T)$ into a table together with $T$, and the result is a table that contains only rows whose index bit is marked as ’1’ in $T$.

With this encoding, we reduce the original predicate synthesis problem (Algorithm 5) into a search problem whose intermediate results are bit-vectors, (Algorithm 7): given an
Algorithm 6 Predicate Enumeration Algorithm. The function \texttt{EnumPrimitivePred} enumerates primitive predicates using given values \textit{V} and tables (tables are used for enumerating \textit{Exists} predicates) and the function \texttt{EnumCompoundPred} generates compound predicates (and, or, not) from given predicates.

1: \textbf{procedure} \texttt{EnumAndGroupPred}(\tilde{q}, Const, I)
2: \textbf{input:} an abstract subquery \(\tilde{q}\), constants \textit{Const}, input tables \textit{I}.
3: \textbf{output:} representative predicates.
4: \(T \leftarrow \text{eval}(\tilde{q})\);
5: \(V \leftarrow \text{schema}(T) \cup \textit{Const}\);
6: \textit{primitives} \leftarrow \texttt{EnumPrimitivePred}(V, I);
7: \textit{rep} \leftarrow \emptyset;
8: \textbf{for} \(p \in \textit{primitives} \) \textbf{do}
9: \textbf{if} \(\nexists f \in \textit{rep}.(\text{Select}(T, f) = \text{Select}(T, p))\) \textbf{then}
10: \textit{rep} \leftarrow \textit{rep} \cup \{p\};
11: \textit{compound} \leftarrow \texttt{EnumCompoundPred}(\textit{rep});
12: \textbf{for} \(p \in \textit{compound} \) \textbf{do}
13: \textbf{if} \(\nexists f \in \textit{rep}.(\text{Select}(T, f) = \text{Select}(T, p))\) \textbf{then}
14: \textit{rep} \leftarrow \textit{rep} \cup \{p\}
15: \textbf{return} \textit{rep}

abstract query \(\tilde{q}\), our goal is to search over the space of bit-vectors that encodes instantiations of \(\tilde{q}\) for ones that can be decoded to \(T_{out}\).

Besides making memoization more efficient, this reduction also brings us the opportunity to simplify the computation shown in Algorithm 3.10, since many operators on table can be simplified into operators on bit-vectors that require no materialization of the tables (Figure 3.11). For example, when computing a bit-vector representation of a Join query result, we do not need to instantiate the Cartesian product table; instead, we only need to merge bit-vectors from its subqueries using the bit-wise crossproduct operator shown in Figure 3.11.

Additionally, our algorithm also conducts pruning in the bit-vector decoding process (line 3 of Algorithm 7) using output table \(T_{out}\). Our algorithm precomputes a set \(S\) containing all bit-vectors that encode \(T_{out}\) based on the evaluation result of \(\tilde{q}\); thus, we only need to check whether a bit-vector is in \(S\) to determine whether it leads to a candidate, which avoids the materialization of all tables in the last step.

Algorithm 7 The Predicate Synthesis Algorithm.

1: \textbf{procedure} \texttt{PredSynthesis}(\tilde{q}, I, \(T_{out}\), \textit{Const})
2: \(B \leftarrow \text{BVDFS}(\tilde{q}, I, \textit{Const})\)
3: \(T \leftarrow \text{eval}(\tilde{q})\)
4: \textit{candidates} \leftarrow \{\beta \mid \beta \in B \land \text{Decode}(\beta, T) = T_{out}\}
5: \textbf{return} \texttt{GenQuery(\textit{candidates})}
Encode($T_0, T$) = [$b_1, ..., b_n]_n$ where $n = \text{rowNum}(T)$, $T_0 \subseteq T$

$$b_i = \begin{cases} 1 & \text{if } T[i] \in T_0 \text{ and } \text{occur}(T[i], T[1, ..., i-1]) < \text{occur}(T[i], T_0) \\ 0 & \text{otherwise} \end{cases}$$

Decode([$b_1, ..., b_n]_n, T$) = Table(schema($T$), [$r_i | r_i \in T \land b_i = 1$]) where $n = \text{rowNum}(T)$, $i \in [1, n]$

$[b_1, ..., b_n]_n \& [b'_1, ..., b'_n]_n = [b_1 \& b'_1, ..., b_n \& b'_n]$

$[b_1, ..., b_n]_n ++ [b'_1, ..., b'_m]_m = [b_1, ..., b_n, b'_1, ..., b'_m]$

$[b_1, ..., b_n]_n \times [b'_1, ..., b'_m]_m = [c_{i+m+j} | c_{i+m+j} = b_{i+1} \& b_j]_{m \times n}$ where $i \in [0, n-1], j \in [1, m]$

Figure 3.11: Bit-vector operators, where $\&$ refers to bit-’and’, $++$ refers to list concatenation and $\times$ refers crossproduct operator.

The correctness of the search algorithm is ensured by the property below. The property suggests that given an abstract query $\tilde{q}$, if a table $T$ can be found by the original algorithm, the new algorithm that operates on bit-vectors is also able to find a bit-vector whose decoding result is $T$, so that no table that the original algorithm found is missed after optimization.

**Property 8. (Encoding Soundness)** Given an abstract query $\tilde{q}$, DFS and BVDFS returns the same set of output tables, i.e., $\text{DFS}(\tilde{q}) = \{\text{Decode}(\beta, \tilde{\text{eval}}(\tilde{q})) | \beta \in \text{BVDFS}(\tilde{q})\}$.

**Proof Sketch.** The proof can be achieved by induction on constructors of $\tilde{q}$: for each abstract query constructor, we can prove that for each table $T$ in $\text{DFS}(\tilde{q})$ there exists at least one bit-vector $\beta \in \text{BVDFS}(\tilde{q})$ whose decoding result on $\tilde{\text{eval}}(\tilde{q})$ is $T$. □

At the end of this phase, our algorithm returns all possible instantiations of candidate abstract queries that are consistent with the I/O example. These queries are passed to the ranking and user interaction phase of our algorithm.

We present the main theorem (completeness property) of our synthesis algorithm below.

**Theorem 1. (Completeness)** Given an example $(I, T_{out}, C)$, suppose $q$ is a query consistent with the provided I/O example with subquery depth is $d$; then, given unlimited timeout, Algorithm 3 can find $q$ in the $d$-th iteration.

**Proof Sketch.** This theorem is the direct conclusion of Lemma 4 and Properties 7,8: the former ensures that the abstract query $\tilde{q}$ corresponding to $q$ is included in the result at depth $d$ of Algorithm 4, and the latter two ensure that the two optimizations do not change the result of the predicate enumeration algorithm (Algorithm 5). □
After obtaining candidate queries from the main synthesis algorithm, our system heuristically scores and ranks them before returning them to users. Queries are scored based on the following criteria:

- **Simplicity.** Queries with simpler structures and filter predicates are scored higher than more complex ones. For example, queries with predicates formed by column comparisons are scored higher than those containing compound predicates or predicates formed by Exists. Similarly, queries with fewer nested subqueries are scored higher.

- **Predicate naturalness.** Queries containing more natural predicates are scored higher, e.g., the predicate $T1.id = T2.id$ has a higher score than $T1.id > T2.value$ since equi-join predicates are more commonly seen in practice.

- **Constant coverage.** Queries with a better coverage of constants are scored higher than those that lacks such coverage.

![Figure 3.12: The optimized version of Algorithm 3.10 that searches over bit-vectors instead of tables. (All BVDFS functions are passed with the input table $I$ and constant set $C$, we omitted them in the algorithm for simplicity consideration.)](image-url)
After ranking, our system returns the top candidates to the user. If none of top queries is correct, the user can return our system to refine the result by providing new I/O examples or aggregation functions that the query could use.

In general, crafting a new I/O example from scratch can be costly and ineffective at refining synthesis results. However, in the case of SQL, the new I/O example can be easily created by incrementally modifying the old one. As often observed from Stack Overflow, users typically create new examples by appending new rows or modifying contents of a few table cells in previously provided tables.

While our current ranking model is simple, it can already effectively rank the correct solution among top 5 of the candidates for a relatively large number of real-world benchmarks (see Section 3.6). In addition, our synthesis algorithm is orthogonal to ranking algorithms and interaction models. Hence, it can be integrated with other interaction models [119, 163, 165] to further increase usability. For example, our system can be integrated with Cosette [34, 35], a solver for SQL queries, to further reduce the need to provide further I/O examples: given the top \( k \) synthesized queries, Cosette can be used to compute a distinguishing set of input tables \( S \) such that applying each of the top \( k \) queries on \( S \) yields different query output. Using distinguishing tables, the user only need to choose the correct result that matches the input example to obtain the correct candidate query.

### 3.6 Evaluation

We implemented our algorithm in Java as a system called Scythe. In this section, we report the evaluation of Scythe on a set of 193 real-world benchmarks. The evaluation was performed on a quad-core Intel Core i7 2.67GHz CPU with 4GB memory for the Java VM.

#### 3.6.1 Implementation Optimization

We adopted the following two additional optimizations in our implementation. First, our implementation avoided enumerating semantically equivalent queries, i.e., queries that are equivalent on all possible inputs, as much as possible to increase search efficiency. For example, we avoided enumerating both “`Select T1.a, T2.b From T1 Join T2`” and “`Select T1.a, T2.b From T2 Join T1`” by restricting the order of tables in Join. Second, we performed the grouping of predicates for abstract queries during the first phase (directly when they are enumerated) and made the grouping result sharable among different abstract queries, since different abstract queries may contain same abstract subqueries.

#### 3.6.2 Benchmarks

We collected 193 benchmarks for evaluation, including 165 benchmarks from Stack Overflow and 28 benchmarks from prior work [218]. Each benchmark includes an input-output
example pair and a reference solution (accepted answers on Stack Overflow or solutions provided in [218]). The statistics of benchmarks are shown in Figure 3.13 (for example size) and Figure 3.15 (for feature statistics). Besides, among the 193 benchmarks, there are 61 benchmarks contain constants provided by the user: 44 benchmarks contain exactly 1 constant, 15 benchmarks contain 2 constants, and 2 benchmarks contain 4 constants.

**Stack Overflow.** Our main evaluation benchmarks are the 165 Stack Overflow posts, divided into three groups.

- **Development set (so-dev):** These 57 benchmarks are collected from posts under tags “sql”, “moving-average”, “great-n-per-group” in our development time.

- **Top-voted posts (so-top):** These 57 benchmarks are all top-voted (i.e., vote greater than 30) Stack Overflow posts containing input-output examples and are not marked as “duplicate posts,” featuring most common tasks that end-users have trouble with. In our collection process, we exhaustively went through the search result and picked all posts about SQL programming that contained input-output examples. We excluded posts that were not related to SQL programming (e.g., how to avoid SQL inject attack) or posts about how to write queries to update database (e.g., queries that start with `Set` or `Update`).

- **Recent posts (so-recent):** These 51 benchmarks are all the posts containing input-output examples posted during the 14 day period between 2016-10-09 and 2016-10-23, with additional constraints that the posts should contain an accept answer and they are not marked as duplicate posts. These tasks are more specialized and typically involve more complex features compared against top-voted questions, featuring long-tail end-user SQL problems. The collection process are the same as that for top voted posts.

**ASE’13 Benchmarks.** We obtained an additional 28 benchmarks from SQLSynthesizer [218], containing 5 forum posts and 23 textbook questions.

### 3.6.3 Evaluation Process

We compared Scythe to the implementation of the equivalence-class based enumerative search algorithm described in Section 3.2 (Enum). The same algorithm was used to rank the output in both cases.

---

5With the search term “[sql] is:question score:30.. lastactive:5y.. hasaccepted:yes duplicate:no”.

6With search term “table result [sql] score:0.. is:question created:2016-10-09..2016-10-23 duplicate:no hasaccepted:yes”
Figure 3.13: Benchmark statistics and the number of benchmarks that can be solved by different algorithms given 600 seconds limit. The “Size” column shows the average size of the benchmark examples (the size for a benchmark refers to the number of cells in the input output tables plus the number of provided constants).

<table>
<thead>
<tr>
<th></th>
<th>No.</th>
<th>Size</th>
<th>Scythe</th>
<th>Enum</th>
<th>Zhang.</th>
</tr>
</thead>
<tbody>
<tr>
<td>so-dev</td>
<td>57</td>
<td>31.6</td>
<td>55 (96%)</td>
<td>33 (58%)</td>
<td>-</td>
</tr>
<tr>
<td>so-top</td>
<td>57</td>
<td>24.7</td>
<td>41 (72%)</td>
<td>33 (58%)</td>
<td>-</td>
</tr>
<tr>
<td>so-recent</td>
<td>51</td>
<td>34.6</td>
<td>29 (57%)</td>
<td>18 (35%)</td>
<td>-</td>
</tr>
<tr>
<td>ase13</td>
<td>28</td>
<td>56.8</td>
<td>18 (64%)</td>
<td>8 (29%)</td>
<td>15 (53%)</td>
</tr>
<tr>
<td>total</td>
<td>193</td>
<td>34</td>
<td>143 (74%)</td>
<td>92 (48%)</td>
<td>-</td>
</tr>
</tbody>
</table>

For the ASE’13 benchmark, we also compared our algorithm to SQLSynthesizer [218] based on their paper report. SQLSynthesizer is a PBE system that synthesizes SQL queries using decision trees. Queries in its grammar has a fixed template “\texttt{Select c From T Where p Group By c Having p}”; SQLSynthesizer heuristically enumerates tables (T) to be joined and then adopts a decision tree designed for the template to learn column names and predicates to fill the template.

We ran each benchmark using the different algorithms by feeding the provided input-output example provided by the user, subject to a 600 seconds time limit. If the algorithm terminated within the time limit, we checked the returned candidate queries against the reference solution: we marked the problem “solved” if the reference solution (or a semantically equivalent one determined manually) was among the top 5 returned result. If the algorithm failed to terminate or the correct query was not among top 5, we either 1) manually modified the original example based on the text description shown in the posts and re-evaluated the algorithm on the new example or 2) extracted the aggregation functions from the post and supplied it to the algorithm (if exists) and reran it with only provided aggregation functions. If the algorithm continued to fail after this interaction, we marked the problem as “failed”. The statistics we collected during the evaluation process are reported below.

### 3.6.4 Number of Solved Benchmarks

Figure 3.13 shows the number of benchmarks solved by different algorithms, Figure 3.14 shows the performance comparison between Scythe and Enum, and Figure 3.15 shows the statistics of the queries synthesized by Scythe.

Scythe solved 143 cases within the 600 seconds time limit (114 within 10 seconds). Enum solved 92 cases within the 600 seconds time limit (18 within 10 seconds). Cases that Scythe

---

7We did not compare our algorithm against SQLSynthesizer on the Stack Overflow benchmarks as the tool is not publicly available.
solved but Enum did not are typically those containing higher subquery nesting levels or large example sizes. A comparison between Scythe and Enum on benchmarks that both algorithms solved shows that Scythe is on average $57 \times$ faster (ranging from 7-200 $\times$ faster).

For the ASE’13 benchmark, Scythe solved 3 more cases than SQLSynthesizer since our algorithm supports more operators (Exists, Left Outer Join, and Union). Furthermore, although Scythe searched over a significantly larger space of queries (as it supports more types of subquery nesting, more operators, and have no template restriction in comparison to SQLSynthesizer), it showed no compromise in performance: for the 18 benchmarks that Scythe solved, 12 were solved in 10 seconds, and 6 of them were solved with over 10 seconds but within 120 seconds. In comparison, SQLSynthesizer solved 14 cases within 10 seconds and 1 with 120 seconds.

3.6.5 Algorithm Statistics

We present several statistics of our algorithm to demonstrate how different parts of our algorithm contributes to the overall efficiency improvements.

Abstract Grammar. We measured the effectiveness of the abstract query synthesis algorithm in Scythe (Section 3.5) by measuring (1) the number of intermediate results generated by Scythe compared to Enum, and (2) the search space reduction rate resulted from pruning away abstract queries that were inconsistent with the output.
Figure 3.15: Statistics for the occurrences of advanced SQL in the solutions synthesized by Scythe. Row “Feature(>1)” refer to queries containing more than one of the advanced operators shown above.

<table>
<thead>
<tr>
<th></th>
<th>so-dev</th>
<th>so-top</th>
<th>so-recent</th>
<th>ase13</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Join</td>
<td>40</td>
<td>31</td>
<td>18</td>
<td>10</td>
<td>90</td>
</tr>
<tr>
<td>Aggr</td>
<td>43</td>
<td>39</td>
<td>19</td>
<td>13</td>
<td>113</td>
</tr>
<tr>
<td>Left-Join</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Union</td>
<td>1</td>
<td>0</td>
<td>9</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>Feature(&gt;1)</td>
<td>35</td>
<td>30</td>
<td>18</td>
<td>9</td>
<td>92</td>
</tr>
</tbody>
</table>

For the first question, on the benchmarks that both algorithms can solve, the average number of tables generated by Scythe is 996, while that generated by Enum is on average 7× more (ranging from 1.5-36×). Furthermore, for the 50 cases that only Scythe successfully solved, the average number of intermediate tables is 27,832 (max 471,316), thus the reduction is essential to allow Scythe to find answers to these more complex cases.

For the second question, pruning with abstract grammar reduces the size of search space by a factor of 2145× (ranging from 1.1-169,028×). The reduction rate is typically higher for cases whose output table size is larger or those whose solution contains aggregation subquery.

**Predicate Synthesis.** We measured the effectiveness of the predicate synthesis algorithm (Section 3.5.2) in Scythe by measuring the reduction rate due to enumerating predicates that were in the same equivalence class rather than all syntactically equivalent ones. For each predicate hole in an abstract query, the average reduction rate from candidate predicates to their equivalence classes is 45,179× (ranging from 51-2,170,150×).

### 3.6.6 Effectiveness of Ranking

Next, among the 143 cases that Scythe solved, we need to provide additional input-output examples for 22 cases, specify aggregation functions for 9 cases, and provide both extra information (a second example or aggregation functions) for 3 cases to help Scythe disambiguate consistent queries. For every one of the cases that requires additional input-output examples, the average number of cells added to example (considering cells added to both input and output example) is 7.8 (maximum 17).

Besides, we also found 1 out of the 50 cases that Scythe failed to solve was failed due to our interaction model design limitation, as the query can only be constraint with at least two I/O example pairs at the same time, while our system allows only one I/O pair at a time.
Thus, though imperfect, our ranking algorithm remains effective in finding correct solutions from the large number of candidates.

3.6.7 Failed Cases

We classified the 50 cases that Scythe failed to solve into five categories to summarize the limitations of our algorithm: (1) cases requiring adding other standard SQL features to our grammar [f-exp1], (2) cases requiring additional non-standard SQL features (e.g., arithmetic expressions, date/string transformations, pivoting, window functions or dense ranking) [f-exp2], (3) cases that our language is able to express but failed due to scalability issues (e.g., increasing the level of nested queries) [f-scale], and (4) cases expressible but the corrected answer is unable to be disambiguated even after providing new examples [f-rank].

<table>
<thead>
<tr>
<th></th>
<th>f-exp1</th>
<th>f-exp2</th>
<th>f-scale</th>
<th>f-rank</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>so-dev</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>so-top</td>
<td>0</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>16</td>
</tr>
<tr>
<td>so-recent</td>
<td>0</td>
<td>17</td>
<td>5</td>
<td>0</td>
<td>22</td>
</tr>
<tr>
<td>ase13</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>total</td>
<td>1</td>
<td>33</td>
<td>15</td>
<td>1</td>
<td>50</td>
</tr>
</tbody>
</table>

Figure 3.16: Benchmarks that Scythe fails to solve.

As shown in Figure 3.16, a major fraction of the unsolvable cases (33 cases) are due to non-standard SQL features. Adding support for these specialized features requires that our algorithm work cooperatively with synthesizers from other domains, e.g., arithmetic expression synthesizer [164] or string solvers [95, 71], which we consider as future work.

There are also 15 cases Scythe failed to solve due to scalability. Those cases either require a solution with highly nested subqueries (> 5) or contains large I/O example table size (> 60 cells). They meet the bottleneck of our synthesis algorithm, making the pruning costly and relatively ineffective. We noticed that a majority of them (9 cases) are the textbook questions from the ASE’13 benchmarks, which are designed for teaching purposes and appear rarely in online forums.

We also found 1 failure case caused by the unsupported SQL feature (keyword Limit) and 1 caused by interaction model limitation. Note that although other operators like Except, All do not directly appear in our grammar, they can be reformulated into queries written using the keyword Exists such that they can be expressed using our language.
3.6.8 Threat of Validity

Our main study and evaluation were based on the benchmarks from Stack Overflow, but it is possible that these benchmarks do not represent all practical end-user tasks. In analyzing the ranking effectiveness of Scythe, we measured only the number of cells needed to be added to the original example, not how hard it might be for end-users to provide them. Studying end-user behavior could help us better address this problem.

3.7 Related Work

Programming by Examples. Scythe is inspired by Programming by Example (PBE) applications: users of such systems specify a program using I/O examples, and the system subsequently synthesizes a program consistent with the examples. This approach has been used to synthesize data transformation programs [71,163,166,77,32], data extraction scripts [102], map-reduce programs [1,167], data structure transformations [211] and also SQL queries [218,182,30].

SQLSynthesizer [218] and Query By Output [182] are two PBE systems for SQL queries. Both of them synthesize queries using the decision tree algorithm: the systems come with a set of templates and they complete holes in the template using the decision tree algorithm. Since the decision tree algorithm is limited by the facts that (1) the algorithm needs to build a different decision tree for every query template and (2) the decision tree size for a template is exponential to the number of rows and columns of the I/O example. Thus, neither systems support advanced SQL features like Left Join, Union, Exists and free-form subquery nesting, which is essential in solving real-world problems. In contrast, due to the scalability improvement of our two-phase synthesis algorithm, Scythe supports a wider range of SQL features used in practical settings.

Program Synthesis Algorithms. Inductive program synthesis algorithms [16,3,70] can be roughly classified into the following five categories: (1) enumerative search algorithms [138,136,63,186,103], (2) constraint-solver aided synthesis [181,169], (3) type-directed synthesis [132,62], (4) version space algebra algorithm [100,140,71], and (5) stochastic search [157].

Our synthesis algorithm is most closely related to enumerative search algorithms, which were adopted in Transit [186], Lenses [138], CodeHint [63] and AlphaRegex [103]. The first three systems are optimized using the concept of equivalence-class reduction where intermediate results are grouped together based on their evaluation results so that behaviorally equivalent programs are visited only once. Our algorithm differs from them in our development of abstract queries to decompose the search process, which is essential to solve the challenge of memoizing tables to scale up the synthesis algorithm. Besides, AlphaRegex, an enumerative synthesizer for regular expressions whose pruning strategy resembles the
first phase of our algorithm, enumerates all regular expressions within the search space to find those consistent with user provided examples; it prunes intermediate regex skeletons based on their under/over-approximation to increase scalability. Our first phase algorithm differs in how over-approximations are computed: evaluating query skeletons requires the design of the abstract query language with different evaluation rules, while evaluating regular expression skeletons can be achieved purely using built-in operators.

**Interactive Refinement.** Statistical ranking algorithms [162, 165] and interactive disambiguation interfaces [119, 104] have been proposed to improve PBE system accuracy. Scythe can potentially integrate such techniques to enhance the quality of the synthesized programs.

**Other Related Techniques.** Inductive logic programming (ILP) [126, 48] is an approach adopted by the AI community for learning general logic representations from demonstrations: given $N$ I/O examples together with their logical representations, ILP algorithms learn the set of programs that generalizes all examples using bottom-up searches. However, ILP cannot be directly applied to SQL query synthesis. First, it requires multiple examples to learn a general form. In our case, each task is specified using only one I/O pair, and tables cannot be trivially decomposed into smaller I/O examples for query synthesis (since doing so will likely change the user’s intention). Second, using ILP requires logical representations of each I/O example, and constructing them from I/O examples for SQL is highly non-trivial, as shown by [140].

### 3.8 Summary

In this chapter, we presented a system called Scythe, which efficiently synthesizes SQL queries from I/O examples. The key idea of our approach is the design an abstract language of queries to decompose the original complex synthesis problem into easier-to-solve sub-problems. The evaluation of Scythe on a set of 193 real-world benchmarks shows that it can effectively and efficiently solve real world SQL query synthesis tasks.
Chapter 4

Speeding up Symbolic Reasoning for Relational Queries

The ability to reason about relational queries plays an important role across many types of database applications, such as test data generation, query equivalence checking, and computer-assisted query authoring. Unfortunately, symbolic reasoning about relational queries can be challenging because relational tables are multisets (bags) of tuples, and the underlying languages, such as SQL, can introduce complex computation among tuples. We propose a space refinement algorithm that soundly reduces the space of tables such applications need to consider. The refinement procedure, independent of the specific dataset application, uses the abstract semantics of the query language to exploit the provenance of tuples in the query output to prune the search space. We implemented the refinement algorithm and evaluated it on SQL using three reasoning tasks: bounded query equivalence checking, test generation for applications that manipulate relational data, and concolic testing of database applications. Using real world benchmarks, we show that our refinement algorithm significantly speeds up (up to 100×) the SQL solver when reasoning about a large class of challenging SQL queries, such as those with aggregations.

4.1 Introduction

The relational model [37] is one of the most popular ways to represent data. Under the relational model, data is organized into tables. Each table consists of a bag of tuples that contains multiple attributes and their corresponding values, with all tuples in the same table sharing the same number of attributes. The simplicity of the relational model has led to its widespread adoption among database systems, with numerous commercial and open-source implementations available.

The popularity of the relational model has also led to the development of various development tools and applications that utilize relational databases. Many such applications require reasoning about tables. For instance, one way to determine whether two relational queries, $q_1$ and $q_2$, are semantically equivalent is to check if there exists a table $T$ such that the two queries return different results when evaluated on $T$. Furthermore, database testing tools require the generation of test inputs from the provided query and test conditions
to check whether the query can produce an ill-formed output on some input tables: for example, an application might return an error if a query in the application can return empty results or results containing NULL values when evaluated on a non-empty input employee relation, and these errors can be caught if we have corresponding test inputs.

Obviously, given the large number of possible tables for a database schema, exhaustively enumerating and explicitly storing them in program memory for query reasoning is infeasible. Hence, prior work has focused on reasoning about tables symbolically. For instance, Cosette [35], a query equivalence checker, leverages Satisfiability Modulo Theories (SMT) solvers for bounded equivalence checking. Given two queries $q_1$ and $q_2$, Cosette encodes the outputs of both queries symbolically as an SMT formula and sends the formula to an SMT solver to either: (1) prove that the two formulas are semantically equivalent (and hence the input queries are equivalent), or (2) show that the two queries are inequivalent by finding an input table as the counterexample (i.e., the two queries will return different results when evaluated on it). Similar techniques have been employed in testing frameworks as well [179, 31, 189]: these frameworks aim to generate test inputs from the given query and test conditions. These test conditions can be path conditions from a database application or unit test assertions for output properties that we are interested in.

While representing tables symbolically indeed allows such tools to reason about different database applications that arise in practice, we believe a substantial opportunity remains for further improvement. To our knowledge, none of such relational query reasoning tools leverage the properties of tables or the domain-specific aspects of relational query languages. An example property is the independence between groups in a query with Group By: in these queries, tuples are partitioned into different groups according to the value of the grouping keys, and different groups are reduced into single tuples independent of each other. As a result, without exploiting such properties, many existing tools explore an unnecessarily large number of tables during execution. As we will show, this significantly hampers such tools’ ability to analyze more complex real-world database applications.

In this chapter, we describe a way to systematically identify and exploit properties of tables and the SQL query language for relational query reasoning.\footnote{While we focus on SQL in this thesis given its popularity, we believe the techniques can be applicable to other relational query languages as well.} Specifically, we focus on scaling up SQL reasoning tasks aimed at finding input tables $T_I$ for a given query $q$ (or multiple queries) such that the output table $T_O$ satisfies a property expressible using a subset of first-order logic with a single existential quantifier: $\exists t_O \in T. \psi(t_O, T_O)$ (i.e., there exists a tuple $t_O$ in the output table $T_O$ satisfying the property $\psi$). As we will discuss in Section 4.2, while this subset does not include properties such as “the output table has exact size 5,” it nonetheless allows us to check for properties such as the following: (1) “the output table
contains a tuple with multiplicity greater than zero” (under bag semantics, multiplicity of a tuple if the number of times it appears in the table), which arise in many situations in the unit test generation task for database applications [189]; (2) “the output table does not contain any attribute with value equals to NULL,” which is useful for query optimization; and (3) “queries $q_1$ and $q_2$ outputs contain the same tuple $t$ but with different multiplicities,” meaning that the two queries are semantically different [24].

To determine the validity of such properties, our key idea is to *backwardly* compute the *provenance* of tuples, i.e., the lineage of how a given tuple is derived from the input tables, using the abstract semantics of SQL to refine the space of input tables that symbolic reasoning tools need to consider. We next present two motivating examples to demonstrate our insights.

**Motivating Example 1.** We first show a simple example in the context of unit test generation [189]. In this task, given the following query $q$ parameterized with $@x$, we aim to either find an input table $\text{Bonus}$ such that the output of $q$ is non-empty for a given concrete parameter, or prove that no such input table exists. If such input exists for the given parameter, the input table, the parameter, and the query can be combined as a unit test for the database.

```sql
-- q
Select job, sal
From Bonus
Where sal <= @x And sal > 2;
```

![Table Examples](image)

**Figure 4.1:** Given the query $q$, whether $q$ would produce a non-empty output when applied to $\text{Bonus}_1$ is subsumed by whether $q$ produces non-empty outputs when evaluated on $\text{Bonus}_1$ and $\text{Bonus}_2$.

---

*Figure 4.1* shows a concrete example. The query $q$ (parameterized with $@x$) filters tuples in table $\text{Bonus}$ using the condition “$\text{sal} > 2$ And $\text{sal} <= @x$”. Assuming that the number of tuples considered by the query solver is bounded to $k$, the solver would encode the search space consisting of all tables with at most $k$ tuples as a symbolic table and search for desirable assignments for all $2k$ attributes in the table, say by invoking an SMT solver.

However, we actually do not need to consider the full space of all tables with at most $k$ tuples to search for the desirable table. Instead, given that the query $q$ contains only one filter operation, we only need to consider the space of all tables with exactly one tuple (note that the tuple may appear multiple times in the table due to bag semantics). This is true because the query $q$ does not introduce interactions among different tuples during computation, i.e., whether a tuple $t$ in the input table would be included in the output does not depend
on whether another tuple \( t' \) would be included or not. In other words, the provenance of an output tuple (a tuple in the output table) with \( \text{job}=j_1 \) and \( \text{sal}=s_1 \) is exactly those tuples in the input table with \( \text{job} \) and \( \text{sal} \) equal \( j_1 \) and \( s_1 \) respectively, but not any other tuples.

To leverage the provenance of tuples, observe that if we have already examined in the table search space that neither \text{Bonus}_1 nor \text{Bonus}_2 in Figure 4.1 is an input table that satisfies the test condition for the given \( @x \) (e.g., when \( @x=4 \)), we don’t need to check \text{Bonus}_3. Meanwhile, if query \( q \) returns a non-empty output when applied to \text{Bonus}_3, then at least one of \text{Bonus}_1 or \text{Bonus}_2 would be a desirable input when searching in the space of all tables containing only one unique tuple. For example, if \( @x=10 \), \text{Bonus}_1 is a valid unit test input, then smaller input tables such as \text{Bonus}_2 and \text{Bonus}_3 are valid test inputs as well.

Given this insight, we need to consider only tables containing \( k \) tuples where all tuples share the same \( \text{job} \) and \( \text{sal} \) values. The SQL solver only needs to find one concrete value for each field, rather than \( 2^k \) different values for both fields in the table. As we will show in Section 4.6, this reduction dramatically accelerates the test generation process, especially when the bound \( k \) is large.

**Motivating Example 2.** For bounded verification [34] or query disambiguation [24], the goal is either to prove the equivalence of two queries, \( q_1 \) and \( q_2 \), within a bounded space (i.e., \( q_1 \) and \( q_2 \) always return the same output when applied to the same set of input tables in the space), or to construct input tables that distinguish \( q_1 \) from \( q_2 \) (i.e., \( q_1 \) and \( q_2 \) return different results when evaluated on the same constructed distinguishing input tables).

Figure 4.2 shows two semantically equivalent queries, \( q_1 \) and \( q_3 \), and query \( q_2 \), which is inequivalent to them. Query \( q_1 \) first filters the input table \text{Bonus} by \( \text{sal} > 5 \), then groups the result by \( \text{job} \) and \( \text{dept} \) to calculate the maximum \( \text{sal} \) for each group, and finally keeps only the groups with \( \text{job} \) values less than 10. Query \( q_3 \) differs from \( q_1 \) only in its order of evaluating the filter predicate \( \text{job} < 10 \) and grouping. Since the predicate refers to only columns appeared in the Group-By clause (i.e., \( \text{job} \)), \( q_1 \) and \( q_3 \) are equivalent. Query \( q_2 \) is semantically different from them since it groups tuples only by \( \text{job} \), not by both \( \text{job} \) and \( \text{dept} \).

To check the equivalence between queries \( q_1, q_3 \) within the bounded space of all tables with at most \( k \) tuples, the solver first encodes the search space as a symbolic table and queries the underlying SMT solver to check whether \( q_1 \) and \( q_3 \) always produce the same output when applied to the symbolic input. In this example, the SQL solver faces the challenge to reason about grouping and aggregation: it needs to consider all \( 2^k \) possibilities of groups in both queries (or \( 2^k \) number of possibilities to partition the input table according to the grouping keys). Verification time increases exponentially as the bound increases.
-- q1
Select job, dept, 
Sum(sal)
From Bonus
Where sal > 5
Group By job, dept
Having job < 10;

-- q2
Select job, Max(dept), 
Sum(sal)
From Bonus
Where sal > 5
Group By job
Having job < 10;

-- q3
Select job, dept, 
Sum(sal)
From Bonus
Where sal > 5
Group By job
Having job < 10;

Figure 4.2: Three queries with the relation $q_1 \equiv q_3 \not\equiv q_2$. Query $q_3$ differs from $q_1$ only by evaluating the filter $job < 10$ before grouping. Since the predicate $job < 10$ only refers to columns appeared in the Group By clause, this transformation is semantics preserving. $q_2$ is semantically different from $q_1$ since it groups tuples only by $job$ but not both $job$ and $dept$.

Fortunately, we can also refine the search space in a way similar to that in the first case, after realizing that both queries do not introduce interplay among different $(job, dept)$ groups during evaluation: different groups are aggregated independent of each other. In other words, each output tuple depends only on tuples in the input table belonging to the same $(job, dept)$ group: the provenance of tuple $(job_1, dept_1, sumSal_1)$ are tuples in the input table satisfying $job = job_1$ and $dept = dept_1$.

Thus, we can restrict the search space to just tables with one $(job, dept)$ group and restrict all tuples to satisfy $job < 10$ and $sal > 5$ (since no other tuples would pass through the filter to the output). The key insight behind this refinement process is this: assuming there exists an input table Bonus$_1$ such that $q_1$ and $q_3$ return different outputs $T_{out1}$ and $T_{out2}$ when applied to it, then there must be a tuple $t$ whose multiplicity in $T_{out1}$ differs from its multiplicity in $T_{out2}$. Then, we can also construct another input table Bonus$_2$, one that contains only tuples in Bonus$_1$ whose job and dept are the same as those in the tuple $t$, to reproduce the difference between $q_1$ and $q_3$. Apparently, since Bonus$_2$ contains just one $(job, dept)$ group, it is included in the refined search space. On the other hand, if we prove that the two queries are equivalent in the refined search space, we also prove their equivalence in the original search space.

Similarly, to find a distinguishing input that distinguishes $q_2$ from $q_1$ in Figure 4.3, we can refine the search space in a similar fashion. Note that while $q_2$ could introduce interplay among tuples belonging to different $(job, dept)$ groups since it groups only by $job$ key (unlike $q_1$ and $q_3$), $q_2$ will not introduce interplay among tuples belonging to different job groups during evaluation (i.e., tuples in the input table belonging to different job groups won’t be aggregated to the same tuple in the output). Thus, although we cannot restrict the new search space to tables with only one $(job, dept)$ group, we can restrict it to tables consisting of tuples within one job group that satisfy $job < 10$, $sal > 5$. For example, Bonus$_1$
is a distinguishing input that distinguishes $q_1$ from $q_2$, as they both produce different results for tuples whose $\text{job} = 2$. Meanwhile, the other table Bonus$_2$ from the refined search space can also reproduce the difference between $q_1$ and $q_2$ based on their difference in multiplicities of tuples in the group with $\text{job}$ equals 2. In fact, tuples in Bonus$_2$ are provenance tuples collected from Bonus$_1$ for the distinguishing output tuple $(2, 2, 8)$, which explains why Bonus$_2$ can reproduce the difference in multiplicities of $(2, 2, 8)$ in both query outputs, as does Bonus$_1$.

Since the refined search space no longer contains a table with multiple $\text{job}$ groups for the solver to consider, the solver avoids the exponential encoding of the search space with respect to the $\text{job}$ column, which provides a speedup in solving the problem.

**Our approach.** As mentioned above, in this paper we introduce a systematic approach for identifying and utilizing provenance information to refine the search space to scale up symbolic SQL reasoning. The key insight of our search space refinement algorithm is that we can perform a symbolic provenance analysis of the input queries to identify which tuples in the symbolic table alone are sufficient to prove or disprove the verification condition. Throughout this analysis, we construct a predicate $\phi$ that describes which tuples of an input table $T$ are responsible for data generation or bounded verification.

We then use the provenance predicate $\phi$ to refine the original search space $S$ into a new search space $S'$ that is equivalent to $S$ in terms of the verification condition: if there exists an input table $T \in S$ satisfying the verification condition for the given queries, then there exists an input table $T' \in S'$ that also satisfies the verification condition.

In particular, our provenance analysis uses only the abstract semantics of SQL to maintain efficiency, because computing the strongest provenance predicate for given queries requires full symbolic reasoning of the queries that can be as difficult as solving the reasoning task itself [21]. For example, we over-approximate all aggregation functions as uninterpreted
functions, so that the provenance tuples of tuple $t_O$ (a tuple in the output table) are all tuples in the input table belonging to the same group as $t_O$ (but in reality, certain aggregation functions like $\text{max}$ depend only on the tuple in the input with the largest value). As we will show in Section 3.5, such abstraction introduces a sound over-approximation of the query semantics that can be used to efficiently and soundly prune the search space for symbolic SQL reasoning. In the future, we could potentially redesign different abstractions to discover better trade-offs between analysis overhead and pruning effectiveness.

Furthermore, our space refinement process relies only on the semantics of the input queries but not the underlying symbolic reasoning tool’s design and implementation, which allows it to be applied to speed up different symbolic SQL reasoning tools [189, 34, 160].

We evaluated the space refinement algorithm for three symbolic SQL reasoning scenarios: bounded verification (as utilized in verifying query rewriting rules), distinguishing input generation (for query disambiguation), and unit test generation (for testing frameworks). Using 61 real-world benchmarks, we compare the performance of SQL solvers using the search space with and without refinement. Results show that our refinement algorithm effectively speeds up the reasoning of a large class of queries used in real-world applications.

In sum, this paper makes the following contributions:

- We devised a new way to utilize tuple provenance to identify tables that are equivalent to each other with respect to the reasoning process of the given relational queries.
- We designed a space refinement algorithm that utilizes the provenance property to soundly prune the space of tables that need to be explored.
- We implemented our space refinement algorithm and evaluated it on various tools that apply symbolic reasoning to reason about relational queries. Results show that our search space refinement algorithm can effectively improve symbolic reasoning for SQL across different usage scenarios, and speeds up to $100 \times$ SQL solver reasoning for complex queries with aggregation.

We next review symbolic SQL reasoning (Section 4.2), describe our approach with a query equivalence checking example (Section 4.3), then formally introduce our space refinement algorithm (Section 4.4, Section 4.5), and finally evaluate our algorithm in the context of SQL equivalence checking and test generation (Section 4.6).

### 4.2 Problem Definition

We start out by briefly reviewing backgrounds in symbolic SQL reasoning and defining the space refinement problem.
**Table and SQL.** Table is the first class value in SQL consisting of a schema and a bag of tuples [130]. A table schema defines the number of columns and the type of each column. A tuple $t$ is a list of values with the same size as the schema. In our paper, we use $[T]t$ to denote computing the multiplicity of $t$ in table $T$: if $t$ is in $T$, it returns the number of times $t$ appears; otherwise, it returns 0. SQL queries are functions over tables, and we use $[q(T)]$ to represent evaluating $q$ against a list of input tables $T$ (the result $[q(T)]$ is a table $T_{out}$).

Under bag semantics, two tables are equal if and only if every tuple in them has the same multiplicities. Formally, table equality can be defined as $T_1 = T_2 \iff \forall t.[T_1]t = [T_2]t$. Two queries $q_1, q_2$ are equivalent if and only if evaluating them returns the same results for all possible input tables that are compatible with the schema. This equivalence relation can be defined as $q_1 \equiv q_2 \iff \forall T. [q_1(T)] = [q_2(T)]$.

**Symbolic SQL Reasoning.** We focus on SQL reasoning tasks in the form of finding input tables $T_{in}$ for a given query $q$ (or queries $q_1, q_2$) such that the output table $[q(T_{in})]$ satisfies a property in the form of $\Psi(T_{out}) = \exists t_0. \psi(t_0, T_{out})$, where the only use of $T_{out}$ in $\psi$ is to check multiplicity of $t_0$ (i.e., used as $[T_{out}]t_0$). This problem is solved by finding the satisfiability problem of $\exists T_{in}. \Psi([q(T_{in})])$ using the formula $\Psi$ above.

- This formula restriction prevents us from reasoning about properties like “the output table $T_{out}$ has exactly 5 tuples” where $\Psi(T_{out}) = ([T_{out}] = 5)$, or “every tuple in $T_{out}$ has the same multiplicity” where $\Psi(T_{out}) = \exists m \forall t_0 \in T_{out}. ([T_{out}]t_0 = m)$.

- On the other hand, we can still use the formula $\Psi$ to express many practical reasoning tasks. For unit test generation, the property $\Psi(T_{out}) = \exists t_0. [T_{out}]t > 0$ (there exists a tuple in the output table with multiplicity $> 0$). For equivalence checking, the property $\Psi(T_{out1}, T_{out2}) = \exists t_0. ([T_{out1}]t_0 \neq [T_{out2}]t_0)$, i.e., exists a tuple $t_0$ has different multiplicities in two query outputs.

As we will show later, our algorithm exploits the fact the we only need to find one $t_0$ that satisfies the property $\psi$ to witness the satisfaction of the property $\Psi$ to conduct search space refinement.

**Search Space Refinement.** We define the search space refinement problem as follows. Given a query $q$ (or queries $q_1, q_2$), a property $\Psi(T_{out})$ and a search space $S$ of input tables, we want to find a new search space $S'$ such that $S'$ is equivalent to $S$: i.e., if there exists $T_{in} \in S$ s.t. $\Psi([q(T_{in})])$ holds, then there exists $T_{in}' \in S'$ that also satisfies the property $\Psi$. Our goal is to construct $S'$ such that $S'$ is smaller than $S$ and can be explored faster by the SQL solver.

---

2 There are other semantics of SQL, e.g., set semantics, but bag semantics is the most commonly implemented in modern commercial database systems.
In the rest of this chapter, we explain our approach using the query equivalence checking problem (i.e., checking whether two queries \( q_1 \) and \( q_2 \) are semantically equivalent within some given space \( S \)) as an illustrative example of reasoning tasks of the form \( \Psi(T_{\text{out}}) = \exists t_{O}: \psi(t_{O}, T_{\text{out}}) \). Given two queries \( q_1 \) and \( q_2 \), we call \( T_{\text{in}} \) a counterexample if \( \llbracket q_1(T_{\text{in}}) \rrbracket \neq \llbracket q_1(T_{\text{in}}) \rrbracket \). If \( q_1 \) and \( q_2 \) are semantically inequivalent, then there must exist at least one tuple \( t \) such that \( \llbracket q_1(T_{\text{in}}) \rrbracket t \neq \llbracket q_2(T_{\text{in}}) \rrbracket \) (i.e., its multiplicity differs in the outputs of \( q_1 \) and \( q_2 \)). We call such \( t \) a distinguishing output tuple that demonstrates the semantic difference between the two queries.

4.3 Overview

We now use a concrete example for query equivalence checking to walk through our space refinement algorithm. As shown in Figure 4.4, our space refinement algorithm takes as input two queries \( q_1, q_2 \) and a search space \( S \), and it outputs the search space after refinement \( S' \) that is equivalent to \( S \) for the purpose of checking \( q_1 \) and \( q_2 \).

![Figure 4.4: The search space refinement algorithm (dotted box). The algorithm takes as input a query \( q \) (or two queries \( q_1, q_2 \)) and a space of tables \( S \) for space refinement. It outputs a refined search space \( S' \) that is equivalent to \( S \). \( S' \) can be used in bounded verificiation or test data generation. Internally, the predicate \( \Phi \) is computed using backward provenance analysis of the given query using a symbolic output tuple \( t_{O} = (a_1, ..., a_n) \). The predicate is then used by the space refinement module to refine \( S \) into \( S' \).](image)

To compute \( S' \), our algorithm contains the following two main modules:

- **(Provenance Analysis)** The provenance analysis process derives a predicate \( \phi \) from the queries \( q_1, q_2 \) that describes a condition such that if two tables in the search space \( S \) satisfy it, they would be equivalent with respect to finding an distinguishing output tuple \( t_{O} \). The predicate \( \phi \) is computed by combining the provenance predicate \( \phi_1 \) for \( t_{O} \) in \( q_1 \) (\( \phi_1 \) determines which tuples in the input table \( T \) contribute to the multiplicity of the output tuple \( t_{O} \)) and the provenance predicate \( \phi_2 \) for \( t_{O} \) in \( q_2 \).
• (Space Refinement) Using the provenance predicate $\phi$, we construct a refinement predicate $\Phi$ describing what properties a table $T$ need to satisfy to refine the search space and then use it to construct the refined search space $S'$ from $S$.

Example. We reuse the equivalence checking example between $q_1$ and $q_2$ shown in Figure 4.2 to demonstrate the space refinement algorithm. Given the queries $q_1$ and $q_2$ in Figure 4.2 and a search space $S$, our goal is to determine whether $q_1$ and $q_2$ are equivalent within $S$. As mentioned in Section 4.1, since the two queries use different grouping keys, they are inequivalent, and our goal is to find a counterexample for them. An counterexample is shown in Figure 4.3. Note that both queries operate on input tables with schema Bonus(job, dept, sal).

4.3.1 Provenance Analysis

As shown in Figure 4.4, the first step is to perform a provenance analysis to determine which tuples in $T$ contribute to the multiplicity of $t_O$ in the outputs of $q_1$ and $q_2$ ($[q_1(T)]$ and $[q_2(T)]$). We start out by analyzing the provenance of $t_O$ with regard to $q_1$.

We first convert the query into the sequential expressions shown in Figure 4.5 (left), where $q_1$ is computed from its subexpression $q_{11}$, $q_{11}$ is computed from $q_{12}$, and $q_{12}$ is directly computed from input table $T$. The operator $\text{Select}(q, f)$ represents filtering the result of $q$ using the predicate $f$ (for Having and Where) and Aggr represents the SQL operator Group By. The key idea behind provenance analysis process is as follows: given an expression $q = \text{op}(q')$ where $q'$ is a subexpression of $q$, the key is to determine which tuples in $[q'(T)]$ are sufficient to determine the multiplicities of (or, “contribute to”) the tuples in $[q(T)]$ that we are interested in. The goal is to “propagate” the deduced provenance relation from the outermost query (e.g., $q_1$) to the input table $T$, and subsequently to represent the provenance information as a predicate over tuples. The concrete analysis process is as follows:

• (Step 1). We start the analysis process by analyzing which tuples in $[q_1(T)]$ contribute to the multiplicity of the output tuple $t_O$. Obviously, such tuples should have the same values for each attribute as $t_O$, and they can be represented as all tuples in $[q(T)]$ satisfying the predicate $\phi_{10}(t) = (t.\text{job} = t_O.\text{job} \land t.\text{dept} = t_O.\text{dept} \land t.\text{sum} = t_O.\text{sum})$ ($t.c$ stands for referencing column $c$ in $t$). We denote these tuples as $[q(T)]^{\phi_{10}}$.

• (Step 2). For the expression $q_1 = \text{Select}(q_{11}, \text{job} < 10)$, we analyze which tuples in the subexpression result $[q_{11}(T)]$ determine multiplicities of tuples in $[q(T)]^{\phi_{10}}$. Since the latter determines the multiplicity of $t_O$ in $[q_1(T)]$, we can use this analysis result to propagate the provenance information one level back. Since $q_1$ contains the filter predicate $\text{job} < 10$, only tuples in $[q_{11}(T)]$ and satisfying both $\phi_{10}(t)$ and $\text{job} < 10$ would contribute
The decomposition of $q_1$

<table>
<thead>
<tr>
<th>Analysis steps</th>
<th>Provenance predicates</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) initialize</td>
<td>$\phi_{10}(t) = (t.\text{job} = t_O.\text{job} \land t.\text{dept} = t_O.\text{dept} \land t.\text{sum} = t_O.\text{sum})$</td>
</tr>
<tr>
<td>$q_1 \rightarrow q_1$</td>
<td>$\phi_{11}(t) = (t.\text{job} = t_O.\text{job} \land t.\text{dept} = t_O.\text{dept} \land t.\text{sum} = t_O.\text{sum} \land t.\text{job} &lt; 10)$</td>
</tr>
<tr>
<td>$q_11 \rightarrow q_12$</td>
<td>$\phi_{12}(t) = (t.\text{job} = t_O.\text{job} \land t.\text{dept} = t_O.\text{dept} \land t.\text{job} &lt; 10)$</td>
</tr>
<tr>
<td>$q_{12} \rightarrow T$</td>
<td>$\phi_1(t) = (t.\text{job} = t_O.\text{job} \land t.\text{dept} = t_O.\text{dept} \land t.\text{job} &lt; 10 \land t.\text{sal} &gt; 5)$</td>
</tr>
</tbody>
</table>

$T^O \leftarrow [q_1(T)]^{\phi_10} \leftarrow [q_{11}(T)]^{\phi_{11}} \leftarrow [q_{12}(T)]^{\phi_{12}} \leftarrow T^{\phi_1}$

Figure 4.5: The analysis process of which tuples in input $T$ contribute to the multiplicity of $t_O$ in the output $[q(T)]$. The analysis result is shown as a chain: for each arrow, the right hand side tuples evaluated from each subexpression determine the multiplicities of tuples on the left hand side. We use $[q(T)]^{\phi}$ to denote tuples in $[q(T)]$ satisfying the predicate $\phi$. For example, $[q_{11}(T)]^{\phi_{11}} \leftarrow [q_{11}(T)]^{\phi_{11}}$ indicates that tuples in $[q_{11}(T)]$ satisfying $\phi_{11}$ determines the multiplicities of tuples in $[q_1(T)]$ satisfying $\phi_{10}$.

Thus, we derive from $\phi_{10}$ and $q_1$ the predicate $\phi_{11}(t) = (t.\text{job} = t_O.\text{job} \land t.\text{dept} = t_O.\text{dept} \land t.\text{sum} = t_O.\text{sum} \land t.\text{job} < 10)$ to describe these tuples in $[q_{11}(T)]$; we denote them as $[q_{11}(T)]^{\phi_{11}}$.

- **(Step 3).** Similarly, we analyze which tuples in $[q_{12}(T)]$ contribute to $[q_{11}(T)]^{\phi_{11}}$. Since $q_{11}$ is an aggregation query that groups by the job and dept columns, each tuple $t$ in $[q_{11}(T)]^{\phi_{11}}$ is determined by all tuples in $[q_{12}(T)]$ with the same job and dept values as $t$. Since $\phi_{11}$ states that target entries in $[q_{11}(T)]^{\phi_{11}}$ are those belonging to the group $t_O.\text{job}, t_O.\text{dept} \text{with job} < 10$, we derive the predicate $\phi_{12}(t) = (t.\text{job} = t_O.\text{job} \land t.\text{dept} = t_O.\text{dept} \land t.\text{job} < 10)$ to describe this group in $[q_{12}(T)]$. The result $[q_{12}(T)]^{\phi_{12}}$ then contains all tuples contributing to $[q_{11}(T)]^{\phi_{11}}$.

- **(Step 4).** Last, we analyze which tuples in $T$ contribute to $[q_{12}(T)]^{\phi_{12}}$ from the expression $q_{12} = \text{Select}(T, \text{sal} > 5)$. Similar to step 2, the desired tuples are those satisfying both $\text{sal} > 5$ and $\phi_{12}$. We use the predicate $\phi_1(t) = (t.\text{job} = t_O.\text{job} \land t.\text{dept} = t_O.\text{dept} \land t.\text{job} < 10 \land t.\text{sal} > 5)$ to describe these target tuples.

Figure 4.5 summarizes the relationship between these predicates: $T^{\phi_1}$ determines $[q_{12}(T)]^{\phi_{12}}$, $[q_{12}(T)]^{\phi_{12}}$ determines $[q_{11}]^{\phi_{11}}$, $[q_{11}]^{\phi_{11}}$ determines $[q_{1}(T)]^{\phi_{10}}$, and $[q_{1}(T)]^{\phi_{10}}$ determines the multiplicity of $t_O$ in the output $[q_1(T)]$. It indicates that $\phi_1$ specifies the provenance of $t_O$ in $T$ with respect to $q_1$. 
Similarly, we also analyze \( q_2 \) using the same output tuple \( t_O \) to obtain the predicate 
\[
\phi_2(t) = (t.\text{job} = t_O.\text{job} \land t.\text{job} < 10 \land t.\text{sal} > 5)
\] describing the provenance of \( t_O \) in \( T \) with respect to \( q_2 \).

### 4.3.2 Space Refinement

After computing \( \phi_1 \) and \( \phi_2 \), we combine them to find the provenance of \( t_O \) with respect to both queries: the provenance tuples are those from \( T \) contained by both \( T^{\phi_1} \) and \( T^{\phi_2} \). We can use the following \( \phi \) to represent them.

\[
\phi(t) = \phi_1(t) \lor \phi_2(t)
\]

\[
= (t.\text{job} = t_O.\text{job} \land t.\text{dept} = t_O.\text{dept} \land t.\text{job} < 10 \land t.\text{sal} > 5)
\]

\[
\lor (t.\text{job} = t_O.\text{job} \land t.\text{job} < 10 \land t.\text{sal} > 5)
\]

\[
= (t.\text{job} = t_O.\text{job} \land t.\text{job} < 10 \land t.\text{sal} > 5)
\]

Since \( t_O \) used in the analysis is a symbolic tuple, the generated predicate \( \phi \) generalizes to all possible instances of an output tuple. Thus, for any instance of \( t_O \), \( T^\phi \) specifies which tuples in \( T \) matters for the equivalence checking of \( q_1 \) and \( q_2 \) with respect to it: if \( t_O \) is a distinguishing output tuple for the two queries \( q_1, q_2 \) when evaluated on \( T \), then \( T^\phi \) is sufficient to replay this difference. In other words, any two input table \( T_1, T_2 \) sharing the same fragments that satisfy \( \phi \) would be equivalent with respect to discovering the distinguishing output tuple \( t_O \).

Using \( \phi \), we construct a new search space \( S' \) from \( S \) such that no two tables share the same provenance tuples for any instances of \( t_O \). This space can be constructed by including only tables \( T \) such that \( T^\phi = T \), so that \( T_1^\phi = T_2^\phi \Rightarrow T_1 = T_2 \) for each \( t_O \). The new search space is defined using the following predicate \( \Phi \) over tables derived from \( \phi \). (We use \( \phi(t,t_O) \) to denote instantiating \( t, t_O \) with the provided arguments.)

\[
\Phi(T) = \exists t_O. \forall t \in T. \phi(t,t_O)
\]

\[
= \exists t_O. \forall t \in T. (t.\text{job} = t_O.\text{job} \land t.\text{job} < 10 \land t.\text{sal} > 5)
\]

The predicate \( \Phi(T) \) specifies that: (1) the table should contain only one \textit{job} group, and (2) for each tuple \( t \), \( t.\text{job} < 10 \land t.\text{sal} > 5 \). The new search space \( S' \) is then defined as \( \{ T \mid T \in S \land \Phi(T) \} \). On the other hand, for each table \( T \in S \), \( T^\phi \) is contained in \( S' \) for all \( t_O \). Thus, if we can find a counterexample \( T \) in \( S \) with distinguishing output tuple \( t_O \), we can also find \( T^\phi \) in \( S' \) to reveal the same distinguishing output tuple. Thus, \( S' \) is a smaller yet equivalent space for checking the equivalence between \( q_1 \) and \( q_2 \).

Figure 4.3 illustrates the relationship between the new search space \( S' \) and \( S \). \( T_1 \) and \( T_2 \) are both counterexamples for \( q_1 \) and \( q_2 \) from \( S \), and they both generate the distinguishing
output tuple \( t_O = (2, 2, 21) \). Since \( S' \) disallows tuples with multiple groups in the job column, we do not need to consider \( T_1 \) in the equivalence checking process. This indicates we can use \( S' \) to speed up the equivalence checking for \( q_1 \) and \( q_2 \) due to its smaller size.

The refined search space \( S' \) can then be used to encode SMT formulas for bounded verification to determine query equivalence. For instance, encoding \( S' \) along with the queries to SMT formulas and solving them will show that \( q_1 \) and \( q_2 \) are indeed inequivalent.

### 4.4 Definitions

In this section we formally define SQL operators and the predicate language we use to describe provenance.

**The SQL Language.** Figure 4.6 shows the abstract syntax of SQL. A SQL query is formed by compositions of basic operators including Projection, Distinct (for de-duplication), Select (for filtering), Join, Aggr, LeftJoin, Union and Rename on top of base tables. The constructor \( \text{Aggr}(\bar{c}, \bar{\alpha}, \bar{c}_t, q) \) corresponds to the aggregation query “Select \( \bar{c}, \bar{\alpha}(\bar{c}_t) \) From \( q \) Group By \( \bar{c} \)”, where \( \bar{c} \) are group by keys, \( \bar{c}_t \) are columns involved in aggregation, and \( \bar{\alpha} \) are aggregation functions used for each column. The constructor \( \text{Proj}(\bar{c}, q) \) corresponds to the projection query “Select \( \bar{c} \) From \( q \)”, Distinct \( q \) corresponds to “Select Distinct * From \( q \)”, and others directly corresponds to their concrete forms.

\[
q ::= T \mid \text{Proj}(\bar{v}, q) \mid \text{Rename}(q, name, \bar{c}) \mid \text{Select}(q, f) \mid \text{Join}(q_1, q_2) \quad \text{(Query)} \\
\mid \text{Aggr}(\bar{c}, \bar{\alpha}, \bar{c}_t, q) \mid \text{Distinct}(q) \mid \text{Union}(q_1, q_2) \mid \text{LeftJoin}(q_1, q_2, f)
\]

\[
f ::= \text{true} \mid \text{false} \mid v \text{ op } v \mid f \text{ And } f \mid f \text{ Or } f \mid \text{Not } f \quad \text{(Filters)}
\]

\[
v ::= c \mid \text{const} \mid \text{null} \mid \text{expr}(\bar{v}) \quad \text{(Values)}
\]

\[
\alpha ::= \text{max} \mid \text{min} \mid \text{sum} \mid \text{count} \mid \text{count\_distinct} \quad \text{(Aggregators)}
\]

\[
op ::= = \mid > \mid < \mid <= \mid >= \mid <>
\]

Figure 4.6: The abstract syntax of SQL, where \( c \) ranges over column names, \( v \) over values, \( q \) over queries and \( f \) over filter predicates. We use \( \text{expr} \) for arithmetic operations.

**Predicates.** Figure 4.7 defines the predicate language for describing data provenance. A predicate \( \phi \) is formed from compositions of primitives \( v \text{ op } v \), where a value \( v \) is either a reference of a tuple \( (t.i) \) represents the \( i \)-th element in the tuple \( t \), \( t.c \) is the same but refers the tuple entry by name \( c \) ), an expression composed from operators like \( +, - \) or function application. In our paper, symbolic tuples in predicates are allowed, and we use the notation \( \phi(t_1, t_2) \) to denote substituting symbolic tuples with input tuples \( t_1, t_2 \).
\[ \phi := \text{true} \mid \text{false} \mid \phi \land \phi \mid \phi \lor \phi \mid \neg \phi \mid v \ op \ v \]
\[ v := t.i \mid t.c \mid \text{const} \mid \text{expr}(\bar{v}) \]
\[ op := = \mid > \mid < \mid <= \mid >= \mid <> \]

Figure 4.7: The predicate language, where \( t \) ranges over tuples and \( c \) over column names.

We also use the notation \( T^\phi \) to denote filtering a table by keeping only those tuples in \( T \) that satisfy \( \phi(x) \). Formally, \( T^\phi = \{ \{ t \mid t \in T \land \phi(t) \} \} \) (we use \( \{\cdot\} \) to represent a bag).

4.5 Algorithm

We next formally describe the space refinement algorithm. First, we introduce the provenance analysis algorithm (Section 4.5.1). Then, we present how we use the analysis result to conduct search space refinement for the query equivalence checking problem (Section 4.5.2). Without loss of generality, we assume queries refer only to one input table \( T \) to simplify notation.

4.5.1 Symbolic Provenance Analysis

Given a query \( q \), the provenance analysis algorithm computes the provenance of a symbolic tuple \( t_O \) with respect to \( q \). Taking \( q \) and \( t_O \) as input, the analysis returns a predicate \( \phi \) describing which tuples in input table \( T \) contribute to the multiplicity of \( t_O \) in the query output.

**Definition 3.** (Provenance Predicate) \( \phi \) is a provenance predicate for query \( q \) if the following property is satisfied:

\[ \forall t_O. \forall T. \llbracket q(T) \rrbracket_{t_O} = \llbracket q(T^\phi(t,t_O)) \rrbracket_{t_O}. \]

In other words, the multiplicity of the tuple \( t_O \) in the output of \( q \) is unchanged even though input table \( T \) is restricted to only tuples \( t \) that satisfy property \( \phi(t, t_O) \). By definition, a query \( q \) has multiple provenance predicates, including the trivial predicate \( \text{true} \). To compute a non-trivial predicate, we perform a backward analysis on \( q \) by propagating constraints from a tuple \( t_O \) in the query output back to the input, as shown in Section 4.3.

**The Algorithm.**

Key to the backward analysis is constructing a predicate \( \phi \) that describes which tuples in \( T \) contribute to the multiplicity of the output tuple \( t_O \in \llbracket q(T) \rrbracket \). To do so, the backward analysis first constructs a predicate over \( q \) to specify which tuples in \( q \) determine the multiplicity of \( t_O \) in the output and then propagates it to its subexpressions until reaching the input table \( T \) (the leaf subexpression).
Provenance Analysis. We compute the provenance predicate of a query \( q \) with respect to a symbolic output tuple \( t_O \in [q(T)] \) in the following three steps:

1. (Initialization). Construct the predicate \( \phi_0 \) to be \( \phi_0 = \bigwedge_{i=1}^{n}(t.i = t_O.i) \). This initial predicate states that the provenance of \( t_O \) in the output table \([q(T)]\) is itself.

2. (Propagation). For each query \( q_1 = \text{op}(q_2) \) (or \( q_1 = \text{op}(q_2, q_3) \)) where \( \text{op} \) is a SQL operator defined in Figure 4.6, we propagate the provenance predicate \( \phi_1 \) over \( q_1 \) to its subquery \( q_2 \). The result is a predicate \( \phi_2 \) over \( q_2 \) specifying which tuples in \([q_2(T)]\) are sufficient to decide multiplicities of tuples in \([q_1(T)]^{\phi_1}\). Propagation rules are shown in Figure 4.8.

   - We use the notation \((q_1 \sim \phi_1)\) to describe that \( \phi_1 \) is the provenance predicate computed at the query \( q_1 \) (i.e., \([q_1(T)]^{\phi_1}\) is the provenance of the output tuple \( t_O \) with respect to \([q_1(T)]\)), and we use \((q_1 \sim \phi_1) \rightsquigarrow (q_2 \sim \phi_2)\) to describe the propagation of \( \phi_1 \) over \( q_1 \) to the predicate \( \phi_2 \) over the subquery \( q_2 \).
   - Given a query \( q_1 = \text{op}(q_2, q_3) \) and a predicate \( \phi_1 \) over \( q_1 \), the rule \((q_1 \sim \phi_1) \rightsquigarrow (q_2 \sim \phi_2) \land (q_3 \sim \phi_3)\) produces \( \phi_2 \) and \( \phi_3 \) specifying which tuples in \([q_1(T)]\) and \([q_2(T)]\) determine multiplicities of tuples in \([q_1(T)]^{\phi_1}\). The conjunction states that \([q_2(T)]^{\phi_2}\) and \([q_3(T)]^{\phi_3}\) together determine \([q_1(T)]^{\phi_1}\).

   The propagation process terminates when all queries in the expression are \( T \) (i.e., reaching leaf nodes of the AST), since the remaining AST depth of the algorithm decreases over analysis steps. The propagation process can be presented as \((q \sim \phi_0) \rightsquigarrow \cdots \rightsquigarrow \bigwedge_k (T \sim \phi_k)\), where the final state shows which tuples in \( T \) determine multiplicities of tuples in \([q(T)]^{\phi_0}\). The conjunction results from the fact that table \( T \) may appear multiple times in different subqueries of \( q \).

3. (Merge). The final step is to resolve the expression \( \bigwedge_k (T \sim \phi_k) \) to obtain a provenance predicate \( \phi \) over \( T \) s.t. \( T^\phi \) determines \([q(T)]^{\phi_0}\). According to the merge rule (Figure 4.9), we construct \( \phi \) as \( \phi = \bigvee_k \phi_k \). The correctness of \( \phi \) is shown by Lemma 4.

Figure 4.8 and Figure 4.9 show the analysis rules. We describe these rules below.

- (Select). Given a query \( q = \text{Select}(q_1, f) \) and a predicate \( \phi \), the predicate \( \phi_1 \) over \( q_1 \) is the conjunction of \( \phi \) with a predicate formed by replacing every column reference \( c_i \) in the filter predicate \( f \) with \( t.i \). The idea is that tuples in \([q_1(T)]\) satisfying \( f \land \phi \) alone are sufficient to determine \([q(T)]^{\phi}\). For example, if \( q = \text{Select}(q_1, c_1 < 5) \) and
$\phi = (t.2 > 1)$, then the tuples in $[ q_1(T) ]$ satisfying $\phi_1 = (t.2 > 1 \land t.1 < 5)$ determine tuples in $[ q(T) ]$ satisfying $\phi$.

- (Projection). Given a query $q = \text{Proj}(\bar{v}, q_1)$ and a predicate $\phi$, we compute the predicate $\phi_1$ by substituting column references in $\phi$ with expressions specified by $\bar{v}$, followed by abstracting column names using tuple expression $t.i$. For example, given a query $q = \text{Proj}(c_3 + 2, c_1, q_1)$ (corresponding to Select $c_3 + 2, c_1$ From $q_1$) and $\phi = (t.1 = 1 \land t.2 > 1)$, the output predicate $\phi_1$ for $q_1$ is $\phi_1 = (t.3 + 2 = 1 \land t.1 > 1)$. The rationale is that the multiplicity of the tuple $(x_1, x_2)$ in $[ q(T) ]$ is determined by all tuples $t$ in $[ q_1(T) ]$ such that $t.3 + 2 = x_1$ and $t.1 = x_2$.

\[
\begin{array}{c}
\text{(q \sim \phi) \leadsto (q_1 \sim \phi_1) \land \ldots} \\
\frac{q = T}{(q \sim \phi) \leadsto (T \sim \phi)} \quad \text{(Table)} \\
\frac{q = \text{Distinct}(q_1)}{(q \sim \phi) \leadsto (q_1 \sim \phi)} \quad \text{(Distinct)} \\
\frac{q = \text{Join}(q_1, q_2)}{(q \sim \phi) \leadsto (q_1 \sim \phi) \land (q_2 \sim \phi)} \quad \text{(Join)} \\
\frac{q = \text{Union}(q_1, q_2)}{(q \sim \phi) \leadsto (q_1 \sim \phi) \land (q_2 \sim \phi)} \quad \text{(Union)} \\
\frac{q = \text{LeftJoin}(q_1, q_2, f)}{(q \sim \phi) \leadsto (q_1 \sim \phi) \land (q_2 \sim \phi)} \quad \text{(LeftJoin)} \\
\frac{q = \text{Aggr}(c, \bar{c}, \alpha, \bar{c}, q_1)}{(q \sim \phi) \leadsto (q_1 \sim \phi_1) \land \{c\}} \quad \text{(Aggr)} \\
\frac{q = \text{Rename}(q_1, \text{name}, \bar{c})}{(q \sim \phi) \leadsto (q_1 \sim \phi_1)} \quad \text{(Rename)} \\
\frac{q = \text{Proj}(\bar{v}, q_1)}{(q \sim \phi) \leadsto (q_1 \sim \phi)} \quad \text{(Select)}
\end{array}
\]

Figure 4.8: Propagation rules. Each propagation step $(q \sim \phi) \leadsto (q_1 \sim \phi_1)$ computes the constraint $\phi_1$ that specifies which tuples in $[ q_1(T) ]$ are sufficient to determine the multiplicities of tuples in $[ q(T) ]$ that satisfy constraint $\phi$. The auxiliary function $\text{colRef}$ returns the column a predicate refers to, and the function $\text{schema}$ extracts the output schema of a query.
Figure 4.9: The merge rule. It computes the provenance constraint of the table $T$ by merging contraints obtained from backward analysis.

- (Join). To propagate $\phi$ through $q = \text{Join}(q_1, q_2)$, the rule breaks $\phi$ into $\phi_1 \land \phi_2 \land \phi_3$, where $\phi_1$ contains terms that involve only columns from $q_1$, $\phi_2$ contains terms that involve only columns from $q_2$, and $\phi_3$ contains terms that that involve both. Then, $\phi_1$ is propagated to $q_1$, $\phi_2$ is propagated to $q_2$, and $\phi_3$ is discarded. Discarding $\phi_3$ allows the analysis continues independently in different branches, thus reducing the complexity of the resulting predicate. This approximation retains the soundness of the analysis: since $[q_1(T)]^{\phi_1} \times [q_2(T)]^{\phi_2}$ subsumes $([q_1(T)]^{\phi_1} \times [q_2(T)]^{\phi_2})^{\phi_3}$ and the latter is sufficient to determine $[q(T)]^\phi$, $[q_1(T)]^{\phi_1} \times [q_2(T)]^{\phi_2}$ is sufficient to determine $[q(T)]^\phi$ as well. On the other hand, discarding $\phi_3$ weakens the provenance predicate we obtain in the final result, which could limit the pruning power of the final provenance predicate. We leave a detailed discussion of the trade-off between analysis performance and pruning power to the end of this section. For example, the propagation of $\phi = (t.1 = a_1 \land t.2 > t.3 \land r.3 < 5)$ through query $q = \text{Join}(q_1, q_2)$ is computed by first constructing $\phi_1 = (t.1 = a_1)$ for $q_1$, $\phi_2 = (t.1 < 5)$ for $q_2$, and discarding $\phi_3 = (t.2 > t.3)$ (since it refers to columns from both subqueries).

- (Aggregate). To propagate a predicate $\phi$ over an aggregation query $q = \text{Aggr}(c, \bar{c}, i, q_1)$ to its subquery $q_1$, we first split $\phi$ into $\phi_1 \land \phi_2$, where column references in $\phi_1$ are limited to grouping columns $\bar{c}$, and then set $\phi_1$ as the target predicate for $q_1$. Similar to the rule for Join, this is an approximation of the aggregation semantics, it guarantees that all tuples in each group satisfy $\phi_1$ are retained so that $[q_1(T)]^{\phi_1}$ is sufficient to compute aggregation results in $[q(T)]^\phi$. We discard $\phi_2$ to retain analysis efficiency.

- (Union, Rename). The predicates $\phi_1, \phi_2$ for the subqueries are the same as $\phi$.

- (LeftJoin). Unlike for Join, the predicate for the subquery $q_2$ in LeftJoin is set to true instead of $\phi_2$. This difference is introduced by the non-monotonicity of Left Join, i.e., given $T = [\text{LeftJoin}(T_1, T_2)]$, if we remove a tuple from $T_2$ (denoted as $T_2^-$), the result $[\text{LeftJoin}(T_1, T_2^-)]$ is not subsumed by $T$. The enforcement of using the predicate true for $q_2$ in our rule design is a conservative way to preserved all tuples contributing to tuples in $[q(T)]$. 

$$\Box_i (T \sim \phi_i) \sim (T \sim \Box_i \phi_i)$$  
(Merge)
Properties of the Analysis Algorithm

We now demonstrate properties of the provenance analysis algorithm. Lemma 2 states that each step of the analysis correctly propagates the provenance predicate to its subquery (subqueries). Lemma 3 states that weakening any provenance predicate generated by the algorithm still results in a provenance predicate. The weakening property allows us to generate not necessarily the strongest but sound constraints, and it guarantees the correctness of the merge rule, where predicates $\phi_k$’s are weakened to their disjunction $\bigvee_k \phi_k$. Finally, Lemma 4 shows that the provenance analysis algorithm returns a provenance predicate over $T$ for the symbolic output tuple $t_O$.

**Lemma 2.** For each propagation rule $(q \sim \phi) \Rightarrow \bigwedge_k (q_k \sim \phi_k)$, the following property holds:

$$\forall T, T'. \quad \left( \bigwedge_k \left( \left[ \left[ q_k(T) \right]^{\phi_k} = [q_k(T')]^{\phi_k} \right] \right) \implies \left( \left[ [q(T)]^\phi = [q(T')]^\phi \right) \right)$$

*Proof Sketch.* By design (details are shown in the rule explanations in Section 4.5.1), every rule guarantees that tuples excluded from $\left[ [q_1(T)] \right]^{\phi_i}$ do not contribute to multiplicities of tuples in $\left[ [q(T)] \right]^{\phi}$. □

**Lemma 3 (Weakening).** For each propagation rule $(q \sim \phi) \Rightarrow \bigwedge_k (q_k \sim \phi_k)$, if $\forall t.(\phi_k \Rightarrow \phi_k')$ holds for all $k$, then the following property holds:

$$\forall T, T'. \quad \left( \bigwedge_k \left( \left[ \left[ q_k(T) \right]^{\phi_k} = [q_k(T')]^{\phi_k} \right] \right) \implies \left( \left[ [q(T)]^\phi = [q(T')]^\phi \right) \right)$$

*Proof Sketch.* The weakening property for monotonic queries operators (Select, Proj, Join) is obvious, since appending extra rows not satisfying the original constraint do not affect $\left[ [q(T)] \right]^{\phi}$. For non-monotonic operators Aggr, the rule ensures that the whole a whole group would either all be included or none get included for each Group-by group; therefore, relaxing the constraint $\phi_i$ does not introduce new entries in the same group. For LeftJoin, the rule disallows propagation of the predicate to the right hand side query $q_2$ (the predicate is true, which can no longer be weakened); therefore, no new tuples with null placeholders will be introduced in the result. □

**Lemma 4 (Soundness).** For a given query $q$ whose output schema size is $n$, let $\phi_0 = \bigwedge_{i=1}^n (t.i = t_O.i)$, assume $(q \sim \phi_0) \Rightarrow \cdots \Rightarrow \bigwedge_k (T \sim \phi_k)$ where $t_O$ is a symbolic output tuple; then, $\phi = \bigvee_k \phi_k$ is a provenance predicate over $T$ with respect to the tuple $t_O$ in $\left[ [q(T)] \right]$. 
Proof Sketch. By induction on the propagation rules, we can apply Lemma 2 to show that $T_{φ_1}, \ldots, T_{φ_n}$ together determine the multiplicity of $t_O$ in $[q(T)]$. Then by the weakening property, we can weaken every $φ_i$ to $\bigvee_k φ_k$ while retaining soundness. Thus, $\bigvee_k φ_k$ is a provenance predicate over $T$ for $[q(T)]^φ_0$ (i.e., the tuple $t_O$ in $[q(T)]$).

The Effect of Analysis Approximation.

Note that our inference algorithm provides a sound provenance predicate but does not produce the strongest provenance predicate at each analysis step, i.e., the property in Lemma 2 does not hold if we flip the “$⇒$” into “$⇐$”. This is because the propagation process does not use the full semantics of SQL in the analysis process for the purpose of improving analysis efficiency. For example, the Join propagation rule does consider join predicates that refer to columns in both tables (by discarding $φ_3$); as a result, $[q_1(T)]$ and $[q_2(T)^φ]$ can include tuples that have no matching tuples in the other table. Similarly, the Aggr propagation rule does not consider the semantics of aggregation functions, and it conservatively keeps all tuples in $[q_1(T)]$ that are in the same groups as tuples in $[q(T)]^φ$.

This design decision trades-off between the cost of provenance analysis and the effectiveness of the generated search space: we could ask a solver to find the strongest provenance predicate for the tuple $t_O$ in $[q(T)]$, but its computation time would be the same as directly asking the solver to solve the equivalence problem, making the analysis pointless. As we will show in Section 4.6, although the generated provenance predicate is not the strongest, it is highly effective in speeding up various symbolic SQL reasoning tasks.

4.5.2 Space Refinement

We now introduce how to refine the search space for query equivalence checking between two queries $q_1$ and $q_2$ using their provenance predicates $φ_1$ and $φ_2$ over input table $T$.

Merge Predicates. We first merge $φ_1$ and $φ_2$ to form a provenance predicate that is sound for both tables using the MergeRule in Figure 4.9. Since $φ_1$ specifies which tuples in $T$ decide the multiplicity of $t_O$ in $[q_1(T)]$, and $φ_2$ specifies which tuples in $T$ decide the multiplicity of $t_O$ in $[q_1(T)]$, combining them yields a predicate $φ = φ_1 ∨ φ_2$ that is sufficient to determine the multiplicity of $t_O$ in both outputs of $q_1$ and $q_2$, as guaranteed by the weakening property (Lemma 3). Formally, the merged predicate $φ$ holds the following property (recall that $φ$ is shorthand for $φ(t, t_O)$, which is a function over $t_O$).

$$\forall T, t_O. \left( [q_1(T)]_{t_O} = [q_1(T^φ)]_{t_O} \land [q_2(T)]_{t_O} = [q_2(T^φ)]_{t_O} \right)$$
Space Refinement. Given a table $T$ and an output tuple $t_O$, the provenance predicate $\phi$ is a predicate over tuples that determines which tuples in $T$ are sufficient to decide the multiplicity of $t_O$ in both query outputs. Next, we lift $\phi$ from a predicate over tuples to a predicate over tables to refine the search space. We define a table predicate as:

$$\Phi(T) = \exists t_O. \forall t \in T . \phi(t, t_O)$$

Given a table search space $S$, we construct a new search space $S'$ using $\Phi$ as follows:

- If the space $S$ satisfies the property that $\forall T, T' \in S \wedge T \subseteq T' \Rightarrow T \in S$ (i.e., $S$ is closed under containment):
  $$S' = \{ T \in S \mid \Phi(T) \}$$

- Otherwise, we first construct the closure $S^* = \{ T \mid \exists T' \in S \wedge T \subseteq T' \}$ and then apply the above with $S = S^*$.

Intuitively, the new search space $S'$ contains only one representative from each equivalence class of tables with respect to input queries: i.e., for each instantiation of output tuple $t_O$, if $T_1^\phi = T_2^\phi$ ($\phi$ also instantiated with $t_O$), only one table remains in the new search space $S'$. For the second case, we construct the closure of $S^*$ since the fragment contributing to an output tuple may not be contained in $S$. For example, if $S$ contains only tables with exactly 2 distinct tuples (and not containing those with 1 tuple), the table fragment identified by a provenance predicate might consist of only one tuple and not be contained in $S$.

As shown in Section 4.6, we use $\Phi$ to identify equivalent tables in the search space $S$ to speed up query equivalence checking. We formally state the relationship between $S$ and $S'$ below.

**Lemma 5** (Removing Redundancy). Given $q_1, q_2$, a search space $S$, and $S'$ is the refined search space constructed from $S$ using a table constraint. If there exists a table $T \in S$ such that $\llbracket q_1(T) \rrbracket \neq \llbracket q_2(T) \rrbracket$, then there also exists a table $T' \in S'$ such that $\llbracket q_1(T') \rrbracket \neq \llbracket q_2(T') \rrbracket$.

**Proof Sketch.** Assume that $T \in S$ is a counterexample with distinguishing output $t_O$ for $q_1$ and $q_2$ (with multiplicities $m_1, m_2$, respectively). Then, $T^{\phi(t,t_O)}$ is a table from $S'$. According to Def. 3, applying $q_1, q_2$ on $T^{\phi(t,t_O)}$ also results in $m_1, m_2$ as the multiplicities of $t_O$. This shows that $T^{\phi(t,t_O)}$ is also a counterexample for $q_1, q_2$. □

This property guarantees that if we fail to find a counterexample in $S'$ for two queries $q_1$ and $q_2$, then $q_1$ and $q_2$ are guaranteed to be equivalent in $S$. We show how to encode the refined search space in Section 4.8.
4.6 Evaluation

We evaluate the effectiveness of our space refinement algorithm on three tools that reason about tables and queries for different purposes: (1) bounded verification [34], (2) test data generation (in the context of mutation testing [24], auto-grading [74]) and unit test data generation [189], and (3) concolic testing [179]. In each scenario, we run the tool on benchmarks extracted from the original paper with and without space refinement, and compare performance differences. In addition, we run each experiment twice with Cosette encoding [34] and Qex encoding [189] to demonstrate that our space refinement algorithm is general to different underlying solver implementations.

4.6.1 Experiment 1: Bounded Verification

We first study the space refinement algorithm on bounded verification. To do so, we use 46 benchmarks collected from the 232 test cases for the SQL rewrite rules in the Apache Calcite project, an open source query optimization framework used by many database systems. Cases excluded from the benchmark are either those testing non-SQL feature or those containing features that are currently not support by Cosette and Qex (e.g., Partition, Order-By, Case and In). These 46 benchmarks contain non-trivial use of SQL operators: 29 cases contain queries with more than 5 subqueries, and 41 cases involve tables with more than 9 columns.

For each benchmark and each encoding method (i.e., Cosette and Qex), we chose the verification bound as the size of the maximum search space that the solver can completely explore within 600 seconds without space refinement. We next re-run the solver on the same bound but with space refinement. We measure the search space based on the number of symbolic values used in the encoding and report the relative performance with and without space refinement for each encoding approach.

This experiment helps us answer how the refinement algorithm affects the bounded verification process of different types of query, different search space size and different underlying solver choices.

**Conclusion 1.** Queries with aggregations benefit most from space refinement.

As shown in Table 4.1, 19 out of the 21 cases with aggregations show significant speedup in the bounded verification task, using both Qex and Cosette encodings. The medium is a $48 \times$ speedup for Cosette and a $58 \times$ speedup for Qex. The speedup mainly comes from the reduction of the number of groups that the solver needs to consider while using the refined search space. In such cases, the refinement algorithm determines it is sufficient to encode

³https://calcite.apache.org
only a small number of groups to prove the equivalence between the given queries. The two cases that didn’t benefit from the refinement algorithm are boolean queries, i.e., queries of the form “Select 1 From ...”. In these cases, query inputs only affect how many “1”s are returned, and the provenance analysis algorithm can not propagate the initial predicate to its subqueries in a non-trivial way. As a result, the space refinement algorithm determines that all tuples in the input table are necessary to determine the output tuple (the tuple (1)) multiplicity.

For the other 25 cases that do not involve aggregation, only 6 cases display significant speedup. The other 19 cases are either unaffected or slowed down (minor slow-down with less than 10% time difference). These 25 cases are unions of conjunctive queries (UCQs) constructed from Select, Join, and Union operators. In these cases, since the query semantics does not introduce interactions among tuples, the underlying symbolic evaluator and SMT solver can also exploit the independence among different tuples when solving generated constraints. As a result, such queries benefit less from space refinement. The speedup achieved in the 6 non-aggregation cases comes from backward constant propagation, i.e., the propagation constants appeared in query predicates to input tables; this propagation allows us to preassign values to certain parts of the symbolic table, which reduces the number of symbolic values need to encode the search space. For example, given the query “Select ... Where $c = 10$”, the analysis algorithm propagates the constant 10 from the predicate to the input table through a provenance predicate $t.1 = 10$, which frees us from using symbolic values for the column $c$ in the input table.

**Conclusion 2.** The benefits of space refinement generalize to different encoding methods and different query sizes.

While the speedup varies for different encoding methods, i.e., Cosette v.s. Qex, whether a pair of queries benefits from space refinement is not affected. All cases in Table 4.1 and Table 4.2 with over 2× speedups display under Cosette encoding also display a noticeable improvement under Qex encoding. Also, compared to query structural differences (e.g., whether the target query uses aggregation or contains constants), the differences in query sizes have little influence on the amount of speedup gained from space refinement.

**Illustrative Examples.** We present two examples below to demonstrate the strengths and limitations of the space refinement algorithm. Both examples run on the following tables:

- Dept(deptno:int, name:str)

- (PushFilterPastAggGroupSets2). In this example, the refinement algorithm produces the provenance predicate $\phi(t, t_O) = (t$.name $= “Charlie” \land t$.name $= t_O$.1 \land t$.deptno $= t_O$.2).
The predicate determines that (1) we need to consider only the group with name 'Charlie', and (2) we only need to consider one department group. In this way, the solver no longer needs to consider the all possible ways to group the name and deptno columns (which is exponential to the input table size). This result in a speedup of $160 \times$, as shown in Table 4.1.

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|c|c|c|}
\hline
Calcite (with aggregates) & \#sq & Qex Encoding & & Cosette Encoding & & \\
& & $\#SV$ & $t_S(s)$ & $t_{S'}(s)$ & Speedup & $\#SV$ & $t_S(s)$ & $t_{S'}(s)$ & Speedup \\
\hline
PushFilterPastAgg & 3 & 14 & 33.44 & 0.26 & 130.0 & 15 & 107.61 & 0.26 & 410.0 \\
PushFilterPastAgg1wo & 3 & 16 & 195.55 & 0.69 & 280.0 & 19 & 154.43 & 0.56 & 280.0 \\
AggConstKeyRule3 & 3 & 63 & 115.1 & 0.72 & 160.0 & 59 & 92.89 & 0.47 & 200.0 \\
PullFilterThroughAgg & 3 & 63 & 58.92 & 0.69 & 86.0 & 68 & 119.08 & 0.7 & 170.0 \\
PushFilterPastAggGroupSets2 & 3 & 63 & 58.67 & 0.73 & 81.0 & 21 & 121.18 & 0.74 & 160.0 \\
PullFilterThroughAggGroupSets & 3 & 54 & 49.59 & 0.58 & 86.0 & 59 & 59.97 & 0.57 & 100.0 \\
PullAggThroughUnion & 6 & 45 & 61.83 & 1.06 & 58.0 & 50 & 92.28 & 1.15 & 81.0 \\
AggProjectPullUpConsts & 2 & 45 & 84.72 & 1.47 & 58.0 & 28 & 36.55 & 0.61 & 60.0 \\
PushAggThroughUnion & 6 & 63 & 86.58 & 3.05 & 28.0 & 68 & 188.93 & 3.79 & 50.0 \\
PushAggThroughJoin1 & 6 & 63 & 221.71 & 5.65 & 39.0 & 38 & 263.84 & 5.5 & 48.0 \\
PushFilterPastAggGroupSets1 & 2 & 24 & 163.09 & 1.97 & 83.0 & 27 & 60.4 & 1.73 & 35.0 \\
AggConstKeyRule2 & 2 & 108 & 69.82 & 2.68 & 26.0 & 113 & 76.72 & 2.63 & 29.0 \\
PushFilterPastAggThree & 2 & 117 & 128.88 & 3.75 & 34.0 & 113 & 87.62 & 3.07 & 29.0 \\
PushAvgGroupSetsThroughUnion & 6 & 63 & 215.38 & 3.47 & 62.0 & 59 & 54.38 & 2.05 & 27.0 \\
PushAggThroughJoin3 & 5 & 35 & 32.14 & 3.19 & 10.0 & 38 & 28.32 & 2.47 & 11.0 \\
AggProjectMerge & 2 & 99 & 149.11 & 2.55 & 58.0 & 82 & 120.19 & 12.21 & 9.8 \\
AggGroupSetsProjectMerge & 2 & 99 & 148.58 & 2.58 & 58.0 & 82 & 120.35 & 12.26 & 9.8 \\
PushAggThroughJoinDistinct & 6 & 35 & 146.25 & 11.69 & 13.0 & 29 & 57.0 & 6.29 & 9.1 \\
AggConstKeyRule & 2 & 54 & 97.12 & 3.8 & 26.0 & 50 & 12.89 & 1.95 & 6.6 \\
TransitiveInferAgg & 6 & 63 & 69.06 & 69.56 & 0.99 & 59 & 42.0 & 40.44 & 1.0 \\
TransitiveInferJoin3WayAgg & 9 & 45 & 106.76 & 107.36 & 0.99 & 59 & 35.56 & 37.64 & 0.94 \\
\hline
\end{tabular}
\caption{The evaluation result for bounded verification on Calcite benchmarks (cases with aggregations). Column \#sq refers to the number of subqueries in the target query for measuring complexity, \#SV refers to the number of symbolic values used in encoding the search space, and $t_S$, $t_{S'}$ refer to the time spent by the solver without and with space refinement.}
\end{table}

\begin{verbatim}
-- q1
Select name, deptno, Count(*)
From Dept
Group By name, deptno
Having name = 'Charlie';

-- q2
Select t2.name, t2.deptno, Count(*)
From (Select name, deptno
      From Dept) As t2
Where t2.name = 'Charlie'
Group By t2.name, t2.deptno;
\end{verbatim}

• (TransitiveInferenceJoin3Way). This example shows a boolean query that does not benefit from space refinement. Since both these query outputs are tables consisting of tuples with content 1, our algorithm generates only a trivial provenance predicate $\phi(t, t_0) = (t.deptno > 7 \land t_0.1 = 1)$ that cannot effectively reduce complexity of encoding the search space.
### Table 4.2: The evaluation result for bounded verification on Calcite benchmarks (cases without aggregations). Column #sq refers to the number of subqueries in the target query, #SV refers to the number of symbolic values, and $t_S$, $t_{S'}$ refer to the time spent by the solver without and with space refinement.

<table>
<thead>
<tr>
<th>Operation</th>
<th>#sq</th>
<th>#SV</th>
<th>$t_S$(s)</th>
<th>$t_{S'}$(s)</th>
<th>Speedup</th>
<th>#SV</th>
<th>$t_S$(s)</th>
<th>$t_{S'}$(s)</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>PullConstIntoProject</td>
<td>2</td>
<td>126</td>
<td>98.26</td>
<td>0.52</td>
<td>190.0</td>
<td>122</td>
<td>71.05</td>
<td>0.5</td>
<td>140.0</td>
</tr>
<tr>
<td>PullConstIntoFilter</td>
<td>3</td>
<td>171</td>
<td>45.45</td>
<td>0.88</td>
<td>52.0</td>
<td>176</td>
<td>54.96</td>
<td>0.89</td>
<td>62.0</td>
</tr>
<tr>
<td>RemoveSemiJoinFilter</td>
<td>5</td>
<td>79</td>
<td>55.14</td>
<td>0.85</td>
<td>65.0</td>
<td>38</td>
<td>0.38</td>
<td>0.04</td>
<td>9.7</td>
</tr>
<tr>
<td>RemoveSemiJoinRightFilter</td>
<td>7</td>
<td>46</td>
<td>57.31</td>
<td>1.36</td>
<td>42.0</td>
<td>26</td>
<td>0.35</td>
<td>0.04</td>
<td>7.8</td>
</tr>
<tr>
<td>MergeFilter</td>
<td>5</td>
<td>46</td>
<td>54.54</td>
<td>0.44</td>
<td>120.0</td>
<td>37</td>
<td>1.12</td>
<td>0.15</td>
<td>7.4</td>
</tr>
<tr>
<td>MergeFilter</td>
<td>3</td>
<td>290</td>
<td>5.73</td>
<td>6.88</td>
<td>0.83</td>
<td>283</td>
<td>10.65</td>
<td>7.03</td>
<td>1.5</td>
</tr>
<tr>
<td>TransitiveInferUnion3way</td>
<td>13</td>
<td>54</td>
<td>106.9</td>
<td>108.8</td>
<td>0.98</td>
<td>32</td>
<td>0.95</td>
<td>0.96</td>
<td>1.0</td>
</tr>
<tr>
<td>PushJoinThroughUnionOnRight</td>
<td>10</td>
<td>72</td>
<td>62.92</td>
<td>63.3</td>
<td>0.99</td>
<td>59</td>
<td>7.73</td>
<td>7.72</td>
<td>1.0</td>
</tr>
<tr>
<td>PullConstThroughUnion3</td>
<td>6</td>
<td>1188</td>
<td>7.15</td>
<td>7.07</td>
<td>1.0</td>
<td>1157</td>
<td>7.52</td>
<td>7.36</td>
<td>1.0</td>
</tr>
<tr>
<td>TransitiveInferJoin</td>
<td>6</td>
<td>90</td>
<td>140.83</td>
<td>142.33</td>
<td>0.99</td>
<td>68</td>
<td>47.35</td>
<td>46.93</td>
<td>1.0</td>
</tr>
<tr>
<td>PushJoinCondDownToProject</td>
<td>6</td>
<td>222</td>
<td>37.77</td>
<td>38.37</td>
<td>0.98</td>
<td>227</td>
<td>38.45</td>
<td>37.28</td>
<td>1.0</td>
</tr>
<tr>
<td>TransitiveInferUnion</td>
<td>9</td>
<td>63</td>
<td>79.72</td>
<td>78.27</td>
<td>1.0</td>
<td>41</td>
<td>11.99</td>
<td>11.93</td>
<td>1.0</td>
</tr>
<tr>
<td>TransitiveInferJoin3way</td>
<td>10</td>
<td>45</td>
<td>113.56</td>
<td>113.5</td>
<td>1.0</td>
<td>32</td>
<td>0.91</td>
<td>0.91</td>
<td>1.0</td>
</tr>
<tr>
<td>TransitiveInferUnionAlwayTrue</td>
<td>6</td>
<td>90</td>
<td>145.19</td>
<td>145.35</td>
<td>1.0</td>
<td>68</td>
<td>52.94</td>
<td>52.16</td>
<td>1.0</td>
</tr>
<tr>
<td>TransitiveInferComplexPredicate</td>
<td>7</td>
<td>63</td>
<td>100.72</td>
<td>101.25</td>
<td>0.99</td>
<td>32</td>
<td>172.81</td>
<td>170.94</td>
<td>1.0</td>
</tr>
<tr>
<td>RemoveSemiJoinRight</td>
<td>6</td>
<td>101</td>
<td>69.02</td>
<td>68.49</td>
<td>1.0</td>
<td>103</td>
<td>71.41</td>
<td>70.37</td>
<td>1.0</td>
</tr>
<tr>
<td>TransitiveInferConjInPullUp</td>
<td>6</td>
<td>72</td>
<td>69.42</td>
<td>69.3</td>
<td>1.0</td>
<td>41</td>
<td>7.08</td>
<td>7.04</td>
<td>1.0</td>
</tr>
<tr>
<td>PushJoinThroughUnionOnLeft</td>
<td>10</td>
<td>72</td>
<td>78.67</td>
<td>78.44</td>
<td>1.0</td>
<td>59</td>
<td>10.11</td>
<td>10.05</td>
<td>1.0</td>
</tr>
<tr>
<td>ExtractJoinFilterRule</td>
<td>4</td>
<td>418</td>
<td>18.12</td>
<td>18.52</td>
<td>0.98</td>
<td>423</td>
<td>17.48</td>
<td>17.25</td>
<td>1.0</td>
</tr>
<tr>
<td>TransitiveInferPullUpThruAlias</td>
<td>6</td>
<td>45</td>
<td>8.99</td>
<td>9.18</td>
<td>0.98</td>
<td>41</td>
<td>107.75</td>
<td>105.92</td>
<td>1.0</td>
</tr>
<tr>
<td>SemiJoinReduceConsts</td>
<td>8</td>
<td>234</td>
<td>44.52</td>
<td>43.97</td>
<td>1.0</td>
<td>239</td>
<td>44.57</td>
<td>44.88</td>
<td>0.99</td>
</tr>
<tr>
<td>PullProjectPastSetOp</td>
<td>6</td>
<td>972</td>
<td>8.17</td>
<td>8.51</td>
<td>0.96</td>
<td>959</td>
<td>8.14</td>
<td>8.44</td>
<td>0.96</td>
</tr>
<tr>
<td>PullConstThroughUnion</td>
<td>6</td>
<td>918</td>
<td>8.39</td>
<td>8.96</td>
<td>0.94</td>
<td>910</td>
<td>8.55</td>
<td>8.98</td>
<td>0.95</td>
</tr>
<tr>
<td>PullConstThroughUnion2</td>
<td>5</td>
<td>909</td>
<td>8.43</td>
<td>8.68</td>
<td>0.97</td>
<td>905</td>
<td>10.15</td>
<td>11.2</td>
<td>0.91</td>
</tr>
</tbody>
</table>

In sum, the search space refinement algorithm effectively speeds up bounded verification of an important fraction of complex queries.

#### 4.6.2 Experiment 2: Test Data Generation

Our second experiment studies how the space refinement algorithm can be used to improve test data generation tasks, including: (1) generating inputs to disambiguate non-equivalent
query pairs (for mutation testing and auto-grading) and (2) generating unit test inputs for the given query such that the query returns a non-empty output [189].

In this experiment, we use 13 query disambiguation benchmarks and 2 unit test generation benchmarks from prior work. In the benchmark collection phase, we exclude cases whose distinguishing input tables are those with only 1 tuple, as all such cases can be solved within 0.2 seconds by current solvers and do not present scalability challenges in terms of search space size. For each benchmark, we measure the time each solver it takes (Cosette, Qex) to find the first desirable model with and without search space refinement.

**Conclusion 3.** The benefit of space refinement is limited when the target model size is small.

As shown in Table 4.3, the refined space results in speedups for 7 cases under Qex encoding and 6 cases under Cosette encoding. These cases are harder cases whose solutions require more tuples. Other cases are either unaffected or show an insignificant (< 0.5 seconds) slowdown. The speedup is limited in these benchmarks because most cases requires tables only with 2 distinct tuples to disambiguate. As a result, the benefit of space size reduction does not compensate for the overhead of encoding the refinement predicate.

<table>
<thead>
<tr>
<th>Case</th>
<th>#Q</th>
<th>Qex Encoding</th>
<th>Cosette Encoding</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#SV</td>
<td>t_S(s)</td>
<td>t_S'(s)</td>
</tr>
<tr>
<td>mutant-1</td>
<td>8</td>
<td>16</td>
<td>0.28</td>
</tr>
<tr>
<td>mutant-2</td>
<td>4</td>
<td>15</td>
<td>2.06</td>
</tr>
<tr>
<td>mutant-3</td>
<td>7</td>
<td>36</td>
<td>12.46</td>
</tr>
<tr>
<td>mutant-4</td>
<td>7</td>
<td>30</td>
<td>7.26</td>
</tr>
<tr>
<td>mutant-5</td>
<td>8</td>
<td>38</td>
<td>0.33</td>
</tr>
<tr>
<td>mutant-6</td>
<td>7</td>
<td>18</td>
<td>1.59</td>
</tr>
<tr>
<td>hw-1</td>
<td>5</td>
<td>8</td>
<td>0.46</td>
</tr>
<tr>
<td>mutant-7</td>
<td>13</td>
<td>6</td>
<td>9.12</td>
</tr>
<tr>
<td>mutant-8</td>
<td>5</td>
<td>8</td>
<td>0.3</td>
</tr>
<tr>
<td>hw-2</td>
<td>5</td>
<td>8</td>
<td>0.31</td>
</tr>
<tr>
<td>mutant-9</td>
<td>5</td>
<td>16</td>
<td>0.15</td>
</tr>
<tr>
<td>hw-3</td>
<td>4</td>
<td>21</td>
<td>53.51</td>
</tr>
<tr>
<td>hw-4</td>
<td>4</td>
<td>16</td>
<td>1.69</td>
</tr>
<tr>
<td>unit-test-1</td>
<td>4</td>
<td>13</td>
<td>0.12</td>
</tr>
<tr>
<td>unit-test-2</td>
<td>4</td>
<td>14</td>
<td>3.55</td>
</tr>
</tbody>
</table>

Table 4.3: The evaluation result for test data generation benchmarks. Column #sq refers to the number of subqueries in the target query for measuring complexity, #SV refers to the number of symbolic values used in encoding the search space, and t_S, t_S' refer to the time spent by the solver without and with space refinement.
4.6.3 Experiment 3: Concolic Testing

Last, we demonstrate that the space refinement algorithm can speed up cocolic testing of relational queries. In this experiment, we manually translate the following two pairs of representative SQL queries ($q_1, q_2$ and $q_3, q_4$) into Java programs and call the CATG concolic testing engine to test whether the two queries are equal.

-- q1, q2

```java
Select id, Sum(val) From Flight Where year > 2010 Group By fid;
Select fid, year From Flight Where year > 2010 Group By fid, year;
```

-- q3, q4

```java
Select fid, year From Flight Where year > 2010 And fid = carrier;
Select fid, year From Flight Where year > 2015 And fid = carrier;
```

Given a pair of queries, we create a Java snippet shown below, where the two queries take as input a randomly initialized concolic table. Then, we run the CATG concolic testing engine on the Java snippet and log the time spent by the concolic tester to run 20 test iterations. We set the size of the symbolic input table (the number of tuples in the table) as a variable and study the performance of the concolic tester.

```java
... // input and query definition
if (tableEqual(q1.execute(), q2.execute())) {
    System.out.print("Reach EQ Branch");
} else {
    System.out.print("Reach NEQ Branch");
}
```

**Conclusion 4.** The benefit of space refinement in concolic testing increases as input space size increases.

In both examples, the concolic test engine successfully found input tables to cover both branches in the Java snippet. As shown in Figure 4.10, both examples indicate that the refined search space enables the concolic test engine to run faster in the testing process. In the first example ($q_1, q_2$), the provenance predicate $\phi(t, tO) = (t.fid = tO.1 \land t.year > 2010)$ restricts the choices of the grouping key $fid$ to be the same across the table. In the second example, the provenance predicate determines that it is sufficient to make both $fid$ and $year$ to be the same. Thus, the concolic test engine benefits from the smaller size of the refined search space to generate inputs faster.

4.7 Related Work

**SQL Equivalence.** SQL query equivalence is a problem that has been extensively study in the database theory community [149, 39, 40, 28]. In general, query equivalence is undecidable, and subsequent study aims to identify decidable subsets of SQL and build decision
known decidable SQL subsets include conjunctive queries (CQ) [28], CQ with union (UCQ) [149], CQ with linear arithmetic [39], and CQ with one aggregate in the outer-most layer [40].

Tools for reasoning about query equivalence include HotSQL [35], a proof environment built on top of Coq for interactive SQL proof that targets a different verification method, and Cosette [34], an SMT-based verifier for bounded verification. As shown in our case study, our space refinement algorithm can be used to improve symbolic reasoning of SQL equivalence.

[156] describes a type inference algorithm that maps datalog queries into type programs formulated in (decidable) monadic datalog to check Datalog query containment. These types are abstractions of the program semantics, and they can be used to optimize query execution as well as query containment checking. In particular, containment checking within the type language is sound but incomplete. Their abstraction is a sound approximation of all possible input tables. We also map programs (i.e., queries) into constraints for equivalence checking but with different goals: we are interested in producing symbolic constraints that can be used to generate concrete test cases or counterexamples in addition to proving query equivalence. As a result, our approach uses the provenance of query outputs to speed up symbolic reasoning from existing solvers, rather than approximating programs semantics.

**Test Data Generation.** Tools for generating test data for SQL queries include Qex [189, 188], XData [74] and Tesma [179]. Qex is a SMT-based tool for generating unit tests from a given query and test assertion, where the goal is to construct unit tests from the data, query and assertion. XData is a mutation testing tool for SQL: given an input query, XData generates mutations of the query and then asks the underlying SMT solver to construct a distinguishing input to kill the mutant. It then adds the generated distinguishing input to the test suite for
database testing or grading [13]. Tesma is a concolic test engine that allows testing database applications under the concolic test framework. As shown in our evaluation, our space refinement algorithm can be applied to speedup test data generation.

**Symmetry Breaking.** Both Qex and Cosette include symmetry breaking modules for compiling into SMT formulas, similar to traditional symmetry breaking techniques [42, 49] used in constraint solving. Our approach instead utilizes high-level program semantics and breaks symmetry by identifying table equivalence given the semantics of the input queries. Also, our approach is specific to queries but generalizable to underlying encoding methods, which allows the opportunity to combine it with other lower-level symmetry breaking techniques [181].

**Provenance Analysis.** Provenance analysis has been studied in both scientific computation [17] and the database community [43, 21, 22]. Data provenance has been applied to incremental view updates and data filtering [68] to improve database performance. Our symbolic provenance analysis resembles these approaches, but our algorithm generates predicates to describe the provenance relation for symbolic output tuples, and we extend provenance reasoning to multiple queries simultaneously to solve the query equivalence problem. Our symbolic provenance analysis is a backward abstract analysis that feeds its result to improve the forward concrete analysis (e.g., compiling queries to SMT formulas, generating test cases). Previous work used backward analysis to summarize information that is not readily available to forward analysis, making the latter more efficient [81, 54, 25].

**Semantics Abstraction.** Semantics abstraction [61, 192, 139, 58] is also used in program synthesis to speed up (program) search space traversal, where program synthesizers compute space refinement constraints using abstract semantics of the target language to perform search space pruning. In program synthesis, such space refinement constraints are computed from (1) user specifications of the target program (logic formulas [139] or input-output examples [192, 58, 61]) and (2) currently synthesized partial programs. The refinement constraints capture properties of partial programs and allow the synthesizer to partition and prune the search space before reaching complete programs. In symbolic reasoning tasks, provenance predicates are computed from the verification condition and the target programs, which are then used to break semantic symmetry in the (table) search space. While different, studying the relationship between the two types of refinement constraints in these scenarios offers an interesting future work.

**Verification of Database Applications.** Mediator [201] is a tool for reasoning about database applications with updates. The SparkLite verifier [69] is an SMT-based tool for checking MapReduce program equivalence. Both approaches check program equivalences by in-
ferring program invariants. Our space refinement algorithm currently can only speedup
the type of assertions defined in Section 4.2 but not general invariants. Generalizing our
symmetry breaking algorithm to richer assertions is an interesting future work.

4.8 Summary

In this chapter, we introduced a space refinement algorithm for symbolic SQL reasoning. At
the algorithm’s core are: a symbolic provenance analysis module that analyzes which tuples
in the input table contribute to the multiplicities of the target tuples in query outputs, and a
space refinement module that refines the search space with the provenance information.
Our experiments on bounded SQL verification, test data generation and concolic testing
show that the refined search space effectively speeds up the symbolic reasoning process.

Discussion: Search Space Encoding

We discuss how Qex and Cosette represent the search space and how we encode the refined
search space in these tools.

Representation of $S$. Qex encodes the search space based on the exact number of tuples
allowed in the table, and the search space of all tables containing $k$ tuples is encoded as a
list of tuples where each tuple is a list of symbolic values. For example, given the schema
Bonus(Job:int, Dept:int, Sal:int), the space of all tables with 3 tuples is encoded as the symbolic
table Bonus$_Q$ in Figure 4.11, where each value $s_{ij}$ in the table is a symbolic integer. To encode
the search space consisting of all tables with at most $k$ tuples, Qex would iteratively increase
the number of tuples from 0 to $k$ and check the verification condition separately. Since the
order of tuples in a table does not matter, Qex adopts a set of encoding constraints to break
the encoding symmetry by asserting a canonical order of the tuples in the table. These
constraints avoid the solver to encode the same table multiple times with a different order
of tuples in the content.

Cosette differs from Qex by explicitly encoding the multiplicities of the tuples in the
symbolic table, and a symbolic table with $k$ entries in Cosette represents the search space
of all tables with at most $k$ distinct tuples. The symbolic table Bonus$_C$ in Figure 4.11 shows
how Cosette encodes all tables with the schema Bonus containing at most 3 different tuples,
and Cosette adopts a similar encoding constraints as Qex to reduce encoding symmetry.
Compared to Qex, Cosette’s encoding approach has the benefit of being able to compress
the encoding for tables containing multiple identical tuples, e.g., a table with 100 identical
tuples is represented with only one symbolic tuple with multiplicity 100. On the other
hand, the use of multiplicity also makes representing tables without repeating tuples less
compressed.
Figure 4.11: The encoding of the search space of all tables containing 3 tuples by Qex (Bonus\textsubscript{Q}), and the encoding of the search space of all tables containing at most 3 tuples in Cosette (Bonus\textsubscript{C}). Both encodings adopt a set of encoding constraints to reduce the encoding symmetry.

**Representation of \( S' \).** The reduced search space generated from \( S \) is encoded similarly. We encode the refined search space \( S' \) by adding additional assertions to the encoding constraints.

We first introduce a new symbolic tuple \( t_\text{O} = (a_1, \ldots, a_n) \), where \( n \) is the number of columns in the output of \( q_1 \) and \( q_2 \), and then assert the constraint \( \phi(t, t_\text{O}) \) for each \( t_\text{O} \) that encodes \( S \).

For example, assume the provenance of a query whose output has two columns (denoted as \( t_{O,1} \) and \( t_{O,2} \)) is \( \phi(t, t_\text{O}) = (t.\text{Job} = t_{O,1} \land t.\text{Sal} > 5) \) (for the Bonus table above). To encode the refined search space \( S' \) using \( \phi \), we first introduce two new symbolic values \((a_1, a_2)\) to model \( t_\text{O} \), and add the following assertion in addition to the encoding constraint:

\[
(s_{11} = a_1 \land s_{12} > 5) \land (s_{21} = a_1 \land s_{22} > 5) \land (s_{31} = a_1 \land s_{32} > 5)
\]

Alternatively, we can also simplify the encoding by eliminating redundant symbolic values, e.g., replacing all \( s_{11} \) with \( a_1 \) in the example above.
Part III

PROGRAM SYNTHESIS WITH VALUE PRESERVING ABSTRACTION
Chapter 5

The Kopis Framework: Synthesizing Relational Programs with Value Preserving Abstraction

In this chapter, we summarize the value-preserving abstraction program synthesis framework, Kopis, for relational query synthesis. The Kopis framework is designed for fast prototyping efficient synthesizers that synthesize relational queries from examples, but it could also support synthesizing programs that manipulate complex data structures in other domains.

In the relational query synthesis task, given input tables $\bar{T}_{in}$, and a partial output table $T_{out}$, we want to synthesize a set of programs $S_p$ such that $\forall p \in S_p, T_{out} \subseteq [p(\bar{T}_{in})]$.

Comparing to synthesis problems in other languages like assembly code [138], string manipulation programs [71], web extraction programs [26] or list programs [211], the relational query synthesis problem has the following unique challenges:

- **(Highly Parametric)** While a practical relational query often consists of only a small number of operators, every operator is highly parametric and a relational query can be instantiated in an exponential number of ways (the parameter space is exponential to input table column numbers). This indicates that the search tree often has smaller depth but with larger width, and the synthesizer needs to explore a smaller number of layers but a large number of candidates at each layer. This differentiates relational queries from assembly programs [138] that are often longer but less parametric.

- **(High Evaluation Cost)** Evaluating a relational query is much more costly than evaluating a string program or an assembly program, as the evaluation costs of many operators (e.g., join, pivot) are polynomial to input table size. Thus, a practical synthesizer should limit the number of invocations to the program evaluators for efficiency.

- **(High Memoization Overhead)** Value memoization is a technique that represents explored search space using behaviors of the programs (output of the programs) [186, 138]. This way, programs that behave equivalently on the given input example are identified, and only one representative program is used in further program search to avoid redundant search (since these programs are indistinguishable with the user example), which speeds up the synthesis process. However, because tables are com-
pound data with low compression rate (i.e., there are less programs with the same behavior compared to other domains), its cost overshadows its benefit.

• (Non-decomposable) Unlike string or web extraction programs that are often backwardly decomposable [140, 102, 71], relational queries can not be easily tailored to be both expressive for practical tasks and decomposable for efficient synthesis. This makes version space algebra-based approaches prohibitively expensive, as there exist exponentially many programs that can be inferred from the output example.

The Kopis framework is designed to address these issues. The key insight in the framework is to design value-preserving abstractions of the relational query language to allow the synthesizer to reason about realizability of the synthesis objective given a partially instantiated program. Such abstractions allow the synthesizer to prune families of infeasible programs (a collection of programs with the same structure but different parameters) at a time to dramatically reduce the search space size.

In the following sections, we formalize the relational query language and the synthesis problem and describe the value-preserving abstraction synthesis framework to solve it.

5.1 The Synthesis Task
In this section, we formally describe table and the relational query language $L_Q$, and formulates the synthesis problem.

Notations. In the following, we use $p$ to refer to programs in $L_Q$, $T$ and $t$ to refer to tables, and $c$ for table columns. We use the bar notation $\bar{x}$ to refer to a list of $x$ (e.g., we use $\bar{T}$ for a list of tables $T_1, \ldots, T_n$ and $\bar{c}$ for a list of columns $c_1, \ldots, c_n$), and $\bar{f}(\bar{x})$ for a list of function applications $[f_1(x_1), \ldots, f_n(x_n)]$.

5.1.1 Relational Table
A table is formed by schema and content (Figure 5.1). The schema of a table is a list of strings representing column names, and the contents are a list of rows. Values in each row are scalars of types string, int, float, or datetime or null. Here, as we adopt bag-semantics [130] for the relational query language $L_Q$, duplicate rows are allowed in tables. We define the following set of primitive table operations:

• (Table containment). $T_1 \subseteq T_2$, if all rows in $T_1$ present in $T_2$, and the multiplicity of each row in $T_1$ is smaller than or equal to its multiplicity in $T_2$.

• (Table equivalent). $T_1 = T_2$, if they mutually contain each other ($T_1 \subseteq T_2$ and $T_2 \subseteq T_1$).

• (Table schema reference). schema($T$), returns the schema of the table.
• *(Table column reference).* $T[\bar{c}]$, returns a subtable of $T$ that contains only columns $\bar{c}$. Special case: $T[c]$ returns a table with one column, we use it interchangeably as a list that contains only values from column $c$ of $T$. We use $T[\neg \bar{c}]$ to refer to selecting all columns not included in $\bar{c}$.

• *(Table inclusion).* $T_1 \subseteq T_2$, if there exists $\bar{c} \subseteq \text{schema}(T_2)$ such that $T_1 \subseteq T_2[\bar{c}]$.

• *(Table union).* $T_1 \cup T_2$, union of contents in $T_1$ and $T_2$ (when their schema type are compatible); the schema of $T_1 \cup T_2$ is the same as $T_1$.

\[
T ::= \text{Table}(\text{schema}, \text{content}) \quad \text{(Table)} \\
\text{schema} ::= [c_1, \ldots, c_m] \quad \text{(Schema)} \\
\text{content} ::= [r_1, \ldots, r_n] \quad \text{(Content)} \\
r ::= [v_1, \ldots, v_m] \quad \text{(Row)}
\]

Figure 5.1: The definition of relational tables, where $c$ refers to column names and $v$ refers cell values. Cell values are scalars of types string, int, float, and datetime.

### 5.1.2 The Language of Relational Queries $L_Q$

Figure 5.2 shows the grammar of $L_Q$. $L_Q$ contains both operators from standard SQL [192], analytical SQL, and tidyverse [194] and supports both database querying and data transformation tasks. We choose this highly expressive $L_Q$ as the synthesis target language for the purpose of illustrating how the general value-preserving abstraction synthesis framework works. In practice, only a subset of $L_Q$ is needed for problems in a particular domain; $L_Q$ can also be extended when necessary.

Programs $p$ in $L_Q$ are constructed from the following set of operators:

• Relational algebra: projection, dedup (select distinct), filter (selection), join and union;

• Extended relational algebra: aggregate (group and aggregate), left_join (left outer join);

• Basic arithmetic and string manipulation: separate (split a column into two via string splitting), unite (combine two columns via string concatenation), arithmetic (column-wise arithmetic computation);

• Pivot operators: pivot_longer (pivot wide to long), pivot_wider (pivot long to wide).
5.1.3 The Synthesis Problem

Definition 4 formulates the example-based relational query synthesis problem. Compared to traditional synthesis tasks where the goal is to synthesize a program \( p \) from input example \( I \) and output example \( O \) such that \( \llbracket p(I) \rrbracket = O \), our synthesis task expects the user to provide only a partial output table (a subset of the actual output \( O \)). The rationale behind the design is to reduce the user effort when working with large input data: without this, the user either needs to provide the full output (which requires considerable effort due to its large size) or craft a small representative input data to reduce the output size (which could make the synthesis task more ambiguous).

Definition 4. (The Synthesis Task) Given input tables \( \bar{T}_{in} \), a partial output example \( T_{out} \) and the number of desired programs \( N \), the synthesis objective is to find a set of \( N \) programs \( S_p \) from \( L_Q \) such that each \( p \in S_p \) satisfies the property \( T_{out} \subseteq \llbracket p(\bar{T}_{in}) \rrbracket \).

5.2 The Synthesis Algorithm

Algorithm 8 shows the top level synthesis algorithm: an abstraction-based enumerative search algorithm that iteratively enumerates and prunes abstract programs until specification-consistent programs are found (an abstract program \( p \) is a program with unfilled parameters, unfilled parameters are represented as holes “□”). The Synthesize procedure contains two main components: (1) a coarse search component that enumerates program skeletons – pro-
Algorithm 8 Top-level synthesis algorithm.

1:  procedure SYNTHESIZE($T_{in}$, $T_{out}$, depth, $N$)
2:     \textbf{input:} input tables $T_{in}$, partial output example $T_{out}$, search depth $depth$, the number of desired programs $N$.
3:     \textbf{output:} a set of programs that are consistent with $T_{in}$ and $T_{out}$
4:     $W_0 \leftarrow \{T_{in1}, \ldots, T_{inm}\}$;
5:     $k \leftarrow 0$;
6:     \textbf{while} $k < depth$ \textbf{do}
7:         \textbf{for} $\gamma \in \{\text{projection, dedup, filter, aggregate, separate, unite, arithmetic, pivot_longer, pivot_wider}\}$ \textbf{do}
8:             $W_k \leftarrow \{\gamma(p, \square) \mid p \in W_{k-1}\}$;
9:         \textbf{for} $\gamma \in \{\text{join, left_join, union}\}$ \textbf{do}
10:             $W_k \leftarrow W_k \cup \{\gamma(p_1, p_2, \square) \mid p_1 \in W_i, p_2 \in W_j, i + j = k - 1\}$;
11:     $W \leftarrow \bigcup_{i \in [0, depth]} W_i$;
12:     $R \leftarrow \emptyset$;
13:     \textbf{while} $\neg W.$isEmpty() \textbf{do}
14:         $p \leftarrow W.$next();
15:         \textbf{if} isConcrete($p$) \textbf{then}
16:             \textbf{if} $T_{out} \subseteq \llbracket p(T_{in}) \rrbracket$ \textbf{then}
17:                 $R \leftarrow R \cup \{p\}$;
18:             \textbf{if} $|R| \geq N$ \textbf{then return} $R$
19:         \textbf{else continue};
20:     $\phi \leftarrow \text{abstractReasoning}(p, T_{in}, T_{out})$;
21:     \textbf{if} UNSAT($\phi$) \textbf{then continue};
22:     $\square_i \leftarrow \text{chooseNextHole}(p)$;
23:     $W \leftarrow W \cup \{\square_i \mapsto v \mid v \in \text{inferDomain}(\square_i, p, \bar{T})\}$
24:     \textbf{return} $R$

grams with no instantiated parameters, and (2) a fine search phase that fills parameters of feasible program skeletons until programs consistent with the user specification are found.

In the coarse search phase, starting from input tables $T_{in}$, and at each iteration $k$, the algorithm constructs program skeletons of size $k$ by applying unary constructors on skeletons of size $k - 1$ (line 7-8) or applying binary constructors on skeletons whose sizes sum to $k - 1$ (line 9-10). This process generates the set of all program skeletons $W$ up to size $depth$ (an algorithm parameter).

In the fine search phase, the algorithm takes one abstract program $p$ out of the work list $W$ at each time. If the program $p$ is already concrete (i.e., no hole left to be instantiated), the algorithm checks if it is consistent with the output example $T_{out}$ and adds it to the result
set $R$ if so (line 15-18). Otherwise, $p$ is an abstract program, and the algorithm conducts an abstract analysis to check whether the current abstract program $p$ can be instantiated to satisfy the output example $T_{out}$ (we call this a realizability check). If the realizability check fails, the abstract program will be pruned (as no instantiation of it could satisfy $T_{out}$) (line 20-21). If the check succeeds, the synthesizer expands the search space by (1) choosing the next hole $\square_i$ in $p$ to be instantiated, (2) inferring the domain of the hole $\square_i$, and (3) replacing the hole $\square_i$ with each candidate value $v$ and add them to the work list for further search (lines 22, 23).

The synthesis framework has three submodules that can be customized to make the synthesis algorithm more efficient in certain domains:

- **$W.next()$**: this function chooses the next sketch from the worklist $W$ to instantiate, and its choice decides the search strategy. **Scythe** [192] and **Falx** [195] adopt a breadth-first search strategy to visit programs with smaller sizes first before examining more complex ones, and the order in which operators are decided with a predefined heuristics (e.g., Falx explores programs with $\text{pivot\_longer}$ before $\text{pivot\_wider}$ as they are more commonly used in data processing for visualizations).

- **chooseNextHole($p$)**: this function decides the next hole in the abstract program $p$ to expand, and a good choice of the function allows the synthesizer to prune infeasible programs earlier. **Scythe** and **Falx** adopt the breadth-first-search strategy by always choosing holes from operators closer to AST leaf nodes, as this makes partial evaluation possible and makes the reasoning more precise.

- **abstractReasoning($p$)**: this function analyzes whether an abstract program $p$ can realize the synthesis objective based on abstract semantics of the language. Prior work like **Morpheus** [58] adopts high-level table type information (e.g., column, row number) to decide realizability. But **Scythe** and **Falx** adopt value-preservation abstraction for the abstract reasoning, as it allows more precise reasoning and can dramatically prune the search space. We will describe the details in the following sections.

In general, the **Synthesize** procedure provides a sound and complete way to explore the program space within the given depth, but its practical performance relies on whether the abstract reasoning subroutine **abstractReasoning** can effectively prune infeasible abstract programs early to avoid search explosion. In the next section, we formally describe the design of **value-preserving abstraction** that reasoning about realizability of the synthesis objective given an abstract program $p$. 
5.3 Value-preserving Abstraction for Program Reasoning

Given an abstract program $p$, the abstract reasoning process aims to decide (as precisely as possible but without affording excessive computation time) if $p$ can be instantiated into a concrete program $p'$ (i.e., $p' \in \text{instantiate}(p)$, where $\text{instantiate}(p)$ denotes the set of all programs that can be instantiated from $p$ by substituting holes in $p$ with concrete parameters) such that $T_{\text{out}} \subseteq [p'(\overline{T}_{\text{in}})]$.

Definition 5. (The Analysis Process) Given input tables $\overline{T}_{\text{in}}$, a partial output example $T_{\text{out}}$ and an abstract program $p$ of form $p = p_2(p_1(\ldots), \ldots)$ ($p_1$ is a prefix of $p$, and $p_2$ the a suffix of $p$ given $p_1$; both of them can be abstract), the analyzer computes:

- $\phi_1^+$, which over-approximation of the outputs that can be derived from programs instantiated from $p_1$. $\phi^+$ satisfies: $\forall p_1' \in \text{instantiate}(p_1). [t \mapsto [p_1'(\overline{T}_{\text{in}})] \phi_1^+]$.

- $\phi_2^-$, which is a necessary condition the input to $p_2$ needs to satisfy if there exists an instantiation of $p_2$ that can return $T_{\text{out}}$. $\phi^-$ satisfies the following property: $\forall p_2' \in \text{instantiate}(p_2). \forall T. (T_{\text{out}} \subseteq [p_2'(T)]) \implies [t \mapsto T] \phi_2^-$.

In this way, the analyzer checks whether the whole program $p$ can realize the synthesis objective by checking if $\text{UNSAT}(\phi_1^+ \land \phi_2^-)$, and prunes $p$ if the check passes.

In this analysis process, there are two special cases of how $p$ can be decomposed into $p = p_2(p_1(\ldots), \ldots)$:

- $p = p_1(\ldots)$. In this case, $p_2$ is the identity function, and we only need to derive $\phi_1^+$ and check $\text{UNSAT}([t \mapsto T_{\text{out}}] \phi_1^+)$ to decide whether to prune $p$. This is an approach adopted in Scythe [192].

- $p = p_2(\ldots)$. In this case, $p_1 = \overline{T}_{\text{in}}$, and we only need to derive $\phi_2^-$ and check $\text{UNSAT}([t_k \mapsto T_{\text{in}k}] \phi_2^-)$ to decide whether $p$ can be pruned or not.

In general, the first analysis in Definition 5 is a forward analysis that calculates an upper bound of output of $p_1$ given input $\overline{T}_{\text{in}}$, and the second analysis is a backward analysis that calculates a lower bound of the input to $p_2$ given the output $T_{\text{out}}$. In practice, given a program $p$, instead of only trying one decomposition of $p$ into prefix and suffix, Kopis decomposes $p$ in all possible ways to exploit the pruning opportunity (the total number of decomposition is linear to the program size, which is tractable).

In the following, we introduce the abstract semantics to derive $\phi^+$ and $\phi^-$ from input and output examples.
5.3.1 Forward Analysis

Figure 5.3 shows the forward analysis process. Given a program $p$, we derive a constraint $\phi^+ = t \in T$ (if $\phi^+ \neq \top$), where $t$ is a symbolic variable and $T$ is a concrete table that represents the “upper bound” of the outputs of $p$. This derivation process is denoted as $p \Downarrow \phi^+$. As shown in Definition 5, $\phi^+$ overapproximates the behavior of all possible outputs that can come out of $p$.

The analysis is recursively defined, for example, in the analysis of $\text{filter}(p, \_)$, we first derive the overapproximation of $p$ based on $p \Downarrow t \subseteq^* T$, and then overapproximates the output from filter: while we don’t know anything about the actual filter predicate, we know that all of its output must be contained by $T$, which gives us the constraint $t \subseteq^* T$. The analysis
Backward analysis: $\langle T, p \rangle \uparrow \phi^-$

$\langle T, t \rangle \uparrow T \subseteq t$

$\langle T, p \rangle \uparrow \phi^-$

$\langle T, filter(p, \_\_) \rangle \uparrow \phi^-$

$\langle T, projection(p, \_\_) \rangle \uparrow \phi^-$

$\langle t, dedup(p, \_\_) \rangle \uparrow \phi^-$

$\langle T, \text{aggregate}(p, f) \rangle \uparrow$ $\bigvee_{i \in [1,|\text{schema}(T)|]} \phi_i$

$\langle T, \text{pivot}_{\text{longer}}(p, \_\_) \rangle \uparrow$ $\bigvee_{i,j \in [1,|\text{schema}(T)|]} \phi^-_{ij}$

$\langle T, \text{pivot}_{\text{wider}}(p, \_\_) \rangle \uparrow$ $\bigvee_{i,j \in [1,|\text{schema}(T)|]} \phi^-_{ij}$

$\langle T, \text{aggregate}(p, \_\_, \_\_, \_\_) \rangle \uparrow$ $\bigvee_{i \in [1,|\text{schema}(T)|]} \phi_i$

$\langle T, \gamma(p, \_\_) \rangle \uparrow \top$ (B-Weak)

Figure 5.4: Backward analysis. Derives a condition $\phi^-$ that the inputs to $p$ need to satisfy given output $\langle T, p \rangle$. B-Weak is applied when none of the other rules are applicable.

is similar for binary operators like join, union and left_join. For example, in join, the output constraint $t \subseteq^* T_1 \times T_2$ is an over-approximation of the output for all possible join predicates.

Note that there are two special rules in the forward analysis process: F-Weak and F-Strong. F-Strong is applied whenever possible to make the analysis output more accurate: i.e., whenever we encounter a fully instantiated sub program $p$, we use its output $[p]$ as its over-approximation (this is a partial evaluation strategy). F-Weak is then used when non of the other analysis rule can be applied, which effectively “gives up” the analysis (as the output constraint $\phi^+ = \top$ means that $\phi^+$ is always satisfiable). For example, given programs like arithmetic($p$, □) or aggregate($p$, □), while it is not impossible to compute an output table to summarize its output behavior, its computation would be exponentially expensive, and our analysis rule simply gives up forward analysis here. While it may looks pessimistic here, in many practical cases, the reasoning of such a program can be achieved based on the backward analysis process, and otherwise, we only need to continue enumerating a few more key parameters to enable forward analysis.
Backward Analysis

Figure 5.4 shows the backward analysis process. Given a program \( p \) and its output \( T \), we derive a constraint \( \phi^- \) of the format \( \phi^+ = \bigvee_i T_i \preceq t \) (if \( \phi^- \neq \top \)), where \( t \) is a symbolic variable and \( T_i \) is a concrete table that represents the “lower bound” to inputs of \( p \). This derivation process is denoted as \( \langle T, p \rangle \uparrow \phi^- \). As shown in Definition 5, \( \phi^- \) is a necessary condition the input table to \( p \) needs to satisfy given that we want the output \( T \) to be contained by the output of \( p \).

In the backward analysis process, the analysis rules for unite, separate, pivot_longer, pivot_wider would involve a lightweight enumeration process. The purpose here is to “guess” which columns in the output belong to the ones generated by the current operator, and continue propagating other parts of the table to its child program. For example, in the analysis of \( \langle T, \text{unite}(p, \_\_ \_ \_ \_ \) \rangle \), the rule considers all possible \( c_i \) that might be the new column generated by unite, and then for each \( c_i \), the analyzer continue analyzing \( \langle \text{separate}(T, c_i), p \rangle \) that derive \( \phi_i^- \) by considering that \( \text{separate}(T, c_i) \) is the table generated by \( p \). The analyzer finally combines all \( \phi_i^- \) together and form the property \( \bigvee_{i \in [1,|\text{schema}(T)|]} \phi_i^- \) that the inputs to the program needs to satisfy. This process may look very expensive. However, several practical reasons make the analysis not just effective at pruning but also easy to compute: (1) the number of operators in a practical program is often small, thus the number of branches will not grow dramatically, and (2) the analyzer often don’t need to explore all possible \( c_i \) because of type restriction (e.g., the target column for unite much be a string column that contains connector).

Similar to the forward analysis rule F-Weak, the rule B-Weak here is applied when non of the other rules is applicable, and derive a constraint \( \top \) that the input can always satisfy. Thus the program cannot be pruned with this condition.

Bidirectional Abstract Analysis

As noted in (in Section 5.3) a program \( p \) will be sliced into \( p = p_2(p_1(\ldots), \ldots) \) to explore all possible ways to prune \( p \). Here, given the slicing, we compute \( p_1(\ldots) \downarrow \phi_1^+ \), and \( \langle T_{\text{out}}, p_2(t, \_\_ \_ \_ \_ \) \rangle \uparrow \phi_2^- \). Then we check UNSAT(\( \phi_1^+ \wedge \phi_2^- \)) (here \( t \) is the only variable) to decide if \( p \) can be pruned — this pruning process only requires running “\( \preceq \)” checking up to \( k \) times, where \( k \) is the number of disjunctions in \( \phi_2^- \). Note that a slicing with a smaller sized \( p_2 \) is more likely to derive a stronger pruning condition \( \phi_2^- \) and a weaker \( \phi_1^+ \), and a slicing with bigger sized \( p_2 \) will have weaker \( \phi_2^- \) and a stronger \( \phi_1^+ \). Whether \( p \) can be pruned given a slicing \( p_1, p_2 \) depends on operators are in \( p \). Here are some examples:

- If \( p = \text{pivot_longer(join(\ldots), \ldots)} \), \( p \) is more likely to be pruned with a slicing \( p_1 = \text{join(\ldots)} \) and \( p_2 = \text{pivot_longer(\ldots)} \);
• If $p = \text{pivot\_longer}(\text{pivot\_wider}(\ldots,\ldots))$, $p$ is more likely to be pruned with a slicing $p_1 = \text{id}$ and $p_2 = \text{pivot\_longer}(\text{pivot\_wider}(\ldots,\ldots))$ unless all parameters in pivot\_wider are instantiated (note that the forward analysis rules can only handle pivoting when they are fully instantiated);

• If $p = \text{join}(\text{filter}(\ldots,\ldots))$, $p_1 = \text{join}(\text{filter}(\ldots,\ldots))$ and $p_2 = \text{id}$ is ideal for pruning (note that no rule in backward analysis can effectively analyze join, but forward analysis rules for both join and filter are available);

• If $p = \text{join}(\text{pivot\_longer}(\ldots,\ldots))$, $p$ is more unlikely to be pruned with any slicing unless $p$ is relatively concrete. Such cases are in “the blind spot” of the pruning algorithm. In practice, in many cases, a semantically equivalent program with different syntactical structure exists and the synthesizer does not need to search for such programs. For example, $p = \text{join}(\text{unite}(\ldots,\ldots))$ is a challenging to analyze program, but an equivalent program $p' = \text{unite}(\text{join}(\ldots,\ldots))$ exists and thus $p$ does not need to be explored by the synthesizer.

In general, value-preserving abstraction is a relatively expensive (compared to type-based analysis [58, 139]), but it provides much stronger pruning power.

The abstract analysis satisfies the following property that ensures pruning soundness:

**Property 9.** Given inputs $T_{in}$ and partial output $T_{out}$ and a program $p = p_2(p_1(\ldots,\ldots))$, let $p_1(\ldots) \Downarrow \phi^+_1$ and $(T_{out}, p_2(t,\_)) \Uparrow \phi^-_2$, if $\text{UNSAT}(\phi^+_1 \land \phi^-_2)$, then there is no instantiation of $p$ that would satisfy $T_{out} \subseteq [p(T_{in})]$.

This property can be derived from Definition 5, as $\phi^+_1$ constrains the property of all possible outputs that $p_1$ can return (given input $T_{in}$), and $\phi^-_2$ constrains the property the input to $p_2$ needs to satisfy (given output $T_{out}$). If the constraint cannot be satisfied, the two programs $p_1$ and $p_2$ cannot work together to solve the synthesis task (Definition 4). Note that because the analysis is under abstract semantics, there is still no guarantee that $p$ can be instantiated into a correct solution if $\phi^+_1 \land \phi^-_2$ can be satisfied. In such cases, the synthesizer will continue instantiating and check when more information is known, or until a fully instantiated program that satisfies the user specification is found (Algorithm 8).

### 5.4 Summary

The Kopis framework summarizes the key synthesis algorithm behind Falx and Scythe. The high level algorithm in Kopis is an enumerative search algorithm (where the search policy can be customized) that leverages abstract reasoning to prune infeasible abstract programs
(Section 5.2). The key here is to use value-preserving abstractions to enable more accurate reasoning of the program semantics and prune infeasible ones (Section 5.3). We envision Kopis can be effectively applied to other domains where programs manipulate complex data structures (e.g., trees, sequence, graphs), where value-preserving abstraction can effectively leverage structure and value information in the data to enable effective pruning.
Conclusion

In this thesis, we build synthesis-powered data analysis tools to bridge the *programmability gap* in data analysis that inexperienced data scientists often struggle with advanced data analysis tasks due to lack of programming experience. Concretely, we build tools that let inexperienced users perform advanced data manipulation and data visualization tasks using examples, by synthesizing programs that generalize the examples.

We introduced *Falx*, a visualization-by-example tool that let the user create expressive visualizations using a demonstration of how a few data points from the dataset would be mapped to the canvas, and *Scythe*, a SQL query synthesizer that lets the user author advanced SQL queries using input-output examples.

- *(Interaction Model)* From the human computer interaction perspective, our system design transforms the traditional full specification task (specifying all steps needed to solve a data analysis problem) into a partial specification-recognition task (providing a partial task specification that demonstrate the task and then exploring synthesized programs to find the desired solution).

In *Falx*, the user specifies the visualization by demonstrating how a few data points in the input data are mapped to the canvas. This lets users directly specify visualization on “untidy” data, and it reduces the users’ efforts in learning and performing data transformation in visualization authoring. *Falx* then takes advantage of the “visual nature” of the domain and lets the user discover the desired visualization by exploring candidate solutions using a design exploration interface *(Chapter 1)*.

In *Scythe*, the user demonstrates a database querying task using input-output example table pairs, and *Scythe* finds queries that are consistent with the specified input-output behavior. *Scythe* then leverages a symbolic reasoning engine to compute distinguishing inputs that can disambiguate similar complex queries. This allows the user to distinguish queries based on their output behaviors on the distinguishing input as opposed to directly inspecting the queries *(Chapter 4)*. These designs let the user specify a complex task easily and select the desired solution confidently.

- *(Scalability)* From the programming language research perspective, our key design is to leverage *value-preserving abstractions* to achieve early pruning of the search space *(Chapter 5)*. Using value-preserving abstractions, the synthesizer analyzes behaviors
of abstract programs using over-approximations and decides if the user example is realizable. Though relatively expensive, the analysis accuracy can discover more pruning opportunities than other approaches, which is the key to let Scythe (Chapter 3) and Falx (Chapter 2) scale much better in the context of synthesizing expressive programs that manipulate relational tables.

We believe this thesis is the prelude of a new generation of data analysis tools. We envision the following future designs to make synthesis-powered analysis tools more prevalent and better at reducing data scientists’ effort.

- **Abstraction Learning.** Good abstractions of language semantics are key to scaling up synthesis algorithms since they let synthesizers reason about realizability of user specifications in different parts of search space and prune infeasible ones. To build an efficient synthesizer for a new domain, we need to carefully design the semantic abstraction of the language that supports both effective pruning and compositional reasoning. This makes current practices of manual abstraction design insufficient.

  Thus, we envision the design of an abstraction learning approach to allow automatic discoveries of semantic abstractions that adapt to different languages and different application contexts. One possibility is to build a reinforcement learning based abstraction learning framework with the following components: (1) a symbolic compiler that can enumerate and propose sound abstractions for given operators, (2) a synthesis engine that assesses quality of abstractions by running synthesis task simulations, and (3) a continuous optimizer that optimizes and guides the discovery of new abstractions.

- **Multi-modal Program Synthesis.** In addition to better search algorithms, allowing users to provide richer task information can also greatly benefit the synthesizer performance. Richer information means that the synthesizer will be better at pruning infeasible search space and better at program disambiguation.

  Examples of such multi-modal interface includes: (1) an interface that lets users demonstrate computation processes (e.g., using example formulas) besides concrete values to solve analytical problems that often involve complex computations; and (2) an interface that combines natural specification (e.g., sketching, dialog systems) with logic specification (e.g., input-output examples, demonstrations, properties). These interfaces will allow the user to provide richer task information without much extra effort.
• **Interactive Synthesis Environment.** For more complex data analysis tasks, it is no longer ideal for the user to specify from scratch every time, because this increases the user’s specification effort, synthesizer scalability, and disambiguation difficulty.

We envision that future program synthesizers would work in the form of “program synthesis environments” similar to how data scientists use programming notebooks to solve complex analysis tasks. First, we envision the program synthesis environment to support *incremental synthesis* that let the user to develop complex analysis tasks on top of results synthesized from the previous iterations. Second, we envision the synthesis environment to support *opportunistic adaptation* that allows the user to copy, paste and adapt existing ad hoc code snippets (e.g., existing visualization snippets from online galleries) to solve new tasks. For example, the data scientist could demonstrate how they intend to adapt an existing visualization design to work on their new datasets by manipulating visual objects. The system will then propagate these changes to the program parameter space to adapt the visualization program. Finally, we envision the environments to have the ability to learn user preferences over time to make the synthesis algorithm search and disambiguate better. Learning signals can come from the user’s acceptance and rejections of certain designs and the order in which the user explores synthesis outputs. In general, interactive synthesis environments would let data scientists and synthesizers work together to tackle more challenging tasks.

All of these possibilities suggest a promising future for empowering data analysis with synthesis-based techniques. We hope that the thesis provides one exemplar of adapting core techniques in synthesis into powerful interactive tools that empower human creativity.
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