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Analysts make many, sometimes arbitrary, decisions throughout the data analysis pipeline, yet different choices can lead to divergent conclusions. The flexibility of making analytic decisions can inflate false positive rates and lead to non-replicable findings. In this dissertation, we first characterize how researchers make analytic decisions in their analysis pipeline. We confirm that researchers may experiment with choices in search of desirable results, but also identify other reasons why researchers explore alternatives yet omit findings.

A promising approach to address decision flexibility is multiverse analysis – rather than fixating on a single analytic path, a multiverse analysis evaluates all “reasonable” analytic decisions in parallel and interprets results collectively. We introduce tools and techniques that lower the barriers for analysts to author, run, and interpret multiverse analyses. We present the Boba DSL, a domain-specific language that represents the structure of the decision space, providing critical context for subsequent system components. We introduce the Boba Monitor, a
dashboard that leverages approximation algorithms under the hood to enable monitoring progress and diagnosing issues while the multiverse is still running. We contribute the Boba Visualizer, a visual analysis system that aids users in interpreting the outcomes of all analytic paths, with judicious design choices that push users towards reducing rather than suppressing uncertainty. Finally, we discuss case studies where model quality issues change what one can reasonably take away from the multiverse and justify an iterative workflow. We hope that our findings will help inspire the design of both improved analysis tools and community standards.
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Chapter 1

Introduction

Producing reliable analysis outcomes is challenging. In a series of “many analysts” studies [8, 46, 92, 93], well-intentioned experts independently analyze the same dataset to answer the same research question, yet they produce largely different analyses and conclusions. The variations in the results are not explained by prior beliefs, expertise, or peer-reviewed quality of the analysis [93].

Why do these well-intentioned experts produce conflicting analytic conclusions? A key contributing factor is the so-called researcher degrees of freedom – the flexibility in making analytic decisions. Analysts typically make many decisions throughout the analysis pipeline: Which data values are considered outliers? Which variables should be included as covariates? What model family and parameterization are appropriate? At each decision point, more than one defensible option can exist. Different combinations of choices might lead to diverging results and conflicting conclusions, akin to a garden of forking paths [32]. When analysts explore the garden of forking paths and selectively report the best findings, they face the risk of inflated false-positive rates [94]. This practice is believed to be one cause for the replication crisis affecting various scientific fields [3, 32, 33]. To eliminate undisclosed flexibility in decision making, an increasingly popular approach is pre-registration [12], where analysts commit all analytic choices to a verifiable registry before collecting any data. However, even by committing to a single analytic path, the conclusion might still be less rigorous, as multiple justifiable paths might exist and different paths might produce diverging conclusions.

One promising approach to address decision flexibility is multiverse analysis. Rather than fixate on a single analytic path, analysts of multiverse analyses outline all “reasonable” alternatives a-priori, exhaust all possible combinations between them, execute the end-to-end analysis per combination, and interpret the outcomes collectively [95, 97, 78, 113]. With multiverse analyses, analysts can gauge whether their conclusions are robust to sometimes arbitrary decisions, and identify decisions that have a large impact on results. By reporting the full range of possible outcomes, not just those that fit a particular hypothesis or narrative, the transparency of the study is also improved [88].

However, multiverse analyses are challenging to author, run, and interpret, due to having myriad forking paths. Authoring a multiverse is tedious, as researchers are
no longer dealing with a single analysis, but hundreds of forking paths resulting from possible combinations of analytic decisions. Without proper scaffolding, researchers might resort to multiple, largely redundant analysis scripts [61], or rely on intricate control flow structure including nested for-loops and if-statements. Running a multiverse analysis can introduce long delays before assessing results because a multiverse can lead to a combinatorial explosion of analyses to compute. Interpreting the outcomes of a vast number of analyses is also challenging. Besides gauging the overall robustness of the findings, researchers often seek to understand what decisions are critical in obtaining particular outcomes (e.g., [95, 97, 113]). As multiple decisions might interact, understanding the nuances in how decisions affect robustness will require a comprehensive exploration, suggesting a need for an interactive interface.

This dissertation aims to support analysts in conducting reliable data analysis by evaluating all reasonable analytic decisions. Across the work described in this dissertation, I demonstrate the idea that:

Thesis Statement

Multiverse analyses can be made more effective by a specification design that captures critical decision points, an iterative workflow that takes model quality into account, and guidance based on statistical principles that pushes users towards reducing rather than suppressing uncertainty.

There are three important requirements to the design of multiverse software that arise from the thesis statement. First, the multiverse specification should represent the structure of the decision space, as this information is crucial for contextualizing subsequent exploration. Second, the multiverse workflow should be iterative, where users explore the results from a priori reasonable paths, determine the reasonableness post hoc based on model quality and other considerations, then go back to improve the multiverse specification. Third, software supporting multiverse analysis will benefit from a principled reduction of uncertainty that guide users toward statistical best practices through judicious design choices. We will describe how we design and build a software system to instantiate these processes and requirements.

1.1 Contributions

This dissertation makes the following contributions:

1. Characterization of researchers’ decision-making practices during their analysis process.
To better understand how researchers make analytic decisions across phases of data collection, wrangling, modeling, and evaluation, we pore over 9 published research studies and conduct semi-structured interviews with their authors. We characterize recurring rationales for analytic decisions, along with conflicts and implicit trade-offs among options. We observe that researchers often base their decisions on methodological or theoretical concerns, but subject to constraints arising from the data, expertise, or perceived interpretability. We also try to
understand the motivations for exercising the researcher degrees of freedom and selectively reporting results. We confirm that researchers may experiment with choices in search of desirable results, but also identify other reasons why researchers explore alternatives yet omit findings. Based on the interview results, we identify design opportunities for strengthening end-to-end analysis. One major opportunity is a meta-analysis of multiple decision paths via a multiverse analysis. The rest of this dissertation addresses this opportunity by introducing a system for authoring, running, and interpreting multiverse analyses.

2. The design of a system for authoring, running and interpreting multiverse analyses. We introduce Boba, an integrated system for supporting multiverse analysis. Boba supports a workflow where analysts author the specification, review the results, refine the analysis based on model quality, and commit the final choices in the step of making inference. Boba consists of three components:

(a) The Boba DSL is a domain-specific language (DSL) for authoring multiverse analyses. The DSL formally models an analysis decision space, providing critical structure that other system components later leverage. With the DSL, users only need to specify the shared portion of the analysis code once, alongside local variations defining alternative analysis decisions. The compiler enumerates all compatible combinations of decisions and synthesizes individual analysis scripts for each path. As a meta-language, the Boba DSL is agnostic to the underlying programming language of the analysis script (e.g., Python or R), thereby supporting a wide range of data science use cases.

(b) The Boba Monitor is a dashboard that allows users to control multiverse execution on the fly, while monitoring progress and diagnosing issues while the multiverse analysis is running. The Boba Monitor leverages sampling-based approximation algorithms under the hood to reduce the time until decision sensitivity is estimated accurately. Using synthetic and real multiverses, we empirically evaluate how quickly the approximation algorithms converge to accurately estimate and rank sensitive decisions. Round robin and sketching approaches are 5 times faster on average compared to no sampling, and up to 2 times faster than uniform sampling.

(c) The Boba Visualizer is a visual analysis system for facilitating the interpretation of the output of all analysis paths. The Boba Visualizer first provides linked views of both analysis results and the multiverse decision space to enable a systematic exploration of how decisions do (or do not) impact outcomes. Besides decision sensitivity, we enable users to take into account sampling uncertainty and model fit. We also provide facilities for principled pruning of “unreasonable” specifications, and support inference to assess effect reliability. The Boba Visualizer seeks to guide users towards best practices based on statistical principles, for example promoting visual predictive checks.
3. The evaluation of the system using three case studies.

We evaluate the Boba system through three case studies. The first two case studies replicate multiverses from prior work, whereas the third case study builds upon a crowdsourced data analysis initiative, capturing the various analytic choices made by crowd analysts as a meta-analysis of the results. We show how the Boba Visualizer affords multiverse interpretation, enabling a richer understanding of robustness, decision patterns, and model fit quality via visual inspection. We also demonstrate that by running a small subset of a multiverse using the Boba Monitor, we can arrive at the same conclusion about decision sensitivity and model quality as in the full multiverse. In all case studies, model fit visualizations surface previously overlooked issues and change what one can reasonably take away from these multiverses. We discuss the implications of these issues, along with other challenges in multiverse analysis, in our design reflection.

1.2 Outline

Chapter 2 surveys prior empirical studies and software systems for data analysis. The chapter also discusses recognized pitfalls in data analysis and improved practices, with an emphasis on multiverse analysis.

Chapter 3 describes an interview study for characterizing how researchers make analytic decisions across phases of data collection, wrangling, modeling, and evaluation. The chapter also presents a visualization design for representing analytic decisions in the analysis process.

Chapter 4 presents the design and evaluation of the Boba DSL, which aid users in authoring a multiverse analysis.

Chapter 5 introduces three sampling-based approximation algorithms for estimating decision sensitivity quickly, along with an empirical evaluation of the algorithms. The chapter also presents the design of the Boba Monitor which uses the approximation algorithms under the hood to reduce the latency before assessing results.

Chapter 6 presents the design of the Boba Visualizer, which facilitates users in interpreting the outcomes of all analysis paths.

Chapter 7 describes three case studies to evaluate the Boba system.

Finally, chapter 8 summarizes this dissertation and outlines new research directions for supporting multiverse analyses.

1.3 Prior Publications and Authorship

While I am the primary author of the research in this dissertation, the research is also the result of years of collaboration with my advisor, Jeffrey Heer, as well as my mentors and colleagues at the University of Washington, especially Tim Althoff. The interview study on analytic decision making (Chapter 3) was published at CHI 2020 [66] in collaboration with Jeffrey Heer and Tim Althoff. The Boba system was
published at VIS 2020 [67] in collaboration with Alex Kale, Tim Althoff and Jeffrey Heer. The approximation algorithms underlying the Boba Monitor (Chapter 5) were inspired by discussion with Tim Althoff and Kevin Jamieson. Uri Simonsohn provided a dataset for us to replicate the multiverse about female hurricanes and fatalities (Chapter 7). The case study on crowdsourcing data analysis (Chapter 7) was done in collaboration with Martin Schweinsberg, Eric Luis Uhlmann, Marcel A.L.M. van Assen, Zainab Mohamed, and Robbie C.M. van Aert. Jeffrey Heer provided invaluable feedback and comments on all aspects of the work contained in this dissertation.

To reflect my collaborators’ contributions, I will use the first-person plural to describe the work throughout this dissertation.
Chapter 2

Related Work

We draw on prior empirical studies and software systems for data analysis. We also discuss recognized pitfalls in data analysis and improved practices, with an emphasis on multiverse analysis.

2.1 Understanding and Supporting Data Analysis

There are numerous empirical studies on understanding data analysis practices and many software systems for supporting data analysis. This section does not attempt to give a comprehensive overview of the landscape, but instead focus on a much narrower subset of literature that our work builds on.

2.1.1 Empirical Studies of Data Analysis

Many prior studies characterize high-level tasks in the data analysis processes, often using qualitative methods to elicit experiences from analysts. Some focus on specific groups of users or types of activities (e.g., [24, 50, 60]). Others seek to model the data analysis process in general, conceptualizing the pipeline as a sequence of iteratively visited stages [1, 55, 110]. The process model from Wongsuphasawat et al. [110], for example, consists of acquisition, wrangling, exploration, modeling, and reporting, with iterative feedback loops between almost every pair of stages (Figure 2-1). In later sections, we refer to this whole data lifecycle as end-to-end data analysis.

Some studies examine analytic decision-making in particular [53, 65], a topic that our work in Chapter 3 also focuses on. Our work corroborates Kale’s findings on analytic decision-making strategies [53] and Liu’s observations on motivations for pursuing alternatives [65]. By richly diagramming our participants’ analyses, we further observe recurring patterns in analysis processes, such as feedback loops and fixations. In addition, by closely examining specific, published analyses, we identify conflicts between decision rationales and opportunism. While our study asks participants to recall their decision rationales after the analysis, a subsequent study [92] collects rationales and considered alternatives to executed code blocks while the participants are authoring the analysis script. This later study further examines why analytic
choices contribute to variations in analysis results and identifies various ambiguity in characterizing reasonable decisions.

Across different studies, researchers observe the non-linear nature of the analysis process. A number of studies note the “back-tracking” behavior where analysts revisit an earlier point in their process after meeting a dead end [61, 79, 107]. Related studies characterize the analysis process as a bidirectional search, with both data-focused (bottom-up) and goal-focused (top-down) components [4, 50]. Rule et al. [89] describe the tension between experimenting iteratively and explaining insights in a linear narrative, and highlight the need to “support non-linear narrative”. Analysts often manage alternatives from exploratory work by duplicating code snippets and files, but these ad-hoc variants can be messy and difficult to keep track of [61, 36]. We also observe many instances of iterative refinement in our interview study (Chapter 3), and our system for supporting multiverse analyses provides a way to author non-linear analyses (Chapter 4).

### 2.1.2 Software Systems for Data Analysis

Observations in the previous subsection call for tools to support authoring alternative programs. Some systems allow analysts to author multiple variants simultaneously, for example via linked-editing [39] or “forked” interpreter sessions [107]. Another approach cleans up the messy analysis code after exploratory programming to produce minimal code for a single analysis path [40]. A related branch of work concerns preserving the provenance of non-linear workflows. Variolite [61] allows analysts to version small chunks of code and easily compare between versions of such local alternatives. While these software systems primarily support ad-hoc exploration of a small number of variants, our system (Chapter 4) allows a more systematic approach to test out all combinations of reasonable alternatives. In future work, inspirations might be taken from approaches for authoring alternative designs. For example, techniques like subjunctive interfaces [68, 69] and Parallel Pies [100] embed and visualize multiple design variants in the same space, and Parallel Pies allows users to edit multiple variants in parallel.

Some systems support statistical analysis in general, often aiming to lower the barriers for less experience users. These systems target various steps along the end-to-
end analysis pipeline, including *a priori* power analysis [106], experimental design [23, 70], data wrangling [54], exploration [111], and statistical modeling [51, 81, 104]. To support less experienced users, a strategy is to represent analysis goals in higher-level abstractions and synthesize appropriate analysis methods from these goals [51]. Our systems aim to lower the barriers for researchers to conduct multiverse analyses, a specific type of statistical approach for increasing robustness and transparency.

### 2.2 Recognized Pitfalls and Improved Practices

Faulty analyses led to a widespread “replication crisis” [3], with replication studies failing to validate prior results [5, 6, 76, 83]. In Biology, two laboratories ventured to validate published “landmark” studies, but were successful in replicating the original results in only 11% and 25% of projects, respectively [5, 83]. In Psychology, the Open Science Collaboration replicated 100 published studies using high-powered designs and original materials, but found that on average, “replication effects were half the magnitude of original effects” [76].

Replicability concerns have prompted scientists to re-examine how data analysis practices might lead to spurious findings. A simple explanation for why most published studies are underpowered yet yield significant results is “file drawer effect”, as studies that fail to find significant results are sent to the file drawer. But scholars argue that in some cases, non-significant results are not *missing*, but masked as significant results. Simmons *et al.* [94] describe how *researcher degrees of freedom* – the flexibility in making analytic decisions – might inflate false-positive rates (*i.e.*, *p-hacking* [75]), allowing one to find significant results in almost any experiment. Machine learning researchers note similar issues, for example tuning random seeds can drastically alter results [42]. Gelman & Loken [32, 33] argue that *p-hacking* need not be intentional, as *implicit* decisions present similar threats. They use a metaphor of a *garden of forking paths*, with each path potentially leading to different outcomes. Failing to address this flexibility gives rise to issues such as multiple comparison problem (MCP) [25, 26, 114], hypothesizing after the results are known (*HARKing*) [58], and overfitting [84]. As indicated by a survey of 2,000 psychologists [49], *p-hacking* was unfortunately prevalent. While prior studies base their arguments on simulations and surveys, we conduct semi-structure interviews with researchers to gain a nuanced understanding of potential pitfalls in their analyses.

In response, scholars have endorsed a number of practices, including pre-registration [12, 102, 105], using estimation instead of dichotomous testing [2, 16, 20], adopting Bayesian statistics [30, 57], and increasing transparency in reporting [24, 73, 75, 96]. Pre-registration, in particular, is widely advocated in methodological reforms. To pre-register, researchers commit all analytic choices to a verifiable registry before collecting any data. The method seeks to eliminate undisclosed flexibility in decision making and promotes “purely confirmatory research”. However, some scholars argue that the clear distinction of confirmatory and exploratory analyses is not well-motivated [99, 45]. In addition, fixating on a single analytic path may be less conclusive, as multiple justifiable paths might exist and choosing one path would be
arbitrary. In crowdsourced data analysis studies, well-intentioned experts independently analyze the same dataset to test the same hypothesis, but their analyses and conclusions differ considerably [8, 46, 92, 93]. The variations in the results are not explained by prior beliefs, expertise, or peer-reviewed quality of the analysis [93]. For more comprehensive assessments, researchers have proposed multiverse analysis [97], which we will discuss in detail in the next section.

### 2.2.1 Multiverse Analysis

Analysts begin a multiverse analysis by identifying reasonable analytic decisions *a-priori* [95, 97, 78]. Prior work defines reasonable decisions as those with firm theoretical and statistical support [95], however, not all decisions might be equally defensible [19]. Decision points might arise in different phases of the analytic process, including data collection [38], wrangling [97], and modeling [95]. While general guidelines such as a decision checklist [108] exist, defining what decisions are reasonable still involves a high degree of researcher subjectivity.

The next step in multiverse analyses is to exhaust all compatible decision combinations and execute the analysis variants (we call a variant a *universe*). Despite the growing interest in performing multiverse analysis (*e.g.*, [48, 77, 13, 6, 87]), few tools currently exist to aid authoring. Young and Holsteen [113] developed a STATA module that simplifies multimodel analysis into a single command, but it only works for simple variable substitution. Rdfanalysis [27], an R package, supports more complex alternative scenarios beyond simple value substitution, but the architecture assumes a linear sequential relationship between decisions. Multiverse [90] is another R package that allows analysts to iteratively author multiverse analyses in their preferred workflow inside RMarkdown computational notebooks. It handles procedural dependencies between decisions, allowing analysts to more easily exclude unreasonable paths. Our DSL (Chapter 4) similarly provides scaffolding for specifying a multiverse, but it extends to other languages beyond R.

After running all universes, the next task is to interpret results collectively (see [37] for a survey). Some prior studies visualize results from individual universes by either juxtaposition [95, 97, 85] or animation [21]. Visualizations in other studies apply aggregation [18, 82], for example showing a histogram of effect sizes. The primary issue with juxtaposing or animating individual outcomes is that they cannot scale beyond hundreds of universes, though this might be circumvented by sampling [95]. Our visualizer (Chapter 6) shows individual outcomes, but overlays or aggregates outcomes in larger multiverses to provide scalability.

Besides the overall robustness, many studies also investigate which analytic decisions are most consequential. The simplest approach is a table [97, 11, 85, 17] where rows and columns map to decisions, and cells represent outcomes from individual universes. Simonsohn et al. [95] extend this idea, visualizing the decision space as a matrix beneath a plot of sorted effect sizes. These solutions might not scale beyond hundreds of universes as they juxtapose individual outcomes, and the patterns of how outcomes vary might be difficult to identify depending on the spatial arrangements of rows and columns. Another approach [82] slices the aggregated distribution of out-
comes along a decision dimension to create a trellis plot (a.k.a. small multiples [101]). The trellis plot shows how results vary given a decision, but does not convey what decisions are prominent given certain results. Our visualizer uses trellis plots and supplements it with brushing to show how decisions contribute to particular results.

Finally, prior work relies on various strategies to infer whether a hypothesized effect occurs given a multiverse. The simplest approach is counting the fraction of universes having a significant p-value [97, 11] and/or an effect with the same sign [18]. Young and Holsteen [113] calculate a robustness ratio analogous to the $t$-statistic. Simonsohn et al. [95] compare the actual multiverse results to a null distribution obtained from randomly shuffling the variable of interest. We build upon Simonsohn’s approach and use weighted model averaging based on model fit quality [112] to aggregate uncertainty across universes.
Chapter 3

Decision Points & Selective Reporting in End-to-End Data Analysis: An Interview Study

As discussed in Chapter 1, drawing reliable inferences from data involves many, sometimes arbitrary, decisions. As different choices can lead to diverging conclusions, understanding how researchers make analytic decisions is important for supporting robust and replicable analysis. In this chapter, we investigate decision making within end-to-end quantitative analysis: the full lifecycle of quantitative data analysis including phases of data collection, wrangling, modeling, and evaluation. We conduct semi-structured interviews with authors of nine published studies in HCI and other scientific domains. We pore over participants’ manuscripts and analysis scripts to assess their decisions, and ask them to recall, brainstorm, and compare alternatives in every analytic step.

In this chapter, we contribute the results and analysis of these interviews. We present a visualization design for representing analytical decisions, both to communicate our interview results and as a tool for mapping future studies. We identify recurring rationales for analytic decisions, highlighting conflicts and implicit trade-offs among options. Next we examine the motivations for carrying out alternative analyses, a practice that exercises freedom in analytic decisions. We subsequently discuss how participants choose what to include in research reports if they have explored multiple paths. Finally, based on our observations, we identify design opportunities for strengthening end-to-end analysis, for instance via tracking and meta-analysis of multiple decision paths. Given the HCI community’s demonstrated interest in quantitative empirical research, we hope our findings will help inspire the design of both improved analysis tools and community standards.

3.1 Methods

To better understand decision-making in end-to-end quantitative data analysis, we conducted semi-structured interviews with authors of nine published studies. We
<table>
<thead>
<tr>
<th>Theme</th>
<th>Category</th>
<th>Description</th>
<th>Representative Quote</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision rationales</td>
<td>Methodology</td>
<td>Participants defend the decision with methodological concerns, including statistical validity, study design and research scope.</td>
<td>I mainly used t-test for hypothesis testing because my data was parametric.</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Prior work</td>
<td>Participants support the analytic decision using previous studies, “standard practice” and/or internalized knowledge.</td>
<td>We adapt the method from a previous paper and we follow the same process to do the analysis.</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>Participants mention data constraints, including data availability, data size and data quality.</td>
<td>The reason I combined them together is because more data has less variation.</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>Expertise</td>
<td>Participants feel limited by expertise.</td>
<td>I don’t know how to do this really.</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Communication</td>
<td>Participants prefer an alternative that is easier to communicate.</td>
<td>Because they were actually very hard to write up.</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Sensitivity</td>
<td>Participants believe that the decision has little impact on the results and provide no further rationales.</td>
<td>In my quick mental calculation, it seemed like it wouldn’t actually make a big difference.</td>
<td>3</td>
</tr>
<tr>
<td>Executing alternatives</td>
<td>Opportunism</td>
<td>Participants willingly explore new alternatives to look for desired results.</td>
<td>I tried three different settings for those parameters and the chosen ones looked slightly better.</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>Systematicity</td>
<td>Participants outline all reasonable alternatives, implement them, and choose the winning alternative based on an objective metric.</td>
<td>We performed a sensitivity analysis to identify the best combination.</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>Robustness</td>
<td>Participants implement additional alternatives after making a decision, in order to gauge the robustness of their conclusions.</td>
<td>That is just for robustness, to say, ‘even if you look at [another option], you see the same thing.’</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Contingency</td>
<td>Participants have to deviate from their original plans because the planned analysis turned out to be erroneous and/or infeasible.</td>
<td>This [filter] produced anomalous results and we went back [to apply] a more stringent filtering.</td>
<td>30</td>
</tr>
<tr>
<td>Selective reporting</td>
<td>Desired results</td>
<td>Participants only report the desired results and omit findings that are non-significant, uninteresting, or incoherent to their theory.</td>
<td>It felt stronger to say five out of seven, rather than four out of six, was one reason to keep it.</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>Similar results</td>
<td>Participants claim that the results are similar and thus omit interchangeable alternative analyses.</td>
<td>But it didn’t make a huge difference so we just kind of went with [the current option].</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Correctness</td>
<td>Participants apply rationales, primarily methodology and prior work, to remove analytic approaches they consider incorrect.</td>
<td>I was concerned about whether I had a strong hypothesis to see those interaction effects or not.</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>Social constraints</td>
<td>Social constraints and communication concerns prevent participants from reporting some findings.</td>
<td>I’m a second author and many decisions made in the manuscript writing were against my wishes.</td>
<td>31</td>
</tr>
</tbody>
</table>

Table 3.1: Themes and categories that emerged from open coding of the interview data. The rightmost column lists the prevalence of a category within a theme.

first inspected the papers and analysis scripts, then engaged researchers in discussion about their decision rationales and possible alternatives.

### 3.1.1 Participants

We interviewed 9 academic scientists (3 females, 6 males, age 24–72), including 6 Ph.D. students, 2 research scientists and 1 tenured professor. Our interviewee’s research fields include Human-Computer Interaction (5), Proteomics (2), Marine Biology (1), and Geography (1). Participants’ analyses cover a spectrum from directed question-answering to open-ended exploration. P1-5 conducted confirmatory analyses: they designed controlled experiments to answer predefined research questions. P6 explored their data to develop a biological assay. P7 and P8 performed exploratory data analyses (EDA). P9 gathered insights from EDA to form a hypothesis for a subsequent confirmatory experiment.

We recruited interviewees by advertising in multiple HCI and data science mailing lists. We also identified 15 local authors from the CHI 2018 proceedings and
emailed them directly, netting three participants. Regardless of recruitment method, all interested participants filled out a survey to provide a publication and the accompanying analysis scripts. We recruited every respondent whose publication involved quantitative data analysis and had been published in a peer-reviewed venue.

3.1.2 Interview Procedure

We interviewed one researcher at a time for 60–90 minutes. We began each interview with an introduction describing the purpose of the interview: to understand decision making during data analysis and to collect use case examples for developing prototype tools for robust data analysis. We then proceeded with our discussion protocol, which consisted of three phases. The discussion focused specifically on the analysis project provided to us by the participant in the signup survey. Afterwards, all participants were compensated with a $20.00 gift card.

Phase 1: Recall. We first asked participants to freely propose different, yet justifiable analytic decisions. We encouraged participants to recall alternative paths they had considered and executed, and those raised by reviewers. We did this prior to other phases to elicit responses without biasing participants.

Phase 2: Brainstorm. We asked participants to brainstorm alternatives using a checklist based loosely on the work of Wicherts et al. [108]. The checklist contains common analytic decisions across stages of a typical data analysis pipeline, from data collection and wrangling to modeling and inference. We used the checklist to help participants systematically examine all steps in the end-to-end pipeline.

Phase 3: Compare. To raise options overlooked by participants in the previous phases, we discussed additional decisions we had prepared before the interview. We generated alternative analytic proposals by perusing the paper, appendix, and analysis scripts, while consulting the checklist to ensure a comprehensive coverage of different phases of the analysis.

3.1.3 Analysis of Interview Data

All interviews were audio recorded and transcribed verbatim. The first author analyzed the data, with iterative feedback from other authors throughout the analysis process. As our findings might put participants in a vulnerable position, we have replaced identifiable information in figures and quotes. For example, we might replace an identifiable variable name (autophagy substrate) with a generic name (IV).

We first sought to understand the overall analysis process. From the interview data, we extracted analytic steps and their relationships to reconstruct both decision points and data flow. We drew graphs to aid interpretation, and soon realized that the graphs had greater utility beyond summarizing interview results. We thus conducted a dedicated design exercise by outlining design goals, iterating over visual encodings, and producing visualizations, as detailed in the next section.

Next we investigated how participants made analytic decisions. We began by using open coding [14] as a preliminary step to identify recurring themes. Three themes emerged: participants provided rationales for decisions, described their experiences in
executing alternative analyses and subsequently selective reporting of the results. We integrated raw codes within each theme to extract common concepts and patterns. Table 3.1 summarizes the themes and categories, along with example quotes (the quotes were edited for brevity and clarity; full quotes and relevant contexts are in later sections). The table also lists the prevalence of each category, computed as the ratio of unique instances within each theme. We discuss our empirical findings in the section Interview Results.

3.1.4 Limitations

One limitation is our convenience sampling approach, which introduces potential bias. For example, our sample is mostly composed of HCI and junior researchers. To be clear, our research goal is to characterize the space of analytic processes and decisions, not to quantify the prevalence of any specific activity. Also, while our study reaches saturation in some regards [34] as the last two participants did not surface new categories, our convenience sample might miss known phenomena. Some practices currently gaining adherents, such as pre-registration followed by exploratory analysis on collected data and planned analysis based on simulated data, are not observed. A future taxonomy might better delineate the distinction between a-priori and a-posteriori decisions.

We note violations of methodological validity when perusing participants’ analyses to flag potentially problematic practices, but our judgments are subjective. Some methods we endorse are not universally accepted, such as multiple comparison correction [15]. Other than methodological validity, we interpret from the perspectives of the participants as much as we could.

Participants might withhold information on potentially problematic practices. Where possible, we complement the transcripts with what we found from participants’ analysis scripts (e.g., evidence of implementing multiple model formulae in R code), but not all scripts retain the full history. Thus, there are likely additional explorations of alternatives that we are unable to observe. In addition, all accounts of analytic decisions were given post-hoc. Future studies are needed to inspect researchers’ decision making process during the analysis event.

3.2 Analytic Decision Graphs

To represent participants’ process and decisions, we created visualizations that we call Analytic Decision Graphs (ADGs). We developed ADGs in conjunction with our analysis of the transcribed interviews. We present the design of ADGs here first, so that we can refer to them in our later discussions.

3.2.1 Design Goals

ADGs aim to visualize analytic decisions in the context of end-to-end analysis pipelines. We expect ADGs to afford two utilities. First, with ADGs as visual illustrations,
Figure 3-1: Analytic Decision Graph for P1, representing a controlled experiment to investigate the impact of web design on reading performance. At several steps, P1 revised her analytic decisions based on end results and reviewer feedback, for instance merging two levels of an IV because effect sizes were similar. While she examined model specification options thoroughly, she appeared to place less emphasis on inference decisions such as choosing which significance test to use.

authors should be able to communicate their decisions and processes more easily. Second, ADGs might prompt reflection on decisions, potentially encouraging consideration of further alternatives.

To review an analysis decision process, users will need to perform at least the following tasks:

- Gain an overview of the high-level analytic components.
- Understand the analytic steps and their relationships.
- Examine and evaluate the decisions made in each step.

From these tasks we can distill some design requirements:

- Represent the input and the outcomes. To provide context, ADGs should include inputs such as data sources and outcomes such as deliverables supporting the conclusion.
- Display granularity of analysis components. ADGs should visualize both high-level modules and individual decisions.
- Represent relationships between the steps. ADGs should capture various types of relationships, such as order and dependency, to organize steps into a coherent process.
- Visualize the rationales and the ramifications of a decision. Visualizing rationales might help authors identify weak spots and help readers gauge the validity.
### 3.2.2 Visual Encodings

To meet these requirements we iterated over several designs. We discuss the tradeoffs made and present the final design.

As ADGs should visualize both steps and their relationships, a graph is a natural representation. We use a node (⊙) to encode a decision point and an edge to encode the relationship between two decision points. We further include auxiliary nodes with distinct shapes: rectangles (■) represent analysis outcomes, whereas solid dots (●) are “dummy” nodes. In an earlier design, we visualized all potential alternative choices one could make in addition to the decision point, but the graph soon grew cluttered. We thus omit individual alternatives.

Various types of relationships exist between two decision points. The first type is a dataflow dependency (——), where the output of one node is the input to another. The second type is a procedural dependency (→), where the downstream decision would not exist if some alternative in the upstream decision were chosen. For example, if a researcher had chosen a frequentist model instead of a Bayesian model, she would not need to decide among different priors. The third type is an information dependency (→), where one decision informs another. For example, insights from exploratory analysis might inform the hypothesis of a subsequent confirmatory experiment. We also have feedback loops (↔), as researchers revise an upstream decision based on the results from a downstream step. All of these relationships appear as edges of different textures. We further arrange the nodes vertically according to their order in the dataflow, with the top being the start. Yet another type of relationship exists – temporal order – as some decisions are made earlier than others. We overload the vertical axis to represent temporal order when it does not conflict with dataflow dependency.

We use a categorical color palette to represent type of decision rationale. To reduce visual complexity, we simplify the categories of Table 3.1 to three groups. We use a red color for desired results (⊗) to call out potentially problematic practice; this is when researchers made the decision by weighing end results, for example discarding options that produced non-significant results. We assign blue to data, methodology, and prior work (●), which are relatively primary concerns. The rest of the rationales, denoted other rationales (⊙), receive a desaturated gray color. Finally, as we (the interviewers) might propose alternatives that the participant had not thought of, we use white (●) to indicate additional decisions not considered by the participants at the time of analysis.

The size of a node corresponds to the number of enumerated alternatives for the decision point. The thickness of a dataflow edge conveys the number of accumulated alternatives, namely all possible combinations of alternatives of previous decisions leading to that point. Since the accumulated total grows exponentially, we use a logarithmic scale for edge thickness.
Figure 3-2: Analytic Decision Graphs for P2–P9.
3.3 Analysis of Analytic Decision Graphs

We created an ADG for each participant, as shown in Figure 3-2. We first describe P1’s ADG (Figure 3-1) in detail, then summarize recurring patterns drawn from the ADGs for all participants. As comparing unrelated studies is not a design goal of ADGs, care should be taken when interpreting apparent differences between graphs. Some visual properties (e.g., those described below) are meaningful to compare, but other visual differences (e.g., horizontal position of nodes, edge curvature) are not.

3.3.1 ADG Walkthrough for P1

P1 designed a controlled experiment to investigate the impact of web design on reading performance. She followed a typical confirmatory pipeline: she operationalized (i.e., defined the measurements of) the variables germane to her research questions, collected and processed the data, built a statistical model, and interpreted the results, ultimately producing a bar chart of effect sizes with uncertainty intervals and several p-values.

The dataflow edges funnel into two linear paths leading to the end results, as opposed to a typical exploratory analysis (e.g., Figure 3-2f) where the dataflow forks into multiple branches. Still, P1’s analysis has many feedback loops: P1 revised her analytic decisions at several steps, based on observed data, end results, and reviewer feedback. Despite being a relatively simple pipeline with 9 decision points, P1’s analysis gives rise to over 5,000 possible ways to compute the final p-values, as indicated by the width of the dataflow edge into the final node reject null hypothesis. Judging by the size and color of decision nodes, P1 examined model specification options thoroughly (indicated by the size of the specify model formula node), but she appeared to place less emphasis on inference decisions (indicated by empty nodes in the inference section).

3.3.2 Summary of ADG Patterns

Using the interpretation approach above, we analyzed ADGs for all participants. Here are a few recurring observations.

Feedback loops are present in all analysis processes of our participants, regardless of whether the analysis is confirmatory or exploratory (Figure 3-2, dotted edges). We further examine these iterative fine-tuning behaviors in the next section.

Participants often fixate on a few prominent steps while ignoring decisions in the end-to-end pipeline. Among our participants, we observe that data and inference decisions are often neglected (Figure 3-2, empty nodes). When prompted by the interview checklist or the interviewer, participants revealed that they did not recognize these steps as decision points and implicitly chose a single viable option. On the other hand, choosing variables, choosing models and specifying model formula are often considered thoroughly (Figure 3-2, large nodes).

Procedural branches are rare among our participants. P1’s process includes one procedural edge and no procedural branches (Figure 3-1, thick black edges); she could
have considered ways to operationalize other candidate dependent variables. The lack of such branches implies a relatively linear process where decisions were made in order, one step at a time.

Across participants, the “multiverse” size ranges from 16 to over 25,000,000 (median 1,632; see Figure 3-2, thickness of dataflow edges immediately before rectangular nodes). We revisit issues related to scale in the discussion section.

3.4 Interview Results

We now describe the patterns that emerged from the qualitative analysis of our interview data, following the organization of themes and categories in Table 3.1.

3.4.1 Rationales for Analytic Decisions

When participants recognized an analytic step as a decision point, they might reason about it, identifying and evaluating options before selecting a path along which to proceed. From 190 such instances, we identified six categories of rationales for analytic decision making.

Methodology

Methodological concerns comprised a major set of rationales (48 instances, 9/9 participants). These arguments typically involved statistical validity, study design, and research scope.

Many methodological concerns (19 instances, 9/9 participants) were rooted in statistical validity. Meeting model assumptions was a concern for seven participants, as they chose the statistical model best suited for the data distribution, or wrangled the inputs to satisfy model assumptions. Participants used various strategies for the later approach: they might balance the datasets, normalize the inputs, log-transform a variable, or remove collinear variables. Besides model assumptions, five participants supported their decision with logical arguments, pointing out mathematical properties or explaining the intuitions behind customized methods. As a simpler example, P6 explained why she used a less common log-transformation, $\log(x + 1)$, to process the data: “because I have a lot of zeros.” (Figure 3-2e, transform data).

Validity concerns also stem from study design (21 instances, 9/9 participants). Five participants argued that confounders were controlled for and thus were excluded in model specifications. Four participants stressed that variables in their models strictly followed the factors, levels, and measures in their experimental design. Participants followed a preselected plan akin to pre-registration [12, 102, 105], though none of the studies was officially pre-registered.

Other than validity, a few rationales (8 instances, 2/9 participants) are rooted in scope, as researchers discarded alternatives outside the scope of their current research questions. As P2 argued (Figure 3-2a, design typing task): “the intention of this research is to evaluate text entry, the real-life text entry. So we’ll not type random text.”
Prior Work

Another group of rationales were anchored in prior work (62 instances, 9/9 participants). Here, we use prior work to refer to prior studies, standard practices, and internalized knowledge.

All participants cited prior studies to support their decisions. Besides utilizing knowledge from prior studies to inform decisions, three participants mimicked configurations from a prior work. While this enables direct comparison with previous findings, participants might admit that alternatives warranting further considerations might exist. For example, P8 stated (Figure 3-2h, choose goodness of fit metrics):

“...[the chosen method] is what multiple other papers have used. But there would be alternatives and we have a whole host of other model performance metrics.”

Without citing specific sources, seven participants drew on knowledge that likely resulted from a combination of prior studies, consensus, and training. A participant referred to field consensus in outlier removal: “We did not remove any outliers. Because in the autism field, why it’s called Autism Spectrum Disorder, because other Autism are considered outliers.”

Six participants in 22 instances honored “standard practice”, “tradition”, and “convention”, sometimes without questioning its validity. For instance, a participant followed a “rule-of-thumb” of recruiting ~20 participants for an experiment, though the study might be under-powered and so fail to resolve effects of smaller size (Figure 3-2a, choose sample size). A participant chose to “start with a t-test, because it’s standard” (Figure 3-2b, choose model), though the data violated normality assumptions. Two participants admitted that standard practices might not be best practices, but they were concerned about social aspects. They believed that readers would accept standard practice more readily and “reviewers would have asked for it.”

Five participants expressed how the lack of theory prevented them from choosing statistically valid alternatives. Two participants avoided interaction patterns that they “didn’t have a strong hypothesis to include” (Figure 3-2d, specify model formula). P2 explained how tweaking alpha, a parameter in a metric to operationalize a variable, might allow one to obtain desirable outcomes, and argued against such practices because “there’s no reasonable theory or rationale underlying that alpha.” (Figure 3-2a, operationalize adjusted WPM).

Data

Data constraints represented another major group of rationales (39 instances, 8/9 participants). Researchers were constrained by data availability, quality, and size.

Some data constraints were hard constraints. Unavailable data might prevent participants from investigating additional variables. P8 originally identified 23 relevant predictors from prior work, but later dropped 7 of them for which he was unable to obtain sufficient data (Figure 3-2h, choose predictors). Three participants stated that collecting more data was too costly or infeasible, as P4 complained: “we set the target beforehand, but we couldn’t achieve the target group. We just tried to recruit
as many groups as possible.” (Figure 3-2c, choose sample size). Sticking with a small sample size, two participants noted that certain modeling approaches, for instance time series analysis, were infeasible.

On the other hand, some data issues allowed more room for flexibility. What constituted clean data might be subjective, but three participants excluded noisy data at the expense of study design, for instance dropping an entire variable. Similarly, three participants altered study designs, such as pooling variable levels, in order to achieve a larger sample size.

**Expertise**

Researchers also felt limited by expertise (23 instances, 8/9 participants). They might not know what alternatives were possible, as P9 commented (Figure 3-2i, choose model):

“And there is almost certainly some other way to do that, but I’m not sure that I would know what it is.”

When researchers had a rough notion of viable alternatives, they opted not to pursue an unfamiliar method. P4 echoed sentiments of three participants about Bayesian analysis: “I heard something about Bayesian statistics, but I don’t have any background to try more than that.” (Figure 3-2c, choose model). Two researchers deferred a decision to a statistician, who they believed had better authority over the subject.

**Communication**

Sometimes researchers preferred an alternative that was easier to communicate (13 instances, 6/9 participants), quoting a variety of values. Two participants preferred an “interpretable” method over “methods that merely produce black-box predictions” (Figure 3-2h, choose model). A participant attempted to be “consistent” with the methods he used, because “otherwise the readers will be confused” (Figure 3-2b, choose model). Another participant aimed for higher generalizability by targeting for practical use cases (Figure 3-2a, design typing task). Finally, a participant just wanted to keep things simple, avoiding “more complex” options (Figure 3-2a, choose IV). Communication concerns can come at the expense of validity. P3 chose a statistical model suboptimal for their data distribution because “to make the analysis consistent across the whole study, we just stick with one statistical test.” (Figure 3-2b, choose model).

**Sensitivity**

Finally, researchers sometimes claimed that choosing another alternative would have little impact on the results (5 instances, 4/9 participants). Two researchers supported the claim with logic. P8 said: “in my quick mental calculation, it seemed like it wouldn’t actually make a big difference.” (Figure 3-2h, adjust predicted probabilities). Others recalled from past experience that two methods tended to produce similar results. As they did not evaluate their current situation, perceived sensitivity might differ from actual sensitivity.
3.4.2 Interactions of Rationales

We observed an interplay between decision rationales, particularly in terms of which rationales tended to dominate others. Both our own interviews and previous studies [95, 102] identify *methodology* and *prior work* as dominant rationales that researchers primarily rely upon. A bottom-up, exploratory approach might include *data* as a dominant rationale category, as researchers develop tentative theories to account for observed phenomena. However, in practical situations, the analysis plan supported by the dominant rationales nevertheless accommodates various constraints concerning *data, expertise* and *communication*. *Sensitivity* ignores other rationales by focusing instead on the impacts of the decision.

These decision rationales interact with each other, often creating conflicts. The previous section described two ways in which the dominant categories, *methodology* and *prior work*, are contradictory. First, standard practices are not always best practices; by adhering to conventions, participants might adopt a statistically faulty method. Second, a statistically valid approach might lack theoretical support, as five participants described how they avoided such situations. The previous section also contains ample evidence of how *secondary rationales* constrain and override dominant concerns. *Data, expertise* and *communication* all limit the viable methods researchers choose from, as researchers prefer a method that is familiar, easy to communicate, and feasible for the current data size. *Data*-related issues also impact study design, for instance researchers might drop a noisy variable or combine multiple levels within a variable to increase sample size.

3.4.3 Motivations for Executing Alternative Analyses

While some researchers reasoned about alternatives, ruled out options, and implemented a single final decision, others executed alternative analyses. What spurred researchers to actualize possibilities and travel multiple analytic paths? We found 44 instances in which participants explicitly described, or we could reasonably infer, their motivations to pursue alternatives. We then identified four categories of motivations.

**Opportunism**

When being opportunistic, researchers willingly explored new alternatives, searching for desired results in the garden of forking paths (20 instances, 7/9 participants). Such exploratory behavior comes in two forms: one might search for patterns without a hypothesis to defend, or one might actively search for a confirmation of existing hypothesis. The first form is sensible as long as the exploratory nature is clearly acknowledged in the publications [102, 105]. In fact, exploratory data analysis (EDA) literature often advocates an open mindset and a comprehensive exploration before focusing on pre-defined questions [1, 4]. Participants doing EDA all demonstrated an opportunistic attitude, as P8 described:

"It was like a little experiment ... It wasn’t to test any hypothesis, but it was to explore the data in a more complete way where we could actually investigate the..."
effects that we were interested in.”

However, we also observed opportunism among participants who reported strictly confirmatory findings (Figure 3-1 & 3-2a-d, feedback loops into red nodes). Participants tried multiple analytic options and selected a path leading to desired results. Such endeavors might happen in the data wrangling phase, when participants qualitatively explored data distributions and avoided analytic options unlikely to produce desired outcomes. P1 discarded a dependent variable because it failed to yield differential results across conditions (Figure 3-1, choose DV):

“The distributions of accuracy are similar across questions. So, instead of looking at how different conditions affect it, we use [accuracy] as another exclusion criteria.”

Others adopted a deliberate and structured search. P3 tried “all the different combinations” of independent variables in a model specification (Figure 3-2b, specify model formula):

“You can think of it as a cross product, we did all of them, right? ... we have ANOVA to test the difference of accuracy with and without considering age, and with and without considering gender, and with considering both gender and age. We did all of them.”

After an exhaustive search for patterns, he selectively reported “interesting findings.” These examples of opportunism in confirmatory analysis might increase the chance of false discovery and lead to non-replicable conclusions [32, 75, 94].

Systematicity

Voluntary exploration was not always driven by a desire to find interesting results. Researchers could systematically enumerate reasonable alternatives, implement them, and evaluate the outcomes based on an objective metric (4 instances, 3/9 participants). The key evidence to help us distinguish systematicity from opportunism was that the evaluation metric did not hinge on anticipated conclusions; the metric was not the end result. Two participants enumerated model specifications and chose the best one based on the goodness of fit. P8 also ran a local multiverse analysis and used the goodness of fit to choose the best combination of two decisions (Figure 3-2h).

Robustness

In another type of voluntary exploration, researchers tested alternatives after making a decision to gauge the robustness of the outcomes (7 instances, 4/9 participants). After the model yielded expected results, P2 implemented two redundant tests “to gain an inner confidence of the metric” (Figure 3-2a, choose model). P9 applied two protein annotation methods to corroborate the same conclusion (Figure 3-2i, annotate proteins):

“That is just for robustness, to say, ‘Hey, even if you look at orthologs of proteins that in mammals and so on are EV proteins, you see the same thing.’”
**Contingency**

In the case of contingency, researchers had no choice. They had to deviate from their original plans because the planned path proved to be erroneous or infeasible (13 instances, 5/9 participants). Contingency might arise internally, as five participants ran into a dead end and retracted to an upstream analytic step. At a filtering step, P7 initially set loose thresholds because “having more data was probably better”, but the decision backfired (Figure 3-2f, drop low quality reads):

“But two years into the project, it was realized that this [filter] produced some very anomalous results, and we went back, and for some of the subsequent analysis we went through a more stringent filtering of the data which removed some of these anomalies.”

External contingency came from reviewers, who urged researchers to revise the analysis. P6 switched to a Fisher’s exact test from a t-test: “well, the reviewer made me do it, but I’m not sure it’s the best choice.” (Figure 3-2e, choose model).

### 3.4.4 Motivations for Selective Reporting

After researchers executed alternative analytic paths and observed multiple outcomes, they must choose which analyses to include in publications. We observed 52 instances in which researchers did not report all analytic paths taken. Why did researchers report some findings but omit others? We identified four categories of motivations underlying selective reporting.

**Desired Results**

Evaluating multiple options allowed researchers to view and weigh the outcomes. Unsurprisingly, the quality of the outcome was a major criterion in selecting which alternative to report. In opportunistic exploration, researchers searched the garden of forking paths for desired results; consequently, they typically only reported the desired results and omitted findings that were non-significant, uninteresting, or incoherent to the theory they intended to support (15 instances, 7/9 participants).

A majority of participants conducting confirmatory analysis (4/5) omitted statistically non-significant results. When multiple results proved significant, participants selected the option with stronger implications for their intended theory. P5 tested two ways to filter the data and both produced significant results, so she chose the larger subset such that she could argue for a greater impact of the proposed mechanism (Figure 3-2d, use a subset). Two participants included non-significant results and devised further criteria for “interesting” findings worthy of reporting. To P3, interesting findings meant all significant results plus unexpected null results “which we thought it might be significant but it turns out not.” He truthfully documented initially plausible hypotheses that failed an empirical test, yet his reporting strategy also includes any hypothesis that seemed plausible post-hoc – which is a form of HARKing [58].
Two participants conducting EDA also omitted explored analysis paths that did not corroborate the conclusions. Only one participant comprehensively documented alternative analyses they had performed during exploration.

**Similar Results**

In a few cases (5 instances, 3/9 participants), researchers relied on analytic outcomes, but argued that the outcomes were similar in terms of both the actual results and their implications. Thus, reporting one of the alternatives was deemed sufficient. Participants did not elaborate any criteria for selecting among similar options, implying that sensitivity alone was the reason for suppressing interchangeable analysis alternatives.

**Correctness**

Despite having access to the analytic outcomes, sometimes participants did not utilize this information. Instead, they fell back to using rationales described in the decision rationales theme, most frequently methodology and prior work, to remove analytic approaches they considered incorrect (16 instances, 7/9 participants). Such practices might ensue from an exploration out of contingency or robustness. For example, researchers switched to an alternative method requested by reviewers, omitting the original, presumably flawed, method. However, sometimes the motivation for exploring alternatives was unclear and we do not know whether the correctness argument was formed before or after seeing the results. The latter scenario, namely coming up with post-hoc explanations for desired results, is precisely HARKing [58].

**Social Constraints**

Finally, social constraints could prevent participants from reporting certain findings (16 instances, 7/9 participants). Colleagues and reviewers might disapprove of particular analysis methods. P2 did not report his experimental code on Bayesian analysis because his “colleagues don’t seem to favor that” (Figure 3-2a, choose model). P8 similarly complained that he did not have full control over reporting:

“I’m a second author and many decisions made in the publication, in the manuscript writing, and figure making were decisions against my wishes.”

Two participants mentioned that reporting every detail would exceed the page limit. In response, P3 deleted the alternative taking up more space and P2 removed a finding perceived by the authors to be “not of interest.”

Researchers might voluntarily cater to communicative concerns to make figures and manuscripts easier to understand. Two participants applied additional filtering to a visualization to reduce over-plotting; they omitted the original plot and parameters. Another two participants removed analysis methods unfamiliar to the audience. P2 stated that describing Bayesian analysis in an accessible way would be too much work, and P9 simply claimed that a method would confuse readers.
3.5 Design Opportunity

Based on the interview results, we identify design opportunities for supporting users in making and communicating analytic decisions.

3.5.1 Analysis Diagramming & Provenance Tracking

In many instances our respondents were limited in coming up with alternatives: they might fail to recognize an analytic step as a decision \((e.g.,\) following default settings), adopt a single option without considering alternatives \((e.g.,\) making the same decision as a previous study), or overlook possible alternatives due to expertise. A corresponding avenue for future research concerns analysis linters or recommenders, in which tools flag potentially problematic practices \((\text{such as the feedback loops observed in our interviews})\), recommend alternative methods, or even automatically suggest a preferred method based on statistical validity \([9, 51, 104]\). One strategy for such tools is to enable higher-level specifications of analysis goals \((e.g.,\) specifying annotated model inputs and outputs rather than explicit test types or formulae), from which appropriate analysis methods might be synthesized in conjunction with the data \([51]\). Another strategy is to leverage the abundance of online analysis code \([89]\) to mine patterns of decisions and alternatives, which might be useful for building automatic recommenders.

In some cases, our respondents evaluated multiple alternatives and then engaged in selective reporting. Integrating diagramming methods with provenance tracking could provide some level of automated documentation, for example by analyzing executed code paths to model and visualize the various alternatives that were explored \((\text{c.f.}\) \([59]\)). Similar elicitation and tracking strategies have also been suggested for reducing false discovery during exploratory visualization \([114]\).

Even with complete documentation of analysis history, hindsight bias might lead researchers to unintentionally misremember post hoc explanations developed after conducting analysis as motivating a priori hypotheses \([58]\). Tools for mapping analysis decisions might promote more comprehensive assessment a priori. By instantiating decision points and providing analytic checklists \([108]\), analysis tools might do more to promote planning, not just implementation. For example, an analysis team might manually author, annotate, and debate an analytic decision graph and corresponding rationales a priori. The results could then document and aid communication of decision points and rationales. Overviews of the end-to-end analysis process could also guide implementation work, for example with decision graph nodes linked to corresponding analysis code snippets \((i.e.,\) cells in a computational notebook).

3.5.2 Multiverse Specification & Analysis

While the above methods focus on documenting decisions and selecting a preferred path, many “reasonable” alternatives may exist. Proponents of multiverse analysis \([95, 97]\) have argued for preserving such decisions and evaluating them collectively. However, the design and evaluation of tools for both specifying and evaluating
multiverse analyses remains an open challenge.

Authoring a multiverse analysis may be tedious, as analysts have to write scripts to manually execute all possible combinations of reasonable alternatives. Future tools could provide better scaffolding for defining decision points and procedural branches without devolving into a morass of multiple, largely redundant analysis scripts [35]. We will discuss how we support multiverse authoring in Chapter 4.

Second, multiverse analysis poses a number of underlying systems challenges. How might one optimize multiverse evaluation, for example by efficiently reusing shared computation across “universes,” or by using adaptive sampling methods to more efficiently explore a parameter space? We will discuss a sampling-based approximation method to reduce latency before assessing results in Chapter 5.

Finally, interpreting the outcomes of a vast number of analyses is difficult. Visualizations that juxtapose or animate individual outcomes [21] may not scale, and may fail to accurately convey the relative sensitivity of decision points. In addition, some of our participants bypassed decision making if they perceived the sensitivity to be low; they did not always verify if the decision indeed had limited influence on the results. Future tools might aggregate subsets of outcomes, and quantify the end-to-end statistical variance via a meta-analysis of multiverse results [78, 113]. Multiverse analysis tools might assess sensitivity across decision points and identify high-impact decisions for further consideration. We will introduce a visual analysis system for interpreting multiverse analyses in Chapter 6.

3.5.3 Sociotechnical Concerns

While new analysis tools might help improve systematic consideration and communication of analysis alternatives, they must operate within an accepting social environment. We are hardly the first to note that the urge to “tell a good story,” sidestep unfamiliar methods, and appease reviewers can undermine a full and accurate accounting of one’s research [58], and our interviews confirm their persistence. If publication incentives and reviewer criteria remain unchanged, a provenance tracking tool that reveals problematic choices, or multiverse tools that produce more comprehensive yet more complex and unfamiliar outputs, may be abandoned in favor of the status quo. Accordingly, improving the reliability of end-to-end analysis must also be a community priority, ranging from the standards and practices of peer review to how we educate researchers, new and old. We hope that the decision making and selective reporting rationales identified in our interview analysis provide useful insights for the design of both improved analysis tools and community processes.

3.6 Conclusion

In this chapter, we pored over nine published studies and interviewed the authors to discuss analytic decisions in the end-to-end quantitative data analysis. We presented common rationales for analytic decisions and discussed how researchers trade off between options. We observed various reasons for exploring alternatives and selectively
reporting results. We also introduced Analytic Decision Graphs and discussed recurring patterns along analysis processes. Based on the interview results, we identified design opportunities for strengthening end-to-end analysis. One major opportunity is a meta-analysis of multiple decision paths via a multiverse analysis. Chapter 4-6 address this opportunity by introducing a system for authoring, running, and interpreting multiverse analyses.
Chapter 4

The Boba DSL: Authoring Multiverse Analyses

Multiverse analysis is an approach to data analysis in which all “reasonable” analytic decisions are evaluated in parallel and interpreted collectively, in order to foster robustness and transparency. However, specifying a multiverse is demanding because analysts must manage myriad variants from a cross-product of analytic decisions. Without proper scaffolding, researchers might resort to multiple, largely redundant analysis scripts [61], or rely on intricate control flow structure including nested for-loops and if-statements.

In this chapter, we introduce Boba DSL, a domain-specific language for multiverse authoring. Rather than managing myriad analysis versions in parallel, the Boba DSL allows users to specify the shared portion of the analysis code only once, alongside local variations defining alternative analysis decisions. The compiler enumerates all compatible combinations of decisions and synthesizes individual analysis scripts for each path. As a meta-language, the Boba DSL is agnostic to the underlying programming language of the analysis script (e.g., Python or R), thereby supporting a wide range of data science use cases.

In this chapter, we first describe the design requirements for the DSL that we distill from prior work and our own experiences authoring multiverse analyses. Then, we introduce the design of the Boba DSL, including its language constructs, compilation, and runtime. We evaluate the Boba DSL in a code comparison example, which demonstrates how the DSL eliminates custom control-flows when implementing a real-world multiverse of considerable complexity.

4.1 Design Requirements

Our overarching goal is to make it easier for researchers to specify multiverse analyses. From prior literature and our past experiences, we identify barriers in authoring a multiverse, and subsequently identify features that our tool should support.

As noted in prior work [21, 66], specifying a multiverse is tedious. This is primarily because a multiverse is composed of many forking paths, yet non-linear program
structures are not well supported in conventional tools [89]. One could use a separate script per analytic path, such that it is easy to reason with an individual variant, but these variants are redundant and difficult to maintain [61]. Alternatively, one could rely on control flows in a single script to simulate the nonlinear execution, but it is hard to selectively inspect and rerun a single path, and deeply nested control flows are thought to be a software development anti-pattern [71]. Instead, a tool should eliminate the need to write redundant code and custom control flows, while allowing analysts to simultaneously update variants and reason with a single variant.

Compared to arbitrary non-linear paths from an iterative exploratory analysis, the forking paths in multiverses are usually highly systematic. We take advantage of this characteristic, and account for other scenarios common in existing multiverse analyses. We distill the following design requirements:

R1: **Multiplexing.** Users should be able to specify a multiverse by writing the shared portion of the analysis source code along with analytic decisions, while the tool creates the forking paths for them. Users should also be able to reason about a single universe and update all universes simultaneously.

R2: **Decision Complexity.** Decisions come in varying degrees of complexity, from simple value replacements (e.g., cutoffs for excluding outliers) to elaborate logic requiring multiple lines of code to implement. The tool should allow succinct ways to express simple value replacements while at the same time support more complex decisions.

R3: **Procedural Dependency.** Existing multiverses [97, 13] contain procedural dependencies [66], in which a downstream decision only exists if a particular upstream choice is made. For example, researchers do not need to choose priors if using a Frequentist model instead of a Bayesian model. The tool should support procedural dependencies.

R4: **Linked Decisions.** Due to idiosyncrasies in implementation, the same conceptual decision can manifest in multiple forms. For example, the same set of parameters can appear in different formats to comply with different function APIs. Users should be able to specify different implementations of a high-level decision.

R5: **Language Agnostic.** Users should be able to author their analysis in any programming languages, as potential users are from various disciplines adopting different workflows and programming languages.

### 4.2 The Boba DSL

We design a domain-specific language to aid the authoring of multiverse analyses. The DSL formally models an analysis decision space, providing critical structure that the visual analysis system later leverages. With the DSL, users annotate the source code of their analysis to indicate decision points and alternatives, and provide additional information for procedural dependencies between decisions. The specification is then compiled to a set of universe scripts, each containing the code to execute one analytic path in the multiverse. An example Boba specification for a small multiverse is shown in Figure 4-1.
Figure 4-1: An example Boba specification. The user annotates an R script (a) with two placeholder variables (blue) and three code blocks (pink). The compiler synthesizes six files (b). In the example output files (c) and (d), placeholder variables are replaced by their possible values, and only one version of the decision block M is present.

### 4.2.1 Language Constructs

The basic language primitives in the Boba DSL consist of source code, placeholder variables, blocks, constraints, and code graphs.

#### Source Code

The most basic ingredient of an annotated script is the source code (Figure 4-1a, black text). The compiler treats the source code as a string of text, which according to further language rules will be synthesized into text in the output files. As the compiler is agnostic about the semantics of the source code, users are free to write the source code in any programming language (R5).

#### Placeholder Variables

Placeholder variables are useful to specify decisions points consisting of simple value substitution (R2). To define a placeholder variable, users provide an identifier and a set of possible alternative values that the variable can take up (Figure 4-1a, blue text). To use the variable, users insert the identifier into any position in the source code. During synthesis, the compiler removes the identifier and replaces it with one of its alternative values. Variable definition may occur at the same place as its usage.
Figure 4-2: A Boba specification illustrating linked decisions. Here, the same conceptual decision (what variables are in the model) has multiple implementations (one function expects a formula, while another expects a list). The user defines two placeholder variables and links them (a). Linked decisions have a one-to-one mapping (b) such that the ith alternative is always chosen together (c). An example output file is shown in (d).

(Figure 4-1a) or ahead of time inside the config block (Figure 4-2a).

**Code Blocks**

Code blocks (Figure 4-1a, pink text) divide the source code into multiple snippets of one or more lines of code, akin to cells in a computational notebook. A block can be a normal block (Figure 4-1a, block A), or a decision block (Figure 4-1a, block M) with multiple versions. The content of a normal block will be shared by all universes, whereas only one version of the decision block will appear in a universe. Decision blocks allow users to specify alternatives that require more elaborate logic to define (R2). In the remainder of Chapter 4, decision points refer to placeholder variables and decision blocks.

With the constructs introduced so far, a natural way to express procedural dependency (R3) is to insert a placeholder variable in some, but not all versions of a decision block. For example, in Figure 4-1, the variable `brm_family` only exists when bayesian of block M is chosen.
Constraints

By default, Boba assumes all combinations between decision points are valid. Constraints allow users to express dependencies between decision points, for example infeasible combinations, which will restrict the universes to a smaller set. Boba supports two types of constraints: procedural dependencies (R3) and linked decisions (R4).

A procedural dependency constraint is attached to a decision point or one of its alternatives, and has a conditional expression to determine when the decision/alternative should exist (Figure 4-3b, orange text). Variables within the scope of the conditional expression are declared decision points, and the values are the alternatives that the decision points have taken up. For example, the first constraint in Figure 4-3b indicates that ECL computed is not compatible with NMO reported.

The second type of constraint allows users to link multiple decision points, indicating that these decision points are different manifestations of a single conceptual decision (R4, Figure 4-2). Linked decisions have one-to-one mappings between their alternatives, such that the $i$-th alternatives are chosen together in the same universe. One-to-one mappings can also be expressed using multiple procedural dependencies, but linked decisions make them easier to specify.

Code Graph

Users may further specify the execution order between code blocks as a directed acyclic graph (DAG), where a parent block executes before its child. To create a universe, the compiler selects a linear path from the start to the end, and concatenates the source code of blocks along the path. Branches in the graph represent alternative paths that appear in different universes. Users can flexibly express complex dependencies between blocks with the graph, including procedural dependencies (R3). For example, to indicate that block prior should only appear after block bayesian but not block frequentist, the user simply makes prior a descendant of bayesian but not frequentist.

4.2.2 Compilation and Runtime

The compiler parses the input script, computes compatible combinations between decisions, and generates output scripts. During parsing, the compiler extracts the corresponding language primitives from the input file. To enumerate compatible combinations, the compiler proceeds in the following steps. First, it obtains the DAG specifying the execution relationships between code blocks. If users omit the DAG, the compiler creates a default graph which is a linear path of all code blocks depending on their order in the input script. The compiler modifies the DAG to incorporate decision blocks and constraints. Then, it computes all possible paths from any source node with no input edges to any destination node with no output edges. For each path, the compiler further expands placeholder variables (i.e., it enumerates all possible combinations between them). Finally, for each path and
variable combination, the compiler concatenates source code along the path, replaces placeholder variables with corresponding values, and outputs a universe script. It also outputs a summary table that keeps track of all the decisions made in each universe, along with other intermediate data that can be ingested into the visual analysis components of the Boba system.

Boba infers the language of the input script based on its file extension and uses the same extension for output scripts. These output scripts might be run with the corresponding script language interpreter. Universe scripts log the results into separate files, which will be merged together after all scripts finish execution. Each universe must output a point estimate, along with other optional data such as a p-value, a model quality metric, or a set of sampled estimates to represent uncertainty. As the universe scripts are responsible for computations such as extracting point estimates and computing uncertainty, we provide language-specific utilities for a common set of model types to generate these visualizer-friendly outputs. We also provide a command-line tool for users to (1) invoke the compiler, (2) execute the generated universe scripts, (3) merge the universe outputs, and (4) invoke the visualizer as a local server reading the intermediate output files.

4.3 Example: Replicating a Real-World Multiverse

We use a real-world multiverse example [97] to illustrate how the Boba DSL eliminates the need for custom control flows otherwise required for authoring a multiverse in a
single script. The multiverse, originally proposed by Steegen et al. [97], contains five decisions and a procedural dependency. Figure 4-3a shows a markup of the R code implemented by the original authors (we modified the lines in purple to avoid computing infeasible paths). The script starts with five nested for-loops (yellow highlight) to repeat the analysis for every possible combination of the five decisions. Then, depending on the indices of the current decisions, the authors either index into an array, or use if-statements to define alternative program behaviors (blue highlight). Finally, to implement a procedural dependency, it is necessary to skip the current iteration when incompatible combinations occur (purple highlight).

The resulting script has multiple issues. First, the useful snippets defining multiverse behavior start at five levels of nesting at minimum. Such deeply nested code is often considered to be hard to read [71]. Second, nested control flows are not easily amenable to parallel execution. Third, without additional error-handling mechanisms, an error in the middle will terminate the program before any results are saved.

The corresponding specification in the Boba DSL is shown in Figure 4-3b. The script starts directly with the preprocessing code shared by all universes. It then uses decision code blocks to define alternative snippets in decision NMO and ECL, and uses a placeholder variable to simulate the value array for a simpler decision F. It additionally specifies constraints (orange text) to signal incompatible paths. Compared to Figure 4-3a, this script reduces the amount of boilerplate code needed for control-flows and does not require any level of nesting. The script compiles to 120 separate files. Errors in one universe no longer affect the completion of others due to distributed execution, it is trivial to execute universes in parallel, and users can selectively review and debug a single analysis.

4.4 Conclusion

In this chapter, we introduced a domain-specific language to aid the authoring of multiverse analyses. With the DSL, users annotate their analysis script to insert local variations, from which the compiler synthesizes executable script variants corresponding to all compatible analysis paths. The Boba DSL is agnostic to the underlying programming language of the analysis script (e.g., Python or R), thereby supporting a wide range of data science use cases. In a code comparison example, we demonstrated how the Boba DSL eliminates custom control-flows when implementing a real-world multiverse of considerable complexity.

The Boba DSL formally models an analysis decision space, providing critical structure that other system components later leverages. Chapter 5-6 discuss how the visual analysis components of the Boba system automatically generate Analytic Decision Graphs using information provided by the Boba DSL.

The Boba DSL aids users in the first step of the multiverse analysis pipeline: authoring the multiverse specification. Chapter 5-6 introduce tools for supporting subsequent steps, namely multiverse execution and interpretation.
Chapter 5
Approximation Algorithms and the Boba Monitor: Running Multiverse Analyses

The Boba DSL compiles user specification into a collection of executable script variants, but this collection may contain a combinatorial explosion of analyses to compute. Combined with the need to evaluate each script end-to-end, a large collection of computationally demanding analyses (e.g., Bayesian models) might take hours or even days to run. Furthermore, multiverse analysis workflows can be iterative. It can be challenging to construct an a priori “reasonable” decision space based solely on theoretical and methodological concerns, as certain validity issues only arise during runtime, such as model convergence and goodness of fit (Chapter 7). As a result, analysts might revise the multiverse specification according to what seems reasonable post-hoc, run the multiverse again, and repeat the process if necessary. Being able to assess and revise multiverse results efficiently is thus important.

To address these challenges, we first investigate approximation algorithms based on sampling: given a decision space, might we find a subset of universes that provide a good estimate of key results? Since the primary goal of multiverse analysis is to gauge the robustness of outcomes to analytic decisions, we would like the sampling algorithms to accurately estimate decision sensitivity: to what extent outcomes vary across different options within a decision. We also ensure that the algorithms estimate the mean effect size with low bias. By estimating these two types of multiverse results quickly, the algorithms reduce the time until results are “good enough” to move forward with additional analysis. Sampling is also compatible with parallelism (e.g., running universes across multiple processes), a common method for reducing latency. As a secondary contribution, we evaluate four methods for quantifying the sensitivity of individual decisions and recommend a metric based on the K-samples Anderson-Darling test [91].

Next, we propose a monitoring dashboard for analysts to track progress, identify issues, and control execution of the multiverse – leveraging sampling-based approximation algorithms under the hood. To help analysts determine when the sampling has achieved reasonable performance, the interface displays sampling estimates in real
time with confidence intervals. More importantly, the dashboard enables analysts to reflect on the decision space structure, review intermediate results, and identify issues including runtime warnings and model diagnostics, before the multiverse evaluation completes. When issues are identified early, users can stop the execution, refine the multiverse specification, and then resume, thus preventing wasted effort in running a problematic multiverse specification to completion.

In this chapter, we first discuss the goals for approximation algorithms and design requirements for the monitoring dashboard. Next, we describe three sampling-based approximation algorithms, four methods for quantifying decision sensitivity, and a technique for correcting for bias in mean estimation. We then present an empirical evaluation of the sampling algorithms using synthetic and real multiverses. Finally, we introduce the design of the Boba Monitor.

5.1 Requirements

We now outline our goals for approximation algorithms and design requirements for monitoring visualizations.

5.1.1 Requirements: Approximation Algorithms

**Online Approach:** We would like to adopt an online approach such that intermediate results can be displayed progressively in a user interface. The approximation algorithms need to support continuous update and refinement of results.

**Accurate Estimation of Key Aspects:** We would like important aspects of the multiverse analysis to be approximated accurately. Among prior works that report multiverse analysis results, the primary task is to understand the robustness of results across all reasonable specifications. In particular, do certain decisions lead to large variations in outcomes? If so, which decisions are the most sensitive? Thus, accurate estimation of decision sensitivity is an important goal. In addition, the average of all end-to-end analysis outcomes (e.g., effect size) suggest the overall direction and magnitude of effect. Therefore, the algorithms should also estimate the mean outcome accurately.

**Confidence Intervals:** When viewing intermediate results, analysts should be able to gauge the uncertainty of the sensitivity or mean estimates. The algorithms should produce confidence intervals (CI) that can help analysts decide when the results are “good enough”.

5.1.2 Requirements: Monitoring Dashboard

We would like a monitoring dashboard for analysts to inspect the multiverse structure and intermediate outcomes without waiting for the entire multiverse to finish running. With the dashboard, analysts should be able to diagnose issues early and stop the multiverse execution, in order to iterate on the multiverse specification. In addition, users should be able to gauge when the sampling has achieved reasonable convergence,
and dive into the next phase of the multiverse analysis workflow in an optimistic manner.

We identify the following tasks that analysts need to perform:

- **T1. Review Decisions**: The tool should visualize the decision space for analysts to reflect on the multiverse structure, answering questions like “are possible decisions missing” and “does a decision dominate the space”?
- **T2. Control Execution**: Analysts should be able to start, stop, and resume execution. Controlling execution is useful in various scenarios, including pausing to reclaim computational resources temporarily, or to sanity check errors and potential issues.
- **T3. Assess Progress**: Analysts should be able to track the progress of multiverse execution, in particular mean effect size and decision sensitivity over time with confidence intervals. Viewing progress allows analysts to gauge when the sampling results are stable enough to afford an optimistic analysis.
- **T4. Find Issues**: Analysts should be able to observe potential issues and decide whether to stop early and refine the multiverse. Potential issues include an abnormal range of estimates, program errors and warning messages, and poor model quality.
- **T5. Identify Causes**: When issues arise, the tool should facilitate analysts in identifying the decisions that lead to the issues. Finding the contributing factors allows analysts to discard invalid options or narrow down the subset of universes to debug further.

### 5.2 Sampling-Based Approximation Algorithms

#### 5.2.1 Sampling Algorithms

We investigate three approximation algorithms based on random sampling. Sampling lends itself naturally to progressive display as universes are drawn one at a time from the multiverse. We choose two algorithms that might have an advantage in estimating decision sensitivity quickly, and a third algorithm – uniform sampling – to serve as a baseline.

**Notation.** A multiverse consists of \(m\) decisions \(\{A_i, i = 1...m\}\). Each decision \(A_i\) has \(k_i\) discrete options, forming the set \(\mathcal{D}_i = \{a_{il}, l = 1...k_i\}\). The decision space is initially the product space \(\Theta = \mathcal{D}_1 \times ... \times \mathcal{D}_m\), but some combinations may be invalid (e.g., frequentist models and priors). All valid combinations give rise to \(n\) universes, \(n \leq |\Theta|\). All decisions in a given universe are summarized in vector \(s_j\) with \(s_j(A_i) \in \mathcal{D}_i\). Executing the end-to-end script of the \(j\)-th universe produces an outcome value (e.g., effect size estimate), denoted as \(y_j \in \mathbb{R}\).

**Sketching.** The first sampling method is a sketching algorithm in linear experimental design [86], with the goal of selecting a subset of input data points such that the underlying linear model is estimated accurately. To apply the sketching algorithm, we first assume that a linear model describes the relationship between the input
decision combination and the corresponding multiverse outcome value. The model is most likely “wrong”, but it is useful because a large model coefficient may indicate that the corresponding decision variable has a large impact on the outcome. Since the decisions are categorical variables, we apply one-hot encoding \( \text{enc}: s \rightarrow \mathbb{R}^d \) to obtain the feature vector \( \text{enc}(s_i) = x_i \). Then, we define a linear model between \( x_i \) and \( y_i \), with \( \epsilon_i \sim N(0, \sigma^2) \) accounting for the model mismatch:

\[
y_i = x_i^T \beta + \epsilon_i \quad i = 1...n
\] (5.1)

The sketching algorithm aims to find a small number of \((x_i, y_i)\) such that the estimated \( \beta \) from the reduced version of the data is not too much different from the original Least Square estimator [86]. It relies on statistical leverage scores, where each leverage score corresponds to a feature vector \( x_i \). A higher leverage score indicates that the universe is more influential on the estimation. If we stack \( x_i \) as rows in matrix \( X \in \mathbb{R}^{n \times d} \), the leverage score of the \( i \)-th universe is:

\[ l_i = (UU^T)_{ii} \]

where \( X = U\Lambda V^T \) is the singular value decomposition for \( X \). The algorithm then samples universes according to an independent distribution \( (p_i)_{i=1}^n \), where \( p_i = \frac{1}{d} \).

**Round Robin.** The second algorithm is adapted from round robin stratified sampling, a widely-used sampling strategy in online aggregation of database systems (e.g., [41, 44]). In each round, the algorithm goes over each decision and subsequently every option of the decision, and samples a universe uniformly at random from all remaining universes adopting the option. This procedure ensures that for each decision option we will eventually have at least one multiverse covering that decision. The pseudocode is shown in Algorithm 1.

**Algorithm 1** Round Robin

1: Initialize \( T \leftarrow \emptyset \)
2: while \(|T| < n\) do
3: \hspace{1em} for each \( A_i \in \{A_1, ..., A_m\} \) do
4: \hspace{2em} for each \( a_j \in D_i \) do
5: \hspace{3em} \( S \leftarrow \{s_k \mid s_k(A_i) = a_j \text{ and } s_k \notin T\} \)
6: \hspace{2em} if \( S \neq \emptyset \) then
7: \hspace{3em} \hspace{1em} Draw a sample \( s \) uniformly at random from \( S \)
8: \hspace{2em} \hspace{1em} \( T \leftarrow T \cup \{s\} \)

**Uniform Sampling.** As a baseline method, we also apply uniform sampling that draws each universe with equal probability. Specifically, the algorithm samples universes from a discrete uniform distribution, where the probability of drawing the \( i \)-th universe is \( p_i = \frac{1}{n} \).
5.2.2 Correcting for Bias in Mean Estimation

Intuitively, when the decision space is not a Cartesian product of all decisions, sketching and round robin algorithms over-sample certain regions of the decision space. Sketching assigns higher leverage scores to data points that have a larger influence on the estimation of the linear model. Round robin ensures that at least one sample is drawn from each option in a round, including rare options that would have a very low probability of being drawn in uniform sampling. As a result, the sampling is biased. This bias is intended, as some outcomes $y_i$ are important to know for gauging sensitivity, yet unlikely to be sampled. We would like to correct for the bias such that we are not changing the final estimator of the mean outcome.

We apply importance sampling, where the goal is to estimate properties of a distribution with only samples generated from a different, “biased” distribution. Importance sampling corrects for the use of the biased distribution by applying weights given by the likelihood ratio:

$$\bar{y} = \frac{1}{|T|} \sum_{i \in T} \frac{y_i f(y_i)}{g(y_i)}$$

where $f$ is the probability density function of the target distribution and $g$ is the probability density function of the biased distribution. In our case, the target distribution is the discrete uniform distribution, $f(y_i) = \frac{1}{n}$. The sampling distribution of the sketching algorithm, as described in the previous section, is $g(y_i) = \frac{l_i d_i}{s}$. We compute $g(y_i)$ of the round robin algorithm as follows. Recall that in each round, the algorithm goes over every decision $A_j$, and a universe would have a matching option for each of the decisions. Thus, the universe might be selected from any of the decisions, but the universe can appear in the sample only once. With independent sampling between decisions, the inclusion probability for the $i$-th universe is

$$g(y_i) = \sum_j q_{ij} - \sum_{j<k} q_{ij}q_{ik} + \sum_{j<k<l} q_{ij}q_{ik}q_{il} + \ldots$$

where $q_{ij}$ is the probability that the $i$-th universe is selected from the $j$-th decision. Basically, the equation calculates the probability that the $i$-th universe is selected by the first decision or the second decision or the third ... As we sample uniformly from each stratum, $q_{ij}$ is simply the inverse of the size of the stratum that the universe belongs to.

5.2.3 Quantifying Decision Sensitivity

Because decision sensitivity is an important goal of our approximation algorithms, we need a method to quantify it. To gain a deeper understanding of different sensitivity metrics, we conduct an evaluation on four candidate methods using synthetic datasets. Here, we briefly introduce the methods and take-away results.
Metrics

We compare the following methods:

- The F-test quantifies how much a decision shifts the mean of outcomes compared to the variance. If some options produce very different means than others, the decision may be highly sensitive.
- The Kolmogorov–Smirnov (K–S) test is a non-parametric method to quantify the difference between two distributions. Using the test, we measure how different the outcome distributions are across different options of a decision. If certain options lead to very different distributions, the decision may be highly sensitive.
- The K-samples Anderson–Darling (AD) test is another non-parametric method for establishing differences in two or more distributions [91]. Intuitively, the AD test is similar to the K–S test, but it compares \( k \) options simultaneously.
- Linear regression (LR) models a multiverse outcome as a linear combination of decision values (Equation 5.1). We would expect highly sensitive decisions to be associated with large coefficients.

Summary of Sensitivity Evaluation

False Positives: Could a decision appear more sensitive simply because it has more options? We construct a synthetic multiverse with only a non-sensitive decision (using the same general scheme as in Section 5.3.1), then vary the number of options within this decision. We find that the sensitivity score of this non-sensitive decision in K–S test and LR increase with decision cardinality. In other words, K–S test and LR may consider a decision to be more sensitive simply because the decision has more options.

Non-Normality: We then check how well the sensitivity tests handle non-normal distributions. We simulate decisions where the options are from different distributions (e.g., normal versus Poisson), but have the same mean and standard deviations. Being parametric methods, F-test and LR cannot reliably distinguish these different distribution functions. For example, a normally-distributed option and another lognormal-distributed option appear the same to F-test and LR.

Sensitivity Ranking: Finally, we systematically construct a series of synthetic multiverses with multiple decisions, then assess how well the metrics estimate the correct ranking of sensitive decisions. F-test and AD test correctly recover the ranking in nearly all datasets, while K–S test and LR fail to do so in over half of the datasets.

Based on these take-aways, we find the AD test to be the most effective for quantifying sensitivity. We use it in all subsequent experiments and recommend its use over the F-test and K–S metrics in our visual analysis interfaces.

5.2.4 Confidence Intervals

We must calculate 95% confidence intervals (CI) for both decision sensitivity and outcome mean estimates. A widely-used method in database online aggregation literature is using Hoeffding’s inequality [43] to approximate the size of the confidence
intervals, but we find the CIs to be too loose for the common size of multiverse analysis. Instead, we use bootstrapping: sampling with replacement within the universes drawn so far, we compute the decision sensitivity or bias-corrected mean to construct a resampling distribution, and obtain a CI from this resampling distribution. To account for potential skew in the resampling distribution, we use the bias-corrected and accelerated bootstrap [22] to derive CIs.

5.3 Evaluation of Approximation Algorithms

We perform empirical validation of the sampling algorithms in a suite of synthetic and real multiverse analyses. We first measure how quickly the algorithms approximate and rank sensitive decisions. Then, we evaluate the method for correcting bias in mean estimation.

5.3.1 Datasets

We design five synthetic datasets that are inspired by characteristics of real multiverse analyses. Building these synthetic datasets allow us to control the data generating process and tease apart interesting properties of the multiverse to study each property in isolation. We also run the benchmark on a multiverse analysis in the wild [92] to demonstrate the utility of the sampling algorithms in real-world scenarios.

We now describe the general scheme for constructing the synthetic dataset. We would like the synthetic data to contain both signal and noise to better simulate real-world scenarios, yet we need to have control over how much a decision influences the outcome. Thus, we model each option \( a_i \) within a decision as a normal random variable \( N(\mu_{a_i}, \sigma^2) \), with a larger difference in \( \mu \) between options indicating a more sensitive decision. The outcome of a universe is then the sum over the contributions from all decisions. Specifically, given an input vector of the \( i \)-th universe \( s_i \), the outcome is

\[
y_i = \sum_{j=1}^{m} Z_j, \quad Z_j \sim N(\mu_{s_i(A_j)}, \sigma^2)
\]

Multiverses may contain decisions that are not important at all (e.g., [113]). To model these, we first define a baseline option by setting the mean to zero, such that the option contributes nothing but random noise to the outcome. We then construct non-sensitive decisions by setting every option to a baseline option. Multiverses may also contain certain rare conditions – the number of universes adopting a particular option is smaller compared to the number of universes adopting other options (e.g., [92]). We capture these by simulating procedural dependencies, which exclude invalid combinations from the Cartesian product decision space. In building synthetic datasets, we also seek to make the total size, the number of decisions, and the cardinality of decisions as realistic as possible (Chapter 3). The sizes of the synthetic multiverses range from 200 to 1,552, with 4 to 8 decisions and 2 to 10 options.
per decision, unless stated otherwise. We now introduce the characteristics of each dataset.

**D1: Simplest.** We design this synthetic multiverse to be the simplest scenario where we would expect the sampling algorithms to perform differently. The multiverse contains four non-sensitive decisions and one sensitive decision with some baseline zero-mean options, as well as an influential option with a large mean $\mu_a = 6\sigma$. This influential option is relatively rare due to invalid combinations. We expect both sketching and round robin to have a different probability of including the influential option compared to uniform sampling.

**D2: Interaction.** Decisions may interact in real-world multiverses, where the impact of one decision on the outcome depends on the option chosen by another decision. We construct a synthetic multiverse with eight binary decisions, six of which are non-sensitive. The remaining two sensitive decisions interact, and one of the interacting combination is relatively rare.

**D3: High Cardinality.** This dataset aims to evaluate how well sampling algorithms perform on a decision with a large number of options. The multiverse has one sensitive decision with 50 options, including 45 baseline options and 5 options with non-zero means. Half of the options, including the 5 impactful options, are relatively rare. The other decisions are non-sensitive.

**D4: Distractor Decisions.** Building upon the simplest scenario D1, we would like to “distract” the sampling algorithms in finding the rare, sensitive decision by including other sensitive decisions. The multiverse has three sensitive decisions and four non-sensitive ones. Similar to D1, a sensitive decision consists of a rare influential option among other baseline options. The other two sensitive decisions do not involve procedural dependencies, serving as the “distractors”.

**D5: Distractor Options.** Building again on the simplest scenario D1, we now seek to distract the sampling algorithms by making other options rare. The synthetic multiverse has the same composition as D1, except that four baseline options of the sensitive decisions are relatively rare, in addition to the influential option.

**D6: Real Multiverse.** The last dataset is a real-world multiverse analysis, taken from a study on crowdsourced data analysis [92]. The multiverse has seven decisions, including different ways to operationalize dependent and independent variables, choose the model family, and pick the set of covariates. We choose this dataset because the decisions have complex dependencies and the multiverse is large in size with 2,977 universes.

### 5.3.2 Evaluation: Decision Sensitivity

Using the six datasets, we first evaluate how well the sampling algorithms estimate decision sensitivity.
Methods

We assess how quickly the algorithms approximate and rank sensitive decisions. To this end, we define a set of termination conditions, sample universes progressively, and record the percentage of the full multiverse drawn when the termination conditions are met. The termination conditions consist of three requirements.

First, the estimated sensitivity must closely match the ground truth. We quantify the sensitivity of individual decisions using the standardized test statistics of the k-samples AD test, which produces a list of sensitivity scores. We then compute the Pearson correlation of the sensitivity scores between the sample and the full data. The first condition requires the Pearson correlation coefficient to be larger than 0.95.

Second, the sensitive decisions must be ranked correctly. Here, we discard non-sensitive decisions, because non-sensitive decisions do not have a clear ranking, yet may have slightly different sensitivity scores due to noise in the data generation process. To assess ranking, we calculate the Spearman correlation between the sensitivity scores of sensitive decisions in the sample and the full data. The Spearman correlation must be 1 for the second condition to be met.

Third, each option must have at least three samples. This condition is a prerequisite for the k-samples AD test to work reasonably well [91].

Because the samples drawn by all three sampling algorithms vary due to randomness, we repeat the benchmark 200 times using different random seeds and report the median performance.

While the method above summarizes performance into a single number, it relies on several cutoff values. To further characterize performance, we examine Pearson and Spearman correlation (if applicable) as more samples are drawn. We average the correlations across 200 runs. The correlation is null when the options do not have sufficient sample size for the AD test. Because a sample producing a null correlation is useful information, we impute these null values using 0, as if there is no relationship between the sample sensitivity and the ground truth.
Figure 5-2: Pearson correlation between sample sensitivity and the ground truth over time. The x-axis encodes the percentage of the full multiverse sampled (lower is better) and the y-axis encodes the correlation coefficient (higher is better).

Figure 5-3: Spearman’s rank correlation between sample sensitivity and the ground truth over time. The x-axis encodes the percentage of the full multiverse sampled and the y-axis encodes the correlation coefficient. Datasets with only one sensitive decision are omitted.

Results

Figure 5-1 shows the mean, median, and IQR of the proportion of the full multiverse drawn until the three termination conditions are met, across 200 runs. In the simplest scenario D1, the sketching and round robin algorithms take 9.4% and 9.5% on average to meet the termination goals, respectively. Both algorithms are over 2 times faster than uniform sampling (mean=20.2%). Compared to no approximation at all, using an approximation algorithm, even the baseline, is 5 times faster.

In two of the more complex scenarios, round robin outperforms the other algorithms by at least 2 times, while sketching is slightly better than the baseline. On a multiverse with a high cardinality decision (D3), round robin is relatively fast (mean=18.4%) in including all options needed for an accurate estimation, due to the structure imposed in the sampling procedure. On the contrary, the random nature takes sketching (mean=41.6%) and uniform (mean=48.0%) much longer to gather sufficient samples across all options. When distractions from other rare options are present (D5), round robin maintains a similar performance to D1 (mean=7.7%), but sketching is considerably worse (mean=15.5%). In the remaining two synthetic datasets, sketching and round robin do not provide a performance gain over the baseline.

In D2, sketching offers no advantage in detecting interactions between decisions, since its underlying linear model does not include interaction terms. As a follow-up exploratory analysis, we add all possible two-way interactions in the linear model,
and sketching improves slightly by using 3% fewer samples.

In D4, other sensitive decisions might indeed distract sketching and round robin from correctly ranking sensitivity. Let $A_1$ be the rare sensitive decision and $A_2$ be the distractor decision. In the full multiverse, $A_1$ is less influential than $A_2$. As both algorithms over-sample $A_1$, the larger sample size with more “evidence” of impact leads both algorithms to believe $A_1$ to be more sensitive. Figure 5-3-D4 shows how the ranking of sensitive decisions is disrupted along the course, while overall sensitivity scores of all decisions are already very close to the full data (Figure 5-2-D4).

Finally, both sketching (mean=10.4%) and round robin (mean=9.7%) are considerably faster on the real multiverse compared to the baseline (mean=16.2%). The trends of decision similarity (Figure 5-2-D6) and ranking (Figure 5-3-D6) over time show that round robin outperforms sketching, while sketching outperforms uniform sampling.

### 5.3.3 Evaluation: Bias Correction in Mean Estimation

We also evaluate the methods for correcting bias in the estimation of mean multiverse outcome, as described in Section 5.2.2. Recall that uniform sampling gives an unbiased estimation of the mean, whereas sketching and round robin may shift the outcome by oversampling certain regions of the decision space. The empirical evaluation seeks to validate that the two algorithms produce a mean estimate as accurate as uniform sampling, after bias correction.

In the experiment, we draw samples progressively until all universes are included. We then calculate the mean squared error between estimated and actual mean:

$$\text{MSE} = \frac{1}{n - b} \sum_{i=b}^{n} (\bar{y}_i - \mu)^2$$

where $\bar{y}_i$ is the estimated mean (Equation 5.2), $\mu$ is the true mean, and $b$ is a parameter for discarding large errors in very small samples. We set $b$ to be the sum of the cardinality of all decisions. To offset randomness, we repeat the experiment 200
Figure 5-5: Leveraging underlying approximation algorithms, the Boba Monitor enables analysts to monitor progress and diagnose issues while a multiverse analysis is running. Analysts can control the execution on the fly (a), observe progressive estimates of decision sensitivity and effect size (b), and gauge when the approximation has achieved reasonable convergence. To assess validity, analysts may reflect on the decision space structure (c), examine the range of effect size estimates (d), and review runtime errors and warnings (e). Clicking a decision node (c) allows users to compare between options and identify which option(s) lead to specific issues (d).

times using different random seeds.

Figure 5-4 shows the MSE of 200 runs on D4. The result confirms that the arithmetic mean of sketching and round robin does differ considerably from the actual mean, but the bias correction method successfully brings MSE to a value similar to uniform sampling.

5.4 Progressive Visualization: The Boba Monitor

Next, we introduce the visual design and interactions of the Boba Monitor, a component of the Boba system. The Boba Monitor is a dashboard for users to control and monitor multiverse execution. It serves as a bridge between authoring the multiverse specification using the Boba DSL (Chapter 4), and analyzing the multiverse results using the Boba Visualizer (Chapter 6). Before opening the dashboard, users first need to author the multiverse specification, including the shared portion of the analysis script and corresponding decisions. After using the dashboard, users either go back to iterate on the multiverse specification, or proceed to the next stage of multiverse analysis using the Visualizer.
5.4.1 Monitoring Progress

The upper part of the dashboard is primarily for controlling the execution and observing the progress as the multiverse continues to run.

Control Panel

The control panel (Figure 5-5a) allows users to directly control the multiverse runtime from within the dashboard. It supports starting, stopping and resuming the execution (T2). The panel also displays a progress bar to indicate the proportion of universes completed so far, along with an estimated completion time. The progress bar and estimated completion time are updated in real time as the multiverse runs in the background, allowing users to continuously track the basic status of execution (T3). From a user experience perspective, a progress indicator alone can improve the perceived speed of the system [74].

Before invoking the multiverse runtime, the system applies one of the approximation algorithms to calculate the sampling order and executes universe scripts according to the order. By default, we use the round robin algorithm, but users can override the default in configurations. As opposed to running the multiverse sequentially, applying a sampling algorithm is crucial because it not only reduces the time until decision sensitivity is estimated accurately, but also ensures that the intermediate results are not misleading.

Progress View

The progress view (Figure 5-5b) displays the trends of sampling estimates over time, enabling users to continuously observe progress and determine when the estimates are good enough (T3). The view includes two line charts: one visualizes the time-series of the average multiverse outcome, and the other show a collection of time-series of decision sensitivity score, one per decision. Around each line, an area band indicates the 95% confidence interval of the corresponding estimate. Similar to the control panel, these charts are updated continuously, but with a lower frequency as bootstrapped confidence intervals can be costly to compute.

The primary purpose of this view is giving users a sense about when to dive in optimistically to the next analytic phase. Users might decide that results are “good enough” to proceed when the mean effect size chart shows a stable trend with a narrow confidence interval that does not overlap with the critical value (e.g., zero). Similarly, in the decision sensitivity chart, the sensitivity scores of important decisions might need to be well-separated, with non-overlapping confidence intervals.

5.4.2 Diagnosing Issues

The bottom part of the dashboard consists of multiple coordinated views to facilitate users in identifying potential issues in the multiverse.
Decision Space View

The decision space view (Figure 5-5c) visualizes the decisions and their relationship to support reflection on the decision space structure (T1) and to contextualize subsequent tasks. The visualization is present before any universes are run, giving users a chance to review the decisions and potentially go back to revise the multiverse specification early on.

We visualize the decision space using an adapted version of the Analytic Decision Graphs (Section 3.2), as it effectively depicts decisions in the context of the analysis process. In the graph, nodes represent decisions, with a larger size indicating a higher cardinality and a darker color indicating a higher sensitivity. Edges depict relationships between decisions in the analysis process, including order (light gray edge) and procedural dependency (black arrow). Options of a decision are shown besides the decision node. The underlying data for the graph is extracted automatically from the multiverse specification written by the author in the Boba DSL (Chapter 4). Decision sensitivity is not available before runtime, but is gradually updated as the multiverse executes.

Main Effect View

The main effect view (Figure 5-5d) visualizes outcomes from individual universes as a dot plot, with one-to-one mapping between a dot and a universe. The view serves three main purposes. First, it conveys the range of possible outcomes for users to spot potential issues of abnormal outcome values (T4). Second, it supports an overview of other type of issues, including errors and model quality, by encoding the corresponding aspect of a universe using color (T4). Third, brushing and linking interactions with other views enable users to connect decisions to a particular issue and gain a better understanding of the responsible decisions (T6).

In the dot plot, the x-axis represents the magnitude of the outcome value and the y-axis represents count. Outlying point estimates might be observed at the left and right extremes of the x-axis. To bring attention to universes that do not produce an outcome (often due to errors causing the execution to fail), we show them in a special bin at the left end of the x-axis. The color scheme of the dots encodes either error information or model quality, and can be toggled in a dropdown menu (Figure 5-6c). A categorical scheme (Figure 5-5d) encodes error information, indicating if a universe stopped with errors (red), completed with warnings (yellow), or completed without warnings (blue). Alternatively, a sequential color scheme (Figure 5-6a) maps to a quantitative model quality metric, such as R-squared, with a lighter blue indicating poorer model quality. The color encoding gives an overview of the issue and invites direct manipulation interactions to inspect details.

This view supports two types of brushing and linking interactions with other views. First, brushing the main effects view filters the diagnostics to the selected universes. The error message view and the model quality view are updated accordingly to detailed diagnostics restricted to the selected results. Second, clicking a decision node in the decision view (Figure 5-5c) splits the main effects into a small multiples plot.
with each subplot mapping to a different option of the decision (Figure 5-5d). The small multiples enable analysts to compare between options and identify options that potentially lead to a particular issue. For example, an option might exclusively produce outlying main effect estimates, runtime errors, or poor-fitting models. Finding the responsible decision gives users actionable information to improve the multiverse. Users might realize that certain options are unreasonable and exclude them from the multiverse, or otherwise narrow the issue down to a smaller subset of the multiverse for further diagnosis.

**Error Message View**

The error message view (Figure 5-5e) compiles a list of distinct error and warning messages from the runtime to give users more details on implementation issues (T4). The messages are aggregated since the same runtime error often gets repeated across multiple universe scripts. This is because universe scripts are highly similar, for instance two adjacent universes that differ in only one decision may share the same source code except for the value of a variable.

To extract the error messages, the system first collects the outputs of universe scripts in the standard error stream. These outputs are then simplified and aggregated using heuristics that look for specific keywords such as `warning`. The heuristics take advantage of the shared logging format of a particular programming language, for example a Python program typically prints a stack trace that starts with the word `Traceback`. We find the heuristics work well in practice, though a more generalizable method could apply sentence embeddings [10] to compute the similarity between error messages and look for repeated messages.

In the interface, we assign a categorical color scheme according to the type of the message: red for errors that terminate the program and produce a non-zero exit code, and yellow for warnings. The messages are ordered first by their type (i.e., errors before warnings) and then by the number of universes that share the issue, to prioritize more important messages at the top. As described before, brushing the main effect view filters messages to be those that occur in the selected universes. In addition, clicking a message updates the main effect view to highlight universes with that specific message.

**Model Quality View**

The model quality view (Figure 5-6b) supports an in-depth assessment of the model quality of individual universes using visual predictive checks (T4). A dropdown menu (Figure 5-6c) toggles between the model quality view and the error message view. The predictive check allows users to detect systematic discrepancies between the model and observed data in order to assess the fit of the model to the data [29]. It compares the replicated dataset from predictions of the fitted model to the observed dataset. We facilitate the qualitative comparison by plotting the predicted and observed data distributions side-by-side as two violin plots. We also overlay a representative subset of individual data points to convey further details. This subset is derived by sam-
Figure 5-6: To enable an overview of model quality, universes are colored according to a quantitative model quality metric, with a lighter blue indicating a poorer fit (a). Brushing the main effect view populates the model quality view (b) with visual predictive checks that compare predicted data (blue) with observed data (pink). Users toggle between error information and model quality using a dropdown menu (c).

5.5 Conclusion

This chapter presents methods for reducing the delay from having a multiverse specification to checking intermediate results and potential issues. We adopt an online approach and investigate three sampling-based approximation algorithms. Empirical evaluation on synthetic and real multiverses show that round robin and sketching approaches are 5 times faster on average to estimate decision sensitivity accurately compared to no sampling, and up to 2 times faster than uniform sampling. Next, we develop a monitoring dashboard that leverages sampling algorithms under the hood. The interface facilitates users in choosing a “good enough” snapshot for early interpretation of multiverse results, as well as diagnosing runtime errors and model quality issues.
Chapter 6

The Boba Visualizer: Interpreting Multiverse Analyses

After running the multiverse analysis, analysts face additional challenges in interpreting the outcomes of a vast number of universes. Besides gauging the overall robustness of the findings, researchers often seek to understand what decisions are critical in obtaining particular outcomes. The simplest approach is a table or a matrix where rows and columns map to decisions, and cells represent outcomes from individual universes. But the patterns of how outcomes vary might be difficult to identify depending on the spatial arrangements of rows and columns. As multiple decisions might interact, understanding the nuances in how decisions affect robustness will require a comprehensive exploration, suggesting a need for an interactive interface.

In this chapter, we introduce a visual analysis system called the Boba Visualizer for reviewing multiverse analyses (Figure 6-1). The Boba Visualizer facilitates assessment of the output of all analysis paths. The system first provides linked views of both analysis results and the multiverse decision space to enable a systematic exploration of how decisions do (or do not) impact outcomes. Besides decision sensitivity, we enable users to take into account sampling uncertainty and model fit by comparing observed data with model predictions. After viewing the results, users can exclude models poorly suited for inference by adjusting a model fit threshold, or adopt a principled approach based on model averaging to incorporate model fit in inference.

6.1 Requirements

We identify tasks that our tool should support from prior literature and our past experiences conducting multiverse analyses.

The primary task in prior work (Section 2.2.1) is understanding the robustness of results across all reasonable specifications. If robustness checks indicate conflicting conclusions, a natural follow-up task is to identify what decisions are critical to reaching a particular conclusion or what decisions produce large variations in results.

We also propose new tasks to cover potential blind spots in prior work. First,
besides point estimates, a tool should convey appropriate uncertainty information to help users gauge the end-to-end uncertainty caused by both sampling and decision variations, and compare the variance between conditions. Second, it is important to assess the model fit quality to distinguish trustworthy models from the ones producing questionable estimates. Uncertainty information and fit issues become particularly important during statistical inference. Users should be able to propagate uncertainty in the multiverse to support judgments about the overall reliability of effects, and they should be able to refine the multiverse to exclude models with fit issues before making inferences.

We identify six tasks that our visual analysis system should support:

- T1: **Decision Overview** – gain an overview of the decision space to understand the multiverse and contextualize subsequent tasks.
- T2: **Robustness Overview** – gauge the overall robustness of findings obtained through all reasonable specifications.
- T3: **Decision Impacts** – identify what combinations of decisions lead to large variations in outcomes, and what combinations of decisions are critical in obtaining specific outcomes.
- T4: **Uncertainty** – assess the end-to-end uncertainty as well as uncertainty associated with individual universes.
- T5: **Model Fit** – assess the model fit quality of individual universes to distinguish trustworthy models from questionable ones.
Figure 6-2: The intended workflow for multiverse analysis in Boba.

- **T6: Inference** – perform statistical inference to judge how reliable the hypothesized effect is, while accounting for model quality.

Besides the tasks, our system should also support the following data characteristics (S1) and types of statistical analyses (S2). First, our visual encoding should be scalable to large multiverses and large input datasets. This is because the multiverse size increases exponentially with the number of decisions, with the median size in practice being in the thousands [66]. The input datasets might also have arbitrarily many observations. Second, we should support common simple statistical tests in HCI research [81], including ANOVA and linear regressions.

### 6.1.1 Workflow

We propose a general workflow for multiverse analysis with four stages (Figure 6-2). In this workflow, users **author** the multiverse specification, **explore** the results, **refine** the multiverse by pruning universes with poor model quality, and make **inference**. Users should be free to cycle between the first three stages, because upon exploring the results, users might discover previously overlooked alternatives, or notice that certain decisions are poorly suited for inference. In this case, they might iterate on their multiverse specification to include only decisions resulting in universes that seem “reasonable”. However, once users proceed to the **inference** stage, they should not return to any of the prior stages.

### 6.2 System Walkthrough

We present the system features and design choices in a fictional usage scenario where Emma, an HCI researcher, uses the visualizer to explore a multiverse on data collected in her experiment. We construct the multiverse based on how the authors of a published research article [63] might analyze their data, but the name “Emma” and her workflow are fictional.

Emma runs an experiment to understand whether “Reader View” – a modified web page layout – improves reading speed for individuals with dyslexia. She assigns participants to use Reader View or standard websites, measures their reading speed, and collects other variables such as accuracy, device, and demographic information. She plans to build a model with reading speed as the dependent variable. To check
whether her conclusion depends on idiosyncratic specifications, Emma identifies six analytic decisions, including the device type and accuracy cutoff used to filter participants, ways to operationalize dyslexia, the statistical model, and its random and fixed terms. She then writes a multiverse specification in the Boba DSL, compiles it to 216 analysis scripts, and runs all scripts to obtain a set of effect sizes. She loads these outputs into the Boba Visualizer.

6.2.1 Outcome View

On system start-up, Emma sees an overview distribution of point estimates from all analyses (Figure 6-3b). The majority of the coefficients are positive, but a smaller peak around zero suggests no effect.

The outcome view visualizes the final results of the multiverse, including point estimates (e.g., model coefficient of reader view, the independent variable encoding experimental conditions) and uncertainty information. By default, the chart contains outcomes from all universes in order to show the overall robustness of the conclusion (T2).

Boba visualizes one point estimate from each universe using a density dot plot [109] (Figure 6-3b, blue dots). The x-axis encodes the magnitude of the estimate; dots in the same bin are stacked along the y-axis. To accommodate large multiverses (S1), we allow dots to overlap along the y-axis, which represents count. Density dot plots more accurately depict gaps and outliers in data than histograms [109]. One-to-one
mapping between dots and universes affords direct manipulation interactions such as brushing and details-on-demand, as we introduce later.

Boba visualizes end-to-end uncertainty from both sampling and decision variations (T4) as a background area chart (Figure 6-3b, gray area). When the uncertainty introduced by sampling variations is negligible, the area chart follows the dot plot distribution closely. In contrast, the mismatch of the two distributions in Figure 6-3b indicates considerable sampling uncertainty. We compute the end-to-end uncertainty by aggregating over modeling uncertainty from all universes. Specifically, we first calculate \( \hat{f}(x) = \sum_{i=1}^{N} f_i(x) \), where \( f_i(x) \) is the sampling distribution of the \( i \)-th universe, and \( N \) is the overall multiverse size. Then, we scale the height of the area chart such that the total area under \( \hat{f}(x) \) is approximately the same as the total area of dots in the dot plot.

Besides aggregated uncertainty, Boba allows users to examine uncertainty from individual universes (Figure 6-5). In a dropdown menu, users can switch to view the probability density functions (PDFs) or cumulative distribution functions (CDFs) of all universes. A PDF is a function that maps the value of a random variable to its likelihood, whereas a CDF gives the area under the PDF. In both views, we draw a cubic basis spline for the PDF or CDF per universe, and reduce the opacity of the curves to visually “merge” the curves within the same space. There is again a one-to-one mapping between a visual element and a universe to afford interactions. To help connect point estimates and uncertainty, we draw a strip plot of point estimates beneath each PDFs/CDFs chart (Figure 6-5, blue dashes), and show the corresponding sampling distribution PDF when users mouse over a universe in the dot plot.

6.2.2 Decision View

As the overall outcome distribution suggests conflicting conclusions, Emma wants to investigate what decisions lead to changes in results. She first familiarizes herself with the available decisions.

The decision view shows a graph of analytic decisions in the multiverse, along with their order and dependencies (Figure 6-3a), helping users understand the decision space and inviting further exploration (T1).

We adapt the design of Analytic Decision Graphs (Section 3.2) to show decisions in the context of the analysis process. Nodes represent decisions and edges represent the relationships between decisions: light gray edges encode \textit{temporal order} (the order that decisions appear in analysis scripts) and black edges encode \textit{procedural dependencies}. To avoid visual clutter, we aggregate the information about alternatives, using the size of a node to represent the number of alternatives and listing a few example alternative values besides a node. Compared to viewing decisions in isolation, this design additionally conveys the analysis pipeline to help users better reason with the ramifications of a decision.

The underlying data structure for the graph is inferred from the Boba DSL specification. We infer decision names from variable identifiers. We extract temporal order as the order that decision points are first used in the specification, and detect procedural dependencies from user-specified constraints and code graph structure. After
we extract the data structure, we apply a Sugiyama-style [98] flow layout algorithm, as implemented in Dagre [80], to compute the graph layout.

Sensitivity

When viewing the decision graph, Emma notes a sensitive decision “Device” which is highlighted in a darker color (Figure 6-3a).

To highlight decisions that lead to large changes in analysis outcomes (T3), we compute the marginal sensitivity per decision and color the nodes using a sequential color scale. The color encoding helps draw the user’s attention to consequential decisions to aid initial exploration.

As discussed in Section 5.2.3, we evaluated four candidate methods for estimating sensitivity, and recommended the use of K-samples Anderson–Darling (AD) test. Boba uses AD test by default, while users can override the default in the config file.

6.2.3 Facet and Brushing

Seeing that the decision “Device” has a large impact, Emma clicks on the node to further examine how results vary (Figure 6-4a). She finds that one condition
Figure 6-5: PDFs (a) and CDFs (b) views visualize sampling distributions from individual universes. Toggling these views in a trellis plot allows users to compare the variance between conditions.

_exclusively produces point estimates around zero (Figure 6-4b) and it also has a much larger variance (Figure 6-5)._  

Clicking a node in the decision graph facets the outcome distribution into a trellis plot, grouping subsets of universes by shared decision alternatives. This allows users to systematically examine the trends and patterns caused by a decision (T3). Akin to the overall outcome distribution, users can toggle between point estimates and uncertainty views to compare the variance between conditions. The trellis plot can be further divided on a second decision by shift-clicking a second node to show the interaction between two decisions. With faceting, users may comprehensively explore the data by viewing all univariate and bivariate plots. Sensitive decisions are automatically highlighted, so users might quickly find and examine consequential decisions as well.

_What decisions lead to negative estimates? Emma brushes negative estimates in a subplot (Figure 6-4c) and inspects option ratios (Figure 6-4d)._  

Brushing a region in the outcome view updates the option ratio view. The option ratio view shows percentages of decision options to reveal dominating alternatives that produce specific results (T3).

The option ratio view visualizes each decision as a stacked bar chart, where bar segment length encodes the percentage of results coming from an alternative. When the user brushes a range of results, the bars are updated accordingly to reflect changes, and dominating alternatives (those having a higher percentage than default) are highlighted. For example, Emma notices that the _lmer_ model (i.e., linear mixed-effect
model in R) and two sets of fixed effects are particularly responsible for the negative outcomes in Figure 6-4c. We color the bar segments using a categorical color scale to make bars visually distinguishable. Decisions used to divide a trellis plot are marked by a striped texture, as each trellis subplot only contains one alternative by definition.

6.2.4 Model Fit View

Now that Emma understands what decisions lead to null effects, she wonders if these results are from trustworthy models. She changes the color-by field to get an overview of model fit quality (Figure 6-6a) and sees that the universes around zero have a poorer fit. She then uses a slider to remove universes that fail to meet a quality threshold (Figure 6-6b).

Boba enables an overview of model fit quality across all universes (T5) by coloring the outcome view with a model quality metric (Figure 6-6a). We use normalized root mean squared error (NRMSE) to measure model quality and map NRMSE to a single-hue colormap of blue shades where a darker blue indicates a better fit.

To obtain NRMSE, we first compute the overall mean squared prediction error (MSE) from a \( k \)-fold cross validation:

\[
MSE = \frac{1}{k} \sum_{j=1}^{k} \frac{1}{n_j} \sum_{i=1}^{n_j} (y_i - \hat{y}_i)^2
\]

where \( k \) is the number of folds (we set \( k = 5 \) in all examples), \( n_j \) is the size of the test set in the \( j \)-th fold, \( y_i \) is the observed value, and \( \hat{y}_i \) is the predicted value. We then normalize the MSE by the span of the maximum \( y_{\text{max}} \) and minimum \( y_{\text{min}} \) values of the observed variable:

\[
NRMSE = \sqrt{MSE} / (y_{\text{max}} - y_{\text{min}})
\]

We use \( k \)-fold cross validation [103] because metrics such as Akaike Information Criterion cannot be used to compare model fit across classes of models (e.g., hierarchical vs. linear) [31]. Prior work shows that cross validation performs better in estimating predictive density for a new dataset than information criteria [103], suggesting that it is a better approximation of out-of-sample predictive validity.

To further investigate model quality, Emma drills down to individual universes by clicking a dot in the outcome view. She sees in the model fit view (Figure 6-1c) that a model gives largely mismatched predictions.

Clicking a result in the outcome view populates the model fit view with visual predictive checks, which show how well predictions from a given model replicate the empirical distribution of observed data [28], allowing users to further assess model quality (T5). The model fit visualization juxtaposes violin plots of the observed data and model predictions to facilitate comparison of the two distributions (see Figure 6-1c). Within the violin plots, we overlay observed and predicted data points as centered density dot plots to help reveal discrepancies in approximation due to kernel density estimation. When the number of observations is large (S1), we plot a representative subset of data, sampled at evenly spaced percentiles, as centered
Figure 6-6: (a) Coloring the universes according to their model fit quality. (b) Removing universes that fail to meet a model quality threshold.

quantile dotplots [56]. As clicking individual universes can be tedious, the model fit view suggests additional universes that have similar point estimates to the selected universe.

6.2.5 Inference

**After an in-depth exploration, Emma proceeds to the final step, asking “given the multiverse, how reliable is the effect?” She confirms a warning dialog to arrive at the inference view (Figure 6-7).**

To support users in making inference and judging how reliable the hypothesized effect is (T6), Boba provides an inference view at the end of the analysis workflow, after users have engaged in exploration. Once in the inference view, all earlier views and interactions are inaccessible to avoid multiple comparison problems [114] arising from repeated inference. The inference view contains different plots depending on the outputs from the authoring step, so that users can choose between robust yet computationally-expensive methods and simpler ones.

A more robust inference utilizes the null distribution – the expected distribution of outcomes when the null hypothesis of no effect is true. In this case, the inference view shows an aggregate plot followed by a detailed plot (Figure 6-7ab). The aggregate plot (Figure 6-7a) compares the null distribution (red) to possible outcomes of the actual multiverse (blue) across sampling and decision variations. The detailed plot (Figure 6-7b) shows point estimates (colored dots) against 95% confidence intervals representing null distributions (gray lines) for each universe. Each point estimate is orange if it is outside the range, or blue otherwise. Underneath both plots, we provide descriptions (Figure 7-4) to guide users in interpretation: For the aggregate plot, we prompt users to compare the distance between the averages of the two densities to the spread. For the detailed plot, we count the number of universes with the point estimate outside its corresponding range. If the null distribution is unavailable, Boba shows a simpler aggregate plot (Figure 6-7c) where the expected effect size under the null hypothesis is marked with a red line.
Figure 6-7: **Inference views.** (a) Aggregate plot comparing the possible outcomes of the actual multiverse (blue) and the null distribution (red). (b) Detailed plot showing the individual point estimates and the range between the 2.5th and 97.5th percentile in the null distribution (gray line). Point estimates outside the range are colored in orange. (c) Alternative aggregate plot where a red line marks the expected null effect.

To compute the null distribution, we permute the data with random assignment [95]. Specifically, we shuffle the column with the independent variable (**reader view** in this case) $N$ times, run the multiverse of size $M$ on each of the shuffled datasets, and obtain $N \times M$ point estimates. As **reader view** and **speed** are independent in the shuffled datasets, these $N \times M$ point estimates constitute the null distribution.

In addition, Boba enables users to propagate concerns in model fit quality to the inference view in two possible ways. The first way employs a model averaging technique called *stacking* [112] to take a weighted combination of the universes according to their model fit quality. The technique learns a simplex of weights, one for each universe model, via optimization that maximizes the log-posterior-density of the held-out data points in a $k$-fold cross validation. Boba then takes a weighted combination of the universe distributions to create the aggregate plot. While stacking provides a principled way to approach model quality, it can be computationally expensive. As an alternative, Boba excludes the universes below the model quality cutoff users provide in Section 6.2.4. The decisions of the cutoff and whether to omit the universes are made before a user enters the inference view.
6.3 Conclusion

This chapter presents the Boba Visualizer, a visual analysis system for interpreting multiverse analyses. The visual analysis system provides linked views between analytic decisions and model estimates to facilitate systematic exploration of how decisions impact robustness, along with views for sampling uncertainty and model fit. We also provide facilities for principled pruning of “unreasonable” specifications, and support inference to assess effect reliability. Boba is available as open-source software at https://github.com/uwdata/boba.
Chapter 7

Case Studies

We evaluate Boba in three case studies. The first two case studies use multiverses replicated from prior work [95, 113]. We first show how the Boba Visualizer affords multiverse interpretation, enabling a richer understanding of robustness, decision patterns, and model fit quality via visual inspection. In both case studies, model fit visualizations surface previously overlooked issues and change what one can reasonably take away from these multiverses. Then, we use the first case study to demonstrate that by running a small subset of a multiverse, we can arrive at the same conclusion about decision sensitivity and model quality as in the full multiverse.

The third case study builds upon a crowdsourced data analysis initiative, where 29 analyst teams independently analyzed the same datasets to answer two research questions. We capture the various analytic decisions made by crowdsourced analysts into two multiverse specifications, in order to disentangle which analytic decisions are most responsible for variability of the resulting effect sizes. We implement the multiverses using the Boba DSL, diagnose errors and iterate on the specification using the Boba Monitor, and interpret the final results using the Boba Visualizer.

Finally, we discuss the implications of model quality issues in our design reflections.

7.1 Case Study: Mortgage Analysis

Young et al. [113] propose a multimodel analysis approach to gauge whether model estimates are robust to alternative model specifications. Akin to the philosophy of multiverse analysis, the approach takes all combinations of possible control variables in a statistical model. The outputs are multiple summary statistics, including (1) an overall robustness ratio, (2) uncertainty measures for sampling and modeling variations, and (3) metrics reflecting the sensitivity of each variable.

As an example, the authors present a case study on mortgage lending, asking “are female applicants more likely to be approved for a mortgage?” They use a dataset of publicly disclosed loan-level information about mortgage, and fit a linear regression model with mortgage application acceptance rate as the dependent variable and female as one independent variable. In their multimodel analysis, they test different control variables capturing demographic and financial information. The
Figure 7-1: A case study on how model estimates are robust to control variables in a mortgage lending dataset. (a) Decision view shows that black and married are two consequential decisions. (b) Overall outcome distribution follows a multimodal distribution with three peaks. (c) Trellis plot of black and married indicates the source of the peaks. (d) Model fit plots show that models produce numeric predictions while observed data is categorical. (e) PDFs of individual sampling distributions show significant overlap of the three peaks.

resulting summary statistics indicate that the estimate is not robust to modeling decisions with large end-to-end uncertainty, and two control variables, married and black, are highly influential. These summary statistics provide a powerful synopsis, but may fail to convey more nuanced patterns in result distributions. The authors manually create additional visualizations to convey interesting trends in data, for instance the estimates follow a multimodal distribution. These visualizations, though necessary to provide a richer understanding of model robustness, are ad-hoc and not included in the software package.

We replicate the analysis in Boba. The Boba DSL specification simply consists of eight placeholder variables, each indicating whether to include a control variable in the model formula. The specification compiles to 256 scripts.

7.1.1 Evaluating the Boba Visualizer

We run all scripts to completion and start the Boba Visualizer. We demonstrate how analysts might quickly arrive at insights provided by summary statistics in prior work, while at the same time gaining a richer understanding of robustness patterns. We also show that by incorporating uncertainty and model fit checks, Boba surfaces potential issues that prior work might have neglected.

We first demonstrate that the default views in the Boba Visualizer afford similar insights on uncertainty, robustness, and decision sensitivity. Upon launching the
visualizer, we see a decision graph and an overall outcome distribution (Figure 7-1). The decision view (Figure 7-1a) highlights two sensitive decisions, black and married. The outcome view (Figure 7-1b) shows that the point estimates are highly varied with conflicting implications. The aggregated uncertainty in the outcome view (Figure 7-1b, background gray area) has a wide spread, suggesting that the possible outcomes are even more varied when taking both sampling and decision variability into account. These observations agree with the summary metrics in previous work, though Boba uses a different, non-parametric method to quantify decision sensitivity, as well as a different method to aggregate end-to-end uncertainty.

The patterns revealed by ad-hoc visualizations in previous work are also readily available in the Boba Visualizer, either in the default views or with two clicks guided by prominent visual cues. The default outcome view (Figure 7-1b) shows that the point estimates follow a multimodal distribution with three separate peaks. Clicking the two highlighted (most sensitive) nodes in the decision view (Figure 7-1a) produces a trellis plot (Figure 7-1c), where each subplot contains only one cluster. From the trellis plot, it is evident that the leftmost and rightmost peaks in the overall distribution come from two particular combinations of the influential variables. Alternatively, users might arrive at similar insights by brushing individual clusters in the default outcome view.

Finally, the uncertainty and model fit visualizations in Boba surface potential issues that previous work might have overlooked. First, though the point estimates in Figure 7-1b fall into three distinct clusters, the aggregated uncertainty distribution appears unimodal despite a wider spread. The PDF plot (Figure 7-1e) shows that sampling distribution from one analysis typically spans the range of multiple peaks, thus explaining why the aggregated uncertainty is unimodal. These observations suggest that the multimodal patterns exhibited by point estimates are not robust when we take sampling variations into account. Second, we assess model fit quality by clicking a dot in the outcome view and examining the model fit view (Figure 7-1d). As shown in Figure 7-1d, while the observed data only takes two possible values, the linear regression model produces a continuous range of predictions. It is clear from this visual check that an alternative model, for example logistic regression, is more appropriate than the original linear regression models, and we should probably interpret the results with skepticism given the model fit issues. These observations support our arguments in Section 6.1 that uncertainty and model fit are potential blind spots in prior literature.

7.1.2 Evaluating the Boba Monitor

Next, we demonstrate that by running a small subset of a multiverse, we can arrive at the same conclusion about decision sensitivity and model quality as above.

We load the same multiverse specification into the Boba Monitor. After starting the runtime, we observe the change in the estimates of decision sensitivity and mean effect size, and pause the runtime when these estimates seem to reasonably converge. Figure 7-2 shows the snapshot when we pause, with 46 universes completed so far. The mean effect size estimate (Figure 7-2b) fluctuates slightly at the beginning, but
Figure 7-2: A case study on mortgage analysis. With less than one fifth of the multiverse completed, the sampling estimates converge reasonably: sensitive decisions are distinct from non-sensitive ones (a), and the mean effect size estimate remains stable (b). The two sensitive decisions (c), black and married, agree with prior work [113]. However, model quality checks show an unsatisfactory quality throughout (d) and indicate a large mismatch between observed and predicted data (e).

soon remains stable around the value of 2.2, with a reasonably narrow confidence interval spanning roughly 1.6 to 2.6. The decision sensitivity estimates (Figure 7-2a) show that two decisions are sensitive while others are not, and the confidence intervals of the sensitive decisions do not overlap with those of the non-sensitive decisions. The decision graph confirms that the sensitive decisions are black and married (Figure 7-2c), which agree with prior work. We may also identify the sensitive decisions by hovering over the time series in the progress view. This exercise shows that an optimistic analysis at 18% of the full multiverse size will not lead to a qualitatively different interpretation of decision sensitivity than running every universe.

Before proceeding to further analysis and running the multiverse to completion, we sanity-check possible validity issues. The main effect view shows that all model coefficients are within a sensible range. The error message view shows that no runtime errors or warnings have occurred so far. We then switch to examine the model quality, which we quantify using adjusted $R^2$ as all universes use a linear model. As indicated by the light color (Figure 7-2d), the model quality of all completed analyses is unanimously bad. The visual predictive checks (Figure 7-2e) show that the observed data is binary while the model prediction is continuous, suggesting that we need to revise the multiverse specification with a more appropriate model such as
Figure 7-3: A case study on whether hurricanes with more feminine names have caused more deaths. (a) The majority of point estimates suggest a small, positive effect, but there are considerable variations. (b) Faceting and brushing reveal decision combinations that produce large estimates. Coloring by model quality shows that large estimates are from questionable models, and predictive checks (c) confirms model fit issues. (d) Inference view shows that the observed and null distributions are different in terms of mode and shape, yet with highly overlapping estimates.

logistic regression. Importantly, we are able to identify the model quality issue before one fifth of the multiverse finished running (or as early as the first few universes, if we check earlier), reducing the time to iteration.

7.2 Case Study: Female Hurricanes Caused More Deaths?

We replicate another multiverse where Simonsohn et al. [95] challenged a previous study [52]. The original study [52] reports that hurricanes with female names have caused more deaths, presumably because female names are perceived as less threatening and lead to less preparation. The study used archival data on hurricane fatalities and regressed death count on femininity. However, the study led to a heated debate on proper ways to conduct the data analysis. To understand if the conclusion is robust to alternative specifications, Simonsohn et al. identified seven analytic decisions, including alternative ways to exclude outliers, operationalize femininity, select
Figure 7-4: The inference view of the hurricane case study. The top plot shows that the two distributions are different in terms of mode and shape, yet they are highly overlapping, which suggests the effect is not reliable. The bottom plot shows that the vast majority of the universes have the point estimate within the 2.5th and 97.5th percentile of the corresponding null distribution.

We build the same multiverse using these seven analytic decisions in Boba. In the Boba DSL specification, we use a decision block to specify two alternative model types: negative binomial regression versus linear regression with log-transformed deaths as the dependent variable. The rest of the analytic decisions are placeholder variables that can be expressed as straightforward value substitutions. However, the two different model types lead to further differences in extracting model estimates. For example, we must invert the log-transformation in the linear model to obtain predictions in the original units. We create additional placeholder variables for implementation differences related to model types and link them with the model decision block. The specification compiles to 1,728 individual scripts.

We then interpret the results using the Boba Visualizer. As shown in the overview distribution (Figure 7-3a), the majority of point estimates support a small, positive
effect (female hurricanes lead to more deaths, and the extra deaths are less than 20), while some estimates suggest a larger effect. A small fraction of results have the opposite sign.

What analytic decisions are responsible for the variations in the estimates? The decision view indicates that multiple analytic decisions might be influential (Figure 7-3a). We click on the relatively sensitive decisions, outliers, damage and model, to examine their impact. In the corresponding univariate trellis plots (Figure 7-8), certain choices tend to produce larger estimates, such as not excluding any outliers, using raw damage instead of log damage, and using negative binomial regression. However, in each of these conditions, a considerable number of universes still support a smaller effect, suggesting that it is not a single analytic decision that leads to large estimates.

Next, we click on two influential decisions to examine their interaction. In the trellis plot of model and damage (Figure 7-3b), one combination (choosing both log damage and negative binomial model) produces mostly varied estimates without a dominating peak next to zero. Brushing the large estimates in another combination (raw damage and linear model) indicates that these results are coming from specifications that additionally exclude no outliers. Removing these decision combinations will eliminate the possibility of obtaining a large effect.

But do we have evidence that certain outcomes are less trustworthy? We toggle the color-by drop-down menu so that each universe is colored by its model quality metric (Figure 7-3b). The large estimates are almost exclusively coming from models with a poor fit. We further verify the model fit quality by picking example universes and examining the model fit view (Figure 7-3c). The visual predictive checks confirm issues in model fit, for example the models fail to generate predictions smaller than 3 deaths, while the observed data contains plenty such cases.

Now that we have reasons to be skeptical of the large estimates, the remaining universes still support a small, positive effect. How reliable is the effect? We proceed to the inference view to compare the possible outcomes in the observed multiverse and the expected distribution under the null hypothesis (Figure 7-3d). The two distributions are different in terms of mode and shape, yet they are highly overlapping, which suggests the effect is not reliable. The detail plot depicting individual universes (Figure 7-4) further confirms this observation. Out of the entire multiverse, only 3 universes have point estimates outside the 2.5th and 97.5th percentile of the corresponding null distribution.

7.3 Case Study: Gender and Professional Status in Scholarly Debates

Schweinsberg et al. [92] conduct a crowdsourced data analysis study where independent analysts use the same dataset to test two hypotheses. Expanding beyond the first crowdsourcing initiative [93], they allow analysts to not only choose their statistical approach, but also how they would operationalize key variables. The analysts
Figure 7-5: A case study illustrating error diagnostics of a multiverse on scientific debate. (a) The Poisson regression model is responsible for all errors, warnings, and abnormal point estimates. (b) Adding random effects greatly improves model quality and removes outlier estimates. (c) A warning of predictors having different scales only occurs in one set of covariates, suggesting the fix of rescaling these covariates.

produce even more dispersed analytic outcomes than the first study, however, it is unclear whether the variability in estimates is due to unconstrained operationalization of variables. To help answer this question, the researchers turn to the multiverse analysis as a meta-analysis of the analysts’ scripts. The multiverse contains all reasonable decision combinations, which in this case includes and expands beyond the paths taken by the crowd analysts. Decision sensitivity of the multiverse then indicates which analytic choice plays the largest role on the dispersion of results.

The dataset used in the crowdsourced study contains words and metadata of scientific debates from an invitation-only online forum for scholars. Different teams of analysts are tasked with analyzing the data to answer two questions. The first question (H1) asks “does women’s tendency to participate actively in a conversation increase with more women participants?” The second question (H2) is “are higher status participants more verbose than are lower status participants?” We build a multiverse for each hypothesis. Analysts make different choices in operationalizing the dependent and independent variable (e.g., whether to measure status with academic citations or job rank), determining the unit of analysis (e.g., commentators vs. conversations), transforming the data, choosing covariates, and specifying the statistical model. The two multiverses contain major categories of all these choices, crossing as many choice as possible and is reasonable.

Before writing the Boba specification, we need to map out the decision space and remove analytic choices that did not make sense in conjunction with one another (e.g., apply logistic regression analysis to a continuous dependent variable). Examining each potential combination of all choices is infeasible due to the sheer number of paths. To work around this issue and make it easy to reason about incompatible decision combinations, we examine each pair of decisions in isolation. For each pair, we use a table where rows and columns map to options in a decision, and decide if any cells correspond to an invalid combination. We translate the tables into constraints in the Boba DSL specification.

Synthesizing the Boba DSL specification from analysis scripts authored by in-
individual analysts is also challenging, because the scripts are not created with the goal of being combined in mind. We first reduce the scripts from analysts to the simplest version possible that still reproduces the analysis outcomes. These analysis scripts follow a general workflow of wrangling the input dataset, creating the unit of analysis, fitting a model, and extracting the model parameters. We divide the Boba specification into code blocks according to the higher-level steps in the workflow, and then distill smaller variations as placeholder variables inside code blocks. We do so incrementally, starting with a simple multiverse and then building in additional complexity, while checking for issues along the way. In the next subsection, we show how we diagnose issues that arise from the early stage of developing a multiverse analysis.

7.3.1 Diagnosing Issues Using the Boba Monitor

We now illustrate in more detail how the Boba Monitor facilitates early error diagnostics. This partial multiverse starts with a subset of the decisions and takes all compatible combinations between them, which results in 468 universes.

After writing the specification for this partial multiverse, we run it in the Boba Monitor. We observe plenty of warnings while the sampling estimates have not yet converged, and pause the runtime to investigate. Figure 7-5 shows the snapshot of the multiverse when 79 universes are completed. We first look for potential issues from the overview in the main effect view. The point estimate of this multiverse is the z-score, which measures how many standard deviations away the raw estimate is from the mean. From the range of z-scores, we can see disproportionate estimates that are more than a hundred standard deviations from the mean. In addition, almost half of the universes output an error or warning message. Switching to viewing the model quality, we observe that many models are of unsatisfactory quality. These observations suggest a need to revise the multiverse specification.

To gain a better understanding of the directions of improvement, we gauge the validity of decisions by clicking on the decision nodes and comparing the options. As shown in Figure 7-5a, the Poisson regression model is responsible for all errors, warnings, and abnormal z-score estimates. Figure 7-5b shows that adding random effects greatly improves model quality and eliminates outlying point estimates, which suggests that a single-level regression model is probably insufficient to describe the data. We might consider removing the option of single-level models from the decision space in subsequent iterations.

Next, we take a closer look at the runtime errors and warnings in the error message view. We first click on the show more button to view each message in full. Some errors are programming oversights such as a null reference error, requiring a simple fix. Some warnings are related to model convergence and might be improved by increasing the number of possible iterations or switching to a different optimizer. However, fixes for other issues may require knowing the accountable decisions. For example, the warning “some predictor variables are on very different scales” indicates problems with predictors, yet the multiverse has many combinations of independent and control variables. We click on the message to highlight related universes in the main effect view, and click the IV and Covariates decision nodes. The warning
occurs in both independent variable options, but only appears in one set of covariates (Figure 7-5c), which suggests that rescaling the variables in this set of covariates should fix the issue.

7.3.2 Interpreting the Final Results

The full cross-product of all analytic choices give rise to over 5,000,000 and over 13,000,000 universes for H1 and H2, respectively. After excluding invalid combinations, only 2,984 and 15,257 universes remain. Out of these universes, some produce runtime errors related to optimization, which requires tuning individual scripts. Due to the challenges in debugging these optimization errors, we exclude these failing scripts (7 universes for H1 and 422 universes for H2) from the final multiverses.

We load the results into the Boba Visualizer, and switched to a color scheme where outcomes from the crowd analysts are highlighted in red. Figure 7-6 shows the overall distribution of point estimates, in this case z-scores, of the two multiverses. The majority of z-scores are positive for H1, suggesting an overall positive effect. In contrast, H2 seems to be quite symmetrical around zero, suggesting no effect or a tiny effect.

Figure 7-7 shows the Analytic Decision Graph for the two multiverses. For H1, DV and IV operationalizations lead to the most varied distributions in z-score, and for H2, alternative IV operationalizations have the most differing z-score distributions. These
observations suggest that unconstrained operationalization does indeed contribute to the large variation in analysis results.

7.4 Conclusion

In this chapter, we presented three case studies to demonstrate the usefulness and feasibility of the Boba system. In two multiverses replicated from prior work, we showed that we gained a rich understanding of how decisions affect results, and found issues around uncertainty and model fit that changed what we could reasonably take away from these multiverses. We also showed that by running only one fifth of the multiverse, we could arrive at the same conclusion about decision sensitivity and model quality as the full multiverse. In a multiverse consisting of analytic choices made by crowd analysts, we showed how Boba afforded early error diagnostics and enabled us to conclude whether unconstrained operationalization led to variations in analysis results.
Figure 7-8: The univariate trellis plots of the relatively sensitive decisions, outliers, damage and model in the hurricane case study. While certain conditions tend to produce large estimates, these conditions still contain a peak around zero, suggesting that it is not a single decision that leads to large estimates.
Chapter 8

Conclusion

Producing reliable data analysis outcomes is challenging, partly due to the flexibility in making analytic decisions. Drawing inferences from data involves many decisions throughout phases of data collection, wrangling, modeling and evaluation. Since different combination of choices may lead to diverging results, and multiple reasonable options might exist at each decision point, fixating on one analytic path is less robust. In contrast, a multiverse analysis evaluates all compatible combinations of reasonable analytic choices together and interprets them collectively. However, multiverse analyses are challenging to author, run, and interpret, due to having myriad forking paths. Non-linear program structures are not well-supported by conventional tools, the sheer number of possible paths makes execution expensive, and analysts need to make sense of many overlapping workflows and results. To address these challenges, this dissertation contributes the design of a system that lowers the barrier for users to conduct multiverse analysis.

8.1 Review of Contributions

In Chapter 3, we conducted an interview study with 9 researchers to better understand how they made analytic decisions in their end-to-end analysis process. Corroborating prior findings on analytic decision making strategies [53], we observed that researchers often base their decisions on methodological or theoretical concerns, but subject to constraints arising from the data, expertise, or perceived interpretability. Similar to prior work documenting the reasons to value alternatives [65], we brought additional evidence on the motivations for exploring the garden of forking paths. We confirmed that researchers may experiment with choices in search of desirable results, but may also walk down alternative paths to gauge robustness or backtrack from contingency. In some cases, researchers selectively report desired results, but they may also omit findings due to similarity, correctness, or social constraints. We also contributed novel visualization designs for communicating decision processes throughout an analysis.

Based on the interview results, one major opportunity to strengthen data analysis is simultaneously analyzing multiple decision paths via a multiverse analysis. The
rest of this dissertation addressed this opportunity by introducing a system for authoring, running, and interpreting multiverse analyses. Specifically, this dissertation presented a domain-specific language for authoring multiverse analyses, approximation algorithms and monitoring visualizations for running multiverse analyses, and a visual analysis system for interpreting multiverse outcomes.

The Boba DSL (Chapter 4) formally models the decision space, providing critical structures that other system components later leverage. With the DSL, users annotate their analysis script to insert local variations, from which the compiler synthesizes executable script variants corresponding to all compatible analysis paths. The Boba DSL is agnostic to the underlying programming language of the analysis script (e.g., Python or R), thereby supporting a wide range of data science use cases.

Next, we presented approximation algorithms for estimating multiverse sensitivity and monitoring visualizations for assessing progress and controlling execution on the fly (Chapter 5). In an empirical evaluation using synthetic and real multiverses, we show that round robin and sketching approaches are 5 times faster on average to estimate decision sensitivity accurately compared to no sampling, and up to 2 times faster than uniform sampling. The Boba Monitor interface facilitates users in choosing a “good enough” snapshot for early interpretation of multiverse results, as well as diagnosing runtime errors and model quality issues.

The Boba Visualizer (Chapter 6) aids users in interpreting the outcomes of all analytic paths. The Boba Visualizer first provides linked views of both analysis results and the multiverse decision space to enable a systematic exploration of how decisions do (or do not) impact outcomes. Besides decisions sensitivity, we enable users to take into account sampling uncertainty and model fit. In two multiverses replicated from prior work (Chapter 7), we demonstrate that model fit visualizations surface previously overlooked issues and change what one can reasonably take away from these multiverses. These issues imply that the multiverse workflow is iterative and a collection of a-priori reasonable paths may not be reasonable post-hoc.

8.2 Discussion and Future Directions

Through the process of designing, building, and using Boba, we gain insights into challenges that multiverse analysis poses for software designers and users. We now reflect on these challenges and additional design opportunities for supporting multiverse analysis.

Previous approaches to multiverse analysis have largely overlooked the quality of model fit, focusing instead on how to enumerate analysis decisions and display the results from the entire multiverse. We visualize model fit in two ways: we use color to encode the NRMSE from a $k$-fold cross validation in the outcome view, and use predictive checks to compare observed data with model predictions in the model fit view. Together these views show that a cross-product of analytic decisions can produce many universes with poor model fits, and many of the results that prior studies include in their overviews may not provide a sound base for subsequent inferences. The prevalence of fit issues, which are immediately apparent in the Boba
Visualizer, calls into question the idea that a multiverse analysis should consist of a cross-product of all *a-priori* “reasonable” decisions.

We propose adding a step to the multiverse workflow where analysts must distinguish between what seems reasonable *a-priori* vs. *post-hoc*. Boba supports this step in two ways: (1) the Boba Monitor allows users to diagnose errors early and iterate on the specification efficiently, (2) in the inference view of the Boba Visualizer, we can use model averaging to produce a weighted combination of universes based on model fit, or we can simply omit universes below a certain model fit threshold chosen by the users. The model fit threshold relies on analysts making a post-hoc subjective decision and might be susceptible to p-hacking. However, one can pre-register a model quality threshold to eliminate this flexibility. Should we enable more elaborate and interactive ways to give users control over pruning? If so, how do we prevent analysts from unintentionally biasing the results? These questions remain future work.

Indeed, a core tension in multiverse analysis is balancing the imperative of transparency with the need for principled reduction of uncertainty. Prior work on researcher degrees of freedom in analysis workflows [53] identifies strategies that analysts use to make decisions (see also [64, 7]), including two which are relevant here: reducing uncertainty in the analysis process by following systematic procedures, and suppressing uncertainty by arbitrarily limiting the space of possible analysis paths. In the context of Boba, design choices which direct the user’s attention toward important information (e.g., highlighting models with good fit and decisions with a large influence on outcomes) and guide the user toward best practices (e.g., visual predictive checks) serve to push the user toward reducing rather than suppressing uncertainty. Allowing users to interact with results as individual dots in the outcome view while showing aggregated uncertainty in the background reduces the amount of information that the user needs to engage with in order to begin exploring universes, while also maintaining a sense of the range of possible outcomes. We believe that guiding users’ attention and workflow based on statistical principles is critical.

We also reflect on how our findings and artifacts may have implications for analysis more generally. The Boba system might be useful in educating people about the sensitivity of outcomes to analytic choices. The awareness of such potential sensitivity is an important consideration even when people are not performing multiverse analyses. The design of the Boba system may be relevant for simulation studies that quantify the effect of simulation parameters on outcomes. Boba may also support an augmented form of meta analysis that covers not only the analyses performed, but also the potential analyses resulting from the combinations of analytic choices.

Building on the work presented in this dissertation and its limitations, we see a number of future directions for better supporting multiverse analyses.

### 8.2.1 Mapping Out the Decision Space

A multiverse analysis allows researchers to simultaneously consider results from all valid combinations of reasonable analytic decisions. Since each combination produces an outcome, and these outcomes are treated equally in the interpretation of the multiverse, the composition of the decision space is critical for the conclusion one can
draw from the multiverse. For example, an analyst may fill the decision space with redundant, non-sensitive variants and conclude that the multiverse is robust, while neglecting other meaningful, sensitive decisions. The Boba system reduces the gulf of execution [47] for analysts to perform multiverse analyses once they identify the set of reasonable decisions. However, there is little guidance among the literature and our work on how to arrive at the decision space in the first place.

We anticipate that in many cases, whether an alternative is reasonable is a subjective judgment. Past analyses, expertise, and personal agenda may play a huge role in how one characterizes reasonable decisions: a researcher may only feel comfortable using a method they are familiar with, and a Bayesian advocate may be reluctant to view frequentist methods as justifiable. Other decision rationales we observed in the interview study (Chapter 3) also involve a certain amount of ambiguity. Whether a method is easy to interpret or requires too much work is subjective. Methodological arguments can be subjective as well, for example, analysts may be unsure how restrictive they should be about statistical assumptions. We anticipate that analysts are willing to include some types of uncertain alternatives in their multiverses (e.g., a method that mildly violates statistical assumptions) but not others (e.g., an unfamiliar method). In other words, a multiverse analysis can iron out some idiosyncrasies but not others.

The question, then, is how much subjectivity can a multiverse analysis mitigate? Furthermore, what types of specification variations do analysts deem appropriate or inappropriate to include? Answers to these questions will allow us to scope the limitations of multiverse analyses. If most people, including those with similar backgrounds, come up with non-overlapping decision spaces, one person performing a multiverse analysis is not enough to obtain reliable outcomes. Collaboration support may be important future work. In addition, if subjectivity is unavoidable, it might be hard to create a ground truth multiverse for a given dataset. The lack of a ground truth multiverse to compare to might make it difficult to quantitatively evaluate the quality of tools supporting the generation of decision spaces.

For the types of specification variations that people tend to include in multiverse analyses, future tools may aid analysts in a more comprehensive exploration of such variations. As we observe in the interview study (Chapter 3), analysts tend to fixate on methods that they are familiar with. Due to analogical reasoning, analysts may follow the same steps that worked in the past, or dismiss choices that did not appear sensitive on previous datasets. As a result, analysts may not explore the possible decision space as comprehensively as they ideally could. One direction is to build decision recommenders that leverage the abundance of open-source analysis code [89] to automatically suggest reasonable decision points and alternatives [72]. The analyst’s domain knowledge and statistical expertise are essential in ultimately determining whether the suggested alternatives are reasonable or not, suggesting the need for a mixed-initiative approach.
8.2.2 Debugging the Multiverse

As a new programming tool, Boba requires additional support to increase its usability, including code editor plugins, debugging tools, documentation, and community help. In Chapter 7 we assess the feasibility of Boba, with the understanding that its usability will need to be subsequently evaluated. Currently, Boba specifications are compiled into scripts in a specific programming language, so users can leverage existing debugging tools for the corresponding language.

However, debugging analysis scripts becomes difficult at the scale of a multiverse because a change that fixes a bug in one script might not fix bugs in others. When we attempt to run a multiverse of Bayesian regression models, for example, models in multiple universes do not converge for a variety of reasons including problems with identifiability and difficulties sampling parameter spaces with complex geometries. These issues are common in Bayesian modeling workflows and must be resolved by adjusting settings, changing priors, or reparameterizing models entirely. At the scale of multiverse analysis, debugging this kind of model fit issue is particularly difficult because existing tools for diagnostics and model checks (e.g., trace and pairs plots) are designed to assess one model at a time. While this points to a need for better debugging and model diagnostic tools in general, it also suggests that these tools must be built with a multiplexing workflow in mind if they are going to facilitate multiverse analysis.

Because the multiverse workflow is iterative, tools might audit the decision space in between iterations to highlight paths overlooked and paths that should not be included. For paths overlooked, a checklist method may be useful in prompting users about potential areas of decision points to consider. For example, users may fixate on modeling decisions, while a checklist reminds users to consider data cleaning decisions. For paths that should not be included, model quality could be taken into account to prune the decision space.

8.2.3 Target Users

The intended users for the Boba system are experts, who we assume would have a high level of statistical expertise in constructing, diagnosing, and interpreting the multiverse analyses. How to further lower the barriers for less experienced analysts is an open question. One direction is to present users with high-level abstractions that represent expert statistical knowledge, and synthesize appropriate specifications from high-level analysis goals [51]. Another is to use Boba as a design probe to both field-test the prototype and understand the challenges that less experienced users face when conducting multiverse analysis.

While the Boba DSL uses a language-agnostic design, it requires users to adopt a completely new workflow and possibly switch out of their preferred programming environment and tools when authoring the multiverse specification. The multiverse package [90] more tightly integrates into the existing workflows of data science workers by supporting an iterative authoring process in RMarkdown computational notebooks, but by doing so restricts itself to a single programming language. Boba might
leverage an existing programming environment by supporting linked editing [39],
where users make changes in one concrete universe and have the changes automatically propagate to the Boba specification.

Our current studies focus on the authors of the multiverse analysis, while future work should investigate the needs of multiverse readers. Certain views in the Boba Visualizer might be suitable for communicating multiverse analysis results in paper manuscripts, including the outcome view showing individual point estimates and aggregated uncertainty, as well as the inference view comparing possible outcomes of the actual multiverse to the null distribution. A possible venue for future work is to assess how people interpret multiverse results, for instance comparing Boba with the animation approach in explorable multiverse analysis reports [21]. Another strategy is to leverage the ongoing research on effective uncertainty visualizations to better communicate multiverse results to a more general audience.

8.2.4 Reducing Latency

To reduce delay in viewing multiverse results, we apply approximation algorithms, but this does not preclude other methods in latency reduction and runtime optimization. A simple extension is parallel computing, with universes executed on separate processes simultaneously. Sampling is amenable to parallel computing as along as the sampling order is preserved. More involved techniques might attempt to optimize the runtime directly, as universe scripts are often highly similar with a majority of redundant source code. Future work could investigate dynamic program analysis and caching to reduce repeated computation.

The Boba Monitor largely adopts an online approach to display sampling estimates and confidence intervals progressively, and relies on analysts to decide when to view optimistic visualizations on a “good enough” snapshot. We imagine a system that automates this decision, for example recommending a snapshot when the ranking of decision sensitivity is likely to be correct with high probability [62]. The system can also do more to communicate the discrepancies between interpretations of optimistic visualizations and the ultimate precise results.

8.2.5 Model Expansion

In practical data analyses, it is recommended to start with a simple model, perform checks and diagnostics once the model is fit, and expand the model with further complexity incrementally [29]. A general method for model diagnostics is to visually gauge systematic discrepancies from posterior predictive checks. Then, one could design a discrepancy variable to quantify the discrepancies and perform goodness-of-fit tests [29]. By visualizing posterior predictive checks of a partial multiverse, and coloring universes based on a model quality metric (e.g., discrepancy variable), users of the Boba system might adopt a similar workflow to improve a multiverse based on model diagnostics. However, it is unclear how to integrate the model expansion and multiverse analysis workflow: does the analyst incrementally build a series of models and construct the multiverse out of all reasonable ones, or start with an
a priori decision space and prune away models that fail the diagnostics, or both? Furthermore, while posterior predictive checks suggest directions to improve a model, it is difficult to do so across many different models. As a starting point, future tool might automatically cluster similar patterns in the predictive checks such that analysts might formulate refinement strategies for a set of universes instead of one at a time.

8.3 Concluding Remarks

In this dissertation, we present a characterization of researchers’ decision-making practices during their analysis process, and a system for authoring, running, and interpreting multiverse analyses. We hope this dissertation will help inspire the design of both improved analysis tools and community standards. The system presented in this dissertation is available as open-source software at https://github.com/uwdata/boba.
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