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Sequential decision making, especially in the face of uncertainty, is a central challenge in our quest to build increasingly safe, capable, and (seemingly-)intelligent autonomous systems. Whereas supervised learning is concerned with selecting optimal actions in independent interactions with an environment, policy learning studies action selection in sequential, dependent interactions in an environment. Policy learning constitutes an elemental component of many techniques across reinforcement learning, optimal control, and robotics.

In this dissertation, a variety of perspectives on policy learning are presented, each taking a slightly different lens to the problem. We analyze theoretical and practical speedups to policy learning, and explore subtle yet critical ways in which it differs from supervised learning.

We proceed in three parts,

1. In Chapter 2, we study which interactions with the environment are most beneficial, sparked by the intuition that many environments include “dead end” areas of state space. We extend this framework to additionally study the tradeoffs associated with safety interventions in real-world deployments of policy learning techniques. We analyze the regret behavior of emergency stopping and present empirical results in discrete and continuous settings demonstrating that our reset mechanism can provide order-of-magnitude speedups on top of existing reinforcement learning methods.
2. In Chapter 3 we study the estimation of policy gradients for continuous-time systems with known dynamics. By reframing policy learning in continuous-time, we show that it is possible to construct a more efficient and accurate gradient estimator. With the explicit goal of estimating continuous-time gradients, we are able to discretize adaptively and construct a more efficient policy gradient estimator which we call the Continuous-Time Policy Gradient (CTPG). We show that replacing conventional policy gradients with more efficient CTPG estimates results in faster and more robust learning in a variety of control tasks and simulators.

3. Intrigued by the failures of policy gradient methods in certain settings, we study how policy learning differs from supervised learning in Chapter 4. In particular we explore the unreasonable effectiveness of stochastic gradient descent operating in supervised learning loss landscapes. We hypothesize that this ease is due to such loss landscapes effectively having only a single basin, modulo symmetries in the model parameterization. We propose three novel canonicalization algorithms to reconcile the symmetries between model weights, and justify the single-basin claim with experiments across a variety of model architectures and datasets including the first demonstration – to the best of our knowledge – of perfect linear mode connectivity between two completely independently trained large ResNet models.
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Chapter 1

INTRODUCTION

This thesis explores the science of sequential decision making, and in particular policy learning. An intuition for the problem may be gleaned by analogy to video games. Imagine playing a new video game for the first time. Upon starting, you are presented with information: your player health, items at your disposal, current power-ups, and so on. Other forms of state may be contextual, eg. you are presented with your location and orientation within some three-dimensional world. Video games prey on our human social, contextual, and experiential expectations of object affordances and physics. In other words, you expect boxes to contain other items, doors to open, and so forth. A computer attempting to “learn” to play the same game is not privileged with the same prior knowledge as you or I. But we will eschew the issue of perception in this thesis and set human and machine on equal footing by assuming access to some machine-usable representation of state.

Next, you hold a controller with buttons, sticks, and other gizmos allowing you to take actions to affect your player state. It is obvious to you which actions are at your disposal – there are only so many buttons on the controller. However what effect these actions may have is unclear. Depending on which state you happen to be in, pressing a certain button may move your player forward, may pick up an item, or may simply do nothing at all. Furthermore, the outcome of taking an action may itself be random.

Finally, you are presented with a score. Your goal is to maximize this number. By acting in the game environment you progress your player state and accumulate reward, changing your score. Rewards may be positive, zero, or negative, depending on the circumstances of your current state and chosen action. Because of the sequential nature of the game you may prefer to forgo immediate rewards in the interest of future rewards, or vice versa.

In your quest to play this game you must approach two tasks simultaneously: (1) learn the
dynamics of the game, ie. what happens when you take each action in each state, and (2) select a policy of play in the game, ie. what action you select in each state. This latter task is known as policy learning and is the primary problem of interest in this thesis. When the game dynamics are unknown and must be learned in concert with a policy, we term the problem reinforcement learning. On the other hand, if the dynamics are fully known ahead of time – say in a game with known rules like solitaire, or an open source video game – we term the problem planning.

Formally, we encode this setup in the language of Markov decision processes (MDPs).

**Definition 1.0.1.** A finite-horizon Markov decision process (MDP) is a tuple, \( (S, A, P, R, H, \rho_0) \), where \( S \) is a set of states, \( A \) is a set of actions, \( P : S \times A \to \Delta(S) \) is the transition dynamics and \( \Delta(\cdot) \) is a probability distribution over some space, \( R : S^2 \times A \to [0, 1] \) is the reward function, \( \rho_0 \in \Delta(S) \) is the distribution of the initial state \( s_0 \), and we “play the game” \( H \) steps.

Hopefully the connection to our video game analogy is now clear: MDPs offer an abstraction to formally study the task of sequential decision making. Questions like “Should I forego immediate reward in the expectation of future reward in this state?” and “Should I prefer action \( A \) or \( B \) in this state?” now have concrete mathematical translations. Within this abstraction, we formalize policies as functions – possibly stochastic – from states, \( S \), to actions, \( A \).

**Definition 1.0.2.** A policy is a function, \( \pi : S \to \Delta(A) \), mapping states to distributions over actions.

In some cases, we may rely on deterministic policies, those where states are mapped to a single action with probability one, such as when operating in continuous-time in Chapter 3. In other cases, freeing ourselves to express some “uncertainty” in actions yields increased flexibility, and generally results in easier optimization.

We measure the fitness of a policy by its expected future rewards throughout a finite episode,

\[
J(\pi) = \mathbb{E} \left[ \sum_{t=0}^{H-1} R(s_t, a_t, s_{t+1}) \mid \pi, s_0 \right]
\]
In other words, we measure the expected reward accrued based on all possible trajectories and their probabilities under the policy, \( \pi \), and transition dynamics, \( P(s, a) \). That said, extensions to the time-discounted, infinite-horizon setting are also possible for all the results presented herein.

This thesis studies ways in which policy learning can be done more efficiently by leveraging additional information, or unique problem structure. Finally, we discuss the hardness of policy learning in relation to supervised deep learning.

1.1 Organization

In Chapter 2, we investigate policy learning in the presence of supervisor feedback. In the video game analogy, suppose you play with your friend who has sunk an ungodly amount of time into the game to reach expert performance. Your friend could periodically prevent you from executing behaviors that are either too dangerous or reward-infertile, based on their expertise. Although annoying, we show in Chapter 2 that this form of expert feedback can be extremely fruitful, yielding significantly faster policy learning. Furthermore, we analyze and bound the regret incurred by this supervision. In practical terms, Chapter 2 characterizes the trade-off between imitation and exploration, with applications to robotics, reinforcement learning, and autonomous system safety.

In Chapter 3, we switch to the continuous regime and demonstrate that, in compatible environments, policy learning in continuous time can be done an order of magnitude faster than prior methods. Leveraging differentiable physics simulators, we are able to leverage methods from the numerical integrator literature for vastly improved performance.

A recurring motif in this thesis will be that policy learning is hard. It is harder than supervised learning. It is harder than trajectory optimization. We explore what makes policy learning so challenging in Chapter 4 via comparison to supervised deep learning. In particular, we argue that supervised deep learning is practically straightforward thanks to its loss landscapes containing only a single basin. We demonstrate this phenomenon via the development of three novel algorithms for model averaging that account for permutation symmetries among the model weights. Using these model averaging algorithms we are able to demonstrate that in many cases independently
trained models all exist in the same basin, modulo permutation symmetries.

1.2 Publications

For the committee’s convenience the publications contributing to this thesis are as follows:


Chapter 2

POLICY LEARNING WITH INTERVENTION

2.1 Introduction

We consider the problem of determining when along a training roll-out feedback from the environment is no longer beneficial, and an intervention such as resetting the agent to the initial state distribution is warranted. We show that such interventions can naturally trade off a small sub-optimality gap for a dramatic decrease in sample complexity. In particular, we focus on the reinforcement learning setting in which the agent has access to a reward signal in addition to either (a) an expert supervisor triggering the e-stop mechanism in real-time or (b) expert state-only demonstrations used to “learn” an automatic e-stop trigger. Both settings fall into the same framework.

Evidence already suggests that using simple, manually-designed heuristic resets can dramatically improve training time. For example, the classic pole-balancing problem originally introduced in [Widrow and Smith 1964] prematurely terminates an episode and resets to an initial distribution whenever the pole exceeds some fixed angle off-vertical. More subtly, these manually designed reset rules are hard-coded into many popular OpenAI gym environments [Brockman et al. 2016].

Some recent approaches have demonstrated empirical success learning when to intervene, either in the form of resetting, collecting expert feedback, or falling back to a safe policy [Eysenbach et al. 2018], [Laskey et al. 2016], [Richter and Roy 2017], [Kahn et al. 2017]. We specifically study reset mechanisms which are more natural for human operators to provide – in the form of large red buttons, for example – and thus perhaps less noisy than action or value feedback [Bagnell 2015]. Further, we show how to build automatic reset mechanisms from state-only observations which are often widely available, e.g. in the form of videos [Torabi et al. 2018].

The key idea of our method is to build a support set related to the expert’s state-visitation
probabilities, and to terminate the episode with a large penalty when the agent leaves this set, visualized in Fig. 2.1. This support set defines a modified MDP and can either be constructed implicitly via an expert supervisor triggering e-stops in real-time or constructed a priori based on observation-only roll-outs from an expert policy. As we will show, using a support set explicitly restricts exploration to a smaller state space while maintaining guarantees on the learner’s performance. We emphasize that our technique for incorporating observations applies to any reinforcement learning algorithm in either continuous or discrete domains.

The contributions and organization of the remainder of the chapter is as follows.

- We provide a general framework for incorporating arbitrary emergency stop (e-stop) interventions from a supervisor into any reinforcement learning algorithm using the notion of support sets in Section 2.4.

- We present methods and analysis for building support sets from observations in Section 2.5, allowing for the creation of automatic e-stop devices.

- In Section 2.6 we empirically demonstrate on benchmark discrete and continuous domains that our reset mechanism allows us to naturally trade off a small asymptotic sub-optimality gap for significantly improved convergence rates with any reinforcement learning method.

- Finally, in Section 2.7 we generalize the concept of support sets to a spectrum of set types and discuss their respective tradeoffs.

### 2.2 Related Work

The problem of learning when to intervene has been studied in several contexts and generally falls under the framework of safe reinforcement learning [Garcia and Fernández 2015] or reducing expert feedback [Laskey et al. 2016]. Richter and Roy [2017] use an auto-encoder as an anomaly detector to determine when a high dimensional state is anomalous, and revert to a safe policy. Laskey et al. [2016] use a one-class SVM as an anomaly detector, but instead for the purposes of
Figure 2.1: A robot is tasked with reaching a goal in a cluttered environment. Our method allows incorporating e-stop interventions into any reinforcement learning algorithm. The grey support set may either be implicit (from a supervisor) or, if available, explicitly constructed from demonstrations.

reducing the amount of imitation learning feedback during DAgGER training [Ross et al. 2011]. Garcia and Fernández [2012] perturb a baseline policy and request action feedback if the current state exceeds a minimum distance from any demonstration. Geramifard et al. [2011] assume access to a function which indicates whether a state is safe, and determines the risk of the current state by Monte Carlo roll-outs. Similarly, “shielding” Alshiekh et al. [2018] uses a manually specified safety constraint and a coarse, conservative abstraction of the dynamics to prevent an agent from violating the safety constraint. Eysenbach et al. [2018] learn a second “soft reset” policy (in addition to the standard “hard” reset) which prevents the agent from entering nearly non-reversible states and returns the agent to an initial state. Hard resets are required whenever the soft reset policy fails to terminate in a manually defined set of safe states $S_{\text{reset}}$. Our method can be seen as learning $S_{\text{reset}}$ from observation. Their method trades off hard resets for soft resets, whereas ours learns when to perform the hard resets.

The general problem of Learning from Demonstration (LfD) has been studied in a variety of contexts. In inverse reinforcement learning, Abbeel and Ng [2004] assume access to state-only trajectory demonstrations and attempt to learn an unknown reward function. In imitation learning, Ross et al. [2011] study the distribution mismatch problem of behavior cloning and propose DAgGER, which collects action feedback at states visited by the current policy. GAIL
addresses the problem of imitating a set of fixed trajectories by minimizing the Jensen-Shannon divergence between the policies’ average-state-action distributions [Ho and Ermon 2016]. This reduces to optimizing a GAN-style minimax objective with a reinforcement learning update (the generator) and a divergence estimator (the discriminator).

The setting most similar to ours is Reinforcement Learning with Expert Demonstrations (RLED), where we observe both the expert’s states and actions in addition to a reward function. Abbeel and Ng [2006] use state-action trajectory demonstrations to initialize a model-based RL algorithm, which eliminates the need for explicit exploration and can avoid visiting all of the state-action space. Smart and Kaelbling [2000] bootstrap Q-values from expert state-action demonstrations. Maire and Bulitko [2005] initialize any value-function based RL algorithm by using the shortest observed path from each state to the goal and generalize these results to unvisited states via a graph Laplacian. Nagabandi et al. [2018] learn a model from state-action demonstrations and use model-predictive control to initialize a model-free RL agent via behavior cloning. It is possible to extend our method to RLED by constructing a support superset based on state-action pairs, as described in Section 2.7. Thus, our method and many RLED methods are complimentary. For example, DQfD [Hester et al. 2018] would allow pre-training the policy from the state-action demonstrations, whereas ours reduces exploration during the on-policy learning phase.

Most existing techniques for bootstrapping RL are not applicable to our setting because they require either (a) state-action observations, (b) online expert feedback, (c) solving a reinforcement learning problem in the original state space, incurring the same complexity as simply solving the original RL problem, or (d) provide no guarantees, even for the tabular setting. Further, since our method is equivalent to a one-time modification of the underlying MDP, it can be used to improve any existing reinforcement learning algorithm and may be combined with other bootstrapping methods.

2.3 Problem setup

Let $M = (S, A, P, R, H, \rho_0)$ be a finite horizon, episodic Markov decision process (MDP) defined by the tuple $M$, where $S$ is a set of states, $A$ is a set of actions, $P: S \times A \to \Delta(S)$ is the transition
probability distribution and $\Delta(\cdot)$ is a probability distribution over some space, $R : \mathcal{S}^2 \times \mathcal{A} \to [0, 1]$ is the reward function, $H$ is the time horizon and $\rho_0 \in \Delta(S)$ is the distribution of the initial state $s_0$. Let $\pi \in \Pi : \mathbb{N}_{1:H} \times \mathcal{S} \to \Delta(A)$ be our learner’s policy and $\pi_e$ be the potentially sub-optimal expert policy (for now assume the realizability setting, $\pi_e \in \Pi$).

The state distribution of policy $\pi$ at time $t$ is defined recursively as

$$\rho^{t+1}_{\pi}(s) = \sum_{s_t, a_t} \rho^t_{\pi}(s_t) \pi(a_t | s_t, t) P(s_t, a_t, s) \quad \rho^0_{\pi}(s) \equiv \rho_0(s). \quad (2.1)$$

The expected sum of rewards over a single episode is defined as

$$J(\pi) = E_{s \sim \rho_\pi, a \sim \pi(s), s' \sim P(s,a)} R(s, a, s') \quad (2.2)$$

where $\rho_\pi$ denotes the average state distribution, $\rho_\pi = \frac{1}{H} \sum_{t=0}^{H-1} \rho^t_{\pi}$.

Our objective is to learn a policy $\pi$ which minimizes the notion of external regret over $K$ episodes. Let $T = KH$ denote the total number of time steps elapsed, $(r_1, \ldots, r_T)$ be the sequence of rewards generated by running algorithm $A$ in $M$ and $R_T = \sum_{t=1}^{T} r_t$ be the cumulative reward. Then the $T$-step expected regret of $A$ in $M$ compared to the expert is defined as

$$\text{Regret}_A^M(T) := E_{A}^M [R_T] - E_{A}^M [R_T]. \quad (2.3)$$

Typical regret bounds in the discrete setting are some polynomial of the relevant quantities $|S|$, $|A|$, $T$, and $H$. We assume we are given such an RL algorithm. Later, we assume access to either a supervisor who can provide e-stop feedback or a set of demonstration roll-outs $D = \{\tau^{(1)}, \ldots, \tau^{(n)}\}$ of an expert policy $\pi_e$ in $M$, and show how these can affect the regret bounds. In particular, we are interested in using $D$ to decrease the effective size of the state space $\mathcal{S}$, thereby reducing the amount of required exploration when learning in $M$.

### 2.4 Incorporating e-stop interventions

In the simplest setting, we have access to an external supervisor who provides minimal online feedback in the form of an e-stop device triggered whenever the agent visits states outside of some to-be-determined set $\hat{\mathcal{S}} \subseteq \mathcal{S}$. For example, if a mobile robot is navigating across a cluttered
2.4.1 The sample complexity and asymptotic sub-optimality trade-off

We argue that for many practical MDPs, $\rho_{\pi_e}$ is near-zero in much of the state space, and constructing an appropriate $\hat{S}$ enables efficiently trading off asymptotic sub-optimality for potentially significantly improved convergence rate. Given some reinforcement learning algorithm $\mathfrak{A}$, we proceed by running $\mathfrak{A}$ on a newly constructed “e-stop” MDP $\hat{M} = (\hat{S}, A, P_{\hat{S}}, R_{\hat{S}}, H, \rho_0)$. Intuitively, whenever the current policy leaves $\hat{S}$, the e-stop prematurely terminates the current episode with no further reward (the maximum penalty). These new transition and reward functions are defined as

$$
P_{\hat{S}}(s_t, a_t, s_{t+1}) = \begin{cases} 
P(s_t, a_t, s_{t+1}), & \text{if } s' \in \hat{S} \\
\sum_{s' \not\in \hat{S}} P(s_t, a_t, s'), & s_{t+1} = s_{\text{term}} \\
0, & \text{else} 
\end{cases}$$

$$
R_{\hat{S}}(s_t, a_t, s_{t+1}) = \begin{cases} 
R(s_t, a_t, s_{t+1}), & \text{if } s_{t+1} \in \hat{S} \\
0, & \text{else} 
\end{cases}$$

(2.4)

where $s_{\text{term}}$ is an absorbing state with no reward. A similar idea was discussed for the imitation learning problem in [Ross et al. 2013].

The key trade-off we attempt to balance is between the asymptotic sub-optimality and reinforcement learning regret

$$\text{Regret}(T) \leq \left[ \sum_{t=1}^{T} J(\pi_e) - J(\hat{\pi}^*) \right] + \mathbb{E}_{M}^{\mathfrak{A}}[R_T] - \mathbb{E}_{M}^{\mathfrak{A}}[R_T]$$

(2.5)

where $\pi_e$ and $\hat{\pi}^*$ are the expert policy and optimal policies in $\hat{M}$, respectively (proof in Appendix [A.1]). The first term is due to the approximation error introduced when constructing $\hat{M}$,
and depends on our choice of \( \hat{S} \). The second term is the familiar reinforcement learning regret, e.g. \[ \text{Azar et al. [2017]} \] recently proved an upper regret bound of \( \sqrt{H|S||A|T + H^2|S|^2|A|} \). We refer the reader to \[ \text{Kakade et al. [2018]} \] for an overview of state-of-the-art regret bounds in episodic MDPs.

Our focus is primarily on the first term, which in turn decreases the learning regret of the second term via \(|\hat{S}| \) (typically quadratically). This forms the basis for the key performance trade-off. We introduce bounds for the first term in various conditions, which inform our proposed methods. By intelligently modifying \( M \) through e-stop interventions, we can decrease the required exploration and allow for the early termination of uninformative, low-reward trajectories. Note that the reinforcement learning complexity of \( \mathcal{A} \) is now independent of \( \mathcal{S} \), and instead dependent on \( \hat{S} \) according to the same polynomial factors. Depending on the MDP and expert policy, this set may be significantly smaller than the full set. In return, we pay a worst case asymptotic sub-optimality penalty.

### 2.4.2 Perfect e-stops

To begin, consider an idealized setting, \( \hat{S} = \{ s | h(s) > 0 \} \) (or some superset thereof) where \( h(s) \) is the probability \( \pi_e \) visits state \( s \) at any point during an episode. Then the modified MDP \( \hat{M} \) has an optimal policy which achieves at least the same reward as \( \pi_e \) on the true MDP \( M \).

**Theorem 2.4.1.** Suppose \( \hat{M} \) is an e-stop variant of \( M \) such that \( \hat{S} = \{ s | h(s) > 0 \} \) where \( h(s) \) denotes the probability of hitting state \( s \) in a roll-out of \( \pi_e \). Let \( \hat{\pi}^* = \arg \max_{\pi \in \Pi} J_{\hat{M}}(\pi) \) be the optimal policy in \( \hat{M} \). Then \( J(\hat{\pi}^*) \geq J(\pi_e) \).

In other words, and not surprisingly, if the expert policy never visits a state, then we pay no penalty for removing it. (Note that we could have equivalently selected \( \hat{S} = \{ s | \rho_{\pi_e}(s) > 0 \} \) since \( \rho_{\pi_e}(s) > 0 \) if and only \( h(s) > 0 \).)
Algorithm 1 Resetting based on demonstrator trajectories

1: procedure LEARNEDESTOP\(M, \mathcal{A}, \pi_e, n, \xi\)
2: Rollout multiple trajectories from \(\pi_e\): \(D \leftarrow [s^{(1)}_1, \ldots, s^{(1)}_H], \ldots, [s^{(n)}_1, \ldots, s^{(n)}_H]\)
3: Estimate the hitting probabilities: \(\hat{h}(s) = \frac{1}{n} \sum_i \mathbb{I}\{s \in \tau^{(i)}\}\). (Or \(\hat{\rho}\) in continuous settings.)
4: Construct the smallest \(\hat{S}\) allowed by the \(\sum_{s \in S \setminus \hat{S}} \hat{h}(s) \leq \xi\) constraint. (Or \(\hat{\rho}(S \setminus \hat{S}) \leq \xi\).)
5: Add e-stops, resulting in a modified MDP, \(\hat{M}\), where \(P_{\hat{S}}(s, a, s') = P_{\hat{S}}(s, a, s')\leftarrow\) Eq. (2.4)
6: return \(\mathcal{A}(\hat{M})\)

2.4.3 Imperfect e-stops

In a more realistic setting, consider what happens when we “remove” (i.e. \(s \notin \hat{S}\)) states as e-stops that have low but non-zero probability of visitation under \(\pi_e\). This can happen by “accident” if the supervisor interventions are noisy or we incorrectly estimate the visitation probability to be zero. Alternatively, this can be done intentionally to trade off asymptotic performance for better sample complexity, in which case we remove states with known low but non-zero visitation probability.

Theorem 2.4.2. Consider \(\hat{M}\), an e-stop variation on MDP \(M\) with state spaces \(\hat{S}\) and \(S\), respectively. Given an expert policy, \(\pi_e\), let \(h(s)\) denote the probability of visiting state \(s\) at least once in an episode roll-out of policy \(\pi_e\) in \(M\). Then

\[
J(\pi_e) - J(\hat{\pi}^*) \leq H \sum_{s \in S \setminus \hat{S}} h(s)
\]  

(2.6)

where \(\hat{\pi}^*\) is the optimal policy in \(\hat{M}\). Naturally if we satisfy some “allowance,” \(\xi\), such that \(\sum_{s \in S \setminus \hat{S}} h(s) \leq \xi\) then \(J(\pi_e) - J(\hat{\pi}^*) \leq \xi H\).

Corollary 2.4.2.1. Recall that \(\rho_{\pi_e}(s)\) denotes the average state distribution following actions from \(\pi_e\), \(\rho_{\pi_e}(s) = \frac{1}{H} \sum_{t=0}^{H-1} \rho_{\pi_e}(s)\). Then

\[
J(\pi_e) - J(\hat{\pi}^*) \leq \rho_{\pi_e}(S \setminus \hat{S}) H^2
\]  

(2.7)

In other words, removing states with non-zero hitting probability introduces error into the policy \(\hat{\pi}^*\) according to the visitation probabilities \(h\).
Remark. The primary slack in these bounds is due to upper bounding the expected cumulative reward for a given state trajectory by $H$. Although this bound is necessary in the worst case, it’s worth noting that performance is much stronger in practice. In non-adverserial settings the expected cumulative reward of a state sequence, $\tau$, is correlated with the visitation probabilities of the states along its path: very low reward trajectories tend to have low visitation probabilities, assuming sensible expert policies. We opted against making any assumptions about the correlation between $h(s)$ and the value function, $V(s)$, so this remains an interesting option for future work.

2.5 Learning from observation

In the previous section, we considered how to incorporate general e-stop interventions – which could take the form of an expert supervisor or some other learned e-stop device. Here, we propose and analyze a method for building such a learned e-stop trigger using state observations from an expert demonstrator. This is especially relevant for domains where action observations are unavailable (e.g. videos).

Consider the setting where we observe $n$ roll-outs $\tau^{(1)}, \ldots, \tau^{(n)}$ of a demonstrator policy $\pi_e$ in $M$. We can estimate the hitting probability $h(s)$ empirically as $\hat{h}(s) = \frac{1}{n} \sum_i \mathbb{1}\{s \in \tau^{(i)}\}$. Next, Theorem 2.4.2 suggests constructing $\hat{S}$ by removing states from $S$ with the lowest $\hat{h}(s)$ values as long as is allowed by the $\sum_{s \in S \setminus \hat{S}} \hat{h}(s) \leq \xi$ constraint. In other words, we should attempt to remove as many states as possible while considering our “budget” $\xi$. The algorithm is summarized in Algorithm 1. In practice, implementing Algorithm 1 is actually even simpler: pick $\hat{S}$, take any off-the-shelf implementation and simply end training roll-outs whenever the state leaves $\hat{S}$. 
Theorem 2.5.1. The e-stop MDP \( \hat{M} \) with states \( \hat{S} \) in Algorithm 1 has asymptotic sub-optimality

\[
J(\pi_e) - J(\hat{\pi}^*) \leq (\xi + \epsilon)H
\]  

(2.8)

with probability at least \( 1 - |S|e^{-2\epsilon^2 n/|S|^2} \), for any \( \epsilon > 0 \). Here \( \xi \) denotes our approximate state removal “allowance”, where we satisfy \( \sum_{s \in S \setminus \hat{S}} \hat{h}(s) \leq \xi \) in our construction of \( \hat{M} \) as in Theorem 2.4.2.

As expected, there exists a tradeoff between the number of trajectories collected, \( n \), the state removal allowance, \( \xi \), and the asymptotic sub-optimality gap, \( J(\pi_e) - J(\hat{\pi}^*) \). In practice we find performance to be fairly robust to \( n \), as well as the quality of the expert policy. See Section 2.6.1 for experimental results measuring the impact of each of these variables.

Note that although this analysis only applies to the discrete setting, the same method can be extended to the continuous case by estimating and thresholding on \( \rho_{\pi_e}(s) \) in place of \( h(s) \), as implied by Corollary 2.4.2.1. In Section 2.6.2 we provide empirical results in continuous domains. We also present a bound similar to Theorem 2.5.1 based on \( \hat{\rho}_{\pi_e}(s) \) instead of \( \hat{h}(s) \) in the appendix (Theorem A.6.1), although unfortunately it retains a dependence on \( |S| \).

2.6 Empirical study

2.6.1 Discrete environments

We evaluate LEARNEDESTOP on a modified FrozenLake-v0 environment from the OpenAI gym. This environment is highly stochastic: for example, taking a left action can move the character either up, left, or down each with probability 1/3. To illustrate our ability to evade states that are low-value but non-terminating, we additionally allow the agent to “escape” the holes in the map and follow the usual dynamics with probability 0.01. As in the original problem, the goal state is terminal and the agent receives a reward of 1 upon reaching the goal and 0 elsewhere. To encourage the agent to reach the goal quickly, we use a discount factor of \( \gamma = 0.99 \).

Across all of our experiments, we observe that algorithms modified with our e-stop mechanism are far more sample efficient thanks to our ability to abandon episodes that do not match the behavior of the expert. We witnessed these benefits across both planning and reinforcement learning algorithms, and with both tabular and policy gradient-based techniques.
Figure 2.2: Left: Value iteration results with varying portions of the state space replaced with e-stops. Color denotes the portion of states that have been replaced. Note that significant performance improvements may be realized before the optimal policy reward is meaningfully affected. Middle: Q-learning results with and without the e-stop mechanism. Right: Actor-critic results with and without the e-stop mechanism. Both plots show results across 100 trials. We observe that e-stopping produces drastic improvements in sample efficiency while introducing only a small sub-optimality gap.

Although replacing states with e-stops introduces a small sub-optimality gap, practical users need not despair: any policy trained in a constrained e-stop environment is portable to the full environment. Therefore using e-stops to warm-start learning on the full environment may provide a “best of both worlds” scenario. Annealing this process could also have a comparable effect.

Value iteration. To elucidate the relationship between the size of the support set, \( \hat{S} \), and the sub-optimality gap, \( J(\pi_e) - J(\hat{\pi}^*) \), we run value iteration on e-stop environments with progressively more e-stop states. First, the optimal policy with respect to the full environment is computed and treated as the expert policy, \( \pi_e \). Next, we calculate \( \rho_{\pi_e}(s) \) for all states. By progressively thresholding on \( \rho_{\pi_e}(s) \) we produce sparser and sparser e-stop variants of the original environment. The results of value iteration run on each of these variants is shown in Fig. 2.2 (left). Lines are colored according to the portion of states removed from the original environment, darker lines indicating more aggressive pruning. As expected we observe a tradeoff: decreasing the size of \( \hat{S} \) introduces sub-optimality but speeds up convergence. Once pruning becomes too...
aggressive we see that it begins to remove states crucial to reaching the goal and $J(\pi_e) - J(\hat{\pi}^*)$ is more severely impacted as a result.

**RL results.** To evaluate the potential of e-stops for accelerating reinforcement learning methods we ran LearnedEStop from Algorithm 1 with the optimal policy as $\pi_e$. Half of the states with the lowest hitting probabilities were replaced with e-stops. Finally, we ran classic RL algorithms on the resulting e-stop MDP. Fig. 2.2 (middle) presents our Q-learning results, demonstrating removing half of the states has a minor effect on asymptotic performance but dramatically improves the convergence rate. We also found the e-stop technique to be an effective means of accelerating policy gradient methods. Fig. 2.2 (right) presents results using one-step actor-critic with a tabular, value function critic [Sutton and Barto 2018]. In both cases, we witnessed drastic speedups with the use of e-stops relative to running on the full environment.

**Expert sub-optimality.** The bounds presented Section 2.4.3 are all in terms of $J(\pi_e) - J(\hat{\pi}^*)$, prompting the question: To what extent is e-stop performance dependent on the quality of the expert, $J(\pi_e)$? Is it possible to exceed the performance of $\pi_e$ as in Theorem 2.4.1 even with "imperfect" e-stops? To address these questions we artificially created sub-optimal policies by adding noise to the optimal policy’s $Q$-function. Next, we used these sub-optimal policies to construct e-stop MDPs, and calculated $J(\hat{\pi}^*)$. As shown in Fig. 2.3 (left), e-stop performance is quite robust to the expert quality. Ultimately we only need to take care of capturing a “good enough” set of states in order for the e-stop policy to succeed.

**Estimation error.** The sole source of error in Algorithm 1 comes from the estimation of hitting probabilities via a finite set of $n$ expert roll-outs. Theorem 2.5.1 suggests that the probability of failure in empirically building an e-stop MDP decays exponentially in terms of the number of roll-outs, $n$. We test the relationship between $n$ and $J(\hat{\pi}^*)$ experimentally in Fig. 2.3 (right) and find that in this particular case it’s possible to construct very good e-stop MDPs with as few as 10 expert roll-outs.
Figure 2.3: Left: E-stop results based on sub-optimal expert policies. Right: The number of expert trajectories used to construct \( \hat{S} \) vs the final performance in the e-stop environment. E-stop results seem to be quite robust to poor experts and limited demonstrations.

2.6.2 Continuous environments

To experimentally evaluate the power of e-stops in continuous domains we took two classic continuous control problems: inverted pendulum control and the HalfCheetah-v3 environment from the OpenAI gym [Brockman et al. 2016], and evaluated the performance of a deep reinforcement learning algorithm in the original environments as well as in modified versions of the environments with e-stops.

Although e-stops are more amenable to analysis in discrete MDPs, nothing fundamentally limits them from being applied to continuous environments in a principled fashion. The notion of state-hitting probabilities, \( h(s) \), is meaningless in continuous spaces but the stationary (infinite-horizon), or average state (finite-horizon) distribution, \( \rho_{\pi_e}(s) \) is well-defined and many techniques exist for density estimation in continuous spaces. Applying these techniques along with Corollary 2.4.2.1 provides fairly solid theoretical grounds for using e-stops in continuous problems.

For the sake of simplicity we implemented e-stops as min/max bounds on state values. For each environment we trained a number of policies in the full environments, measured their performance, and calculated e-stop min/max bounds based on roll-outs of the resulting best policy. We found
that even an approach as simple as this can be surprisingly effective in terms of improving sample complexity and stabilizing the learning process.

**Inverted pendulum.** In this environment the agent is tasked with balancing an inverted pendulum from a random starting semi-upright position and velocity. The agent can apply rotational torque to the pendulum to control its movement. We found that without any intervention the agent would initially just spin the pendulum as quickly as possible and would only eventually learn to actually balance the pendulum appropriately. However, the e-stop version of the problem was not tempted with this strange behavior since the agent would quickly learn to keep the rotational velocity to reasonable levels and therefore converged far faster and more reliably as shown in Fig. 2.4 (left).

**Half cheetah.** Fig. 2.4 (right) shows results on the HalfCheetah-v3 environment. In this environment, the agent is tasked with controlling a 2-dimensional cheetah model to run as quickly as possible. Again, we see that the e-stop agents converged much more quickly and reliably to solutions that were meaningfully superior to DDPG policies trained on the full environment. We found that many policies without e-stop interventions ended up trapped in local minima, e.g. flipping the cheetah over and scooting instead of running. Because e-stops were able to eliminate these states altogether, policies trained in the e-stop regime consistently outperformed policies trained in the standard environment.

Broadly, we found training with e-stops to be far faster and more robust than without. In our experiments, we considered support sets $\hat{\mathcal{S}}$ to be axis-aligned boxes in the state space. It stands to reason that further gains could be squeezed out of this framework by estimating $\rho_{\pi_e}(s)$ more prudently and triggering e-stops whenever our estimation, $\hat{\rho}_{\pi_e}(s)$, falls below some threshold. In general, results will certainly be dependent on the structure of the support set used and the parameterization of state space, but our results suggest that there is promise in the tasteful application of e-stops to continuous RL problems.
Figure 2.4: Left: DDPG results on the pendulum environment. Right: Results on the HalfCheetah-v3 environment from the OpenAI gym. All experiments were repeated with 48 different random seeds. Note that in both cases e-stop agents converged much more quickly and with lower variance than their full environment counterparts.

2.7 Types of support sets and their tradeoffs

In the previous sections, we proposed reset mechanisms based on a continuous or discrete state support set \( \hat{S} \). In this section, we describe alternative support set constructions and their respective trade-offs.

At the most basic level, consider the sequence of sets \( S_{\pi_e}^1, \ldots, S_{\pi_e}^H \), defined by \( S_{\pi_e}^t = \{ s | \rho_{\pi_e}^t > \epsilon \} \) for some small \( \epsilon \). Note that the single set \( \hat{S} \) we considered in Section 2.4.2 is the union of these sets when \( \epsilon = 0 \). The advantage of using a sequence of time-dependent support sets is that \( S_{\pi_e} \) may significantly over-support the expert’s state distribution at any time and not reset when it is desirable to do so, i.e. \( s_t \in S_{\pi_e} \) but \( s_t \not\in S_{\pi_e}^t \) for some \( t > 0 \). The downside of using time-dependent sets is that it increases the memory complexity from \( \mathcal{O}(|S|) \) to \( \mathcal{O}(|S|H) \). Further, if the state distributions \( \rho_{\pi_e}^1, \ldots, \rho_{\pi_e}^H \) are similar, then using their union effectively increases the number of demonstrations by a factor of \( H \).

To illustrate a practical scenario where it is advantageous to use time-dependent sets, we
revisit the example in Fig. 2.1 where an agent navigates from a start state $s_0$. $S_{\pi_e}$ does not prevent $\pi$ from remaining at $s_0$ for the duration of the episode, as $\pi_e$ is initialized at this state and thus $s_0 \in S_{\pi_e}$. Clearly, this type of behavior is undesirable, as it does not move the agent towards its goal. However, the time-dependent sets would trigger an intervention after only a couple time steps, since $s_0 \in S^0_{\pi_e}$ but $s_0 \notin S^t_{\pi_e}$ for some $t > 0$.

Finally, we propose an alternative support set based on visitation counts, which balances the trade-offs of the two previous constructions $S_{\pi_e}$ and $\{S^1_{\pi_e}, \ldots, S^H_{\pi_e}\}$. Let $s_f \in \mathbb{N}^{|S|}$ be an auxiliary state, which denotes the number of visits to each state. Let $f(s) = \sum_{t=1}^H \mathbb{1}\{s \in S^t_{\pi_e}\}$ be the visitation count to state $s$ by the demonstrator. The modified MDP in this setting is defined by

$$P_S(s, s_f, a, s', s'_f) = \begin{cases} P(s, a, s'), & \text{if } s_f \leq f(s), s'_f = s_f + e_s \\ 1, & \text{if } s_f > f(s), s' = \text{term}, s'_f = s_f + e_s \\ 0 & \text{else} \end{cases}$$

$$R_S(s, s_f, a, s') = \begin{cases} R(s, a, s'), & \text{if } s_f \leq f(s) \\ 0, & \text{else} \end{cases}$$

(2.9)

where $e_s$ is the one-hot vector for state $s$. In other words, we terminate the episode with no further reward whenever the agent visits a state more than the demonstrator. The mechanism in Eq. (2.9) has memory requirements independent of $H$ yet fixes some of the over-support issues in $S_{\pi_e}$. The optimal policy in this MDP achieves at least as much cumulative reward as $\pi_e$ (by extending Theorem 2.4.1) and can be extend to the imperfect e-stop setting in Section 2.4.3.

We leave exploration of these and other potential e-stop constructions to future work.

2.8 Discussion

We introduced a general framework for incorporating e-stop interventions into any reinforcement learning algorithm, and proposed a method for learning such e-stop triggers from state-only observations. Our key insight is that only a small support set of states may be necessary to operate effectively towards some goal, and we contribute a set of bounds that relate the performance of an
agent trained in this smaller support set to the performance of the expert policy. Tuning the size of the support set allows us to efficiently trade off an asymptotic sub-optimality gap for significantly lower sample complexity.

Empirical results on discrete and continuous environments demonstrate significantly faster convergence on a variety of problems and only a small asymptotic sub-optimality gap, if any at all. We argue this trade-off is beneficial in problems where environment interactions are expensive, and we are less concerned with achieving no-regret guarantees as we are with small, finite sample performance. Further, such a trade-off may be beneficial during initial experimentation and for bootstrapping policies in larger state spaces. For example, we are particularly excited about graduated learning processes that could increase the size of the support set over time.

In larger, high dimensional state spaces, it would be interesting and relatively straightforward to apply anomaly detectors such as one-class SVMs [Laskey et al. 2016] or auto-encoders [Richter and Roy 2017] within our framework to implicitly construct the support set. Our bounds capture the reduction in exploration due to reducing the state space size, which could be further tightened by incorporating our a priori knowledge of $s_{\text{term}}$ and the ability to terminate trajectories early.
Chapter 3

POLICY LEARNING WITH DIFFERENTIABLE SIMULATION

3.1 Introduction

Many robotic control problems can be reduced to finding a desirable trajectory through a physical system governed by piece-wise smooth dynamics, e.g. control of ground vehicles, robot arms, quadrotors, and so forth. When the dynamics of a system are known we can efficiently optimize a trajectory via first-order methods, constructed using explicit gradients of the dynamics. We can use these gradients to solve open-loop trajectory optimization problems [Carius et al., 2019, Orsolino et al., 2018, Carius et al., 2018] or to train a closed-loop feedback controller, i.e. a policy [Hirose et al., 2019, Faulkner et al., 2018, Kim et al., 2018]. In this chapter we focus on the latter problem of policy learning, although our insights can be applied equally well to trajectory optimization.

Computing exact policy gradients for most continuous-time dynamical systems proves intractable. Policy gradient algorithms rely on discrete numerical methods to estimate a robot’s trajectory under a policy, and the sensitivity of this trajectory to the robot’s actions dictated by the policy. The standard numerical estimate of policy gradients is back-propagation through time (BPTT); this algorithm abandons study of the continuous problem and immediately discretizes time, computing exact policy gradients with respect to discretized dynamics. The discretization step-size controls the accuracy of BPTT, resulting in a tradeoff between the accuracy of the gradient estimates and the computational cost of computing an estimate.

In this chapter we defer discretization and begin by characterizing the continuous-time policy gradient. Rather than computing an exact gradient of a discretized system, we instead compute an approximate gradient of the continuous system. When we discretize to compute this approximation, we do so with the explicit goal of constructing an efficient estimate of the continuous-time policy gradient. This approach takes inspiration from the numerical ODE literature, as well as the neural
ODE [Chen et al., 2018]. We are motivated by the following questions:

**Q1:** Can we compute more accurate estimates of the policy gradient? BPTT introduces numerical error by discretizing the robot trajectory under a policy. This error injects variance into the learning process, which could slow down learning. By computing a more accurate estimate of the policy gradient, can we optimize a policy in fewer iterations?

**Q2:** Can we compute policy gradient estimates more efficiently? Suppose we want a target level of accuracy for our policy gradient estimates. We can achieve the target accuracy by controlling the discretization step-size for BPTT. By using better numerical algorithms, can we achieve the same accuracy with a smaller computational budget?

We give affirmative answers to both Q1 and Q2. We propose a new policy gradient estimator (Section 3.3) which we call the Continuous-Time Policy Gradient (CTPG). This estimator strictly improves upon the BPTT estimator, in the sense that the tradeoff curve between gradient accuracy and computational budget for CTPG Pareto-dominates the tradeoff curve for BPTT. In the spirit of algorithms like SGD, we ask: is it possible to sacrifice accuracy of the gradient estimates in order to optimize more efficiently? We find that a certain amount of numerical accuracy is required of our policy gradient estimator in order for optimization to succeed: unlike SGD, poor numerical estimates of policy gradients are not unbiased. However, in a variety of experimental settings (Section 3.4) we demonstrate that replacing expensive BPTT estimates with relatively inexpensive CTPG estimates of comparable accuracy results in faster overall learning.

### 3.2 Learning with Policy Gradients

Our goal is to learn how to act within a deterministic physical system while minimizing a cost functional. Given a model of the dynamics \( f : \mathbb{R}^d \times \mathbb{R}^k \to \mathbb{R}^d \) and time-varying control inputs (actions) \( u : [0, \infty) \to \mathbb{R}^k \), the state of the system \( x : [0, \infty) \to \mathbb{R}^d \) is governed by a first-order ordinary differential equation

\[
\frac{dx(t)}{dt} = f(x(t), u(t)).
\]  

(3.1)

Guided by a local cost (reward function) \( w : \mathbb{R}^d \times \mathbb{R}^k \to \mathbb{R} \) of taking action \( u \) in state \( x \), and a terminal cost \( J : \mathbb{R}^d \to \mathbb{R} \), we seek controls \( u \) that minimize the global cost over a trajectory of
length $T$:

$$\begin{align*}
\text{minimize} \quad &\int_0^T w(x(t), u(t)) \, dt + J(x(T)) \\
\text{subject to} \quad &\frac{dx(t)}{dt} = f(x(t), u(t)).
\end{align*}$$

(3.2)

We are interested in learning feedback controllers in the form of policies $u(t) = \pi_\theta(x(t))$ with parameters $\theta$. For any fixed initial conditions $x(0) = x_0$, the optimization Eq. equation 3.2 is a trajectory optimization problem with parameters $\theta$. For any fixed policy $\pi_\theta(x(t))$, computation of the trajectory $x(\cdot)$ is an initial value problem that is completely determined by the starting state $x_0$. The global loss of following the policy $\pi_\theta$ along a trajectory $x(\cdot)$ is given by

$$L(x_0, \theta) \triangleq \int_0^T w(x(t), \pi_\theta(x(t))) \, dt + J(x(T)).$$

(3.3)

We seek to learn a policy that generalizes over a distribution of initial states $x_0 \sim \rho_0$, motivating us to minimize the expected loss $L(\theta) \triangleq \mathbb{E}_{x_0 \sim \rho_0} L(x_0, \theta)$.

Adjoint sensitivity analysis [Pontryagin et al., 1964] characterizes $\frac{\partial L(x_0, \theta)}{\partial \theta}$ in a form that is amenable to computational approximation. Consider the adjoint process $\alpha(t) \triangleq \frac{\partial L(x_0, \theta)}{\partial x(t)}$; the evolution of this adjoint process for a trajectory $x$ can be described by the dynamics

$$\frac{d\alpha(t)}{dt} = -\alpha(t)^\top \frac{\partial f}{\partial x(t)} - \frac{dw(x(t), \pi_\theta(x(t)))}{dx(t)}.$$

(3.4)

These dynamics can be compared to Chen et al. [2018], with the notable distinction that the loss in Eq. equation 3.3 is path-dependent. This causes the instantaneous loss $w(x(t), u(t))$ to accumulate continuously in the adjoint process $\alpha(t)$. The adjoint process itself is constrained by the final value $\alpha(T) = \frac{\partial J}{\partial x(T)}$. Sensitivity of the loss to the parameters $\theta$ is given by

$$\frac{\partial L(x_0, \theta)}{\partial \theta} = \int_0^T \alpha(t)^\top \frac{\partial f}{\partial u} \frac{\partial u}{\partial \theta} + \frac{\partial w}{\partial \pi_\theta(x(t))} \frac{\partial \pi_\theta(x(t))}{\partial \theta} \, dt.$$

(3.5)

The integral in Eq. equation 3.5 is amenable to estimation using various numerical techniques, each of which is susceptible to different forms of numerical error; a stylized illustration of the behaviour of various gradient estimators is presented in Figure 3.1.
Figure 3.1: Comparing policy gradient estimators. Neural ODE (Sec. 3.3.3) approximates continuous trajectories, but accumulated error in its adjoint estimates. Neural ODE with checkpointing mitigates this error, but still accumulates error between checkpoints. Euler integration with BPTT (Sec. 3.3.2) stores a discretized trajectory, which prevents error accumulation, at the cost of a naive discretization. CTPG (Sec. 3.3.1) discretizes adaptively, and stores a spline approximation of the trajectory to avoid error accumulation in the adjoint.
3.3 Numerical Policy Gradient Estimators

Policy gradients can be calculated via the integral described in Eq. equation 3.5. This integral in turn depends upon the trajectory \( x(t) \) and the adjoint process \( \alpha(t) \). To estimate a policy gradient, we require solutions to the following three sub-problems:

1. The trajectory \( x(t) \), governed by the dynamics in Eq. equation 3.1.

2. The adjoint process \( \alpha(t) \), governed by the dynamics in Eq. equation 3.4.

3. The policy gradient accrued along \( x(t) \) and \( \alpha(t) \), described by the integral in Eq. equation 3.5.

The accumulated \( \theta \) gradients, Eq. equation 3.5, can be described as the value at \( t = 0 \) of the process \( g(t) \), with final value \( g(T) = 0 \), defined by the dynamics

\[
\frac{dg(t)}{dt} = -\alpha(t)^\top \frac{\partial f}{\partial u} \frac{\partial \pi_\theta}{\partial x} - \partial w \frac{\partial \pi_\theta}{\partial u} \frac{\partial \pi_\theta}{\partial \theta}.
\]

Collectively, the trajectory process \( x(t) \), the corresponding adjoint process \( \alpha(t) \), and the accumulated loss \( g(t) \) comprise the following two-point boundary value problem (BVP):

\[
\begin{align*}
\text{Initial Value} & \quad \text{Dynamics} & \quad \text{Final Value} \\
x(0) = x_0, & \quad \frac{dx(t)}{dt} = f(x(t), u(t)), & \\
\frac{d\alpha(t)}{dt} = -\alpha(t)^\top \frac{\partial f}{\partial x} - \frac{dw}{dx(t)}, & \quad \alpha(T) = \frac{dJ}{dx(T)}, \\
\frac{dg(t)}{dt} = -\alpha(t)^\top \frac{\partial f}{\partial u} \frac{\partial \pi_\theta}{\partial x} - \frac{\partial w}{x(t)} \frac{\partial \pi_\theta}{\partial u} \frac{\partial \pi_\theta}{\partial \theta}, & \quad g(T) = 0.
\end{align*}
\]

To understand how various subsystems of the policy gradient estimator interact, we highlight quantities computed by the physics simulator in red and quantities computed by automatic (or symbolic) differentiation in blue.

The most common approach to estimating \( g(0) = \frac{\partial L(x_0, \theta)}{\partial \theta} \) in the controls community is backpropagation through time (BPTT). The idea is to discretize the dynamics \( x(t) \) with a constant time step \( h \), after which sensitivities to the policy parameters \( \theta \) are computed by the standard backpropagation algorithm. In Section 3.3.2 we describe how this algorithm can be interpreted as an approximate solution to the continuous boundary-value problem, using Euler integration to
estimate the dynamics $x(t)$, $\alpha(t)$, and $g(t)$. The numerical ODE community widely eschews Euler integration in favor of more sophisticated solvers. A natural question arises: can we improve upon naive Euler integration to construct better gradient estimates?

In Section 3.3.1 we introduce a new, general class of gradient estimators for this boundary value problem that we call the Continuous-Time Policy Gradient. In Section 3.3.2 we show how BPTT can be viewed as an instantiation of Continuous-Time Policy Gradients, using Euler integration as a numerical solver. The CTPG generalization allows us to replace Euler integration with a more sophisticated solver; in our experiments we opted for Runge-Kutta (RK4) and adaptive Adams-Moulton methods but these solvers can be seamlessly replaced by whatever solver is most suitable for a particular problem. In Section 3.3.3 we discuss the Neural ODE estimator and its inadequacy for use with stabilizing control problems. And in Appendix B.3 we discuss alternate methods for solving the BVP that may be of interest in specialized settings.

### 3.3.1 Continuous-Time Policy Gradients

We propose to solve the boundary value problem described by Eqs. 3.6, 3.7, and 3.8 using a forward-backward meta-algorithm, which is analogous to (but distinct from) the forward and backward passes of an automatic differentiation system (and more generally, the forward-backward approach to dynamic programming). First, we use a numerical solver to estimate the solution to the initial value problem given by Eq. 3.6 (the forward pass). Crucially we store the estimated trajectory for later use, incurring a storage cost of $O(s)$ where $s$ is the number of steps visited by the numerical solver. Second, we use a numerical solver to estimate the solution to initial value problem given by Eq. 3.7 (the backward pass) using the cached trajectory computed in the forward pass. As we compute the backward pass we accumulate an estimate of the integral in Eq. 3.8, the total sensitivity of the loss to $\theta$ along the estimated trajectory. Details are presented in Algorithm 2.

Figure 3.2 illustrates performance of Continuous-Time Policy Gradients (using the RK4 solver) and several other algorithms. The dynamics are given by the linear-quadratic regulator (LQR) and the policy is fixed to be the optimal LQR policy. By adjusting the error tolerance of the RK4 solver,
we construct a trade-off curve between the accuracy of the CTPG estimates and the computational cost of computing an estimate. The CTPG estimator Pareto-dominates the other estimators. In this sense, we argue that the other estimators are inadmissible: e.g. for any BPTT estimator, there is a CTPG estimator that is either (1) more accurate at the same level of performance or (2) more efficient at the same level of accuracy.

The effectiveness of CTPG is attributable to the efficiency of the RK4 solver, which can estimate the trajectory and adjoint paths while visiting many fewer states than a comparably accurate Euler solver (BPTT). This also means that CTPG is more memory efficient than BPTT: both algorithms require storage that grows linearly in the number of states visited in the forward pass. The (possibly surprising) under-performance of the Neural ODE estimator is explained in Section 3.3.3.

3.3.2 Backpropagation Through Time

Backpropagation through time (BPTT) is simply the application of reverse-mode automatic differentiation (AD) to computations involving a “time” axis. Like CTPG, AD proceeds with a forward and backward pass. In the forward pass, the trajectory $x(t)$ is approximated using discrete, fixed-
Algorithm 2 Continuous-Time Policy Gradients

Given: Differentiable physics simulator \( f(x, u) \), cost/reward function \( w(x, u) \), and a numerical ODE solver Solve[initial_conditions, dynamics]

Input: Policy \( \pi_\theta(x) \), initial state \( x_0 \)

Result: An approximation of \( \frac{\partial \mathcal{L}(x_0, \theta)}{\partial \theta} \)

**Forward pass:** (compute and store an approximation of the trajectory \( x : [0, T] \rightarrow \mathbb{R}^d \))

\[ \tilde{x}(\cdot) \leftarrow \text{Solve } \begin{bmatrix} x(0) = x_0, \frac{dx(t)}{dt} = f(x, \pi_\theta(x)) \end{bmatrix}. \]

**Backward pass:** (compute an approximation of the Pontryagin adjoints \( \alpha : [T, 0] \rightarrow \mathbb{R}^d \))

\[ \tilde{\alpha}(\cdot) \leftarrow \text{Solve } \begin{bmatrix} \alpha(T) = \frac{dJ}{d\tilde{x}(T)}, \frac{d\alpha(t)}{dt} = -\alpha(t)^\top \frac{\partial f}{\partial \tilde{x}(t)} - \frac{dw}{d\tilde{x}(t)} \end{bmatrix}. \]

Return:

\[ \int_0^T \tilde{\alpha}(t)^\top \frac{\partial f}{\partial u} \frac{\partial u}{\partial \theta} + \frac{\partial w}{\partial u} \frac{\partial \pi_\theta}{\partial \theta} \, dt \text{ as an approximation of } \frac{\partial \mathcal{L}(x_0, \theta)}{\partial \theta}. \]

length linearized steps (see Figure [3.1]); this is equivalent to using the Euler numerical integration method to solve the initial value problem Eq. equation 3.6. States computed in the forward pass are stored, incurring an \( O(1/h) \) memory cost, and avoiding the need to recompute these values in the backward pass. In the backward pass of AD computes adjoints of the forward computation graph, using the values \( x(t) \) stored during the forward pass. This is equivalent to using Euler integration to solve the final value problems described by Eqs. equation 3.7 and equation 3.8.

Backpropagation is an exact algorithm, in the sense that it computes exact gradients of the loss for the discretized dynamics. But these dynamics are only an approximation of the continuous trajectory \( x(\cdot) \), and therefore the gradients only approximate the desired value \( g(0) \). Computing an accurate estimate of the continuous trajectory using Euler integration requires an excessively small step size \( h \), and a correspondingly large memory allocation. Furthermore, the resulting computation graph is very deep, which could make learning difficult [Quaglino et al., 2020].
3.3.3 The Neural ODE Algorithm

To efficiently compute the backward pass, we rely on a stored spline of states $s$ visited from the forward pass, leading to an algorithm with $O(s)$ space complexity. For many physical systems, the dynamics $f(x, u)$ are “invertible”; this invites us to consider algorithms with constant space complexity, recomputing the state variables $x(t)$ in the backward pass following the reverse dynamics $-f(x, u)$ [Chen et al., 2018]. Constant-memory algorithms are intriguing, but we observe that their results are numerically unstable for stabilizing control problems. We visualize this instability for an LQR system in Figure 3.3.

In principle, a trajectory $x(t)$ is uniquely defined by either its initial value $x(0)$ thanks to the Picard-Lindelöf theorem. But for control problems that seek to stabilize the system towards some fixed goal-point, it is numerically unstable to reconstruct the trajectory from its final state; moreover, this instability becomes more pronounced as the policy learns to more effectively achieve its goal, and computing the inverse trajectory becomes increasingly chaotic.

To better formalize this notion, we appeal to linear stability theory. For a system $\frac{dx}{dt} = \phi(x)$,
linear stability analysis suggests inspecting the eigenspectrum of $\frac{d\phi}{dx}$: if $\frac{d\phi}{dx}$ has all eigenvalues with negative real part the system is said to be linearly stable, and if there exists an eigenvalue with positive real part it is said to be linearly unstable. Stabilizing control problems by their nature demand solutions such that the system has negative eigenvalues $-\lambda \ll 0$, as small as possible subject to control costs. This becomes catastrophic in the reverse-direction when we are faced with a linearly unstable system with eigenvalues $\lambda \gg 0$! Furthermore, as we discuss in Appendix B.2 the neural ODE backpropagation dynamics are in fact linearly unstable everywhere.

### 3.4 Experiments

To better understand CTPG’s behavior, we compare CTPG with BPTT for a variety of control problems. We restrict our experiments to settings in which first-order policy gradients optimization can effectively discover the optimal policy; extension of these local search algorithms to global policy optimization is beyond the scope of this work. We begin with a relatively straightforward control problem in Sec. 3.4.1 for which we wrote a simple differentiable simulator. We then evaluate CTPG for a task defined in an existing differentiable physics engine from Hu et al. [2020] in Sec. 3.4.2. In Sec. 3.4.3 we evaluate CTPG for a task defined in the MuJoCo physics simulator, using finite difference approximations to the gradients of the physical system. We conclude in Sec. 3.4.4 with a challenging quadrotor control problem running in a purpose-built differentiable flight simulator. Code to reproduce our experiments is available at [https://github.com/samuela/ctpg](https://github.com/samuela/ctpg).

#### 3.4.1 Differential Drive Robot

The differential drive is a “Roomba-like” robot with two wheels that are individually actuated to rotate or advance the robot. We use the dynamics defined in LaValle [2006], but control the torque applied to each wheel rather than directly controlling their angular velocities. We initialized the robot to random positions and rotations throughout the plane and learn a policy that drives it to the origin. See Figure 3.4 for a visualization of results. Both CTPG and BPTT are able to learn working policies, but CTPG is able to do so more efficiently. Videos of the training process are
Figure 3.4: Stages of training policies to control a differential drive robot to stabilize towards the origin. Each curve denotes the trajectory of the robot in the \((x, y)\) plane under the respective policies. A full video is available in the supplementary material.

available in the supplementary material.

3.4.2 \textit{DiffTaichi Electric Field Control}

To test CTPG’s ability to work with third-party differentiable physics simulators, we integrated and compared against the \textit{DiffTaichi (meta) physics engine} \cite{Hu2020, Hu2019}. \textit{DiffTaichi} (now part of \textit{Taichi}) is a differentiable, domain-specific language for writing physics simulators. We tested against their electric field control experiment in which eight fixed electrodes placed in a 2-D square modulate their charge driving a red ball with a static charge around the square. The red ball experiences electrostatic forces given by Coulomb’s law, 
\[ F = k_e \frac{q_1 q_2}{|r|^2} \hat{r}, \] \cite{Zangwill2013}.

We evaluate performance both in terms of wall-clock time and in terms of the number of oracle function calls made to the simulator, namely the combined evaluations of \(f, \partial f/\partial x,\) and \(\partial f/\partial u\). Calls to the simulator constitute the vast majority of the run time, so we find this to be the most accurate hardware-independent measure of performance. We present the results in Fig. 3.5. We find that CTPG reliably outperforms BPTT both in terms of wall-clock time and number of function evaluations, even with \textit{DiffTaichi}’s exact BPTT configuration.
Figure 3.5: The DiffTaichi electric experiment involves modulating the charges of the 8 yellow electrodes to push the red charge to follow the blue dot (right). We found that CTPG performance was dominant in terms of the number of function evaluations (left) as well as wall-clock time (center) across 32 random trials.

3.4.3 MuJoCo Cartpole

MuJoCo [Todorov et al., 2012] is a widely used physics simulator in both the robotics and reinforcement learning communities. In contrast to DiffTaichi (Section 3.4.2) MuJoCo models are not automatically differentiable, but rather they are designed to be finite differenced. We demonstrate that BPTT and CTPG can be applied to such black-box physics engines. These finite difference derivatives are used in Eqs. 3.7 and 3.8 alongside the automatically differentiated policy derivatives. We test on the Cartpole swing-up task specified by the dm_control suite [Tunyasuvunakool et al. 2020], a classic non-linear control problem. This model was re-implemented in the Lyceum framework [Summers et al. 2020] with the Euler integration timestep used for BPTT kept the same as the model specification (0.01 seconds). Total dynamics evaluations included those used for finite differencing.

Results are presented in Fig. 3.6. We find that CTPG needs significantly fewer dynamics evaluations than BPTT per learning instance. While both techniques eventually reach a similar level of performance for this task, CTPG demonstrates substantial efficiency gains.
Figure 3.6: Visualization of all states visited by a policy trained with BPTT (left) and CTPG (middle). Fewer states are visited by CTPG during training leading to more efficient learning (right). Error bars on the training plot show the 0.25-0.75 quantile range of 5 random seeds.

Figure 3.7: CTPG learns policies to stabilize the quadrotor towards the origin, while Euler integration and BPTT—with the same number of function evaluations—can not.
3.4.4 Quadrotor Control

Quadrotors are notoriously difficult to control, especially given the strict real-time compute requirements of a flying aircraft, and tradeoffs between compute power, weight, and power draw. As such, they make for a strong use case of the policy learning tools that CTPG brings to bear. We test CTPG’s ability to learn a small, efficient neural network controller that flies a quadrotor.

We implemented a differentiable quadrotor simulator based on the dynamics from Sabatino [2015], and train policies to stabilize a quadrotor at the origin from a wide distribution of initial positions, orientations, and velocities. Our experimental setup is similar to that of Tang et al. [2018]. Results are presented in Fig. 3.7. As a flying robot, the quadrotor dynamics are inherently unstable. As a result, we found that Euler integration is often not able to integrate trajectories to sufficient accuracy for policy learning using a similar sample budget to CTPG.

3.5 Related Work

Neural ODEs. Chen et al. [2018] introduced neural ordinary differential equations, based on the adjoint sensitivity analysis method of Pontryagin et al. [1964] and using backwards dynamics to reconstruct $x(t)$ as described in Eq. 3.6. Recent work by Du et al. [2020] and Quaglino et al. [2020] studied using Neural ODEs for system identification as opposed to policy learning. Gholaminejad et al. [2019] explored a gradient checkpointing scheme for Neural ODEs.

Differentiable physics. Differentiable physics engines have recently attracted attention as a richer alternative to conventional “black-box” simulators. de Avila Belbute-Peres et al. [2018] introduced a differentiable rigid-body physics simulator based on analytic derivatives through physics defined via a linear complementarity problem. Qiao et al. [2020] expanded on the types of physical interactions that could be efficiently simulated and differentiated. Li et al. [2020, 2019] and Battaglia et al. [2016] proposed developing differentiable physics engines by learning them from data. Schenck and Fox [2017, 2018] built a differentiable simulator for liquids with applications to robotics. Hu et al. [2019, 2020] created a differentiable domain-specific language for the creation of physics simulators, enabling backpropagation through a variety of different
physical phenomena.

**Trajectory optimization and control theory.** Pontryagin et al. [1964] introduced necessary conditions for optimality of a continuous trajectory, drawing from the calculus of variations. An alternative perspective, the Hamilton-Jacobi-Bellman equation, provides necessary and sufficient conditions for optimality of policies [Speyer and Jacobson 2010]. Prior work describes the analytic adjoints for backpropagation through time [Tedrake, Robinson and Failside, 1987, Werbos 1988, Mozer, 1989]. Unlike the majority of work in trajectory optimization and control, we use Pontryagin’s maximum principle to learn global feedback policies instead of fitting single trajectories. Concurrently, Jin et al. [2020] explored differentiating through Pontryagin’s maximum principle. However, they still considered standard time discretizations, eg. BPTT. Other works have investigated similar forward-backward schemes for solving the adjoint equations [McAsey et al. 2012].

**Numerical methods for ODEs.** The study of numerical methods for solving ODEs has a long and rich history, dating back to Euler’s method [Hairer et al. 1993]. In this work we leveraged higher-order explicit solvers with adaptive step sizes, especially Runge-Kutta [Wang et al. 2021, Tsitouras 2011] and Adams-Moulton methods [Shampine and Watts 1979, LeVeque 2007]. For a thorough treatment of ODE solvers we refer the reader to Hairer et al. [1993].

### 3.6 Discussion

In this chapter, we introduced Continuous-Time Policy Gradients (CTPG), a new class of policy gradient estimator for continuous-time systems. By leveraging advanced integrators developed by the numerical ODE community, CTPG enjoys superior performance to the standard back-propagation through time (BPTT) estimator. Although we studied policy gradients in this work, it’s worth noting that CTPG is general enough to operate as a “layer” within any larger differentiable model. This work could be extended to other related scenarios: systems with non-deterministic dynamics (using stochastic ODE solvers) infinite-time planning problems (using steady state ODE solvers) and sensor/actuation latency (using delay differential equations solvers). Adjoint for these alternatives have already been implemented in Rackauckas and Nie [2017]. Another
compelling direction for future work would be the incorporation of value function learning via extension to the Hamilton-Jacobi-Bellman equation. We are interested in the following questions: (1) When and why do policy gradient optimizations fail? (2) How can we properly incorporate policy gradient estimates into a global policy search?
Chapter 4

DIFFERENCES BETWEEN POLICY LEARNING AND SUPERVISED LEARNING

4.1 Introduction

We investigate the surprising effectiveness of stochastic gradient descent (SGD) algorithms on the massive non-convex optimizations problems of deep learning. In particular, we are motivated by a few phenomena:

1. Why does SGD thrive in the optimization of massive non-convex deep learning loss landscapes, despite being noticeably less robust in other non-convex optimization settings like policy learning [Ainsworth et al., 2021], trajectory optimization [Kelly, 2017], and recommender systems [Kang et al., 2016]?

2. Where are all the local minima? When linearly interpolating between initialization and final trained weights, why does the loss smoothly, monotonically decrease [Goodfellow and Vinyals, 2015, Frankle, 2020, Lucas et al., 2021, Vlaar and Frankle, 2021]?

3. How is it that two independently trained models with different random initializations and data batch orders inevitably achieve nearly identical performance? Furthermore, why do their training loss curves look identical?

We especially argue that this final phenomenon points to the existence of some yet uncharacterized invariance(s) in the training dynamics, such that independent training runs exhibit identical characteristics. Brea et al. [2019] noted the permutation symmetries of hidden units in neural networks. Briefly: one can swap any two units of a hidden layer in a network and – assuming weights are adjusted accordingly – the functionality of the network remains unchanged.
Concurrent to our work, Entezari et al. [2021] conjectured that these permutation symmetries may allow us to linearly connect points in weight space.

**Conjecture 1** (Permutation invariance, informal [Entezari et al., 2021]). Most SGD solutions belong to a set whose elements can be permuted in such a way that there is no barrier on the linear interpolation between any two permuted elements.

We refer to such solutions as being *linearly mode connected* (LMC) [Frankle et al., 2020]. If true, Conjecture 1 has the potential to materially expand our understanding of how SGD works in the context of deep learning, and offers a credible explanation for these three phenomenon in particular.

**Contributions.** In this paper, we attempt to uncover what invariances may be responsible for these three phenomena and the unreasonable effectiveness of SGD in deep learning. We make the following contributions:

1. **Matching methods.** We propose three novel algorithms to align the weights of two independently trained models, grounded in concepts and techniques from combinatorial optimization. Where appropriate, we prove hardness results for these problems and propose approximation algorithms.

2. **Relationship to SGD.** We demonstrate by means of counterexample that linear mode connectivity is an emergent property of SGD training, as opposed to model architectures. We connect this result to prior work on the implicit biases of SGD.

3. **Experiments, including zero-barrier LMC for realistic ResNets.** Empirically, we explore the existence of linear mode connectivity modulo permutation symmetries in experiments across MLPs, CNNs, and ResNets trained on MNIST, CIFAR-10, and CIFAR-100. We contribute the first ever demonstration of zero-barrier LMC between two completely independently trained large ResNet models. We explore the relationship between LMC and model width, as well as training time. In addition, we exhibit our methods’ ability to
<table>
<thead>
<tr>
<th>ARCHITECTURE</th>
<th>NUM. PERMUTATION SYMMETRIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP (3 layers, 512 width)</td>
<td>10 ∧ 3498</td>
</tr>
<tr>
<td>VGG16</td>
<td>10 ∧ 35160</td>
</tr>
<tr>
<td>ResNet50</td>
<td>10 ∧ 55109</td>
</tr>
<tr>
<td>Atoms in the observable universe</td>
<td>10 ∧ 82</td>
</tr>
</tbody>
</table>

Table 4.1: Permutation symmetries of deep learning models vs. an upper estimate on the number of atoms in the known, observable universe. Deep learning loss landscapes contain incomprehensible amounts of geometric repetition.

combine models trained on independent datasets into a merged model that outperforms both input models.

4.2 Background

We consider models following an $L$-layer multi-layer perceptron (MLP) architecture [Bishop, 2007].

$$f(x; \Theta) = z_{L+1}, \quad z_{\ell+1} = \sigma(W_\ell z_\ell + b_\ell), \quad z_1 = x$$

where $\sigma$ denotes an element-wise nonlinear activation function. Note that our methods are not inherently limited to MLP architectures, but we will proceed with MLPs for their ease of presentation. Furthermore, we assume the existence of a loss function, $L(\Theta)$ measuring the suitability of a particular choice of weights $\Theta$ towards some goal, say fitting to a training dataset.

Central to our investigation is the phenomenon of permutation symmetries of weight space. For example given $\Theta$, we can take any intermediate layer, $\ell$, of the model and apply some permutation, denoted by permutation matrix $P$, to its output

$$z_{\ell+1} = P^T P z_{\ell+1} = P^T P \sigma(W_\ell z_\ell + b_\ell) = P^T \sigma(PW_\ell z_\ell + Pb_\ell)$$
which is kosher so long as $P \in S_d$ is a permutation matrix and $\sigma$ operates element-wise. (We denote the set of all $d \times d$ permutation matrices, or symmetric group, as $S_d$, perhaps to the chagrin of pure mathematicians.) It follows that as long as we reorder the weights of layer $\ell + 1$ according to $P^\top$, we will have a functionally equivalent model. To be precise, if we define $\Theta'$ to be identical to $\Theta$ with the exception of

$$W'_\ell = PW_\ell, \quad b'_\ell = Pb_\ell, \quad W'_{\ell+1} = W_{\ell+1}P^\top$$

then the two models are functionally equivalent: $f(x; \Theta) = f(x, \Theta')$ for all inputs $x$. This implies that for any trained weights $\Theta$, there is not just one such weight assignment but an entire equivalence class of weight assignments, and your convergence to any one specific element of this equivalence class – as opposed to any of the others – is determined only by random seed and the whims of God. We denote a functionality-preserving permutation of weights as $\pi(\Theta)$.

Consider the task of reconciling the weights of two, independently trained models – model $A$ and model $B$ with weights $\Theta_A$ and $\Theta_B$, respectively – such that we can linearly interpolate between them. We assume that models $A$ and $B$ were trained with equivalent architectures but different random initializations, data orders, and potentially different hyperparameters or datasets as well. Our central question is: Given $\Theta_A$ and $\Theta_B$, can we identify some $\pi$ such that when linearly interpolating between $\Theta_A$ and $\pi(\Theta_B)$, all intermediate models enjoy performance similar to $\Theta_A$ and $\Theta_B$?

We base any claims of loss landscape (quasi-)convexity on the usual definition of multi-dimensional convexity in terms of one-dimensional (quasi-)convexity,

**Definition 4.2.1** (Convexity). A function $f : \mathbb{R}^d \rightarrow \mathbb{R}$ is (quasi-)convex if every one-dimensional slice is (quasi-)convex, i.e. for all $x, y \in \mathbb{R}^d$, the function $g(\lambda) = f((1-\lambda)x + \lambda y)$ is (quasi-)convex in $\lambda$.

Thanks to Definition 4.2.1, it suffices to show that arbitrary one-dimensional slices of a function are convex in order to reason about the convexity of complex, high-dimensional functions. In practice, we rarely observe perfect convexity, but instead hope to approximate it as closely as
possible. Following [Draxler et al. 2018], [Entezari et al. 2021], [Frankle et al. 2020] and others, we measure approximations to convexity via “barriers”.

**Definition 4.2.2** (Loss barrier [Frankle et al., 2020]). Given two points $\Theta_A, \Theta_B$ such that $\mathcal{L}(\Theta_A) \approx \mathcal{L}(\Theta_B)$, the loss barrier is defined as $\max_{\lambda \in [0, 1]} \mathcal{L}((1 - \lambda)\Theta_A + \lambda\Theta_B) - \frac{1}{2}(\mathcal{L}(\Theta_A) + \mathcal{L}(\Theta_B))$.

Note that loss barriers are non-negative, with zero indicating an interpolation of flat or negative curvature.

### 4.3 Permutation selection methods

We introduce three methods of matching units between model $A$ and model $B$. In addition, we present an appealing but failed method in Appendix C.2.

#### 4.3.1 Matching activations

Following the classic Hebbian mantra “[neural network units] that fire together, wire together” [Hebb, 2005] we propose associating units across two models by performing regression between their activations. Provided activations for each model, we wish to associate each unit in $A$ to a unit in $B$. It stands to reason that there may exist a linear relationship between the activations of the two models. In particular, we are interested in a bijection mapping each unit in $A$ to a unique unit in $B$ and vice versa. We fit this into the regression framework by constraining ordinary least squares (OLS) regression to solutions in the set of permutation matrices, $S_d$. For activations of the $\ell$’th layer, let $Z^{(A)}, Z^{(B)} \in \mathbb{R}^{d \times n}$ denote the $d$-dimensional activations for all $n$ training data points, in models $A$ and $B$ respectively. Then,

$$P_\ell = \arg \min_{P \in S_d} \sum_{i=1}^{n} ||Z^{(A)}_{:,i} - PZ^{(B)}_{:,i}||^2$$  \hspace{1cm} (4.1)$$

$$= \arg \min_{P \in S_d} ||Z^{(A)} - PZ^{(B)}||_F$$ \hspace{1cm} (4.2)$$

$$= \arg \max_{P \in S_d} \langle P, Z^{(A)}(Z^{(B)})^\top \rangle_F$$ \hspace{1cm} (4.3)$$
where \( \langle A, B \rangle_F = \sum_{i,j} A_{i,j} B_{i,j} \) denotes the Frobenius inner product between real-valued matrices \( A \) and \( B \) and \( ||A||_F^2 = \langle A, A \rangle_F \) is the corresponding norm. Conveniently, Eq. \( (4.3) \) constitutes a “linear assignment problem” problem (LAP) \cite{Bertsekas1998} for which efficient, practical algorithms are known. Having solved this assignment problem on each layer, we can then permute the weights of model \( B \) to match model \( A \) as closely as possible:

\[
W'_\ell = P_\ell W^{(B)}_\ell P^{\top}_{\ell-1}, \quad b'_\ell = P_\ell b^{(B)}_\ell
\]

for each layer \( \ell \), producing new weights, \( \Theta' \), such that the intermediate activations align as closely possible with those of \( \Theta_A \).

Matching activations between models is compelling as it captures the intuitive notion that two models must learn similar features in order to accomplish the same task \cite{Li2016}. Furthermore, this entire process is relatively computationally lightweight: the \( Z^{(A)} \) and \( Z^{(B)} \) matrices can be computed in a single pass over the training dataset, and in practice, a full run through the training dataset may not even be necessary. Decent correlation estimates are likely possible with only a subset of the data. Solving Eq. \( (4.3) \) is possible thanks to well-established, polynomial-time algorithms for solving the linear assignment problem \cite{Kuhn2010,Jonker1987,Crouse2016}. Also, conveniently, the activation matching at each layer is independent of the matching at every other layer resulting in a separable and straightforward optimization problem, an advantage that will not be enjoyed by our other two methods.

Dispensing with regression, one could similarly associate units by matching against a matrix of cross-correlation coefficients in place of \( Z^{(A)} (Z^{(B)})^\top \). We observed correlation matching to work equally well, but found matching via OLS regression to be more principled and easier to implement.

### 4.3.2 Matching weights

Instead of associating intermediate units by their activations under some data distribution, we could alternatively inspect the weights of the model itself. Consider for a moment, the first layer weights, \( W_1 \). Each row of \( W_1 \) corresponds to a single feature of the model. If two such rows were
equal, they would compute exactly the same feature (ignoring bias terms for the time being). And if \( [W_1^{(A)}]_{i,:} \approx [W_1^{(B)}]_{j,:} \), it stands to reason that units \( i \) and \( j \) should be associated. Extending this idea to every layer, we are inspired to pursue the optimization,

\[
\arg\min_{\pi} \| \text{vec}(\Theta_A) - \text{vec}(\pi(\Theta_B)) \|^2 = \arg\max_{\pi} \text{vec}(\Theta_A) \cdot \text{vec}(\pi(\Theta_B))
\]

We can re-express this in terms of the full weights,

\[
\arg\max_{\pi = \{P_\ell\}} \langle W_1^{(A)}, P_1 W_1^{(B)} \rangle_F + \langle W_2^{(A)}, P_2 W_2^{(B)} P_1^\top \rangle_F + \cdots + \langle W_L^{(A)}, W_L^{(B)} P_L^\top \rangle_F \tag{4.4}
\]

resulting in another matching problem. We term this formulation the “bilinear assignment problem” (BLAP). Sadly, this matching problem is larger and thornier than the classic linear assignment matching problem, presented in Eq. (4.3). Unlike the linear assignment problem of Eq. (4.3), we are interested in permuting both the rows and columns of \( W_\ell^{(B)} \) to match \( W_\ell^{(A)} \), and this turns out to be crucially different from only permuting rows or only permuting columns. We formalize this difficulty as follows,

**Lemma 1.** The bilinear assignment problem is NP-hard for \( L > 2 \).

which we prove in Appendix C.3. Lemma 1 stands in stark contrast to classical LAP for which practical, polynomial-time algorithms are known.

Undeterred, we propose a greedy approximation algorithm for BLAP anyhow. Looking at a single \( P_\ell \) while holding the others fixed, note that the optimization problem can be reduced to a classic linear assignment problem,

\[
\arg\max_{P_\ell} \langle W_\ell^{(A)}, P_\ell W_\ell^{(B)} P_\ell^\top \rangle_F + \langle W_{\ell+1}^{(A)}, P_{\ell+1} W_{\ell+1}^{(B)} P_{\ell+1}^\top \rangle_F \\
= \arg\max_{P_\ell} \langle P_\ell, W_\ell^{(A)} P_{\ell-1} (W_\ell^{(B)})^\top \rangle_F + \langle P_\ell, (W_{\ell+1}^{(A)})^\top P_{\ell+1} W_{\ell+1}^{(B)} \rangle_F \\
= \arg\max_{P_\ell} \langle P_\ell, W_\ell^{(A)} P_{\ell-1} (W_\ell^{(B)})^\top + (W_{\ell+1}^{(A)})^\top P_{\ell+1} W_{\ell+1}^{(B)} \rangle_F
\]

This leads us to a convenient greedy algorithm: go through each of the layers, and greedily select the best \( P_\ell \) at that layer. Repeat until convergence. We present this in Algorithm 3.
**Algorithm 3** Greedy-BLAP

**Given:** Model weights $\Theta_A = \{W^{(A)}_1, \ldots, W^{(A)}_L\}$ and $\Theta_B = \{W^{(B)}_1, \ldots, W^{(B)}_L\}$

**Result:** A permutation $\pi = \{P_1, \ldots, P_{L-1}\}$ of $\Theta_B$ such that $\text{vec}(\Theta_A) \cdot \text{vec}(\pi(\Theta_B))$ is approximately maximized.

\[
P_1 \leftarrow I, \ldots, P_{L-1} \leftarrow I
\]

repeat
  for $\ell \leftarrow \text{RandomPermutation}(1, \ldots, L - 1)$ do
    \[
P_\ell \leftarrow \text{SolveLAP}\left(\begin{pmatrix} W^{(A)}_\ell P_{\ell-1} & (W^{(B)}_\ell)^	op \\ W^{(A)}_{\ell+1} P_{\ell+1} & W^{(B)}_{\ell+1} \end{pmatrix}\right)
    \]
  end for
until convergence

Although we present Algorithm 3 in terms of an MLP without bias terms, in practice our implementation can handle the weights of models of arbitrary architecture, including bias terms, residual connections, convolutional layers, and so forth. In experiments we observed this algorithm to be fast in terms of both wall-clock time and iterations necessary for convergence. We did not observe any examples of it failing to converge. We cowardly defer a formal analysis of Algorithm 3 to future work.

Unlike the activation matching method presented in Section 4.3.1, weight matching is “blind” in the sense that it ignores the data distribution. In theory, ignoring the input data distribution and therefore the loss landscape handicaps weight matching, but allows it to be much faster, encouraging its potential application in fields such as fine-tuning [Devlin et al., 2019, Wortsman et al., 2022b,a], federated learning [McMahan et al., 2017, Konečný et al., 2016a,b], and model patching [Matena and Raffel, 2021, Sung et al., 2021, Raffel, 2021]. In practice we found weight matching to be surprisingly competitive with data-aware methods. We present a detailed comparison of this trade-off and the models’ results in Section 4.5.
4.3.3 Learning permutations with a straight-through estimator

Inspired by the success of straight-through estimators (STEs) in other discrete optimization problems [Bengio et al., 2013, Kusupati et al., 2021, Rastegari et al., 2016, Courbariaux and Bengio, 2016], in this section we attempt to “learn” the ideal permutation of weights \( \pi(\Theta_B) \). More specifically, our goal is to optimize

\[
\min_{\tilde{\Theta}_B} \mathcal{L} \left( \frac{1}{2} \left( \Theta_A + \text{proj} \left( \tilde{\Theta}_B \right) \right) \right), \quad \text{proj} (\Theta) \triangleq \arg \max_{\pi(\Theta_B)} \text{vec} (\Theta) \cdot \text{vec} (\pi(\Theta_B)) \tag{4.5}
\]

where \( \tilde{\Theta}_B \) denotes an approximation of \( \pi(\Theta_B) \), allowing us to implicitly optimize \( \pi \). Tragically Eq. (4.5) involves non-differentiable projection operations, \( \text{proj} \), complicating the optimization. We overcome this via a “straight-through” estimator: we parameterize the problem in terms of a set of weights \( \tilde{\Theta}_B \approx \pi(\Theta_B) \). In the forward pass, we project \( \tilde{\Theta}_B \) to the closest realizable \( \pi(\Theta_B) \). Then, in the backwards pass we switch back to the unrestricted weights \( \tilde{\Theta}_B \). In this way, we are guaranteed to stay true to the projection constraints in evaluating the loss, but are still able to get usable gradients at our current parameters, \( \tilde{\Theta}_B \).

Conveniently, we can re-purpose Algorithm 3 to solve \( \text{proj} \left( \tilde{\Theta}_B \right) \). Furthermore, we found initializing \( \tilde{\Theta}_B = \Theta_A \) performed better than random initialization. This is to be expected immediately at initialization since the initial matching will be equivalent to the weight matching method of Section 4.3.1, but it is not immediately clear why these solutions continue to outperform a random initialization asymptotically.

Unlike the aforementioned methods, Algorithm 4 makes an attempt to explicitly “learn” the best permutation \( \pi \) using a conventional training loop. By initializing to the weight matching solution of Section 4.3.2 and leveraging the data distribution as in Section 4.3.1, it seeks to offer a best-of-both-worlds solution. Sadly, this comes at a very steep computational cost relative to the other two methods.

\[\text{Note again that projecting according to inner product distance is equivalent to L2 distance when parameterizing the estimator based on the B endpoint. We also experimented with learning the midpoint directly, } \tilde{\Theta} \approx \frac{1}{2} (\Theta_A + \pi(\Theta_B)), \text{in which case the L2 and inner product projections diverge. In testing all possible variations, we found that optimizing the B endpoint had a slight advantage, but all possible variations performed admirably.}\]
Algorithm 4: Straight-through estimator training

**Given:** Model weights $\Theta_A$, $\Theta_B$, and a learning rate $\eta$.

**Result:** A permutation $\pi$ of $\Theta_B$ such that $L(\frac{1}{2}(\Theta_A + \pi(\Theta_B)))$ is approximately minimized.

**Initialize:** $\tilde{\Theta}_B \leftarrow \Theta_A$

**repeat**

$\pi(\Theta_B) \leftarrow \text{proj}(\tilde{\Theta}_B)$ using Algorithm [3]

Evaluate the loss of the midpoint, $L(\frac{1}{2}(\Theta_A + \pi(\Theta_B)))$.

Evaluate the gradient, $\nabla L$, using $\tilde{\Theta}_B$ in place of $\pi(\Theta_B)$ in the backwards pass.

Update parameters, $\tilde{\Theta}_B \leftarrow \tilde{\Theta}_B - \eta \nabla L$.

**until** convergence

4.4 Interlude: a counterexample

Before arguing for the presence of linear mode connectivity, we take a step back to consider its limitations. In this section we present a counterexample proving that there exist models that do not enjoy linear mode connectivity under any permutation of weights. It follows that – to the extent we are able to achieve linear mode connectivity in practice – it is an artifact of our optimization methods, not our architectures.

Consider a simple 2-dimensional classification task: Our data points are drawn $x \sim \text{Uniform}([-1, 1]^2)$ and $y = 1_{x_1 > 0 \text{ and } x_2 > 0}$. In other words, points in the positive quadrant are labeled $y = 1$, while everything else is labeled $y = 0$. We provide a visualization of a sample of such data in Figure C.1

We utilize an MLP architecture consisting of two hidden layers, with two units each, and ReLU nonlinearities. Consider two weight assignments that both achieve a perfect fit to the data:

$$f_A(x) = \begin{bmatrix} -1 & -1 \end{bmatrix} \sigma \left( \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix} \sigma \left( \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} x + \begin{bmatrix} 1 \\ 0 \end{bmatrix} \right) + \begin{bmatrix} 1 \\ 0 \end{bmatrix} \right)$$  \hspace{1cm} (4.6)

$$f_B(x) = \begin{bmatrix} -1 & -1 \end{bmatrix} \sigma \left( \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \sigma \left( \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix} x + \begin{bmatrix} 0 \\ 1 \end{bmatrix} \right) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} \right)$$  \hspace{1cm} (4.7)
We predict a positive label when $f(x) \geq 0$ and a negative label otherwise. Intuitively, these networks are organized such that each layer makes a classification whether $x_1 > 0$ or $x_2 > 0$. In model $A$, the first layer tests whether $x_2 > 0$ and the second layer tests whether $x_1 > 0$, whereas in model $B$ the order is reversed. With a bit of algebra, it is possible to see that both $f_A$ and $f_B$ achieve perfect performance.

Since these networks have small width, we can simply inspect all four possible permutations of the intermediate units. We visualize this in Figure 4.1. Critically, no permutation results in linear mode connectivity.

We present this counterexample in part to establish some basic intuition for Conjecture 1, but more importantly to highlight that any success interpolating between permuted networks is due to inherent bias in the optimization algorithms used and not the network architectures themselves. We have SGD to thank any time we find two independent models that admit some form of linear mode connectivity. We also take this opportunity to point out that there are invariances beyond
Figure 4.2: **Linear mode connectivity is possible after permuting.** Loss and accuracy interpolating between MLP models trained on MNIST and CIFAR-10. In all cases we are able to significantly improve over naïve interpolation. Straight-through estimator matching performs best but is very computationally expensive. Weight matching and activation matching perform similarly, even though weight matching is orders of magnitude faster and does not rely on the input data distribution.

permutation symmetries: It is also possible to move features between layers, re-scale layers, and so forth. Prior works have previously pointed out the feature/layer-association \[\text{Nguyen et al., 2021}\] and layer re-scaling invariances \[\text{Ainsworth et al., 2018b}\], albeit in different contexts.

### 4.5 Experiments

Our base experimental methodology will be to separately train two models, \( A \) and \( B \), starting from different random initializations and with different random batch orders, resulting in trained weights \( \Theta_A \) and \( \Theta_B \) respectively. We then evaluate slices through the loss landscape, \( \mathcal{L}( (1 - \lambda)\Theta_A + \lambda\pi(\Theta_B) ) \) for \( \lambda \in [0, 1] \), where \( \pi \) is selected according to the methods presented in Section 4.3\(^2\). Ideally, we seek a completely flat or even convex one-dimensional slice. As discussed in Section 4.2, the ability to exhibit this behavior for arbitrary \( \Theta_A, \Theta_B \) empirically suggests that the loss landscape contains only a single basin, modulo permutation symmetries.

\(^2\)We also experimented with spherical linear interpolation ("slerp") and found that it performed slightly better than linear interpolation but that the change was not interesting or significant enough to warrant diverging from the pre-existing literature.
We remark that failure to find a \( \pi \) such that linear mode connectivity holds cannot rule out the existence of a satisfactory permutation. Given the astronomical number of permutation symmetries, Conjecture 1 is essentially impossible to disprove for any realistically wide model architecture.

4.5.1 Loss landscapes before and after matching

We present results for MLPs trained on MNIST [LeCun et al., 1998] and CIFAR-10 [Krizhevsky, 2009] in Figure 4.2. Naïve interpolation \((\pi(\Theta) = \Theta)\) results in substantial performance degradation. On the other hand, the methods introduced in Section 4.3 are able to achieve much better barriers. We achieve zero-barrier linear mode connectivity on MNIST with all three methods, although activation matching performs just slightly less favorably than weight matching and straight-through estimator (STE) matching. We especially note that the test loss landscape is made convex after applying our weight matching and STE permutations! In other words, our interpolation actually yields a merged model that outperforms both model \( A \) and \( B \). We expand on this phenomenon in Section 4.5.4.

On CIFAR-10 we fall short of zero-barrier connections between MLP solutions, although we do see a ten-fold decrease in barrier relative to naïve interpolation. On CIFAR-10 the benefits of STE relative to weight matching become more clear. We see that STE matching identifies a noticeably better permutation than the other two methods. CIFAR-10 is not out-of-reach, however. As we demonstrate in Section 4.5.3, we are able to achieve zero-barrier LMC on CIFAR-10 with large ResNet models. Therefore, we hypothesize that the presence of linear mode connectivity is dependent on the capacity of the model being sufficient to capture the input data distribution.

STE matching, the most expensive method, produces the best solutions as expected. Somewhat surprising however is that the gap between STE and the other two methods is not all that large. In particular, it is remarkable how much can be done without looking at the input data at all! We found that weight matching offered a very compelling balance between computational cost and performance: it runs in mere seconds (on modern hardware at the time of writing), and produces high quality solutions. On the other hand, activation matching appears to be of little utility as it is
more expensive to run and did not produce higher quality solutions in our experiments.

4.5.2 Onset of mode connectivity

Given the results of Section 4.5.1 it may be tempting to conclude that the entirety of weight space contains only a single basin modulo permutation symmetries. However we found that linear mode connectivity is an emergent property of SGD training, and we were unable to uncover it early in training. We explore the emergence of linear mode connectivity in Figure 4.3. The emergence of LMC partway through training fits with previous works suggesting that training consists of an initial “burn-in” phase followed by a much longer “tuning” phase [Frankle et al., 2020].

Note also that the final inlaid interpolation plot in Figure 4.3 (right) demonstrates an important shortcoming of the loss barrier metric: the interpolation includes points with lower loss than either
of the two models, however the loss barrier is still positive due to non-negativity as mentioned in Section 4.2.

4.5.3 Effect of model width

Conventional wisdom suggests that wider architectures are easier to optimize [Jacot et al., 2018; Lee et al., 2019]. In this section, we investigate whether wider architectures are also easier to linearly mode connect. We train VGG-16 [Simonyan and Zisserman, 2015] and ResNet20 [He et al., 2016] architectures of varying width on the CIFAR-10 dataset. Results are presented in Figure 4.4. Sadly, $8 \times$ width VGG-16 training was unattainable as it exhausted GPU memory on available hardware at the time of writing.

As expected, there is a clear relationship between model width and linear mode connectivity, as measured by the loss barrier between solutions. Although $1 \times$-sized models did not seem to exhibit linear mode connectivity, we found that larger width models decreased loss barriers all the way to zero. In Figure 4.4(right) we show the first ever demonstration – to the best of the authors’ knowledge – of zero-barrier linear mode connectivity between two large ResNet models trained on a non-trivial dataset.

It is essential to point out that relatively skinny models do not seem to obey linear mode connectivity, yet still exhibit similarities in training dynamics. This suggests that either our permutation selection methods are failing to find satisfactory permutations on skinnier models or that some form of invariance other than LMC must be at play in the skinny model regime.

4.5.4 Model patching and split data training

Inspired by work on fine-tuning [Wortsman et al., 2022a], model patching [Raffel, 2021], and federated learning [McMahan et al., 2017; Konečný et al., 2016a,b], we study whether it is possible to combine the weights of two models trained on disjoint datasets in a positive-sum way. Consider for example an organization with multiple (possibly biased!) datasets separated for regulatory (eg. GDPR) or privacy (eg. on-device data) considerations. Models can be trained on each dataset
Figure 4.4: **Wider models exhibit better linear mode connectivity.** Training convolutional and ResNet architectures on CIFAR-10, we ablate their width and visualize their loss barriers after weight matching. Notably, we achieve zero-barrier LMC between ResNet models, the first such demonstration to the best of the authors’ knowledge.

Figure 4.5: **Models trained on disjoint datasets can be merged with positive-sum results.** Two ResNet models trained on disjoint, biased subsets of CIFAR-100 can be merged in weights space, thanks to weight matching.
individually but training in aggregate is not feasible. Can we combine separately trained models in such a way that the merged model outperforms input models?

To address this question we split the CIFAR-100 dataset [Krizhevsky 2009] into two disjoint subsets: dataset $A$, containing 20% examples labelled 0-49 and 80% labelled 50-99, and dataset $B$ vice-versa. No image exists in both dataset $A$ and $B$. ResNet20 models $A$ and $B$ were trained on their corresponding datasets. We show the result of merging the two models with weight matching in Figure 4.5. Naïve weight interpolation, ensembling of the model logits, and full-data training are also benchmarked for comparison.

As expected, merging separately-trained models with weight matching was not able to match the performance of omnipotent model trained on the full dataset, or an ensemble of the two models with twice the number of effective weights. On the other hand, we did manage to merge the two models in weight space achieving an interpolated model that outperforms both input models in terms of test log-likelihood. It also vastly outperformed naïve interpolation, the status quo for model combination in federated learning. Incorporating Algorithm 3 into a federated learning framework could be an exciting avenue for future work.

4.6 Related work

**(Linear) mode connectivity** [Garipov et al. 2018] introduced the concept of mode connectivity: the idea that SGD solutions in the loss landscape are connected by constant-loss curves in weight space. Further explorations were undertaken in [Freeman and Bruna 2017], [Draxler et al. 2018] among others. [Frankle et al. 2020] demonstrated a connection between linear mode connectivity and the lottery ticket hypothesis. [Brea et al. 2019] noted the existence of permutation symmetries and implicated them as a source of saddle points in the loss landscape. Concurrent to our work, [Entezari et al. 2021] conjectured that SGD solutions could be linear mode connected modulo permutation symmetries.

**Loss landscapes and training dynamics** [Li et al. 2016], [Yosinski et al. 2014] investigated whether independently trained networks learn similar features, and to what extent they transfer. [Jiang et al. 2021] argued that independently trained networks meaningfully differ in the features
they learn in certain scenarios. [Zhang et al., 2019] studied the relative importance of layers and the features they learn. [Li et al., 2018a] showed that residual connections result in smoother loss landscapes. On the theoretical front, [Kawaguchi, 2016] proved that deep linear networks contain no local minima. In other words, every minima is a global minima. [Boursier et al., 2022] characterized the training dynamics of one-hidden layer ReLU networks on orthogonal data, including a proof that they converge to zero loss.

**Federated learning and model merging** [McMahan et al., 2017], [Konečný et al., 2016a,b] introduced the concept of “federated learning”: learning split across across multiple devices and data. [Wang et al., 2020] proposed an exciting federated learning method in which model averaging is done after permuting units. Unlike this work, however, they proposed merging smaller “child” models into a larger “main” model, and doing so with a more specific, layer-wise matching algorithm that does not support residual connections or normalization layers. [Raffel, 2021], [Matena and Raffel, 2021], [Sung et al., 2021] introduced the study of “model patching”, the idea that models should be easy to modify and submit changes to. [Singh and Jaggi, 2020] proposed merging models soft-aligning associations weights, inspired by optimal transport. [Wortsman et al., 2022a] demonstrated state-of-the-art ImageNet performance by averaging weights of models fine-tuned starting from some initial trained state.

**Differentiating through permutations** Akin to differentiable permutation learning, a number of prior works have studied differentiable sorting [Grover et al., 2019], [Prillo and Eisenschlos, 2020], [Cuturi et al., 2019], [Petersen et al., 2022], [2021], [Mena et al., 2018]. [Blondel et al., 2020] studied differentiable sorting and ranking with asymptotics that correspond to their non-differentiable versions. [Fogel et al., 2015] explored recovering the linear orderings of items based on pairwise information, another form of permutation optimization. [Bengio et al., 2013] introduced the straight-through estimator for differentiating through discrete projections that we utilize in Section 4.3.3.
4.7 Discussion

We explore the role of permutation symmetries in the linearly mode connectivity of SGD solutions. In pursuit of this, we introduce three novel algorithms, of varying complexity and computational cost, to canonicalize independent neural network weights such that the loss landscape between them is made as flat as possible. Despite presenting successes across multiple architectures and datasets, linear mode connectivity between thin models seems unlikely even though thin models also exhibit phenomenon suggesting some underlying invariances in their training dynamics. Therefore we conclude that the permutation symmetry hypothesis is a necessary piece, though not a complete picture, of whatever fundamental invariances are at play in real-world neural network training dynamics. In particular, we hypothesize that SGD is biased towards solutions such that there is a linear relationship between layer-wise activations across models. In the infinite width limit it just so happens that there exist satisfactory linear relationships that are also a permutations.

An expanded theory and empirical exploration of other invariances – such as cross-layer scaling or general linear relationships between activations – would be an exciting avenue for future work. Ultimately, it is our hope that a lucid understanding of loss landscape geometry will not only advance the theory of deep learning but will also unlock the development of better optimization, federated learning, and ensembling techniques.
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Appendix A

POLICY LEARNING WITH INTERVENTION

A.1 Proof of Eq. (2.5)

Lemma. Let \( M = (S, A, P, R, H, \rho_0) \) be a finite horizon, episodic Markov decision process, and \( \tilde{M} = (\tilde{S}, \tilde{A}, P_{\tilde{S}}, R_{\tilde{S}}, H, \rho_0) \) be a corresponding e-stop version of \( M \). Given a reinforcement learning algorithm \( A \), the regret in \( M \) after running \( A \) for \( T \) timesteps in \( \tilde{M} \) is bounded by

\[
\text{Regret}(T) \leq \left\lceil \frac{T}{H} \right\rceil \left[ J(\pi^*) - J(\hat{\pi}^*) \right] + E_{\hat{\pi}^*} [R_T] - E_{\pi^*} [R_T] \tag{A.1}
\]

where \( \pi^* \) and \( \hat{\pi}^* \) are the optimal policies in \( M \) and \( \tilde{M} \), respectively.

Proof. Let \( \hat{\pi}^* = \arg\max_{\pi \in \Pi} J_{\tilde{M}}(\pi) \). Then beginning with the external regret definition,

\[
\text{Regret}^M(T) = E_{\pi^*} [R_T] - E_{\pi^*} [R_T] = \left[ E_{\pi^*} [R_T] - E_{\pi^*} [R_T] \right] + \left[ E_{\pi^*} [R_T] - E_{\pi^*} [R_T] \right] + \left[ E_{\pi^*} [R_T] - E_{\pi^*} [R_T] \right] \tag{A.2}
\]

\[
\leq \left[ E_{\pi^*} [R_T] - E_{\pi^*} [R_T] \right] + \left[ E_{\pi^*} [R_T] - E_{\pi^*} [R_T] \right] \tag{A.3}
\]

\[
\leq \left[ E_{\pi^*} [R_T] - E_{\pi^*} [R_T] \right] + \left[ E_{\pi^*} [R_T] - E_{\pi^*} [R_T] \right] \tag{A.4}
\]

\[
\leq \left[ E_{\pi^*} [R_T] - E_{\pi^*} [R_T] \right] + \left[ E_{\pi^*} [R_T] - E_{\pi^*} [R_T] \right] \tag{A.5}
\]

\[
\leq \left[ \frac{T}{H} J(\pi_e) - J(\hat{\pi}^*) \right] + \left[ E_{\pi^*} [R_T] - E_{\pi^*} [R_T] \right] \tag{A.6}
\]

Eq. (A.4) follows by the definition of \( \tilde{M} \).

A.2 Proof of Theorem 2.4.1

Theorem. Suppose \( \tilde{M} \) is an e-stop variant of \( M \) such that \( \tilde{S} = \{ s \mid h(s) > 0 \} \) where \( h(s) \) denotes the probability of hitting state \( s \) in a roll-out of \( \pi_e \). Let \( \hat{\pi}^* = \arg\max_{\pi \in \Pi} J_{\tilde{M}}(\pi) \) be the optimal policy in \( \tilde{M} \). Then \( J(\hat{\pi}^*) \geq J(\pi_e) \).
Proof. Let $J_{\hat{M}}(\pi)$ denote the value of executing policy $\pi$ in $M_{\hat{S}}$. By the definition of $M_{\hat{S}},$

\[ J(\pi) \geq J_{\hat{M}}(\pi) \quad \forall \pi \]  
(A.7)

\[ J_{\hat{M}}(\pi_e) = J(\pi_e) \]  
(A.8)

because $\pi_e$ never leaves $S_{\pi_e}$ (and thus never leaves $\hat{S}$). Finally, by the definition of $\hat{\pi}^*$ and the realizability of $\pi_e,$

\[ J_{\hat{M}}(\hat{\pi}^*) \geq J_{\hat{M}}(\pi_e) \]  
(A.9)

Combining Eqs. (A.7) to (A.9) implies $J(\hat{\pi}^*) > J(\pi_e).$  
\[ \square \]

A.3 Proof of Theorem 2.4.2

Theorem. Consider $\hat{M}$, an e-stop variation on MDP $M$ with state spaces $\hat{S}$ and $S$, respectively. Given an expert policy, $\pi_e$, let $h(s)$ denote the probability of visiting state $s$ at least once in an episode roll-out of policy $\pi_e$ in $M$. Then

\[ J(\pi_e) - J(\hat{\pi}^*) \leq H \sum_{s \in S \setminus \hat{S}} h(s) \]  
(A.10)

where $\hat{\pi}^*$ is the optimal policy in $\hat{M}$. Naturally if we satisfy some “allowance,” $\xi$, such that $\sum_{s \in S \setminus \hat{S}} h(s) \leq \xi$ then $J(\pi_e) - J(\hat{\pi}^*) \leq \xi H$.

Proof. We proceed by analyzing the probabilities and expected rewards of entire trajectories $\tau = (\tau_1, \ldots, \tau_H)$, in $M$ and $\hat{M}$. Let

\[ \mu(\tau) = \sum_{t=1}^{H-1} \mathbb{E} [R(\tau_t, A_t, \tau_{t+1})|\tau, \pi_e] \]  
(A.11)

be the expected reward of a trajectory $\tau$ and let $p_M(\tau)$ denote the probability of trajectory $\tau$ when following policy $\pi_e$ in MDP $M$. Note that

\[ h(s) = \sum_{\tau} p_S(\tau) \mathbb{I}\{s \in \tau\} \]  
(A.12)
Now,

\[ J(\pi_e) - J(\hat{\pi}^*) \leq J_M(\pi_e) - J_{\hat{M}}(\hat{\pi}^*) \]  
\[ \leq J_M(\pi_e) - J_{\hat{M}}(\pi_e) \]  
\[ = \sum_{\tau} p_S(\tau) \mu(\tau) - \sum_{\tau} p_S(\tau) \mu(\tau) \]  
\[ \leq \sum_{\tau} p_S(\tau) \mu(\tau) \mathbb{I}\{\tau \text{ leaves } \hat{S}\} \]  
\[ \leq H \sum_{\tau} p_S(\tau) \mathbb{I}\{\tau \text{ leaves } \hat{S}\} \]  
\[ \leq H \sum_{\tau} p_S(\tau) \sum_{s \in \bar{S}} \mathbb{I}\{s \in \tau\} \]  
\[ = H \sum_{s \in \bar{S}} \sum_{\tau} p_S(\tau) \mathbb{I}\{s \in \tau\} \]  
\[ = H \sum_{s \in \bar{S}} h(s) \]  
\[ \geq \] as desired. \(\square\)

### A.4 Proof of Corollary 2.4.2.1

**Corollary.** Recall that \(\rho_{\pi_e}(s)\) denotes the average state distribution following actions from \(\pi_e\), \(\rho_{\pi_e}(s) = \frac{1}{H} \sum_{t=0}^{H-1} \rho_{\pi_e}^t(s)\). Then

\[ J(\pi_e) - J(\hat{\pi}^*) \leq \rho_{\pi_e}(S \setminus \hat{S}) H^2 \]  
\[ \text{(A.21)} \]

**Proof.** Note that

\[ h(s) = \mathbb{P}\left( \bigcup_{t=0}^{H-1} (s_t = s) \right) \leq \sum_{t=0}^{H-1} \rho_{\pi_e}^t(s) = H \rho_{\pi_e}(s) \]  
\[ \text{(A.22)} \]

where the inequality follows from a union bound over time steps. Then

\[ J(\pi_e) - J(\hat{\pi}^*) \leq \rho_{\pi_e}(S \setminus \hat{S}) H^2 \]  
\[ \text{(A.23)} \]

as a consequence of Theorem 2.4.2. \(\square\)
A.5 Proof of Theorem 2.5.1

Theorem. The e-stop MDP $\hat{M}$ with states $\hat{S}$ in Algorithm 1 has asymptotic sub-optimality

$$J(\pi_e) - J(\hat{\pi}^*) \leq (\xi + \epsilon)H$$ (A.24)

with probability at least $1 - |S|e^{-2\epsilon^2n/|S|^2}$, for any $\epsilon > 0$. Here $\xi$ denotes our approximate state removal “allowance”, where we satisfy $\sum_{s \in S \setminus \hat{S}} \hat{h}(s) \leq \xi$ in our construction of $\hat{M}$ as in Theorem 2.4.2.

Proof. With Hoeffding’s inequality and a union bound,

$$P(\forall s, \hat{h}(s) > h(s) - \epsilon/|S|) = 1 - P(\exists s, \hat{h}(s) \leq h(s) - \epsilon/|S|)$$ (A.25)

$$\geq 1 - |S|e^{-2\epsilon^2n/|S|^2}$$ (A.26)

Note that the $\hat{h}(s)$ values are not independent yet the union bound still allows us to bound the probability that any of them deviate meaningfully from $h(s)$. Now if $\hat{h}(s) > h(s) - \epsilon/|S|$ for all $s$, it follows that

$$\xi \geq \sum_{s \in S \setminus \hat{S}} h(s) - \frac{\epsilon}{|S|}(|S| - |\hat{S}|) \geq \sum_{s \in S \setminus \hat{S}} h(s) - \epsilon$$ (A.27)

and so $\sum_{s \in S \setminus \hat{S}} \hat{h}(s) \leq \xi + \epsilon$. By Theorem 2.4.2 we have that

$$J(\pi_e) - J(\hat{\pi}^*) \leq (\xi + \epsilon)H$$ (A.28)

completing the proof. \qed

A.6 Imperfect e-stops in terms of $\hat{\rho}_{\pi_e}(s)$

While Theorem 2.5.1 provides an analysis for an approximate e-stopping algorithm, its reliance on hitting probabilities does not extend nicely to continuous domains. Here we present a result analogous to Theorem 2.5.1 but using $\hat{\rho}_{\pi_e}(s)$ in place of $\hat{h}(s)$. Unfortunately, we are not able to escape a dependence on $|S|$ with this approach however. Furthermore, we require that $\pi_e$ always runs to episode completion without hitting any terminal states, ie. the length of all $\pi_e$ roll-outs is $H$. 
Definition A.6.1. Let $\varrho(s)$ be a random variable denoting the average number of times $\pi_e$ visits state $s$,
\[
\varrho(s) \triangleq \frac{|\{t \in 1, \ldots, H | \tau_t = s\}|}{H}. \quad \text{(A.29)}
\]

Note that with $n$ roll-outs, our approximate average state distribution is the same as the average of the $\varrho$’s:
\[
\hat{\varrho}_{\pi_e}(s) \triangleq \frac{1}{nH} \sum_{i=1}^{n} \sum_{t=1}^{H} \mathbb{1}\{\tau_t^{(i)} = s\} = \frac{1}{n} \sum_{i=1}^{n} \varrho^{(i)}(s).
\]

Theorem A.6.1. The e-stop MDP $\widehat{M}$ with states $\widehat{S}$ resulting from running the $\hat{\rho}_{\pi_e}$ version of Algorithm 1 with $n$ expert roll-outs has asymptotic sub-optimality
\[
J(\pi_e) - J(\pi^*) \leq \left( \xi + \sqrt{\frac{2\log(2|S|/\delta)}{n}} \sum_{s \in S} \sqrt{V_n(\varrho^{(1:n)}(s))} + 7|S|\frac{\log(2|S|/\delta)}{3(n-1)} \right) H^2 \quad \text{(A.30)}
\]
with probability at least $1 - \delta$. Here $\xi$ denotes our approximate state removal “allowance”, where we satisfy $\hat{\rho}_{\pi_e}(S \setminus \widehat{S}) \leq \xi$ in our construction of $\widehat{M}$, and $V_n$ denotes the sample variance.

Proof. We follow the same structure as in the proof of Theorem 2.5.1, but use an empirical Bernstein bound in place of Hoeffding’s inequality. We know from Theorem 4 of [Maurer and Pontil 2009] that, for each $s$,
\[
\hat{\rho}_{\pi_e}(s) \leq \rho_{\pi_e}(s) - \left( \sqrt{\frac{2V_n(\varrho^{(1:n)}(s)) \log(2|S|/\delta)}{n}} + 7\frac{\log(2|S|/\delta)}{3(n-1)} \right) \quad \text{(A.31)}
\]
with probability no more than $\delta/|S|$. It follows that it will hold for every $s \in S$ with probability at least $1 - \delta$. In that case we underestimated the true $\rho$-mass of any subset of the state space $S$ by at most
\[
\sqrt{\frac{2\log(2|S|/\delta)}{n}} \sum_{s \in S} \sqrt{V_n(\varrho^{(1:n)}(s))} + 7|S|\frac{\log(2|S|/\delta)}{3(n-1)} \quad \text{(A.32)}
\]
and so by Theorem 2.4.2 we have the desired result.

A.7 Experimental details

All experiments were implemented with Numpy and JAX [Bradbury et al. 2018]. Experiments were run on AWS.
Our code and results are available on GitHub at https://github.com/samuela/e-stops.

Figure A.1: Our FrozenLake-v0 environment. The agent starts in the upper left square and attempts to reach the goal in the lower right square. Tiles marked with “H” are holes in the lake which the agent can fall in and recover with only probability 0.01. The optimal state-value function is overlaid.

A.7.1 Value iteration

We ran value iteration on the full environment to convergence (tolerance $1e^{-6}$) to establish the optimal policy. We calculated the state hitting probabilities of this policy exactly through an interpretation of expert policy roll-outs as absorbing Markov chains. These hitting probabilities were then ranked and states were removed in order of their rank until there was no longer a feasible path to the goal ($J(\pi) = 0$). The number of floating point operations (FLOPs) used was calculated based on $4 |S|^2|A|$ FLOPs per value iteration update:

1. For each state $s$ and each action $a$, calculating the expected value of the next state. ($|S||A|$ dot products of $|S|$-vectors.)

2. Multiplying those values by $\gamma$. 
3. Adding in the expected rewards for every state-action-state transition.

4. Calculating the maximum for each state $s$ and each action $a$ over $|S|$ possible next state outcomes.

A.7.2 Policy gradient methods

We ran value iteration on the full environment to convergence (tolerance $1e^{-6}$) to establish the optimal policy. We estimated the state hitting probabilities of this policy with 1,000 roll-outs in the environment. Based on this estimate of $\rho_{\pi_e}(s)$ we replaced the least-visited 50% of states with e-stops.

We ran both Q-learning and Actor-Critic across 96 trials (random seeds 0-95) and plot the median performance per states seen. Error bars denote one standard deviation around the mean and are clipped to the maximum/minimum values. We ran iterative policy evaluation to convergence on the current policy every 10 episodes in order to calculate the cumulative policy reward as plotted.

In order to accommodate the fact that two trials may not have x-coordinates that align (episodes may not be the same length), we linearly interpolated values and plot every 1,000 states seen.

A.7.3 DDPG

Continuous results were trained with DDPG with $\gamma = 0.99, \tau = 0.0001$, Adam with learning rate 0.001, batch size 128, and action noise that was normally distributed with mean zero and standard deviation 0.1. The replay buffer had length $2^{20} = 1,048,576$. The actor network had structure

- Dense(64)
- ReLU
- Dense(64)
- ReLU
• Dense(action_shape)

• Tanh

and the critic network had structure

• Dense(64)

• ReLU

• Dense(64)

• ReLU

• Dense(64)

• ReLU

• Dense(1)

We periodically paused training to run policy evaluation on the current policy (without any action noise).

Plotting and error bars are the same as in the deterministic experiments.
Appendix B

POLICY LEARNING WITH DIFFERENTIABLE SIMULATION

B.1 Experimental models

For complete experimental details, please see our code at https://github.com/samuela/ctpg.

B.1.1 Linear quadratic regulator

As usual,

\[ w(x, u) = x^\top Q x + u^\top R u, \]
\[ f(x, u) = Ax + Bu. \]  

(B.1)

(B.2)

For the example in Fig. 3.3, we used \( A = 0, B = Q = R = I, x_0 = [1, 1]^\top \) and \( T = 25 \). The control policy was given by a single hidden layer neural network with 32 hidden units and tanh activations. Training was run for 1,000 iterations.

B.1.2 Differential drive robot

Following http://planning.cs.uiuc.edu/node659.html, the physical dynamics for a differential drive robot with left wheel speed \( \omega_\ell \), right wheel speed \( \omega_r \), position \( x, y \), heading \( \theta \), and wheelbase \( L \) are given by,

\[ \frac{dx}{dt} = \frac{\omega_\ell + \omega_r}{2} \cos \theta, \quad \frac{dy}{dt} = \frac{\omega_\ell + \omega_r}{2} \sin \theta, \quad \frac{d\theta}{dt} = \frac{\omega_r - \omega_\ell}{L}. \]  

(B.3)

Control is applied such that

\[ \frac{d\omega_\ell}{dt} = u_\ell, \quad \frac{d\omega_r}{dt} = u_r. \]  

(B.4)
The instantaneous cost is defined as

\[ w(x, y, \omega^e, \omega^r, u_l, u_r) = x^2 + y^2 + \frac{1}{10}(\omega^e_2 + \omega^r_2 + u^2_l + u^2_r). \]  

(B.5)

For the control policy we used a two hidden layer neural network with 64 units in each hidden layer and tanh activations. We additionally augment the input to the network with a few useful manual features including \( \cos \theta \) and \( \sin \theta \).

**B.1.3 DiffTaichi Electric**

We integrated with the DiffTaichi example code. This integration required refactoring the example code to return forces. For an apples-to-apples timing comparison we also wrote a wrapper BPTT implementation following exactly the same implementation as the reference code. We evaluated BPTT with the same \( dt \) and other hyperparameters, as was specified in the DiffTaichi code. Experiments were run with 32 random trials, and plots show the 5%-95% percentile error bars. Following [Hu et al. 2020], we used a single hidden layer neural network policy with 64 hidden units and tanh activations.

**B.1.4 MuJoCo Cartpole**

The specifications of the MuJoCo Cartpole experiment are as follows. MuJoCo derivatives were calculated through forward finite differencing (chosen over central for speed) with an epsilon of \( 1e^{-6} \). Derivatives with respect to positions, velocities, and controls were all calculated in this manner. For reference, an epsilon of \( 1e^{-4} \) to \( 1e^{-8} \) all perform approximately the same. The policy was a two layer network with 32 hidden units and tanh activations. The last layer’s initialization weights were scaled, in this case by 0.1, as is typical in reinforcement learning [Andrychowicz et al. 2020]. The policy function maps observations of the system to controls. During optimization we used the ADAM optimizer with a step size of 0.001. The number of function evaluations we count includes those of the finite difference calculations. More specifically, every time the MuJoCo forward dynamics function \( \texttt{mj_forward} \) was called was included. We use a mini-batch of 2 rollouts, with each starting state sampled according to the DMcontrol
specifications; the sequence of starting states is set to be the same between BPTT and CTPG as well as the policy initializations. Both methods were run for a fixed 100 iterations, with the losses and number of function evaluations counted across 5 random seeds.

B.1.5 Quadrotor

The quadrotor policy was a two layer network with 16 hidden units and \texttt{tanh} activations. The policy was trained with the ADAM optimizer with a step size of 0.01, with the gradient values clipped to ±1.0. Training was performed with 5 random seeds with a minibatch size of 32 per optimization step. The dynamics of the quadrotor experiment are given by \cite{Sabatino2015}.
B.2 Neural ODEs and their linear stability properties

Consider the LQR control problem with dynamics \( \frac{dx(t)}{dt} = Ax(t) + Bu(t) \). Under a linear feedback policy \( u(t) = -Kx(t) \), the system reduces to a first-order linear ODE: \( \frac{dx(t)}{dt} = (A - BK)x(t) \).

With any luck we will identify \( K \) that stabilizes the system so that \( x(t) \) converges exponentially to 0 everywhere. Consider running such a system forward to some time \( T \), and then attempting to run it backward along the same path. Because all paths will converge to the origin, when starting at the origin and trying to run backwards it becomes numerically infeasible to recover the correct trajectory to \( x(0) \).

**Claim.** For any non-constant dynamics \( f \), the dynamics of the Neural ODE backpropagation process will have eigenvalues \( \pm \lambda_1, \ldots, \pm \lambda_d \) split among the \( x(t) \) and \( \alpha(t) \) process, along with zero eigenvalues for \( g(t) \). Therefore the Neural ODE backpropagation process is linearly unstable for all \( t \).

Let \( \psi(t) = [x(t), \alpha(t), g(t)] \) denote the combined Neural ODE backpropagation process. The Neural ODE stipulates that in the reverse time solve we begin with \( \psi(T) \) and follow the dynamics \( -\dot{\psi}(t) \) as given in Eqs. 3.6, 3.7, and 3.8. Denoting the eigenvalues of \( \frac{\partial f}{\partial x} \) as \( \lambda_1, \ldots, \lambda_d \), we have

\[
-\frac{\partial \dot{\psi}(t)}{\partial \psi(t)} = \begin{bmatrix}
-\frac{\partial f}{\partial x} & 0 & 0 \\
\alpha(t)^\top & \frac{\partial^2 f}{\partial x^2} & (\frac{\partial f}{\partial \theta})^\top & 0 \\
0 & (\frac{\partial f}{\partial \theta})^\top & 0
\end{bmatrix}
\] (B.6)

which has eigenvalues \( \pm \lambda_1, \ldots, \pm \lambda_d \) and 0 with multiplicity \( n_\theta \). Note that a system is considered stable when \( \text{Re}(\lambda_i) < 0 \) for all such eigenvalues \( \lambda_i \). However because all eigenvalues come in positive and negative pairs, we are doomed to experience eigenvalues with positive real parts, indicating eigen-directions of exponential blowup.

B.3 Fusing Operations in the CTPG Algorithm

One opportunity for computational efficiency that we take advantage of in our experiments is that \( \alpha(t) \) and \( g(t) \) evolve in lockstep. This means that we do not need to store the estimates \( \ddot{\alpha}(t) \)
computed in Algorithm 2 but instead accumulate $g(t)$ concurrently as we solve for $\tilde{\alpha}(t)$. The most direct way to do this, while still treating the solver as a black box, is to simply concatenate or “fuse” the adjoint and gradient dynamics given by Equations equation 3.7 and equation 3.8 and perform a single backward solve to simultaneously compute the adjoints and accumulate the gradient. The automatic differentiation implementation of BPTT performs this fusion by default.

While the dynamics described by Eqs. equation 3.6 and equation 3.7 both evolve in $\mathbb{R}^d$, the dynamics equation 3.8 evolve in the parameter space of the policy $\pi_\theta$, which can be large. Concatenating the dynamics on Eqs. equation 3.7 and equation 3.8 could cause problems for numerical ODE solvers that are designed for low dimensional (e.g. physical) spaces. Nevertheless, we find that fusing these two computations works well for the policies and physics considered in this work.

We could take this fusion perspective further and ask whether we can directly solve the full BVP, rather than sequentially computing the forward and backward passes. This is possible, and could be approached using a collocation algorithm. We favor the CTPG because, if our policy optimization is part of some larger robotic system that is sensitive to downstream consequences of arriving at a final state $x(T)$, then we need an estimate $\tilde{x}(T)$ in order to define the boundary condition $\frac{dJ}{dx(T)}$. This means that CTPG could be used not just as a policy gradient estimator, but also as a layer in a larger end-to-end problem with a continuous-time submodule.
Appendix C

DIFFERENCES BETWEEN POLICY LEARNING AND SUPERVISED LEARNING

C.1 Auxiliary plots

![Diagram](image1)

Figure C.1: The counterexample classification problem data.

C.2 Failed idea: A method for steepest descent

Imagine standing in weight space at $\Theta_A$ and trying to decide in which immediate direction to move in order to approach a $\Theta_B$-equivalent point. There are many, many possible permutations of $\Theta_B$—call them $\pi^{(1)}(\Theta_B), \pi^{(2)}(\Theta_B), \ldots$—to aim for in the distance. Assuming that the loss landscape is in fact (quasi-)convex modulo these permutation symmetries, a natural choice would be to pick the $\pi^{(i)}(\Theta_B)$ that corresponds to the direction of steepest descent starting from $\Theta_A$. 
since we expect \( \pi^{(i)}(\Theta_B) \) to lie in the same basin as \( \Theta_A \). In other words,

\[
\begin{align*}
\min_{\pi} & \quad \left. \frac{d \mathcal{L}(\Theta_A + \lambda(\pi(\Theta_B) - \Theta_A))}{d \lambda} \right|_{\lambda=0} \\
& = \min_{\pi} \nabla \mathcal{L}(\Theta_A)^\top(\pi(\Theta_B) - \Theta_A) \\
& = -\nabla \mathcal{L}(\Theta_A)^\top \Theta_A + \min_{\pi} \nabla \mathcal{L}(\Theta_A)^\top \pi(\Theta_B)
\end{align*}
\]

(C.1)

(C.2)

Now, we are tenuously in a favorable situation: \( \nabla \mathcal{L}(\Theta_A) \) is straightforward to compute, and picking the best \( \pi \) reduces to a matching problem. In particular it is a matching problem of the same form as in Section 4.3.2. However, there is a fast, exact solution for the single intermediate layer case \((L = 2)\).

In practice, we found that this method can certainly find directions of steepest descent, but that they are paired with high barriers in between the initial dip and \( \pi(\Theta_B) \).

**C.3 Proof of Lemma 1**

To lighten notation we use \( \langle \cdot, \cdot \rangle = \langle \cdot, \cdot \rangle_F \) in this section.

**Lemma.** Given \( A, B \in \mathbb{R}^{d \times d} \),

\[
\min_{P, Q \text{ perm. matrices}} \langle PAQ^\top, B \rangle
\]

is strongly NP-hard.

**Proof.** We proceed by reduction from the quadratic assignment problem (QAP) [Koopmans and Beckmann, 1957; Cela, 2013]. Consider a QAP,

\[
\min_{P \text{ perm. matrix}} \langle PCP^\top, D \rangle
\]

for \( C, D \in \mathbb{R}^{d \times d} \).
Now, pick $A = C + \lambda I$, $B = D - \lambda I$. The we have,

$$\min_{P,Q} \langle P(C + \lambda I)Q^T, D - \lambda I \rangle = \langle PCQ^T + \lambda PQ^T, D - \lambda I \rangle$$

$$= \langle PCQ^T, D \rangle - \lambda \langle PCQ^T, I \rangle + \lambda \langle PQ^T, D \rangle - \lambda^2 \langle PQ^T, I \rangle$$

(C.3)

$$= \langle PCQ^T, D \rangle - \lambda \langle PQ^T, C \rangle + \lambda \langle PQ^T, D \rangle - \lambda^2 \text{tr}(PQ^T)$$

(C.4)

$$= \langle PCQ^T, D \rangle - \lambda \langle PQ^T, C \rangle + \lambda \langle PQ^T, D \rangle - \lambda^2 \text{tr}(PQ^T)$$

(C.5)

For sufficiently large $\lambda$, the $\text{tr}(PQ^T)$ term will dominate. Letting $\alpha = \max (\max_{i,j} |C_{i,j}|, \max_{i,j} |D_{i,j}|)$, we can bound the other terms,

$$-d^2 \alpha^2 \leq \langle PCQ^T, D \rangle \leq d^2 \alpha^2$$

(C.6)

$$-\lambda \alpha \leq -\lambda \langle P^T Q, C \rangle \leq \lambda \alpha$$

(C.7)

$$-\lambda \alpha \leq \lambda \langle PQ^T, D \rangle \leq \lambda \alpha$$

(C.8)

Now there are two classes of solutions: those where $P = Q$ and those where $P \neq Q$. We seek to make the best (lowest) possible $P \neq Q$ solution to have worse (higher) objective value than the worst (highest) $P = Q$ solution. When $P = Q$, the highest possible objective value is

$$d^2 \alpha^2 + \lambda \alpha \alpha + \lambda \alpha \alpha - \lambda^2 d$$

and similarly, the lowest possible objective value when $P \neq Q$ is

$$-d^2 \alpha^2 - \lambda \alpha \alpha - \lambda \alpha \alpha - \lambda^2 d + \lambda^2$$

where the final term is due to the fact that at least one entry of $PQ^T$ must be 0. With some algebra, it can be seen that $\lambda > 5d\alpha$ is sufficient to guarantee that all $P = Q$ solutions are superior to all $P \neq Q$ solutions.

Now when $P = Q$, all frivolous terms reduce to constants and we are left with the QAP objective:

$$\min_P \langle PCP^T, D \rangle - \lambda \langle P^T P, C \rangle + \lambda \langle PP^T, D \rangle - \lambda^2 \text{tr}(PP^T)$$

$$= -\lambda \text{tr}(C) + \lambda \text{tr}(D) - \lambda^2 d + \min_P \langle PCP^T, D \rangle$$
completing the reduction. QAP is known to be strongly NP-hard \cite{SahniGonzalez1976}, thus completing the proof.