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This dissertation mainly explores two statistical tasks, namely clustering and analysis of high-dimensional time series.

Clustering, a very important unsupervised learning problem, studies the structure of unlabeled datasets. The goal of clustering is to partition the data points into subsets such that data points in the same subset are similar and different from those in other subsets. Mode-clustering is a clustering analysis method that partitions the data into groups by the local modes of the underlying density function. Sometimes, finding clusters is not the ultimate goal. The connectivity among clusters may yield valuable information for scientists. This dissertation presents a new clustering method inspired by mode-clustering that not only finds clusters but also assigns each cluster with an attribute label. Clusters obtained from our method show connectivity of the underlying distribution. We also design a local two-sample test based on the clustering result that has more power than a conventional method. We apply our method to the Astronomy and GvHD data and show that our method finds meaningful clusters. In addition, we derive the statistical and computational theory of our method.

Motivated by the challenges of modeling time series data sets that exhibit non-linear patterns, especially in high dimensions, this dissertation also considers the threshold Auto-Regressive (TAR) process. The TAR process provides a family of non-linear auto-regressive
time series models in which the process dynamics are specific step functions of a thresholding variable. While estimation and inference for low-dimensional TAR models have been investigated, high-dimensional TAR models have received less attention. In this dissertation, we develop a new framework for estimating high-dimensional TAR models and propose two different sparsity-inducing penalties. The first penalty corresponds to a natural extension of the classical TAR model to high-dimensional settings, where the same threshold is enforced for all model parameters. Our second penalty develops a more flexible TAR model, where different thresholds are allowed for different auto-regressive coefficients. We show that both penalized estimation strategies can be utilized in a three-step procedure that consistently learns both the thresholds and the corresponding auto-regressive coefficients. However, our theoretical and empirical investigations show that the direct extension of the TAR model is not appropriate for high-dimensional settings and is better suited for moderate dimensions. In contrast, the more flexible extension of the TAR model leads to consistent estimation and superior empirical performance in high dimensions. In addition to the three-step procedure, the dynamic programming approach can successfully handle high dimensions with diverging number of thresholds as well. In particular, extensive numerical analysis and theoretical results demonstrate the advantages of the dynamic programming approach. Finally, we also discuss a method to select the optimal thresholding variable automatically.
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Chapter 1

INTRODUCTION

This dissertation mainly explores two statistical tasks, namely clustering and analysis of high-dimensional time series. This first task is discussed in Chapter 2, and is motivated by the Sloan Digital Sky Survey data. Our clustering method allows us to better identify the structures of galaxies and has more extended applications in biology. The second task explores the threshold autoregressive (TAR) models and their estimations. TAR models are among the most widely used non-linear time series models in practice due to their simple and interpretable structure. Chapter 3 and Chapter 4 investigate the TAR models by using different approaches. Chapter 3 establishes a three-step procedure, while Chapter 4 introduces a dynamic programming approach. Both approaches generalize the TAR models in high-dimensions and provide a theoretical consistency of the estimator. In this chapter, we briefly introduce the motivations and problems arising in each chapter and summarize the methods we proposed to solve these problems.

In Chapter 2, we propose a new clustering method inspired by mode-clustering that not only finds clusters but also assigns each cluster with an attribute label. Clusters obtained from our method show connectivity of the underlying distribution. We also design a local two-sample test based on the clustering result that has more power than conventional methods. In addition, we show that our approach provides additional insight into astronomical data and biological flow cytometry data. We also introduce a visualization method using the detected clusters and derive both statistical and computational guarantees of the proposed method.

In Chapter 3, we develop a penalized estimation procedure for learning TAR models. The TAR model is a family of non-linear auto-regressive time series models in which the pro-
cess dynamics are specific step functions of a thresholding variable. It has been extensively studied in univariate and fixed-dimensional settings. However, to the best of our knowledge, methods and theory for high-dimensional TAR models are currently lacking. Given the paucity of the literature on high-dimensional TAR models, we propose a new framework with two estimators for detecting the (unknown) number and values of thresholds and estimating regime-specific auto-regressive parameters in multivariate TAR models. The first approach is a natural extension of the classical TAR model and enforces all auto-regressive parameters to change at the same thresholds. Our theoretical and empirical investigations show that the first approach is only suited for low and moderate dimensions. In contrast, a more flexible TAR model utilizing $l_1$ penalty allows different thresholds for different auto-regressive coefficients. Applied in a three-step procedure, both estimators can consistently determine both the thresholds and the corresponding auto-regressive coefficients under certain mixing conditions. We also develop efficient algorithms for both methods.

In Chapter 4, we continue discussing the TAR model introduced in Chapter 3 and develop a dynamic programming approach to better estimate the number of thresholds and their corresponding values. In addition, we compare this method to the three-step procedure. We empirically compare the performance of our method with the existing approaches in the simulation section, demonstrating that the dynamic programming approach offers clear advantages in certain cases. Moreover, we establish theoretical results that give a sharper convergence rate of the estimators. The three-step procedure assumes that the minimal jump size $v$ (defined in Assumption B4 in Chapter 3) is independent of the sample size, while the dynamic programming approach in this chapter allows the minimal jump size to decrease with the sample size, and the simulation results corroborate our claims about the advantages of the dynamic programming approach. Finally, we apply both the dynamic programming approach and the three-step procedure to model the stock market data, showing that the dynamic programming approach gives better insight than the three-step procedure and suggests the optimal thresholding variable among other thresholding variables.
In the last chapter, we summarize our previous work and discuss the advantages and limitations of the methods discussed in Chapter 2 to Chapter 4.
Chapter 2

REFINED MODE-CLUSTERING VIA THE GRADIENT OF SLOPE

2.1 Introduction

Mode-clustering is a clustering analysis method that partitions the data into groups by the local modes of the underlying density function Li et al. [2007], Chacón [2012], Arias-Castro et al. [2016], Chen et al. [2016]. A density local mode is often a signature of a cluster, so mode-clustering leads to clusters that are easy to interpret. In practice, we estimate the density function from the data and perform mode-clustering via the density estimator. When we use a kernel density estimator (KDE), there exists a simple and elegant algorithm called the mean-shift algorithm Fukunaga and Hostetler [1975a], Cheng [1995b], Carreira-Perpiñán [2015] that allows us to compute clusters easily. The mean-shift algorithm has made the mode-clustering a numerically friendly problem.

When applied to a scientific problem, we often use a clustering method to gain insight from the data Hastie et al. [2001], Hennig et al. [2015]. Sometimes, finding clusters is not the ultimate goal. The connectivity among clusters may yield valuable information for scientists. To see this, consider the galaxy sample from the Sloan Digital Sky Survey York et al. [2000] in Figure 2.1. While the original data is 3D, here we use a 2D slice of the original data to illustrate the idea. Each black dot indicates the location of a galaxy at a particular location in the sky. Astronomers seek to find clusters of galaxies and their connectivity, since these quantities (clusters and their connections) are associated with the large-scale structures in the universe. Our method finds the underlying connectivity structures without assuming any parametric form of the underlying distribution. In the middle panel, we display the results by the usual mode-clustering method, which only shows clusters, but not how they connect with each other. On the other hand, our proposed method is given in the right panel, which finds a set of dense clusters (purple regions) along with some regions serving as bridges connecting clusters (green areas) and a set of low-density regions (yellow
regions). Thus, our clustering method allows us to better identify the structures of galaxies.

We improve the usual mode-clustering method by (1) adding additional clusters that can further partition the entire sample space, and (2) assigning an attribute label to each cluster. The attribute label will indicate if this cluster is a ‘robust cluster’ (a cluster around a local mode; purple regions in Figure 2.1), a ‘boundary cluster’ (a cluster bridging two or more robust clusters; green regions in Figure 2.1), or an ‘outlier cluster’ (a cluster representing low-density regions; yellow regions in Figure 2.1). With this refined clustering result, we gain further insights into the underlying density function and are able to infer the intricate structure behind the data. Furthermore, we can apply our improved clustering method to the two sample tests. In this case, we can identify the local differences between the two populations and provide a more sensitive result. Note that in the usual case of cluster analysis, adding more clusters is not a preferred idea. However, if our goal is to detect the underlying structures (such as finding the connectivity of high-density regions in the galaxy data in Figure 2.1), using more clusters as an intermediate step to find connectivity could be a plausible approach.

Fig 2.1: Using two clustering methods to learn the cosmic webs. **Left:** the raw galaxy data from the Sloan Digital Sky Survey. **Middle:** the clustering result using the conventional mode/mean-shift clustering. This conventional mode-clustering method fails to detect the connectivity among clusters. **Right:** the clustering result based on our method, where the color indicates different types of clusters.

To summarize, our main contributions are as follows:

- We propose a new clustering method by the slope function that has an additional attribute label of each cluster (Section 2.3).
• We propose new two-sample tests using the clustering result (Section 2.4).

• We introduce a visualization method using the detected clusters (Algorithm 3).

• We derive both statistical and computational guarantees of the proposed method (Section 2.7).

The idea of using local modes to cluster observations can be dated back to Fukunaga and Hostetler [1975a], where the authors used local modes of the KDE to cluster observations and propose the mean-shift algorithm for this purpose. Mode-clustering has been widely studied in statistics and the machine-learning community Chacón and Duong [2013], Chacón et al. [2015b], Carreira-Perpiñán [2015], Arias-Castro et al. [2016], Chen et al. [2016], Chen [2017a]. However, the KDE is not the only option for mode-clustering Li et al. [2007], Scrucca [2016] proposed a Gaussian mixture model method, and Bonis and Oudot [2018] used a fuzzy clustering algorithm, and Jiang and Kpotufe [2017] introduced a nearest-neighbor density method.

This Chapter is organized as follows. We start with a brief review on mode-clustering in Section 2.2 and formally introduce our method in Section 2.3. In Section 2.4, we combine the two-sample test and our approach to create a local two-sample test. We use simulations to illustrate our method on simple examples in Section 2.5. We show the applicability of our approach to three real datasets in Section 2.6. Finally, we study both statistical and computational theories of our method in Section 2.7.

2.2 Review of Mode-Clustering

We start with a review of mode-clustering Chacón [2012], Chacón and Duong [2013], Chen et al. [2016], Menardi [2015]. The concept of mode-clustering is based on the rationale of associated clusters to the regions around the modes of the density. When the density function is estimated by the kernel density estimator, there is an elegant algorithm called the mean-shift algorithm Fukunaga and Hostetler [1975a] that can easily perform this clustering.

In more detail, let $p$ be a probability density function with a compact support $K \subset \mathbb{R}^d$. 

Starting at any point \( x \), mode-clustering creates a gradient ascent flow \( \gamma_x(t) \) such that

\[
\gamma_x(0) = x, \quad \gamma_x'(t) = \nabla p(\gamma_x(t)).
\]

Namely, the flow \( \gamma_x(t) \) starts at point \( x \) and moves according to the gradient at the present location. Let \( \gamma_x(\infty) = \lim_{t \to \infty} \gamma_x(t) \) be the destination of the flow \( \gamma_x(t) \). According to the Morse theory Morse [1925], Milnor et al. [1963], when the function is smooth (being a Morse function), such a flow converges to a local maximum of \( p \) except for starting points in a set of the Lebesgue measure 0. The mode-clustering partitions the space according to the destination of the gradient flow, that is, for two points \( x, y \), they will be assigned to the same cluster if \( \gamma_x(\infty) = \gamma_y(\infty) \). For a local mode \( \eta \), we define its basin of attraction as \( D(\eta) = \{ x : \gamma_x(\infty) = \eta \} \). The basin of attraction describes the set of points that belongs to the same cluster.

In practice, we do not know \( p \), so we replace it by a density estimator, \( \hat{p}_n \). A common approach to estimate \( p \) as the kernel density estimator, in which \( \hat{p}_n \) is

\[
\hat{p}_n(x) = \frac{1}{nh^d} \sum_{i=1}^{n} K \left( \frac{x - X_i}{h} \right),
\]

where \( K \) is a smooth function (also known, according to the Morse theory, as the kernel function), such as a Gaussian kernel, and \( h > 0 \) is the smoothing bandwidth that determines the amount of smoothness. Since we used a nonparametric density estimator, we did not need to assume any parametric assumptions on the shape of the distribution.) With this choice, we the define a sample analogue to the flow \( \gamma_x(t) \) as

\[
\hat{\gamma}_x(0) = x, \quad \hat{\gamma}_x'(t) = \nabla \hat{p}(\hat{\gamma}_x(t))
\]

and partition the space according to the destination of \( \hat{\gamma}_x \).
2.3 Clustering via the Gradient of Slope

2.3.1 Refining the Clusters by the Gradient of Slope

As is mentioned previously, the mode-clustering has some limitations that the resulting clusters do not provide enough information on the finer structure of the density. To resolve this problem, we introduce a new clustering method by considering gradient descent flows of the ‘slope’ function. Let $\nabla p(x)$ be the gradient of $p$. Define the slope function of $p$ as $s(x) = \|\nabla p(x)\|^2$. Namely, the slope function is the squared amplitude of the density gradient.

An interesting property of the slope function is that the minimal points \( \{ x : s(x) = 0 \} = \{ x : \nabla p(x) = 0 \} = \mathcal{C} \) form the collection of critical points of $p$, so it contains local modes of $p$ as well as other critical points, such as saddle points and local minima. According to the Morse theory Banyaga and Hurtubise [2013], Matsumoto [2002], there is a saddle point between two nearby local modes when the function is a Morse function. A Morse function is a smooth function $f$, such that all eigenvalues of Hessian Matrix of $f$ at every critical point are away from 0. This implies that saddle points may be used to bridge connecting regions around two local modes.

With this insight, we propose to create clusters using the gradient ‘descent’ flow of $s(x)$. Let $\nabla s(x)$ be the gradient of the slope function. Given a starting point $x \in \mathbb{R}^d$, we construct a gradient descent flow as follows:

\[
\pi_x(0) = x, \quad \pi_x'(t) = -\nabla s(\pi_x(t)).
\] (2.1)

That is, $\pi_x$ is a flow starting from $x$ and moving along the direction of $\nabla s$. Similar to mode-clustering, we use the destination of gradient flows to cluster the entire sample space.

Note that if the slope function $s$ is a Morse function, the corresponding PDF $p$ will also be a Morse function, as described in the following Lemma.

**Lemma 1.** If $s(x)$ is a Morse function, then $p(x)$ is a Morse function.

Throughout this chapter, we will assume that the slope function is Morse. Thus, the corresponding PDF will also be a Morse function and all critical points of the PDF will be
well-separated.

2.3.2 Type of Clusters

Recall that $\mathcal{C}$ is the collection of critical points of density $p$. Let $\mathcal{S}$ be the collection of local minima of the slope function $s(x)$. It is easy to see $\mathcal{C} \subset \mathcal{S}$, since any critical point of $p$ has gradient 0, so it is also a local minimum of $s$.

Thus, the gradient flow in Equation (2.1) leads to a partition of the sample space. Specifically, let $\pi_x(\infty)$ be the destination of the gradient flow $\pi_x(t)$. For an element $m \in \mathcal{C}$, let $\mathcal{S}(m) = \{x : \pi_x(\infty) = m\}$ be its basin of attraction.

We use the sign of eigenvalues of $\nabla^2 p(x)$ to assign an additional attribute to each basin, so the set $\{\mathcal{S}(m) : m \in \mathcal{C}\}$ forms a collection of meaningful disjoint regions. In more detail, for a critical point $m \in \mathcal{C}$ such that $p(m) > \delta$ for a small threshold $\delta$, its $\mathcal{S}(m)$ is classified according to

$$\mathcal{S}(m) \text{ is a } \begin{cases} \text{robust cluster} & \text{if } s(m) = 0, \lambda_1(m) < 0; \\ \text{outlier cluster} & \text{if } s(m) = 0, \lambda_d(m) > 0; \\ \text{boundary cluster} & \text{otherwise,} \end{cases}$$

(2.2)

where $\lambda_l(x)$ is the $l$-th ordered eigenvalue of $\nabla^2 p(x)$ ($\lambda_1(x) \geq \ldots \geq \lambda_d(x)$). In the case of $p(m) \leq \delta$, we always assign it as an outlier cluster. Note that the threshold $\delta$ was added to stabilize the numerical calculation. In other words, we refer to a basin of attraction in $\mathcal{S}(m)$ as a robust cluster if $m \in \mathcal{C}$ is a local mode of $p$. If $m$ is a local minimum of $p$, then we call its basin of attraction an outlier cluster. The remaining clusters, which are regions connecting robust clusters, are denoted as boundary cluster. Note that the regions outside the support are, by definition, a set of local minima. We assign the same cluster label to those $x$ whose destination $\pi_x(\infty)$ is outside the support, which is an outlier cluster.

Our classification of $\mathcal{S}(m)$ is based on the following observations. Regions around local modes of $p$ are where we have strong confidence that these points should belong to the cluster represented by their nearby local modes. Regions around local minima of $p$ are the low-density areas where we should treat them as anomaly points/outliers. Figure 2.1 provides a concrete example that our clustering method could lead to more scientific insight–
the connectivity among robust clusters may reveal intricate structure of the underlying distribution.

Defining different types of clusters allows us to partition the whole space into meaningful sub-regions. Given a random sample, to assign the cluster label to each of them, we simply examine which basins of attraction these data points fall in and pass the cluster labels from the regions to the data points. After assigning cluster labels to data points, the cluster categories in Equation (2.2) provide additional information about the characteristics of each data point. Those data points in robust clusters are data points that are highly clustered together; points in the outlier clusters are data points in low-density regions, which could be viewed as anomalies; the rest of points are in the boundary clusters, where these points are not well-clustered and are on the connection regions among different robust clusters.

2.3.3 Estimators

The above procedure is defined when we have access to the true PDF $p$. In practice, we do not know $p$, but we have an IID random sample $X_1, \ldots, X_n$ from $p$ with a compact support $K$. So we estimate $p$ using $X_1, \ldots, X_n$ and then use the estimated PDF to perform the above clustering task.

While there are many choices of density estimators, we consider the kernel density estimator (KDE) in this chapter, since it has a nice form and its derivatives are well-established Wasserman [2006], Chacón et al. [2011], Scott [2015b], Chen [2017a]. In more detail, the KDE is

$$
\hat{p}_n(x) = \frac{1}{nh^d} \sum_{i=1}^n K \left( \frac{x - X_i}{h} \right), \quad \hat{s}_n(x) = \| \nabla \hat{p}_n(x) \|^2,
$$

where $K$ is a smooth function (also known as the kernel function) such as a Gaussian kernel, and $h > 0$ is the smoothing bandwidth that determines the amount of smoothness. Note that the bandwidth $h$ in the KDE could be replaced by $h_i$ that depends on each observation. This is called the variable bandwidth KDE in Breiman et al. [1977]. However, since the choice of how $h_i$ depends on each observation is a non-trivial problem, so to simplify the problem, we set all bandwidths to be the same.
Based on $\hat{s}_n(x)$, we first construct a corresponding estimated flow using $\nabla \hat{s}_n(x)$:

$$\hat{\pi}_x(0) = x; \quad \hat{\pi}_x'(t) = -\nabla \hat{s}_n(\hat{\pi}_x(t)). \quad (2.3)$$

An appealing feature is that $\nabla \hat{s}_n(x)$ has an explicit form:

$$\nabla \hat{s}_n(x) = \nabla^2 \hat{p}_n(x) \nabla \hat{p}_n(x), \quad (2.4)$$

where $\nabla \hat{p}_n(x)$ and $\nabla^2 \hat{p}_n(x)$ are the estimated density gradient and Hessian matrix of $p$. Thus, to numerically construct the gradient flow $\hat{\pi}_x(t)$, we update $x$ by

$$x \leftarrow x - \gamma \cdot \nabla^2 \hat{p}_n(x) \nabla \hat{p}_n(x), \quad (2.5)$$

where $\gamma > 0$ is the learning rate parameter. Algorithm 1 summarizes the gradient descent approach.

**Algorithm 1**: Slope minimization via gradient descent.

1. Input: $\hat{p}_n(x)$ and a point $x$.
2. Initialize $x_0 = x$ and iterate the following equation until convergence: ($\gamma$ is a step size that could be set to a constant)

$$x_t = x_{t-1} - \gamma \cdot \nabla^2 \hat{p}_n(x_{t-1}) \nabla \hat{p}_n(x_{t-1}).$$

3. Output: $x_\infty$.

With an output from Algorithm 1, we can group observations into different clusters, with each cluster labeled by a local minimum of $\hat{s}_n$. We assign an attribute to each cluster via the rule in Equation (2.2). Note that the smoothing bias could cause some biases around the boundary of clusters. However, when $h \to 0$, this bias will asymptotically be negligible.

### 2.4 Enhancements in Two-Sample Tests

Our clustering method can be used as a localized two-sample test. An overview of the idea is as follows. Given two random samples, we first merge them and use clustering method to form partitions of the sample space. Under the null hypothesis, the two samples are
from the same distribution, so the proportion of each sample within each cluster should be similar. By comparing the difference in proportion, we obtain a localized two-sample test. Algorithm 2 summarizes the procedure.

In more detail, suppose we want to compare two samples $G_1 = \{X_1, X_2, \ldots, X_N\}$ and $G_2 = \{Y_1, Y_2, \ldots, Y_M\}$. Let $X_1, \ldots, X_N \sim P_X$ and $Y_1, \ldots, Y_M \sim P_Y$. The null hypothesis we want to test is $H_0 : P_X = P_Y$ against $H_1 : P_X \neq P_Y$.

Under $H_0$, the two samples are from the same distribution, so they have the same PDF $q$. We first pull both samples together to form a joint dataset

$G_{\text{all}} = \{X_1, \ldots, X_N, Y_1, \ldots, Y_M\}$.

We then compute the KDE $\hat{p}_n$ using $G_{\text{all}}$ and compute the corresponding estimated slope function $\hat{s}_n$ and apply Algorithm 1 to form clusters. Thus, we obtain a partition of $G_{\text{all}}$. Under $H_0$, the proportion of Sample 1 in each cluster should be roughly the same as the global proportion $\frac{N}{N+M}$. Therefore, we can apply a simple test of the proportion within each cluster to obtain a $p$-value. In practice, we often only focus on the robust and boundary clusters and ignore the outlier clusters because of sample size consideration. Let $D_1, \ldots, D_J \subset G_{\text{all}}$ be the robust and boundary clusters, and

$$ r_0 = \frac{N}{N+M}; \quad (2.6) $$

be the global proportion, and

$$ r_j = \frac{|D_j \cap G_1|}{|D_j|}. \quad (2.7) $$

be the observed proportion of cluster $D_j$. We use the test statistic

$$ Z_j = \frac{r_j - r_0}{\sqrt{r_0(1-r_0)/n_j}}, $$

where $n_j = |D_j|$ is the total number of the pulled sample within cluster $D_j$, when $H_0$ is true and the test statistic $Z_j$ follows from a standard normal distribution asymptotically. Note that since we are conducting multiple tests, we reject the null hypothesis after applying the
Bonferroni correction.

**Algorithm 2:** Local two-sample test.

1. Combine two samples \((G_1 \text{ and } G_2)\) into one, called \(G_{\text{all}}\) and compute \(r_0 = \frac{N}{N+M}\) from Equation (2.6).

2. Construct a kernel density estimator using \(G_{\text{all}}\) and its slope function and apply **Algorithm 1** to form clusters based on the convergent point.

3. Assign an attribute to each cluster according to Equation (2.2).

4. Let robust clusters and boundary clusters be \(D_1, D_2, \ldots, D_J\), where \(D_j \subset G_{\text{all}}\) for each \(j\).

5. For each cluster \(D_j\), compute \(r_j\) from Equation (2.7) and construct \(Z\) statistic:

\[
Z_j = \frac{r_j - r_0}{\sqrt{r_0(1 - r_0)/n_j}}.
\]

Find the corresponding \(p\)-value \(p_j\).

6. Reject \(H_0\) if \(p_j < \alpha/J\) for some \(j\) under the significance level \(\alpha\).

We can apply this idea to other clustering algorithms. However, we need to be very careful when implementing it because we are using data twice–first to form clusters, then again to do two-sample tests. This could inflate the Type 1 error. Our approach is asymptotically valid because the clusters from the estimated slope converge to the clusters of the population slope (see Section 2.7). Note that our method may not control the Type 1 error in the finite sample situation, but our simulation results in Section 2.5.2 show that this procedure still controls the Type 1 error. This might be due to the conservative result of the Bonferroni correction.

The advantage of this new two-sample test is that we are using the local information, so if the two distributions only differ in a small region, this method will be more powerful than a conventional two-sample test. In particular, the robust clusters are often the ones with more power because they have a higher sample size, and the bumps in the pulled sample’s density could be created by a density bump of one sample but not the other, leading to a region with high testing power. In Section 2.5, we demonstrate this through some numerical simulations.
2.4.1 An Approximation Method

The major computational burden of Algorithm 2 comes from Step 2, where we apply Algorithm 1 to ‘every observation’. This may be computationally heavy if the sample size is large. Here we propose a quick approximation to the clustering result.

Instead of applying Algorithm 1 to every observation, we randomly subsample the original data (large dimension) or create a grid (low dimension) of points and only apply Algorithm 1 to this smaller set of points. This gives us an approximated set of local minima of the slope function. We then assign a cluster label of each observation according to the ‘nearest’ local minima.

2.5 Simulations

In this section, we demonstrate the applicability of our method by applying it to some simulation setups. Note that in practice, we need to choose the smoothing bandwidth $h$ in the KDE. Silverman’s rule Silverman [1986] is one of the most popular methods for bandwidth selection. The idea is to find the optimal bandwidth by minimizing the mean integrated squared error of the estimated density. Silverman [1986] proposed to use the normal density to approximate the second derivative of the true density, and use the interquartile range providing a robust estimation of the sample standard deviation. For the univariate case, it is defined as follows:

$$h_x = 1.06 \min \{ \frac{\text{IQR}}{1.34}, \hat{\sigma} \} n^{-1/5},$$

where $\hat{\sigma}$ is the sample standard deviation and IQR is the interquartile range. As discussed earlier, we choose $h = C' \left( \frac{\log n}{n} \right)^{1/3}$, where $C'$ is a constant. This choice is motivated by theoretical analysis in Section 2.7 (Theorem 2). In practice, we do not know $C'$, so we applied a modification of Silverman’s rule Silverman [1986]:

$$h = \min \left( \frac{1}{d} \sum_{k=1}^{d} \hat{\sigma}_k, \frac{1}{d} \sum_{k=1}^{d} \frac{\text{IQR}_k}{1.34} \right) n^{-1/(8+d)}, \quad (2.8)$$

where $\hat{\sigma}_k$ is the standard deviation of the samples on $k$th dimension, $\text{IQR}_k$ is the interquartile range on $k$th dimension, and $k = 1, 2, \ldots, d$. Note that our procedure involves estimating
both the gradient and Hessian of the PDF. The optimal bandwidth of the two quantities are different, so one may apply two separated bandwidths for gradient and Hessian estimation. However, our empirical studies show that a single bandwidth (optimal for Hessian estimation) still leads to reliable results. Note that this bandwidth selector tends to oversmooth the data in the sense that some density peaks in Figure 2.6b were not detected (not in purple color).

2.5.1 Clustering

Two-Gaussian mixture. We sample \(n = 400\) points from a mixture of two-dimensional normals \(N(\mu_1, \Sigma)\) and \(N(\mu_2, \Sigma)\) with equal proportions under the following three scenarios:

- **Spherical**: \(\mu_1 = 0, \mu_2 = 3e_1 + 3e_2, \) and \(\Sigma = I_2.\)

- **Elliptical**: \(\mu_1 = 0, \mu_2 = 3e_1 + 3e_2, \) and \(\Sigma = \text{diag}(1, 3).\) (Note that these clusters are elongated in noise directions.)

- **Outliers**: Same construction as Spherical, but with 60 random points (noise) from a uniform distribution over \((-5, 8) \times (-5, 8)\). By design, the outliers differ in such a way that they can only add a little ambiguity.

Note that \(e_i\) is the \(i\)th standard basis vector, and \(I_2\) is the \(2 \times 2\) identity matrix. For each scenario, we apply the gradient flow method and draw the contour. If points are outliers, their destinations go to infinity. Thus, we set a threshold to stop them from moving and assign them to outlier clusters.

Figure 2.2 demonstrates that we identify both two clusters and the boundary of these two clusters. Each colored region is the basin of attraction of a local minimum of \(s(x)\) in the picture (a–c). Picture (d–f) provide examples of data points clustering. Given the setting of two equal-sized Gaussian mixture, it is straightforward to verify that the gradient flow algorithm can successfully distinguish points according to their destinations. The purple points represent points that belong to corresponding clusters with strong confidence, while green points represent points in low-density areas that belong to the connection regions.
among clusters. The yellow points represent points that are not important to any of the clusters. In summary, our proposed method performs well and is not affected by the changes of covariance and outliers.

\[\text{Spherical} \quad \text{Elliptical} \quad \text{Outliers}\]

\[\text{(a) Spherical} \quad \text{(b) Elliptical} \quad \text{(c) Outliers}\]

\[\text{(d) Spherical} \quad \text{(e) Elliptical} \quad \text{(f) Outliers}\]

Fig 2.2: Simulations with different data settings. Picture (a,d), picture (b,e), and picture (c,f) display, respectively, the three different simulation scenarios: Spherical, Elliptical, and Outliers. In picture (a–c), each colored region is the basin of attraction of a local minimum of \(s(x)\), while the grey regions are the regions that belong to outlier clusters. Picture (d–f) provides an example of clustering of data points. Points that labeled purple, green, and orange are assigned to robust, boundary, and outlier clusters, respectively.

**Four-Gaussian mixture.** To show how boundary clusters can serve as bridges among robust clusters, we consider a four-Gaussian mixture. We sample \(n = 800\) from a mixture of four two-dimensional normals \(N(0, 0.1I_2)\), \(N(0.5e_1, 0.1I_2)\), \(N(0.5e_2, 0.1I_2)\) and \(N(0.5e_1 + 0.5e_2, 0.1I_2)\) with equal proportion. Then we apply our method and display the result in Figure 2.3. Each colored region is the basin of attraction of a local minimum of \(s(x)\). The red ‘+’s are the corresponding local minima to each of the basin of attraction. Clearly, we
see how robust clusters are connected by the boundary clusters so the additional attributes provide useful information on the connectivity among density modes.

Fig 2.3: Example of the basins of attraction of a Gaussian mixture. Four groups of data are separated into three types of clusters. We partition the space into 10 parts. ‘R’ represents the region of the robust cluster, ‘B’ represents the region of the boundary cluster, and ‘O’ represents the region of the outlier cluster.

Comparison. To better illustrate the strength of our proposed method, we generate an unbalanced four-Gaussian mixture. We sample $n = 2400$ from a mixture of four two-dimensional normals $N(0, 0.5I_2)$, $N(2e_1, 0.5I_2)$, $N(5e_2, 0.5I_2)$ and $N(2e_1 + 5e_2, 0.5I_2)$ with proportion $\frac{5}{12}, \frac{5}{12}, \frac{1}{12}, \frac{1}{12}$, respectively. Then we apply our method and compare it with the density-based spatial clustering of applications with noise (DBSCAN) Ester et al. [1996] in Figure 2.4. DBSCAN is a classical non-parametric, density-based clustering method that estimates the density around each data point by counting the number of points in a certain neighborhood and applies a threshold minPts to identify core, border and noise points. DBSCAN requires two parameters: the minimum number of nearby points required to form a core point (minPts) and the radius of a neighborhood with respect to a certain point (eps). Two points are connected if they are within the distance of eps. Clusters are the connected components of connected core points. Border points are points connected to a
core point, but which do not have enough neighbors to be a core point. Here, we investigate the feasibility of using border points to detect the connectivity of clusters. These two parameters, minPts and eps, are very hard to choose. In the top two rows of Figure 2.4, we set minPts equal to 5 and 10 and change the value of eps to see if we can find the connectivity of core points using border points (gray points). Our results show that it is not possible to use border points to find the connectivity of the top two clusters and the bottom two clusters at the same time. When we are able to detect the connectivity of bottom two clusters (panel (f)), we are not able to find the top two clusters. On the other hand, when we can find the connectivity of the top two clusters (panel (c,h)), the bottom two clusters have already merged into a single cluster. The limitation of DBSCAN is that it is based on the density level set, so when the structures involve different density values, DBSCAN will not be applicable. In contrast, our method only requires one parameter, bandwidth, and it has good performance in this case. From Figure 2.4i–l, our method detects four robust clusters and their boundaries correctly. In addition, this result also shows that our method is robust to the bandwidth selection.
Fig 2.4: Picture (a)–(f) displays the simulations using DBSCAN with different parameters settings, where minPts represents the the minimum number of points required to form a dense region and eps represents the radius of a neighborhood with respect to certain point. Picture (i)–(l) displays the simulations using our proposed method with different bandwidth, where $h$ represents the bandwidth selected according to Equation (2.8). In Picture (a)–(h), each colored region is the cluster detected by DBSCAN, while the gray and black points are points that are border points and outliers, respectively. In Picture (i)–(l), points that are labeled blue, orange, and green are assigned to robust, boundary, and outlier clusters, respectively.
2.5.2 Two-Sample Test

In this section, we carry out simulation studies to evaluate the performance of the two-sample test in Section 2.4. We compare our method to three other popular approaches: the energy test Székely and Rizzo [2004], the kernel test Gretton et al. [2012], and KS Massey [1951] tests based on each of the two variables.

Our simulation is designed as follows. We draw random samples from a two-Gaussian mixture model in Equation (2.9):

\[ p(x) = a\phi(\mu_1, \Sigma_1) + (1 - a)\phi(\mu_2, \Sigma_2), \]  

(2.9)

where \( \phi(\cdot) \) is a cumulative distribution function of normal distribution. For the first group, we choose the parameters as \( a = 0.7, \mu_1 = (-1, 0), \mu_2 = (0, 1), \Sigma_1 = \text{diag}(0.3, 0.3), \) and \( \Sigma_2 = \text{diag}(0.3, 0.3). \)

In our first experiment (left panel of Figure 2.5), we generate the second sample from a Gaussian mixture with identical setup, except that the second covariance matrix \( \Sigma_2 = \text{diag}(\sigma_2, 0.3) \), and we gradually increase \( \sigma_2 \) from 0.3 (\( H_0 \) is correct) to 0.8 to see how the power of the test changes. We generate \( n_1 = n_2 = 500 \) observations in both samples and repeat the process 500 times to compute the power of the test. This experiment investigates the power as a function of signal strength.

In the second experiment (right panel of Figure 2.5), we consider a similar setup except that we fix \( \Sigma_2 = \text{diag}(0.35, 0.3) \) and vary the sample size from \( n_1 = n_2 = 500 \) to \( n_1 = n_2 = 4000 \) and examine how the power changes under different sample size. This experiment examines the power as a function of sample size.
Fig 2.5: Power analysis of the proposed method. We compare the power of our two-sample test with three other approaches: the energy test, the kernel test, the KS test with only the first variable, and the KS test with only the second variable. In the left panel, we vary the variance of the second Gaussian. In the right panel, we fix the two distributions and increase the sample size. In both cases, our method has a higher power than the other three naive approaches.

In both experiments, all methods control the Type 1 errors. However, our method has better power in both experiments compared to the other alternatives. Our method is more powerful because we utilize the local information from clustering. In this simulation setup, the difference between the two distributions is the width of second Gaussian component. Our method is capable of capturing this local difference and using it as evidence in the hypothesis test.

Finally, we would like to emphasize again that two-sample test after clustering has to be used with caution; we are using data twice, so we may not be able to control the Type 1 error. One needs to theoretically justify that the resulting clusters converge to a population limit and apply numerical analysis to investigate the finite-sample coverage.
2.6 Real Data Application

2.6.1 Applications to Astronomy

We apply our method to detect the Cosmic Webs Bond et al. [1996] from the galaxy sample of the Sloan Digital Sky Survey York et al. [2000]. It is known that galaxies inside our universe are not uniformly distributed. There are low-dimensional structures where matters are aggregated together. Roughly speaking, there are four types of structures in the Cosmic Webs: galaxy clusters, filaments, sheets, and voids Bond et al. [1996]. Galaxy clusters are small regions with lots of matter. Filaments are regions with moderate matter density which connect galaxy clusters. Sheets are weakly dense regions where clusters and filaments are distributed. Voids are vast regions with very low matter density. Because of their properties, galaxy clusters are like zero-dimensional objects (points), filaments are one-dimensional curve-like structures, sheets are two-dimensional surface-like structures, and voids are three-dimensional regions.

Figure 2.6 displays our result. Note that it is the same data as Section 2.1. Panel (a) of Figure 2.6 shows the scatter plot of galaxies in the thin slice of the universe. In Panel (b), we color galaxies according to the types of clusters they belong to; purple, green and orange regions are the robust boundary and outlier clusters, respectively. We mark the locations of known galaxy clusters as blue “×”s Koester et al. [2007a]. These galaxy clusters are obtained using imaging analysis Koester et al. [2007b], which is a completely different approach. As can easily be seen, there is a strong agreement between galaxy clusters and the robust regions. Out of the 21 galaxy clusters, 85.71% fall into the robust clusters, and 14.29% fall into the boundary clusters. Moreover, the boundary clusters (green), connecting the robust clusters (purple), behave like the filaments in the Cosmic Webs, and the low-density outlier clusters are similar to the void structures. Figure 2.6 As for comparison, we display the results from k-means (Figure 2.6c), traditional mode-clustering (Figure 2.6d)), and Gaussian mixture model (Figure 2.6e), which are not structurally correlated with the locations of blue “×”s.
Fig 2.6: We show that the gradient flow method is better in detecting the ‘Cosmic Web’ Bond et al. [1996] in our universe. For comparison, we perform the k-means clustering method with 20 centers and traditional mode-clustering to show that our proposed method is better to detect the ‘Cosmic Web’ in our universe. The blue “×”s are the points from image analysis. The results do not structurally correlate with the locations of blue “×”s.
Thus, this analysis reveals the potential of our approach as a good method for detecting the Cosmic Webs with less information. Note that, since our dataset is two-dimensional, we cannot define the cosmic sheet structures.

2.6.2 Application to GvHD Data

We also apply our method to the GvHD (Graft-versus-Host Disease) data from Brinkman et al. [2007]. The GvHD is a famous example for two-sample test problem. It contains a positive/disease sample and a control/normal sample. There are 9083 observations in the positive sample and 6809 observations in the control sample. Each observation consists of four biomarkers: CD4, CD8b, CD3, and CD8. Our goal is to test whether the positive sample and control sample are from the same distribution or not.

Since the sample size is non-trivial and the dimension is 4, naively applying Algorithm 2 will be computationally heavy, so we apply the approximation method in Section 2.4.1. We first random select 5% of the whole dataset, including both positive and control samples, as initial points in Algorithm 2. Then, the algorithm to find the local minima and add the attribute label is based on Equation (2.2). Finally, we assign a cluster label and attribute it to each observation according to an observation’s nearest detected local minima of the slope.

Having identified clusters, we perform the two-sample test, and the result is summarized in Table 2.1. According to Table 2.1, all groups are significantly different. Thus, we can conclude that the positive sample is from a different distribution than the control sample.
Table 2.1: Summary of estimated proportion in each group. Note that “Proportion” in the table is referred to as the proportion of the positive group.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Proportion</th>
<th>5% CI</th>
<th>95% CI</th>
<th>Z Score</th>
<th>Cluster Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.910</td>
<td>0.900</td>
<td>0.920</td>
<td>46.980</td>
<td>Robust Cluster</td>
</tr>
<tr>
<td>2</td>
<td>0.010</td>
<td>0.010</td>
<td>0.020</td>
<td>-69.620</td>
<td>Robust Cluster</td>
</tr>
<tr>
<td>3</td>
<td>0.680</td>
<td>0.650</td>
<td>0.720</td>
<td>5.550</td>
<td>Robust Cluster</td>
</tr>
<tr>
<td>4</td>
<td>0.370</td>
<td>0.350</td>
<td>0.390</td>
<td>-17.570</td>
<td>Boundary Cluster</td>
</tr>
<tr>
<td>5</td>
<td>0.800</td>
<td>0.770</td>
<td>0.830</td>
<td>11.470</td>
<td>Boundary Cluster</td>
</tr>
<tr>
<td>6</td>
<td>0.410</td>
<td>0.380</td>
<td>0.440</td>
<td>-9.920</td>
<td>Boundary Cluster</td>
</tr>
<tr>
<td>7</td>
<td>0.920</td>
<td>0.900</td>
<td>0.940</td>
<td>19.170</td>
<td>Robust Cluster</td>
</tr>
<tr>
<td>8</td>
<td>0.420</td>
<td>0.370</td>
<td>0.470</td>
<td>-5.930</td>
<td>Boundary Cluster</td>
</tr>
<tr>
<td>Overall</td>
<td>0.570</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The clustering result can be used to visualize the data, since the robust and boundary clusters characterize regions with non-trivial probability mass and each cluster is represented by a minimum of the slope function. The slope minimum within each cluster is the center of that cluster. **Algorithm 3** provides a summary of the visualization algorithm. In more detail, we first compute the minimal distance of two different clusters to decide whether two clusters (robust or boundary) are connected. If the value is less than $4 \times \sqrt{h^2 \times d}$, two clusters are connected (neighboring to each other), where $d$ is the number of dimensions. Then we apply multi-dimensional scaling to the centers of robust and boundary clusters to reduce the dimension to 2. Each of these points represents a particular cluster. If two clusters are connected, we add an edge to them on the graph. Finally, we add a pie chart at each cluster’s center with a radius corresponding to the total number of observations in that cluster, and partition the pie chart according to the composition from the two samples. **Figure 2.7** shows the 2D visualization of the GvHD data, along with the composition of the two samples in each cluster.
Algorithm 3: Visualization based on slope function.

1-4. The same steps as Algorithm 2.

5. Let robust clusters be \( \{R_1, R_2, \ldots, R_{J_1}\} \) and boundary clusters be \( \{B_1, B_2, \ldots, B_{J_2}\} \).

6. For each pair of \( R_{j_1} \) and \( B_{j_2} \), compute their Hausdorff distance (minimal distance of all pairs):
\[
\text{edge}_{j_1,j_2} = \text{Haus}(R_{j_1}, B_{j_2}).
\]

7. Apply multidimensional scaling to local minima corresponding to robust and boundary clusters. Let their 2 dimensional representation point be \( s_{j_1}^1, \ldots, s_{J_1+J_2}^1 \).

8. For each cluster \( D_j \) in \( \{R_1, R_2, \ldots, R_{J_1}, B_1, B_2, \ldots, B_{J_2}\} \), plot a pie chart centered at corresponding \( s_j^* \) with radius proportional to \( \sqrt{|D_j|} \). The pie chart contains two groups, each with ratio \( \left( \frac{|D_j \cap G_1|}{|D_j|}, \frac{|D_j \cap G_2|}{|D_j|} \right) \).

9. Label the robust clusters and boundary clusters, and add an edge between a pair of robust cluster \( R_{j_1} \) and boundary cluster \( B_{j_2} \) if \( \text{edge}_{j_1,j_2} \leq 4 \times \sqrt{h^2 \times d} \), where \( d \) is the number of dimensions.

Fig 2.7: Visualization of GvHD dataset. We apply Algorithm 3 for visualization. Blue lines represent the connections among clusters. Each pie chart describes the total amount of corresponding clusters that is divided between the positive group and the control group.

2.7 Theory

In this section, we study both statistical and algorithmic convergence of our method. We start with the convergence of estimated minima \( \hat{S} \) to the population minima \( S \) along with the convergence of the gradient flow. Then we discuss the algorithmic convergence of Algorithm 1.
For a set $D$, we denote its cardinality by $|D|$. For a function $f$, we define $\|f\|_\infty = \sup_x |f(x)|$ to be the $L_\infty$-norm. Let $\nabla f$ and $\nabla^2 f$ be the gradient and Hessian matrix of $f$, respectively. We define $\|f\|_{l,\infty}$ as the element-wise $L_\infty$-norm for $l$-th order derivatives of $f$. Specifically, $\|f\|_{0,\max} = \|f\|_\infty$,

$$\|f\|_{1,\max} = \max_k \|[\nabla f(x)]_k\|_\infty, \quad \|f\|_{2,\max} = \max_{kk'} \|[\nabla^2 f(x)]_{kk'}\|_\infty,$$

for $k = 1, 2, \ldots, d$ and $k' = 1, 2, \ldots, d$. A twice-differentiable function $f$ is called Morse Morse [1925], Milnor et al. [1963], Banyaga and Hurtubise [2013] if all eigenvalues of the Hessian matrix of $f$ at critical points are away from 0.

Recall that our data are random sample $X_1, \ldots, X_n$ from a PDF $p(x)$ and $s(x) = \|\nabla p(x)\|_2^2$. Additionally, $\hat{p}_n$, $\nabla \hat{p}_n$ and $\nabla^2 \hat{p}_n$ are the estimated PDF, gradient, and Hessian matrix, respectively. In our analysis, we consider the following assumptions.

**Assumptions.**

(P) The density function $p(x)$ is four-times bounded and continuously differentiable.

(L) $s(x)$ is a Morse function.

(K) The kernel $K$ is four-times bounded and continuously differentiable. Moreover, the collection of kernel functions and their partial derivatives up to the third order satisfy the VC-type conditions in Giné and Guillou [2002]. See Appendix A for more details.

Assumption (P) is slightly stronger than the conventional assumptions for density estimation that we need to be four-times differentiable. This is because we are working with gradient of ‘slope’, which already involves second derivatives. To control the bias, we need additionally two derivatives, leading to a requirement on the fourth-order derivatives. Assumption (L) is slightly stronger than the conventional Morse function assumption on $p(x)$. We need the slope function to be Morse so that the gradient system is well-behaved. In fact, Assumption (L) implies that $p(x)$ is Morse function due to Lemma 1. Assumption (K) is a common assumption to ensure uniform convergence of a kernel-type estimator; see, for example Genovese et al. [2012, 2014].
2.7.1 Estimation Consistency

With the above assumption, we can show that the local minima of \( \hat{s}_n \) converge to the local minima of \( s \).

**Theorem 2** (Consistency of local minima of \( s \)). Assume \((K),(P)\) and \((L)\). Let \( c_1 \) be the bound for the partial derivatives of \( s \) up to the third order and denote the \( l \)-th largest eigenvalues of \( \nabla^2 s(x) \) by \( \lambda_{(s,l)}(x) \) \( (l = 1, 2, \ldots, d, \text{ where } d \text{ is the dimension}) \). Assume:

\( (A1) \) There exists \( \eta_1 > 0 \) such that for any point \( x \) with \( \|\nabla s(x)\| \leq \eta_1 \) and \( 0 > -\lambda_0^2/2 \geq \lambda_{(s,d)}(x) \), we have \( \min_{m \in \mathcal{S}} \|m - x\| \leq \frac{X_0}{2dc_1} \), where \( 0 < X_0 \leq |\lambda_{(s,l)}(m)| \) for \( l = 1, 2, \ldots, d \) and \( m \in \mathcal{S} \).

When \( \|\hat{p}_n - p\|_{4,\max} \) is sufficiently small, we have

- \( |\mathcal{S}| = |\hat{\mathcal{S}}| \), and
- for every point \( m \in \mathcal{S} \), there exists a unique element \( \hat{m} \in \hat{\mathcal{S}} \) such that

\[
\|\hat{m} - m\| = O(h^2) + O_P\left(\sqrt{\frac{1}{nh^{d+1}}}\right).
\]

**Theorem 2** shows two results. First, asymptotically, there will be a one–one corresponding relationship between a population’s local minimum and an estimated local minimum. The second result shows the rate of convergence, which is the rate of estimating second derivatives. This is reasonable, since the local minima of \( s \) is defined through the gradient of \( s(x) = \|\nabla p(x)\|^2 \), which requires second derivatives of \( p \).

Note that the fourth-order derivative assumption \((P)\) can be relaxed to a smoothed third-order derivative conditions. We use this stronger condition to simplify the derivation.

, since the global minima of \( s \) are the critical points of \( p \), the consistency of estimating a global minimum only requires a third-order derivative (or a smooth second-order derivative) assumption; see, for example, Vieu [1996], Chazal et al. [2017].

**Theorem 2** also implies the rate of the set estimator \( \hat{\mathcal{S}} \) in terms of the Hausdorff distance.
For given two sets $A, B$, their Hausdorff distance is 

$$\text{Haus}(A, B) = \max \left\{ \sup_{x \in A} d(x, B), \sup_{x \in B} d(x, A) \right\},$$

where $d(x, A) = \inf_{y \in A} \|x - y\|$ is the projection distance from point $x$ to the set $A$.

**Corollary 3.** Assume (K), (P), (L), and (A1). When $\|\hat{p}_n - p\|_{4, \text{max}}$ is sufficiently small, 

$$\text{Haus}(\hat{S}, \mathcal{S}) = O(h^2) + O_P \left( \sqrt{\frac{1}{nh^{d+4}}} \right).$$

The above results describe the statistical consistency of the convergent points (local minima) of a gradient flow system. In what follows, we show that the gradient flows will also converge under the same set of assumptions.

**Theorem 4 (Consistency of gradient flows).** Assume (K), (P) and (L). Then for a fixed point $x$, when $\frac{nh^{d+8}}{\log n} \to \infty$, $h \to 0$, 

$$\sup_{t \geq 0} \|\hat{\pi}_x(t) - \pi_x(t)\| = \left\{ O(h^{2\alpha}) + O_P \left( \left( \frac{\log n}{nh^{d+4}} \right)^{\frac{2}{\alpha}} \right) \right\} \wedge \left\{ O(h) + O_P \left( \sqrt{\frac{\log n}{nh^d}} \right) \right\},$$

where $\mu_{\text{min}}(x)$ and $\mu_{\text{max}}(x)$ are the minimal and maximal eigenvalues of the Hessian matrix of $s$ evaluated at the destination $\pi_x(\infty)$, and $\alpha = \mu_{\text{min}}(x) / (\mu_{\text{min}}(x) + \mu_{\text{max}}(x))$.

**Theorem 4** is mainly inspired by Theorem 2 in Arias-Castro et al. [2016]. It shows that starting at a given point $x$, the estimated gradient flow $\hat{\pi}_x(t)$ is a consistent estimator to the population gradient flow $\pi_x(t)$. One may notice that this result shows that the convergence rate is slowed down by the factor $\alpha$, which comes from the curvature of $s$ around the local minimum. This is due to the fact that when a flow is close to its convergent point (a local minimum), the speed of flow is decreasing until 0 (when it arrives at a minimum), so the eigenvalues determine the rate of how fast the speed of a flow decreases along a particular direction. When the eigengap (difference between $\mu_{\text{min}}(x)$ and $\mu_{\text{max}}(x)$) is large, even a small perturbation could change the orientation of the flow drastically, leading to a slower convergence rate.
Remark 1. It is possible to obtain the clustering consistency in the sense that the clustering based on $s$ and $\hat{s}_n$ are asymptotically the same Chen et al. [2017b]. In Chen et al. [2017b], the authors placed conditions on the density function and showed that the mode-clustering of $\hat{p}$ leads to a consistent partition of the data compared to the mode-clustering of $p$. If we generalize their conditions to the slope $s$, we will obtain a similar clustering consistency result.

2.7.2 Algorithmic Consistency

In this section, we study the algorithmic convergence of Algorithm 1. For simplicity, we consider the case where the gradient descent algorithm is applied to $s$. The convergence analysis of gradient descent has been well studied in the literature Nesterov [2014], Ruder [2016] under convex/concave setups. Our algorithm is a gradient descent algorithm but is applied to a non-convex scenario. Fortunately, if we consider a small ball around each local minimum, the function $s$ will still be a convex function, so the conventional techniques apply.

Specifically, we need an additional assumption that is slightly stronger than (L).

(A2) There are positive numbers $R_0, \eta_1, \lambda_0 > 0$ such that for all $x \in B(m, R_0)$, where $m \in S$, and $B(m, R_0)$ is a ball with center $m$ and radius $R_0$, all eigenvalues of Hessian matrix $\nabla^2 s(x)$ are above $\lambda_0$ and $\|\nabla s(x)\| \leq \eta_1$.

The assumption (A2) is a local strongly convex condition.

Theorem 5 (Convergence of Algorithm 1). Assume conditions (P), (K), (A1) and (A2). Let the step size in Algorithm 1 be $\gamma$. Recall that $x_t$ is the point at iteration time $t$ and $x_0$ is the initial point. Assume that the step size $\gamma < 1/L$, where $L = \sup_x \|\nabla s(x)\|$. For any initial point $x_0$ within the ball $B(m, R_0)$, there exists a constant $C_0 < 1$ such that:

$$\|x_t - m\| \leq (1 - \gamma L)^t \|x_0 - m\|,$$

$$\|s(x_t) - s(m)\| \leq C_0 \|s(x_0) - s(m)\|.$$
Note that $\lambda_0$ is the constant in assumption (A2) and satisfies $\lambda_0 \leq L$; see the proof of this theorem.

Theorem 5 shows that when the initial point is sufficiently close to a local minimum, the algorithm converges linearly Nesterov [2014], Ruder [2016] to the local minimum. Additionally, this implies that the ball $B(m, R_0)$ is always in the basin of attraction of $m$. However, note that the actual basin could be much larger than $B(m, R_0)$.

2.8 Conclusions

In this chapter, we introduced a novel clustering approach based on the gradient of the slope function. The resulting clusters are associated with an attribute label, which provides additional information on each cluster. With this new clustering method, we propose a two-sample test using local information within each cluster, which improves the testing power. Finally, we developed an informative visualization tool that gives the structure of multi-dimensional data.

We studied our improved method’s performance empirically and theoretically. Simulation studies show that our refined clustering method is capable of capturing fine structures within the data. Furthermore, as a two-sample test procedure, our clustering method has better power than conventional approaches. The analysis on Astronomy and GvHD data shows that our method finds meaningful clusters. Finally, we studied both statistical and computational theory of our proposed method. Our proposed method demonstrated good empirical performance and statistical and numerical properties. Finally, we would like to note that while our method works well for the GvHD data ($d = 4$), it may not be applicable for any higher dimensional data, since our method is a nonparametric procedure involving derivative estimation. The curse of dimensionality prevents us from applying it to data with more dimensions.
3.1 Introduction

The threshold Auto-Regressive (TAR) model [Tong, 1978, Tong and Lim, 1980] allows regime-specific auto-regressive parameters, where the regimes are governed by a thresholding random variable, typically some previous lag of the time series (see formal definition in Section 3.2). Thanks to its flexibility, the TAR model has become a popular framework for analyzing non-linear time series from diverse application domains, from economics [Lee et al., 2002] and finance [Chen et al., 2011] to genomics [Jiang et al., 2014] and epidemiology [Watier and Richardson, 1995]. Applications in macroeconomics have been particularly diverse: Enders et al. [2007] modeled the U.S. GDP growth, and constructed confidence intervals for the parameters; Juvenal and Taylor [2008] explored the validity of the law of one price in nine European countries; and Aslan et al. [2018] applied a TAR model to commodity prices, and used it to represent abrupt changes, time-irreversibility, and regime-shifting behavior. See Hansen [2011] for a selective review of threshold autoregression in economics.

TAR models have been extensively studied in univariate and fixed-dimensional settings. For example, Chan [1993] investigated the asymptotic properties of the least squares estimation for TAR models with two regimes, Chen [1995] proposed an estimation procedure when the thresholding variable is unknown, Bruce [1997] derived the asymptotic distribution of general TAR models, and Li et al. [2012] developed the asymptotic theory of the least squares estimator for a moving average TAR model. In other related work, Chan and Kutoyants [2012] proved the consistency of a Bayesian estimator of the TAR model, while Chan et al. [2015] proposed a novel modified LASSO approach for threshold estimation and established its consistency in multiple threshold models. Tsay [1998b] first extended univariate TAR models to multivariate settings, and proposed to use grid search based on
the Akaike information criterion (AIC) to select the thresholds. Later, Lo and Zivot [2001], Hansen and Seo [2002], Dueker et al. [2011], Li and Tong [2016] used grid search based methods to study the multivariate TAR models assuming either a known number of thresholds or an upper bound on the number of thresholds. However, these approaches may not work in practice, as the number of thresholds is often unknown. More recently, Calderón V and Nieto [2017], Orjuela and Villanueva [2021] introduced Bayesian methodologies for the estimation of thresholds in multivariate TAR models with an unknown number of thresholds. These methods bypass the assumptions on the number of thresholds, but do not establish the consistency of the number of the estimated thresholds. Another limitation of existing approaches is that they are not applicable in high dimensions. The advantages and limitations of existing approaches are summarized in Table B.1 in Appendix B.0.3. See also Tong [2011] for a review of threshold models in time series analysis.

High-dimensional time series models have received considerable attention in recent years [Basu and Michailidis, 2015b, Lam and Yao, 2012, Han and Liu, 2013]. In this setting, the ambient dimension is of the same order or larger than the sample size. This poses numerous practical and theoretical challenges. While a number of theoretical results have been established for linear time series models in high dimensions, with few exceptions [e.g., Chen et al., 2017a, Tank et al., 2017], their non-linear counterparts have received less attention. In the context of threshold models, the recent work by Liu and Chen [2020] investigates the estimation of threshold factor models with growing number of variables. However, this work assumes a single threshold, which limits the flexibility of the model. Moreover, while the number of time series components is allowed to grow, it is assumed to be smaller than the sample size (see Theorem 1 in Liu and Chen [2020]). In fact, to the best of our knowledge, methods and theory for high-dimensional TAR models are currently lacking.

Given the paucity of the literature on high-dimensional TAR models, in this chapter, we propose two estimators for detecting the (unknown) number and values of thresholds and estimating regime-specific auto-regressive parameters in multivariate TAR models with many components. Both approaches are based on a three-step estimation framework and utilize similar penalized estimation strategies, but they differ in one key aspect. The first approach is a natural extension of the classical TAR model and enforces all auto-regressive
parameters to change at the same thresholds. As we discuss in Section 3.3, this assumption may be too restrictive in high-dimensional settings with many components. In fact, our theoretical and empirical investigations indicate that the extension of the classical TAR is not appropriate for high-dimensional settings and is better suited for moderate dimensions. As such, we refer to this first version as the multivariate TAR (mvTAR) model. To mitigate the limitation of the mvTAR model, we then propose a more flexible high-dimensional TAR model (hdTAR) where different auto-regressive parameters are allowed to change at different thresholds. This flexibility seems to introduce a new challenge, as the model may have many thresholds. However, our theoretical and empirical investigations show that this flexibility is indeed necessary in high dimensions and leads to improved theoretical guarantees and empirical performances. We develop efficient algorithms for both methods and establish the consistency of the thresholds and auto-regressive parameters under certain mixing conditions.

To establish our theoretical results, we address two key challenges that arise in penalized estimation of high-dimensional TAR models. The first challenge involves verifying appropriate concentration inequalities, including two main ingredients in high-dimensional statistics: (1) a restricted eigenvalue condition and (2) a deviation bound condition [Loh and Wainwright, 2011]. These conditions are crucial in deriving consistency results in high-dimensional settings, as hinted in Bickel et al. [2009]. The conditions have been previously verified in the setting of i.i.d. observations and, more recently, studied in certain linear time series models [Basu and Michailidis, 2015b, Safikhani and Shojaie, 2020]. However, extending these results to non-linear TAR models is challenging. This is primarily due to the random ordering of the design matrix based on the threshold (switching) variable (see e.g. Equation (3.3)). To address this challenge, we develop a bracketing argument [Van der Vaart, 2000, Chan et al., 2015] specifically designed to handle the threshold-type structure (see Lemmas 16 and 18 in the Appendix). These results are verified under certain mixing conditions (see Assumption B2 in Section 3.4) and are of independent interest in the context of non-linear high-dimensional time series models. The second challenge concerns our screening step to consistently estimate the number of thresholds. Many theoretical results in the context of TAR models assume that the number of thresholds is known [Lo and Zivot,
This assumption may not be realistic in practice; in fact, it is appealing to infer the number of thresholds from data. To that end, the second step of our proposed algorithms utilizes an information criterion that screens candidate thresholds identified in the first step and removes redundant ones. This step successfully resolves the challenge by consistently estimating the number of thresholds with high probability (see Theorem 7).

The rest of the chapter is organized as follows. After formally defining the multivariate TAR model in Section 3.2, we describe our algorithms in Section 3.3 and establish their theoretical properties in Section 3.4. In Section 3.5, we propose data-driven methods to select the hyper-parameters. While the required hyper-parameters are characterized in our asymptotic results, these rates involve unknown constants and cannot be used in practice. The empirical performance of the proposed methods is investigated using both simulated and real data sets, in Section 3.6 and Section 3.7, respectively. We conclude with a brief summary in Section 3.8.

### 3.2 Multivariate TAR Formulations

The classical TAR model, proposed by Tong and Lim [1980], is defined as

\[
x_t = a_0^{(j)} + \sum_{k=1}^{K} a_k^{(j)} x_{t-k} + \sigma_j \epsilon_t, \quad \text{if } r_j - 1 < z_t \leq r_j,
\]

where \(m_0\) denotes the number of thresholds, \(r_j\)'s are the threshold parameters which partition the time series into \(m_0 + 1\) regimes, \(K\) is the number of lags to be considered in the model, \(z_t\) is a switching variable (maybe functions of some components of \(x_t\)), \(\sigma_j\)'s are segment-specific error variances, and \(a_0^{(j)}\) and \(a_k^{(j)}\) are coefficients in regime \(j\), for \(j = 1, \ldots, m_0 + 1\) (they are allowed to be different in each regime). The noise or innovation, \(\epsilon_t\), is an i.i.d. sequence of random variables with zero mean and unit variance.

The original TAR model was restricted to univariate time series, but can be extended to multivariate settings, as described in Tsay [1998a]. Formally, a multivariate time series \(\{x_t\}\) follows TAR model with one switching variable if
\[
x_t = \sum_{k=1}^{K} A^{(k,j)} x_{t-k} + \Sigma_j^{1/2} \epsilon_t, \quad \text{if } r_{j-1} < z_t \leq r_j,
\]  

where \( x_t = (x_{(t,1)}, x_{(t,2)}, \ldots, x_{(t,p)})' \) is the observed process in \( \mathbb{R}^p \) at time \( t \), \( p \) is the number of time series components, and \( K \) is the number of lags considered in the model. Here \( \epsilon_t = (\epsilon_{(t,1)}, \epsilon_{(t,2)}, \ldots, \epsilon_{(t,p)})' \in \mathbb{R}^p \) is a multivariate i.i.d. sequence with zero mean in all components. The covariance matrix \( \Sigma_j \) for the \( j \)-th regime, \( \Sigma_j \), is allowed to be different in each regime. To simplify the notations, when there is no ambiguity, we simply denote the error term by \( \epsilon_t \) instead of \( \Sigma_j^{1/2} \epsilon_t \). The transition matrices \( A^{(k,j)} \in \mathbb{R}^{p \times p} \) is the coefficient matrix corresponding to the \( k \)-th lag of a TAR process in regime \( j \). More specifically, similar to the modeling framework of Chan et al. [2015], we assume there exist \( m_0 \) threshold values \(-\infty < r_1 < r_2 < \ldots < r_{m_0} < +\infty \) with \( r_0 = -\infty \) and \( r_{m_0+1} = +\infty \) which partition the process into \( m_0 + 1 \) regimes. For each regime, the total transition matrices \( A^{(-j)} = (A^{(1,j)}, A^{(2,j)}, \ldots, A^{(K,j)}) \in \mathbb{R}^{p \times p K} \) are fixed where \( r_{j-1} < z_t \leq r_j \) for \( j = 1, \ldots, m_0 + 1 \).

Our goal is to estimate the number of thresholds, i.e. \( m_0 \), together with the threshold values, \( r_j \), and the auto-regressive parameters in each regime.

Next, we introduce some additional notations. For a symmetric matrix \( X \), let \( \lambda_{\min}(X) \) and \( \lambda_{\max}(X) \) denote its minimum and maximum eigenvalues. Let the \( h \)-th row of \( A^{(-j)} \) be \( A^{(-j)}_h \), and set the number of non-zero elements in \( A^{(-j)}_h \) to \( d_{h,j} \) for \( h = 1, 2, \ldots, p \) and \( j = 1, 2, \ldots, m_0 + 1 \). Denote the total sparsity of the model by \( d_n \). Further, let \( I_{h,j} \) represent the set of all column indexes of \( A^{(-j)}_h \), \( I = \bigcup_{h,j} I_{h,j} \) and define \( d_n = \max_{1 \leq h \leq p, 1 \leq j \leq 1+m_0} |I_{h,j}| \). Note that \( p, m_0 \) and the sparsity may increase with the number of time points, \( T \), specifically, \( p \equiv p(n) \) and \( m_0 \equiv m_0(n) \) and \( d_{h,j} \equiv d_{h,j}(n) \), where \( n = T - K \). For simplicity, we suppress the \( n \)-index. Finally, let \( \epsilon_{t,l} \) be error term of \( l \)-th time series, and recall that \( \epsilon_t = (\epsilon_{(t,1)}, \epsilon_{(t,2)}, \ldots, \epsilon_{(t,p)})' \). Throughout the chapter, positive constants \( C, C_1, C_2, \ldots \) are used to denote universal constant, \( A' \) denotes the transpose of a matrix \( A \), and \( \|A\|_1 \) and \( \|A\|_2 \) denotes its \( \ell_1 \) and Frobenius norms, respectively. We denote the \( \ell_1 \) and \( \ell_2 \) norms of a vector \( v \) by \( \|v\|_1 \) and \( \|v\| \), respectively.
3.3 Regularized Estimation of High-Dimensional TARs

The number of parameters in the TAR model Equation (3.2), \((m_0 + 1)(Kp^2)\), increases with the number of time series \(p\) and the number of thresholds \(m_0\). Estimating these parameters becomes especially challenging when the model has more than one threshold, i.e. \(m_0 > 1\), and the number of thresholds is unknown. This is because identifying the thresholds would require a search over all possible values of threshold levels \(z_t\), which is infeasible.

To overcome the above challenges, in Section 3.3.1 we first reformulate the TAR estimation problem via a non-parametric model with \((T - K)p^2K\) parameters. This overparameterization allows us to use regularized estimation strategies to efficiently obtain an initial estimate of the thresholds by solving a penalized least squares estimation problem. In particular, we use a total variation penalty [Tibshirani et al., 2005] to obtain piecewise constant estimates of \(A^{(k,j)}\) for regime \(j\) with respect to the threshold variable \(z_t\).

The classical multivariate TAR model Equation (3.2) requires the parameters of transition matrices \(A^{(k,j)}\) to change at the same threshold values \(z_t\). To obtain such an estimate, we consider a grouped fused lasso penalty in Section 3.3.2. The resulting estimate, referred to as mvTAR, is suitable for low-to-moderate-dimensional problems, where \(p\) is fixed or small compared to the number of observations \(T\). However, for problems with large \(p\), especially when \(p \gg T\), requiring that all transition matrix parameters change at the same threshold value becomes restrictive. Moreover, the theoretical advantages of the group lasso penalty dissipate when grouped parameters do not follow the same sparsity pattern [Huang and Zhang, 2010]. These limitations are reflected in our theoretical and numerical analyses in Sections 3.4 and 3.6. To achieve efficient estimation in high-dimensions, in Section 3.3.2 we propose a more flexible high-dimensional TAR model, named hdTAR, in which transition matrix parameters are allowed to change at different thresholds. As we show, this flexibility results in theoretical and empirical advantages. The difference between the flexible TAR model and the original version is illustrated in Figure 3.1.

Both our group and regular fused lasso penalties overestimate the number of thresholds. This is because a key requirement for consistency of \(\ell_1\)-regularized estimation strategies, namely the restricted eigenvalue property [Bickel et al., 2009] is not guaranteed to hold in
Fig 3.1: Example of changes of transition matrices. The left panel depicts the situation in which the classical TAR multivariate TAR model (mvTAR) in which all elements of the transition matrices change together at all threshold values. The right panel illustrates the proposed flexible TAR model for high dimensions (hdTAR) in which different elements of the transition matrices would not change at some threshold values.

our setting (see Section 3.4). To remove the redundant selected thresholds, we introduce a screening criterion in Section 3.3.3 that consistently estimates the (many) unknown thresholds. In Section 3.3.4, we obtain consistent estimates of high-dimensional auto-regressive parameters within each estimated regime.

3.3.1 Reparametrization of the TAR Model

In this section, we reparametrize the TAR model Equation (3.2) by considering $n$ transition matrices for each value of the ordered switching variable $z_t$ (assuming, without loss of generality, that $z_t$ assumes unique values).

Let $n = T - K$ and let $\pi(i)$ be the time index of the $i$-th smallest element of $z_t$ for
\[ i = 1, \ldots, n. \] Then the TAR model Equation (3.2) with lag \( K \) can be written as

\[
\begin{pmatrix}
    x'_{\pi(1)} \\
    x'_{\pi(2)} \\
    \vdots \\
    x'_{\pi(n)}
\end{pmatrix}
= \begin{pmatrix}
    x'_{\pi(1)-1} & \cdots & x'_{\pi(1)-K} & 0 & \cdots \\
    x'_{\pi(2)-1} & \cdots & x'_{\pi(2)-K} & x'_{\pi(2)-1} & \cdots \\
    \vdots & & & \vdots & \ddots \\
    0 & \cdots & 0 & x'_{\pi(n)-1} & \cdots & x'_{\pi(n)-K} \\
\end{pmatrix}
\times
\begin{pmatrix}
    \theta'_1 \\
    \theta'_2 \\
    \vdots \\
    \theta'_n
\end{pmatrix}
+ \begin{pmatrix}
    \epsilon'_{\pi(1)} \\
    \epsilon'_{\pi(2)} \\
    \vdots \\
    \epsilon'_{\pi(n)}
\end{pmatrix}.
\] (3.3)

Let \( \theta_1 = \left( A_{\pi(1)}^1, \ldots, A_{\pi(1)}^K \right) \in \mathbb{R}^{p \times p K} \), and \( \theta_i = \left( A_{\pi(i+1)}^1 - A_{\pi(i)}^1, \ldots, A_{\pi(i+1)}^K - A_{\pi(i)}^K \right) \), where \( A_{\pi(i)}^k \) is the transition matrix for \( i \)-th ordered observation at lag \( k \). Denote the response matrix, the design matrix, the model parameters and the error term in Equation (3.3) by \( Y, X, \Theta \) and \( E \), respectively. Then, Equation (3.3) can be written as \( Y = X\Theta + E \). Moreover, letting \( Y = \text{vec}(Y) \in \mathbb{R}^{n p \times 1} \), \( \Theta = \text{vec}(\Theta) \in \mathbb{R}^{n p^2 K \times 1} \), \( E = \text{vec}(E) \in \mathbb{R}^{n p \times 1} \), and \( Z = I_p \otimes X \in \mathbb{R}^{n p \times n p^2 K} \) with \( \otimes \) denoting the tensor product, Equation (3.3) can be written in vector form as

\[
Y = Z\Theta + E.
\] (3.4)

While redundant, the over-parametrization in Equation (3.3) has an important benefit: \( \theta'_i \neq 0 \) if and only if the auto-regressive coefficients change in TAR process at time \( \pi(i) \). Thus, finding the thresholds is equivalent to finding non-zero \( \theta_i \)s for \( i > 1 \). In other words, the problem of threshold estimation can be translated to a high-dimensional variable selection problem in Equation (3.4).

### 3.3.2 Penalties for Moderate- and High-Dimensional TARs

Sparsity-inducing penalties, such as lasso, are particularly suitable for estimating \( \Theta \) in Equation (3.4): A sparse estimate \( \hat{\Theta}_1 \) gives an interpretable estimate of the transition matrices for the smallest value of \( z_1 \), while sparsity in \( \hat{\Theta}_i \) for \( i > 1 \) would imply no changes
in the transition matrices over $z_t$. Such a strategy corresponds to a fused lasso, or total variation, penalty [Tibshirani et al., 2005, Rinaldo, 2009]. In this chapter, we consider a similar strategy and obtain an estimate of $\Theta$ by solving

$$
\hat{\Theta} = \arg \min_{\Theta} \| Y - Z\Theta \|_2^2 + \lambda_1 \| \Theta \|_\diamond + \lambda_2 \sum_{i=1}^n \left\| \sum_{i'=1}^i \theta_{i'} \right\|_1, \tag{3.5}
$$

The first penalty in Equation (3.5), $\| \cdot \|_\diamond$, encodes either an $\ell_2$, or grouped fused lasso penalty, $\| \cdot \|_2$, or an $\ell_1$, or fused lasso penalty, $\| \cdot \|_1$. The group fused lasso penalty encourages all entries of the transition matrices to change at the same threshold values. In contrast, the fused lasso penalty provides a more flexible TAR model in which different transition matrix parameters are allowed to change at different thresholds. As discussed earlier, the group fused lasso penalty is only suitable for low to moderate-dimensional problems (where $p$ is allowed to grow, but $p < T$), whereas the more flexible fused lasso penalty is appropriate for both moderate- and high-dimensional problems (where $p \gg T$); see also Figure 3.1. In both cases, the magnitude of the penalty is controlled by the tuning parameter $\lambda_1$, which is chosen data-adaptively via cross validation; see Section 3.5 for more details.

The second penalty in Equation (3.5), controlled by tuning parameter $\lambda_2$, further encourages the overall sparsity of the estimated transition matrices by penalizing changes in transition matrices after each potential threshold index $i$. While often not needed in practice, this additional sparsity results in improved estimation and allows us to obtain better rates of convergence for the proposed estimator in Section 3.4.

With either $\ell_2$ or $\ell_1$ penalties, the optimization problem in Equation (3.5) is convex and can be solved efficiently. With the $\ell_2$ penalty, the problem can be solved using a sub-gradient descent algorithm. However, the problem further simplifies when $\lambda_2 = 0$ and we can instead use a more efficient proximal gradient descent algorithm; see Algorithm 6 in the Appendix. With the $\ell_1$ penalty, the problem is easy to solve efficiently using a path-wise coordinate descent algorithm [Friedman et al., 2007] regardless of the value of $\lambda_2$. This is because, by Proposition 1 in Friedman et al. [2007], it suffices to first find the solution for $\lambda_2 = 0$, and then apply an element-wise soft thresholding operator; see Algorithm 5 in the Appendix.
3.3.3 Threshold Selection

Using Equation (3.5), we can define a set of candidates threshold estimates as

\[ \hat{A}_n = \left\{ z_{\pi(i-1)} : \|\hat{\theta}_i\|_2 \neq 0, i \geq 2 \right\}. \tag{3.6} \]

Let \( \hat{r}_j \) be the \( j \)-th sorted (from the lowest to the highest) estimated threshold in the set \( \hat{A}_n \), and let \( \hat{m} \) be the cardinality of the set \( \hat{A}_n \). As we show in Section 3.4, it is likely for the fused lasso to over-estimate the number of thresholds [Harchaoui and Lévy-Leduc, 2010]. Thus, we need to remove the redundant thresholds. In our screening step, we aim to keep exactly \( m_0 \) points in \( \hat{A}_n \) which are close enough to the true threshold values.

To that end, we develop an information criterion by modifying the screening procedure of Safikhani and Shojaie [2020] to make it more suitable for the threshold structure of model Equation (3.2). Essentially, this step consists of estimating the transition parameters within each estimated regime \( \{ t : \hat{r}_j < z_t \leq \hat{r}_{j+1} \} \) for \( j = 0, 1, \ldots, \hat{m} \) with \( \hat{r}_0 = -\infty \) and \( \hat{r}_{\hat{m}+1} = +\infty \) and comparing the total sum of squared error (SSE) before and after excluding a certain estimated threshold \( \hat{r}_j \). The basic idea is to keep the estimated thresholds for which the value of SSE increases significantly if we remove them. More specifically, for a given set of estimated thresholds \( \{-\infty, s_1, s_2, \ldots, s_m, +\infty\} \) with \( 1 \leq m \leq \hat{m} \), and for \( j \)-th estimated threshold \( s_j \), denote by \( T(s_{j-1}, s_j) = \left\{ i : s_{j-1} < z_{\pi(i)} \leq s_j \right\} \) the set of orders of \( z_{i} \)'s for which their corresponding ordered switching variable \( z_{\pi(i)} \)'s fall into the interval \( [s_{j-1}, s_j] \). Now, given a fixed number of thresholds \( m \), we obtain the estimator \( \hat{\theta}_{s_1, s_2, \ldots, s_m} \) of \( \theta_{s_1, s_2, \ldots, s_m} \) by minimizing the following penalized regression problem

\[
\sum_{j=1}^{m+1} \frac{1}{|T(s_{j-1}, s_j)|} \sum_{i \in T(s_{j-1}, s_j)} \left\| x_{\pi(i)} - \theta(s_{j-1}, s_j) Y_{\pi(i)} \right\|_2^2 + \eta(s_{j-1}, s_j) \|\theta(s_{j-1}, s_j)\|_1, \tag{3.7}
\]

where \( Y_{\pi(i)} = \left( x'_{\pi(i)-1} \ldots x'_{\pi(i)-K} \right)' \), \( \theta_{s_1, s_2, \ldots, s_m} = \left( \theta'_{s_0, s_1}, \theta'_{s_1, s_2}, \ldots, \theta'_{s_{m-1}, s_m} \right) \), and tuning parameters \( \eta_n = (\eta(-\infty, s_1), \ldots, \eta(s_m, +\infty)) \). The glmnet package [Friedman et al., 2010] readily solves the problem.
Denoting

\[
\mathcal{L}_n(s_1, s_2, \ldots, s_m; \eta_n) = \sum_{j=1}^{m+1} \sum_{i \in \mathcal{T}_{(s_{j-1}, s_j)}} \left\| x_{\pi(i)} - \theta_{(s_{j-1}, s_j)} y_{\pi(i)} \right\|^2_2 \\
+ \sum_{j=1}^{m+1} \eta(s_{j-1}, s_j) \left\| \theta_{(s_{j-1}, s_j)} \right\|_1^2
\]

we construct our information criterion as

\[
\text{IC}(s_1, s_2, \ldots, s_m; \eta_n) = \mathcal{L}_n(s_1, s_2, \ldots, s_m; \eta_n) + m \omega_n,
\]

where \(\omega_n\) is a carefully chosen sequence defined in Section 3.4. We then select a subset of the initial \(\hat{m}\) candidate threshold values by solving

\[
(\hat{m}, \hat{r}_1, \hat{r}_2, \ldots, \hat{r}_{\hat{m}}) = \arg\min_{0 \leq m \leq \hat{m}, s = (s_1, s_2, \ldots, s_m) \in \hat{A}_n} \text{IC}(s; \eta_n).
\]

Practical choices for tuning parameters \(\eta_n\) and \(\omega_n\) are discussed in Section 3.5.

The over-estimation of the thresholds and the effect of the screening step are illustrated in Figure 3.2. The left panel of Figure 3.2 — which is obtained for one replicate of simulation Scenario 1 in Section 3.6 — clearly shows that the first step of our procedure detects more threshold values. The middle panel shows that second step successfully screens out the extra threshold estimates and keep a single value which is very close to the true threshold (here, the true threshold value is 4). The right panel of Figure 3.2 confirms that the final estimated thresholds across all 200 replicates are indeed close to the true thresholds.

When the number of estimated thresholds selected in Step 1 is large, it might be computationally demanding to find the minimizer of the IC. In such cases, we propose to approximate the optimal thresholds using the backward elimination algorithm (BEA) proposed in Safikhani and Shojaie [2020]. Starting with the set of initial thresholds \(\hat{A}_n\), the algorithm reduces the computational cost by removing one threshold at a time until IC does not reduce any further.
3.3.4 Estimation of Auto-Regressive Parameters

Given the estimated thresholds, we simply take each estimated regime \( T(\tilde{r}_{j-1}, \tilde{r}_j) = \{ \tilde{r} : \tilde{r}_{j-1} < \tilde{r} \leq \tilde{r}_j \} \) with \( \tilde{r}_0 = -\infty \) and \( \tilde{r}_{m+1} = -\infty \) for \( j = 1, \ldots, m+1 \), and estimate the transition matrices in each regime separately. More specifically, for a fixed \( j = 1, \ldots, m+1 \) we solve

\[
\hat{\beta}(\cdot, j) = \arg \min_{\beta} \left( \sum_{i \in T(\tilde{r}_{j-1}, \tilde{r}_j)} \| x_{\pi(i)} - \beta y_{\pi(i)} \|_2^2 + \alpha_j \| \beta \|_1 \right),
\]

where \( \alpha_j \) is the tuning parameter for the \( j \)-th regime for \( j = 1, 2, \ldots, m \). It can be solved efficiently using existing software and HBIC can be used to select \( \alpha_j \). As an alternative to the separate estimation in Equation (3.11), if the distances between consecutive threshold values are of the same order, the auto-regressive parameters can also be jointly estimated [Saegusa and Shojaie, 2016].
3.4 Theoretical Properties

In this section, we establish the consistency of our procedure proposed in Section 3.3.2. Recall that in the first step of our procedure we use either the $\ell_2$ or the $\ell_1$ penalty in Equation (3.5), corresponding to classical (mvTAR) and flexible (hdTAR) TAR models. More specifically, in the following, $\hat{\Theta}$ is the estimator defined in Equation (3.5) with either the $\ell_1$ penalty or the $\ell_2$ penalty, $\hat{\theta}_s$ is the estimator defined in Equation (3.7), and finally, $\hat{\beta}^{(j)}$ is the estimator defined in Equation (3.11). We make the following assumptions.

**Assumption B1.** $\{\epsilon_t\}$ is a sequence of i.i.d. sub-Weibull random variables with bounded continuous and positive density and sub-Weibull constant $K_\epsilon$ and sub-Weibull parameter $\kappa_\epsilon > 0$; specifically, there exist constants $K_\epsilon$ and $\kappa_\epsilon > 0$ such that $\|\epsilon_t\|_\psi \leq K_\epsilon$ where $\|\epsilon_t\|_\psi := \sup_{c \geq 1, \kappa_\epsilon} c^{-\frac{1}{\kappa_\epsilon}} (E|\epsilon_t|^c)^{1/c}$.

**Assumption B2.** For each $j = 1, 2, \ldots, m_0 + 1$, the process

$$x_t = \sum_{k=1}^{K} A^{(k,j)} x_{t-k} + \epsilon_t$$

is sub-Weibull with sub-Weibull parameter $\kappa_1 > 0$ and $\beta$-mixing stationary with a geometrically decaying mixing coefficient $b_n$; specifically, there exist constants $c_b > 0$ and $\kappa_2 > 0$ such that for all $n \in \mathbb{N}$, $b(n) \leq \exp(-c_b n^{\kappa_2})$ and for all $t, \tau > 0$, $(x_t, \ldots, x_{t+n}) \overset{d}{=} (x_{t+\tau}, \ldots, x_{t+\tau+n})$, where $\overset{d}{=}$ denotes equality in distribution. Moreover, $E[x_t] = 0_{p \times 1}$. In addition, assume $2/3 \leq \kappa_0 < 1$, where $\kappa_0 := \left(\frac{2}{\kappa_1} + \frac{1}{\kappa_2}\right)^{-1}$.

**Assumption B3.** The matrices $A^{(j)}$ are sparse for $j = 1, \ldots, m_0 + 1$. More specifically, for all $h = 1, 2, \ldots p$ and $j = 1, 2, \ldots, m_0 + 1, d_{hj} \ll p$, i.e., $d_{kj}/p = o(1)$. Moreover, there exists a positive constant $M_A > 0$ such that

$$\max_{1 \leq j \leq m_0+1} \|A^{(\cdot,j)}\|_\infty \leq M_A.$$

**Assumption B4.** There exists a positive constant $\nu$ such that

$$\min_{1 \leq j \leq m_0} \left\|A^{(\cdot,j+1)} - A^{(\cdot,j)}\right\|_2 \geq \nu > 0.$$
Moreover, there exist constants $l$ and $u$ such that $r_j \in [l, u]$ for $1 \leq j \leq m_0$. In addition, there exists a vanishing positive sequence $\gamma_n$ such that as $n \to \infty$, $\min_{1 \leq j \leq m_0+1} |r_j - r_{j-1}|/\gamma_n \to +\infty$. For $hdTAR$, we assume $d_n^{\log(p^2K)}/n^{\gamma_n} \to 0$, whereas for $mvTAR$ we assume $\sqrt{p^2K}d_n^{\log(p^2K)}/n^{\gamma_n} \to 0$.

**Assumption B5.** \{z_t\} is a $\beta$-mixing stationary process with a geometric decaying mixing coefficient and positive density. In addition, $\mathbb{E}|z_t|^{2+\iota} < \infty$ for $\iota > 0$.

The above assumptions are natural in high-dimensional settings and commonly used in the literature. Assumptions B1 and B2 are utilized to derive appropriate concentration inequalities needed to verify the asymptotic properties of the proposed methodology and have been used in the literature [Li et al., 2012, Wong et al., 2020]. The sub-Weibull distribution of error terms controls the tail effects, while the $\beta$-mixing condition ensures the dependence structure can be controlled appropriately. The latter is specifically needed due to the temporal correlation among observations. We can relax the $\beta$-mixing assumption to $\alpha$-mixing if we restrict to Gaussian distributions, rather than sub-Weibull processes. However, to keep the distributional assumption more general, we consider here the $\beta$-mixing assumption. In Appendix 4, we also develop a sufficient condition for $\beta$-mixing processes by imposing constraints on the operator norm of transition matrices; this implies that the $\beta$-mixing condition is less restrictive. The assumption $\gamma_0 \geq 2/3$ is to ensure a sharp consistency rate for estimating the thresholds and can be removed at the cost of worsening the consistency rate (see additional details in Remark 2). Assumption B3 ensures the sparsity of the model and is needed to quantify the effect of model misspecification, since exact recovery of threshold values is not possible. A similar assumption has been used in Safikhani and Shojaie [2020] in the context of change point detection. Further, Assumption B4 puts a minimum jump size on the transition matrices ensuring a detectable change occurred at threshold $r_j$; it also puts certain conditions on the detection rate, which is related to $\gamma_n$. Assumption B4 can be seen as an extension of Assumption H4 in Chan et al. [2015] to high-dimensions. It can be seen that the assumption is more stringent for mvTAR, rendering this procedure not suitable for high dimensions. Finally, Assumption B5 is used to build the relationship between the length of each regime and the number of observations in that regime.
Our first theoretical result concerns the first step, i.e., the initial estimation of thresholds using group or regular fused lasso penalties. The penalized estimation Equation (3.5) in this step does not guarantee parameter estimation consistency since the design matrix $Z$ in Equation (3.4) may not satisfy the restricted eigenvalue condition [Basu and Michailidis, 2015b], which is critical for establishing the parameter estimation consistency in high-dimensions [Bickel et al., 2009]. However, with either penalty, the estimator over-estimates the true number of thresholds, as established next.

Let $\mathcal{A}_n = \{r_1, r_2, \ldots, r_{m_0}\}$ be the set of the sorted true thresholds. Define the Hausdorff distance between two countable sets as:

$$d_H(A, B) = \max_{b \in B} \min_{a \in A} |b - a|.$$  

Though not a distance, $d_H(A, B)$ proves useful in Theorem 6.

**Theorem 6.** Under assumptions B1 to B5, there exist large constants $C_1, C_2 > 0$ such that $\tilde{\lambda}_{1,n} = C_1 \frac{\log(p^2K)}{\sqrt{n}}$, and $\tilde{\lambda}_{2,n} = C_2 \frac{\log(p^2K)}{\sqrt{n} \gamma_n}$, where for hdTAR $\lambda_{1,n} = \tilde{\lambda}_{1,n}$ and $\lambda_{2,n} = \tilde{\lambda}_{2,n}$, whereas for mvTAR, $\lambda_{1,n} = \sqrt{p^2K} \tilde{\lambda}_{1,n}$ and $\lambda_{2,n} = \sqrt{p^2K} \tilde{\lambda}_{2,n}$. Then,

$$\min \left\{ P\left( |\hat{A}_n| \geq m_0 \right), P\left( d_H(\mathcal{A}_n, \hat{A}_n) \leq \gamma_n \right) \right\} \to 1.$$  

**Theorem 6** shows that the number of estimated thresholds $\hat{m}$ in Step 1 is no less than the true number of thresholds $m_0$ with high probability. In addition, there exists at least one estimated threshold in the $\gamma_n$-radius neighborhood of the true thresholds. The rate of consistency for threshold detection, $\gamma_n$, depends on the number of time series $p$, the maximum considered lag $K$, and the minimum distance between consecutive true thresholds in the model. In addition, the convergence rate for using $\hat{r}_j$ to estimate $r_j$ could be as low as $\log \log n \left( \log (p^2K) \right)^2 / n$ when $m_0$ is finite.

The rate of consistency for thresholds detection, $\gamma_n$, for mvTAR also depends on the number of time series $p$, the maximum considered lag $K$, and the minimum distance between consecutive true thresholds in the model. However, the assumptions on $\gamma_n$ for hdTAR and mvTAR are different, so the consistency rate for thresholds detection is different for these...
two methods. In addition, when using the $\ell_2$ penalty, the convergence rate for using $\hat{r}_j$ to estimate $r_j$ could be as low as $\log \log n \left( \log \left( p^2 K \right) \right)^2 p^2 K / n$ when $m_0$ is finite. Thus, convergence of mvTAR is only guaranteed in low to moderate dimensions and not in high dimensions. Finally, the minimum sample size requirement depends on the sub-Weibull parameter $\kappa_1$ and $\beta$-mixing parameter $\kappa_2$. For example, as mentioned in Lemma 16, we need $n \geq c_0 \left( \log(p^2 K) \right)^{2/\kappa_0} \frac{1}{\kappa_2}$. This indicates that if the sub-Weibull parameter $\kappa_1$ increases (i.e., the tail probability decays faster), the minimum sample size will decrease; similarly, the minimum sample size decreases as the $\beta$-mixing parameter $\kappa_2$ increases.

Next, we state Theorem 7 which shows the screening procedure Equation (3.10) consistently estimates the number and values of thresholds. For that, we need two additional assumptions.

**Assumption B6.** Let $\Delta_n = \min_{1 \leq j \leq m_0 + 1} |r_j - r_{j-1}|$. Then,

$$m_0 \left( n \gamma_n \right)^{3/2} d_n^{p^2} / \omega_n \to 0, \text{ and } n \Delta_n / (m_0 \omega_n) \to +\infty.$$

**Assumption B7.** There exist positive constants $c, c_1, c_2$ and $c_3$ such that for indexes $j'$ and $j' - 1$ and corresponding estimated thresholds $s_{j'}$ and $s_{j'-1}$,

(a) if $|s_{j'} - s_{j'-1}| \leq \gamma_n$, then $\eta(s_{j'-1}, s_{j'}) = c \sqrt{n \gamma_n} \log \left( p^2 K \right)$;

(b) if there exist $r_j$ and $r_{j+1}$ such that $|s_{j'-1} - r_j| \leq \gamma_n$ and $|s_{j'} - r_{j+1}| \leq \gamma_n$, then,

$$\eta(s_{j'-1}, s_{j'}) = \frac{2}{c_3} \left( c_1 \frac{\log(p^2 K)}{\sqrt{n(s_{j'} - s_{j'-1})}} + c_2 M A d_n^p \frac{\gamma_n}{s_{j'} - s_{j'-1}} \right);$$

(c) otherwise $\eta(s_{j'-1}, s_{j'}) = \frac{2}{c_3} \left( c_1 \frac{\log(p^2 K)}{\sqrt{n(s_{j'} - s_{j'-1})}} + c_2 M A d_n^p \right)$.

Assumption B6 makes a unique connection between three important quantities: (1) minimum spacing between consecutive thresholds, $\Delta_n$; (2) the consistency rate for estimating the threshold values, $\gamma_n$; (3) the penalty term in the definition of the information criterion, $\omega_n$. This connection helps with quantifying the consistency rate for estimating the threshold values as discussed after Theorem 7.
Assumption B7 specifies three different tuning parameter rates for the screening step. Although this assumption may seem technical, but it is needed to get the sharpest consistency rate. It is possible to define a fixed tuning parameter for all cases in Assumption B7, but the consistency results will be worsened. Remark 5 in [Safikhani and Shojaie, 2020] shed some light into this issue.

**Theorem 7.** Under Assumptions B1 to B7, if \( n \to +\infty \), the minimizer

\[
(\tilde{m}, \tilde{r}_j, j = 1, 2, \ldots, \tilde{m})
\]

of Equation (3.10) satisfies:

\[
P(\tilde{m} = m_0) \to 1.
\]

(3.12)

In addition, there exists a constant \( B > 0 \) such that:

\[
P\left( \max_{1 \leq j \leq m_0} |\tilde{r}_j - r_j| \leq B m_0 (\gamma_n)^{3/2} d_n^{\rho/2} \sqrt{n} \right) \to 1.
\]

(3.13)

When \( p = cn^\kappa \), where \( c > 0 \) and \( \kappa \in (0, 1) \), the proposed procedure for both hdTAR and mvTAR can also be applied to low-dimensional time series. The consistency results would be similar to those in Theorem 7. It is challenging to select \( \eta \)s in practice, since the distance between estimated thresholds to the true thresholds is unknown. Instead, we set \( \eta \)s to be the same and apply BIC/HBIC to select them.

Although the consistency rates for mvTAR and hdTAR are both functions of \( \gamma_n \), the assumptions on \( \gamma_n \) for the two methods are different, leading to different rates of consistency. To illustrate this point, consider the case when \( m_0 \) is finite. Then, when using the \( \ell_1 \) penalty in the first step, we can set \( \gamma_n = (\log n)^\rho (\log (p^2 K))^2 + 2\rho / n \) for some \( \rho > 0 \). With this rate, the hdTAR model can have total sparsity \( d_n^{\rho/2} \).

The consistency rate then becomes of order \( \left( (\log n)^{2/\rho} (\log (p^2 K))^{3/2+5\rho} /n \right) \). In comparison, when using the \( \ell_2 \) penalty, we can set \( \gamma_n = (\log n)^{\rho'} (\log (p^2 K))^{2+2\rho'} (p^2 K)^{1+\rho'} /n \) for some \( 0 < \rho' < 1 \) to ensure that Assumption B3 is satisfied. With this rate, the mvTAR model can have total sparsity \( d_n^{\rho'/2} \). Using a similar calculation, the
consistency rate for mvTAR becomes of order \( \frac{5}{2} \rho' \log p^2 K^{3+5/2} \), further highlighting that mvTAR is not suitable in high dimensions, when \( p = cn^\kappa \), where \( c > 0 \) and \( \kappa \geq 1 \).

**Remark 2.** If we remove the assumption \( \kappa_0 \geq 2/3 \) and only keep \( \kappa_0 < 1 \), then, according to Lemma 18, the choice of \( \gamma_n \) would also depend on \( \kappa_0 \). For the hdTAR model, we can set \( \gamma_n = (\log n)^\rho (\log (p^2 K))^{2/\kappa_0 - 1 + 2/\rho} / n \) for some \( \rho > 0 \), and keep the total sparsity the same as above. The consistency rate then becomes of order \( (\log n)^\rho (\log (p^2 K))^{3/\kappa_0 - 3/2 + 5/2} / n \). Similarly, for mvTAR model, we can set \( \gamma_n = (\log n)^\rho' (\log (p^2 K))^{2/\kappa_0 - 1 + 2/\rho'} (p^2 K)^{1 + \rho'}/n \) for some \( 0 < \rho' < 1 \), and keep the total sparsity the same as above. The consistency rate for mvTAR becomes of order \( (\log n)^\rho' (\log (p^2 K))^{3/\kappa_0 - 3/2 + 5/2} (p^2 K)^{2 + 5/2} / n \).

Our last theorem establishes the consistent estimation of regime-specific transition matrices in the third step.

**Theorem 8.** Under Assumptions B1 to B7, and selecting

\[
\alpha_j = C \sqrt{\log(p^2 K) / (n \gamma_n)}
\]

for some large enough \( C > 0 \), with high probability approach to 1, there exists a positive constant \( C' \) such that we have for each fixed regime \( j \):

\[
\left\| \hat{\beta}^{(-j)} - A^{(-j)} \right\|_2 \leq C' \sqrt{d_n \log(p^2 K) / (n \gamma_n)}.
\] (3.14)

The consistency rate derived in Theorem 8 is similar to that of Wong et al. [2020], Basu and Michailidis [2015b] for high-dimensional vector auto-regressive models.

### 3.5 Tuning Parameter Selection

We next provide guidance on selecting the tuning parameters for our three-step procedure.

\( \lambda_{1,n} \) We choose \( \lambda_{1,n} \) by cross-validation. We first randomly choose the order of switching variable \( z_t \) with equal space. Let \( T \) be a set of time points corresponding to selected switching variable. We use the rest of observations to estimate \( \Theta \) in the first step for a
range of $\lambda_{1,n}$. To choose the optimal value of $\lambda_{1,n}$, we use the estimated $\Theta$ to predict the series at time points in $T$. The optimal $\lambda_{1,n}$ is selected as the value corresponding to the minimum mean squared prediction error over $T$.

$\lambda_{2,n}$ The rate for $\lambda_{2,n}$ vanishes fast as $n$ increases. Thus, to lower the computational cost, we set $\lambda_{2,n}$ to zero. It is possible to select $\lambda_{2,n}$ using cross-validation as well at the cost of increasing computation time. However, the sensitivity analysis reported in Safikhani and Shojaie [2020] indicates that setting $\lambda_{2,n} = 0$ is a reasonable choice.

$\eta_n$ Selecting $\eta_n$ is in general difficult. For $0 \leq m \leq \hat{m}$ ($\hat{m}$ is the number of estimated thresholds in step 1), we choose different $\eta$s for different regimes, and use HBIC and eBIC [Wang and Zhu, 2011] across all regimes. For each time series $l, l \in 1, 2, \ldots, p$, and $j = 1, 2, \ldots, m + 1$, set $\eta_j^l$ as the tuning parameter for $l$-th time series at $j$-th regime. Then, the HBIC for interval $[s_{j-1}, s_j]$ is defined as

$$
\text{HBIC} \left( j, \eta_j^l \right) = \log \left( \text{SSE}_{l,j} / |\mathcal{T}_{(s_j-s_{j-1})}| \right) + \frac{\gamma_1 \left\| \hat{\Theta}_{(s_j-s_{j-1})}^l \right\|_0}{|\mathcal{T}_{(s_j-s_{j-1})}|} \log (pK),
$$

where $\gamma_1 = 2.8$ that is within the recommended range in Wang and Zhu [2011]. Similarly, the eBIC for interval $[s_{j-1}, s_j]$ is defined as

$$
\text{eBIC} \left( j, \eta_j^l \right) = \log \left( \text{SSE}_{l,j} / |\mathcal{T}_{(s_j-s_{j-1})}| \right) + \frac{\gamma_2 \left\| \hat{\Theta}_{(s_j-s_{j-1})}^l \right\|_0}{|\mathcal{T}_{(s_j-s_{j-1})}|} \log (pK) + \log \left( |\mathcal{T}_{(s_j-s_{j-1})}| \right),
$$

where $\gamma_2 = 1.4$ that is within the recommended range in Wang and Zhu [2011] as well. If $|\mathcal{T}_{(s_j-s_{j-1})}| \geq pK$, $\eta_j^l$ is selected as:

$$
\eta_j^l = \arg \min_{\eta_j^l} \text{eBIC} \left( j, \eta_j^l \right).
$$

(3.15)
If $|T(s_j - s_{j-1})| < pK$, $\eta^l_j$ is selected as:

$$\hat{\eta}^l_j = \arg \min_{\eta^l_j} \text{HBIC} \left( j, \eta^l_j \right).$$  \hfill (3.16)

$\omega_n$ We first perform the backward elimination algorithm (BEA) until no break points are left. Then, we cluster the differences in the objective function $L_n$ into two subgroups, small and large. If removing a threshold only leads to a small decrease in $L_n$, then the removed threshold is likely redundant. In contrast, true thresholds lead to larger decrease. We choose the smallest decrease in the second group as the optimal value of $\omega_n$. To this end, we first calculate the minimum sum of squared error for removing all thresholds in $\hat{A}_n$ one by one, denoted as $L'_0, L'_1, \ldots, L'_{\hat{m}}$. Then, $\omega_n$ is selected as the maximum values among $L'_{j+1} - L'_j$ for $j = 0, 1, \ldots, \hat{m} - 1$.

$\alpha_i$ For simplicity, we let all time series share the same $\alpha_i$, denoted by $\alpha_n$. For low to moderate dimensions, the tuning parameter $\alpha_n$ for parameter estimation is selected as the minimizer of the combined HBIC over all regimes. For $j = 1, 2, \ldots, \tilde{m} + 1$, we define the HBIC on interval $[\tilde{r}_{j-1}, \tilde{r}_j]$ as:

$$\text{HBIC} (j, \alpha_n) = \log \left( \det \hat{\Sigma}_{\epsilon,j} \right) + \frac{\gamma \left\| \hat{\beta}^{(-j)} \right\|_0 \log (p^2 K)}{T(\tilde{r}_{j-1}, \tilde{r}_j)},$$

where $\hat{\Sigma}_{\epsilon,j}$ is the residual sample covariance matrix with $\hat{\beta}$ estimated in Equation (3.11) and $\gamma = 2.8$. For high dimensions, we choose $\alpha_n$ by 10-fold cross validation.

3.6 Empirical Evaluations

In this section, we present simulation results evaluating the performance of the proposed procedure in both moderate dimensions and high dimensions; the first four simulations scenarios presented are moderate-dimensional, while the last one is high-dimensional. Details of simulation settings are presented in Appendix 7. All results are averaged over 200 replicates.
We compare our method with Tsay [1998b], Li and Tong [2016], and the threshold vectorized auto-regressive method [Lo and Zivot, 2001]. These methods, which are denoted as Tsay (1998), Li (2016) and TVAR, respectively, assume a known number of thresholds or at least a known upper bound on the number of thresholds when establishing the asymptotic properties of their estimators. In practice, Tsay [1998b] proposes to perform a grid search to select the number of thresholds, when unknown, by minimizing AIC. They are also restricted to low dimensions. For instance, TVAR estimates the number of thresholds and the values of thresholds using two separate steps and assumes the number of thresholds is at most 2. This is in contrast to our developed mvTAR and hdTAR methods, which do not make any assumptions about the number of thresholds. Though Calderón V and Nieto [2017] and Orjuela and Villanueva [2021] do not require a known number of thresholds, we did not include a comparison with these methods, as they cannot handle larger dimensions, e.g., $p = 20$.

We compare the estimated thresholds and the percentage of simulations where thresholds are correctly estimated; this is defined as cases where the selected thresholds are close to the true thresholds. More specifically, a selected threshold is considered as close to the first true threshold, $z_1$, if it is in the interval $[-\infty, z_1 + 0.5(z_2 - z_1)]$; similarly, a selected threshold is considered as close to the second true threshold, $z_2$, if it falls in the interval $[z_1 + 0.5(z_2 - z_1), \infty]$. Note that the number of thresholds is set to be known for Tsay (1998), Li (2016) and TVAR, since the first two require a known number of thresholds and TVAR does not perform well in selecting the number of threshold in its first step (Note that when the number of thresholds is not provided, TVAR’s rates of correctly identifying the correct number of thresholds are 84%, 87%, 65%, and 16% (11.5% for $T = 300$) in the first four scenarios and the method is not applicable in the last scenario (scenario 5) due to high-dimensionality of model.)

### 3.6.1 Simulation Results

We next compare the performances of the proposed hdTAR and mvTAR methods with Tsay (1998), Li (2016) and TVAR. Here, the selection rate of Tsay (1998), Li (2016) and
TVAR is based on whether the estimated thresholds are within one standard deviation of true threshold.

Table 3.1 summarizes the results of threshold estimation. In all simulations, if any of the methods does not select a thresholds, we set the minimum value of the threshold variable as the selected threshold. The results indicate that Tsay (1998) and Li (2011) do not work well even for the first three scenarios, while hdTAR, mvTAR, and TVAR perform well in the first three scenarios; however, the estimation error and standard deviation of TVAR are larger than those of hdTAR and mvTAR. In Scenario 4, in which only a portion of time series components change at threshold values, the detection rate for both mvTAR and TVAR drops significantly, while hdTAR still achieves 100% threshold detection rate. This is expected since hdTAR is more flexible and mvTAR only works well for scenarios in which auto-regressive components change at the same threshold values. In Scenario 4, mvTAR tends to choose a large $\lambda_1$ which leads to selecting smaller number of threshold values in the first step than needed. Nonetheless, when the changes in the transition matrices are large enough, the threshold values can still be detected using the $\ell_2$ penalty. Finally, hdTAR continues to offer excellent threshold detection in the high-dimensional setting of Scenario 5; in contrast, the other methods are not well suited for this scenario and are not included.
<table>
<thead>
<tr>
<th>Scenario</th>
<th>Threshold(s)</th>
<th>Methods</th>
<th>Mean</th>
<th>Std</th>
<th>Selection Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>4</td>
<td>hdTAR</td>
<td>4.05</td>
<td>0.05</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mvTAR</td>
<td>4.04</td>
<td>0.05</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>4.23</td>
<td>1.13</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tsay (1998)</td>
<td>5.36</td>
<td>2.01</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Li (2016)</td>
<td>7.66</td>
<td>0.34</td>
<td>0.00</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>4</td>
<td>hdTAR</td>
<td>4.05</td>
<td>0.06</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mvTAR</td>
<td>4.04</td>
<td>0.05</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>4.15</td>
<td>1.17</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tsay (1998)</td>
<td>5.46</td>
<td>2.00</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Li (2016)</td>
<td>7.66</td>
<td>0.34</td>
<td>0.00</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>4</td>
<td>hdTAR</td>
<td>4.04</td>
<td>0.06</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mvTAR</td>
<td>4.04</td>
<td>0.05</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>4.15</td>
<td>1.17</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tsay (1998)</td>
<td>7.63</td>
<td>0.76</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Li (2016)</td>
<td>7.66</td>
<td>0.34</td>
<td>0.00</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>4</td>
<td>hdTAR</td>
<td>4.00</td>
<td>0.15</td>
<td>1.00</td>
</tr>
<tr>
<td>(T = 600)</td>
<td></td>
<td>mvTAR</td>
<td>2.44</td>
<td>0.91</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>3.82</td>
<td>1.34</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hdTAR</td>
<td>6.02</td>
<td>0.09</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mvTAR</td>
<td>5.30</td>
<td>1.37</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>6.11</td>
<td>1.28</td>
<td>0.88</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>4</td>
<td>hdTAR</td>
<td>4.03</td>
<td>0.47</td>
<td>1.00</td>
</tr>
<tr>
<td>(T = 300)</td>
<td></td>
<td>mvTAR</td>
<td>2.52</td>
<td>0.91</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>3.92</td>
<td>1.48</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hdTAR</td>
<td>6.00</td>
<td>0.31</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mvTAR</td>
<td>4.78</td>
<td>1.16</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>6.19</td>
<td>1.42</td>
<td>0.84</td>
</tr>
<tr>
<td>Scenario 5</td>
<td>5</td>
<td>hdTAR</td>
<td>5.06</td>
<td>0.29</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mvTAR</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 3.1: Mean and standard deviation of estimated thresholds, the percentage of simulation runs where thresholds are correctly detected (selection rate) in different simulation scenarios. If the estimated threshold is within one standard deviation of the true threshold, we consider the estimated thresholds as correctly detected.
Fig 3.3: Box plot of distances between the estimated final points and true values. The left panel shows the results for all the five scenarios with all the five models. The right panel zooms in the results in the first three scenarios using hdTAR and mvTAR.

Table 3.2 summarizes the performance of the five methods in terms of auto-regressive parameter estimation. Since Tsay (1998) does not provide coefficients estimates, so we use the method in our Step 3 to estimate the parameters given the thresholds obtained by Tsay (1998). The results indicate that both hdTAR and mvTAR perform well in the first three scenarios, as measured by their high true positive rates and low false positive rates. Since TVAR does not perform variable selection, all estimated values of transition matrices using this method are non-zero. This leads to true positive and false positive rates that are both equal to 1, which are not meaningful and are hence excluded from the table.

The results also indicate that in Scenario 4 with $T = 600$ and Scenario 5 hdTAR performs satisfactorily, while in Scenario 4 with $T = 300$, its FPR increases to around 20%. This is primarily due to the smaller sample size in this scenario for each of the three regimes. Recall from Table 3.1 that the selection rate of mvTAR in both of these scenarios was very low; as a result, in many simulation replicates there were fewer number estimated regimes than needed to obtain estimates of auto-regressive parameters. As a result, mvTAR is not included in the comparisons for Scenarios 4 and 5. These findings underscore the advantages of hdTAR in settings with complex patterns of changes in auto-regressive parameters as well as in high dimensions.

Box plots summarizing the results in Table 3.1 are presented in Figure 3.3.
<table>
<thead>
<tr>
<th>Scenario</th>
<th>Method</th>
<th>REE</th>
<th>SD(REE)</th>
<th>FPR</th>
<th>TPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>hdTAR</td>
<td>0.31</td>
<td>0.04</td>
<td>0.03</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>mvTAR</td>
<td>0.32</td>
<td>0.04</td>
<td>0.03</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>TVAR</td>
<td>0.85</td>
<td>0.19</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Tsay (1998)</td>
<td>0.70</td>
<td>0.30</td>
<td>0.04</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>Li (2016)</td>
<td>1.50</td>
<td>0.44</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>hdTAR</td>
<td>0.31</td>
<td>0.04</td>
<td>0.03</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>mvTAR</td>
<td>0.31</td>
<td>0.04</td>
<td>0.03</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>TVAR</td>
<td>0.89</td>
<td>0.43</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Tsay (1998)</td>
<td>0.69</td>
<td>0.31</td>
<td>0.04</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>Li (2016)</td>
<td>1.49</td>
<td>0.55</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>3</td>
<td>hdTAR</td>
<td>0.34</td>
<td>0.04</td>
<td>0.04</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>mvTAR</td>
<td>0.34</td>
<td>0.04</td>
<td>0.04</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>TVAR</td>
<td>0.69</td>
<td>0.65</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Tsay (1998)</td>
<td>0.88</td>
<td>0.05</td>
<td>0.03</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>Li (2016)</td>
<td>1.33</td>
<td>0.64</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>4 (T = 600)</td>
<td>hdTAR</td>
<td>0.5</td>
<td>0.05</td>
<td>0.02</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>mvTAR</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>TVAR</td>
<td>0.67</td>
<td>0.07</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4 (T = 300)</td>
<td>hdTAR</td>
<td>0.77</td>
<td>0.09</td>
<td>0.19</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>mvTAR</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>TVAR</td>
<td>0.87</td>
<td>0.15</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>hdTAR</td>
<td>0.80</td>
<td>0.04</td>
<td>0.51</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>mvTAR</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>TVAR</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 3.2: Results of parameter estimation for simulation scenarios. The table shows mean and standard deviation of relative estimation error (REE), true positive rate (TPR), and false positive rate (FPR) for estimated coefficients.

### 3.7 Real Data Application

We demonstrate the utility of our penalized estimation framework in financial econometric applications by analyzing a bank balance sheet data. The data consists of total balances of the top 10 largest US banks over time, each measured in thousands of dollars (available from [www.fdic.gov](http://www.fdic.gov)).

To assess the relationship between the state of the banking sector and the overall economic conditions, we fit a multivariate TAR model of the quarterly bank balance sheet data over the period of 1995 to 2018 with the growth rate of the US GDP as the switching
variable. For the quarterly GDP data $y_t; t = 1, 2, \ldots, T$ over $T$ observations, the growth rate is defined as

$$z_t = 100(\log y_t - \log y_{t-1}), \quad t = 2, 3, \ldots, T.$$  

To reduce the non-stationarity, the bank balance sheet data $v_t; t = 1, 2, \ldots, T$, is also transformed as

$$x_t = \log v_t - \log v_{t-1}, \quad t = 2, 3, \ldots, T.$$  

We applied the hdTAR on the entire time series consisting of $T = 98$ quarterly observations from 1995 to 2018. To examine how results change with smaller sample sizes, we also analyze the shorter time period of quarterly observations from 2005 to 2015. The detected threshold for both time periods are shown in Figure 3.4. Although hdTAR does not enforce the coefficients to change at the same threshold value, irrespective of the sample size it identifies a single threshold corresponding to the great recession of 2008. This further highlights the flexibility and adaptability of hdTAR for both moderate- and high-dimensional TAR models. As a comparison, we also applied the mvTAR to the same two data sets, but exclude the results due to the inconsistency in the estimated thresholds using mvTAR when applied to the same two data sets.

The Granger causal networks [Basu et al., 2015] of interactions among these ten banks in
Fig 3.5: The Granger causality graph for the top ten banks across time. Each vertex represents a bank, and the links display directed interactions between banks. Panel (a) corresponds to the longer time series (1995–2018) and panel (b) corresponds to the shorter time series (2005–2015). The left figure in panel (a) shows the interactions during the recession; the right figure shows the interactions in non-recession. The red links in each panel represent the interactions that occur in that economic period only. Panel (b) only show the interactions among banks identified in non-recession period from the shorter time series. Given the very small number of observations in the recession period in the shorter time series, the Granger causality graph for this period is not estimated.

both recession and non-recession periods during 1995–2018 are shown in Figure 3.5a. The red links in each panel represent the interactions that occur in that economic period only. The results show strong interactions between Citibank and Harris Bank and a comparable strong interaction between PNC and JPMorgan Chase during the recession. The interactions become weaker during the non-recession period, but more interactions appear among banks. A similar observation was made in Lin and Michailidis [2017].

We only plot the estimated network structures during non-recession period from 2005–2015. This is because the detected threshold is very close to the lower boundary of the sorted values of the switching variable, resulting in very few observations in the recession regime. From Figure 3.5b, the interactions among banks in non-recession period from 2005 to 2015 are similar to the structures detected using full data set. This further confirms the satisfactory performance of hdTAR in both larger data and smaller data sets.
3.8 Discussion

We developed a three-step algorithm to estimate the number and values of thresholds, as well as the auto-regressive parameters in possibly high-dimensional TAR model. The proposed algorithm can utilize either an $\ell_2$ or an $\ell_1$ penalty, or more specifically, a grouped or regular fused lasso penalty. The $\ell_2$ penalty corresponds to the natural extension of the original multivariate TAR model in which all coefficients are forced to change at the same thresholds. The $\ell_1$ penalty, in contrast, is more flexible allowing each coefficient to potentially change at different thresholds. Although this flexibility potentially comes at the cost of a larger number of thresholds in the TAR model, our theoretical and empirical results indicate that mvTAR is not appropriate for high-dimensional settings and is better suited for moderate dimensions. In contrast, the more flexible hdTAR leads to consistent estimation and superior empirical performance in both moderate and high dimensions.

We established that both versions of our algorithm, termed mvTAR and hdTAR, consistently estimate the model parameters under natural conditions on the distribution and on the level of temporal correlations in the model. The consistency rates for both models depend explicitly on several model characteristics. Specifically, when the total number of thresholds, $m_0$, is finite, the rate of consistency for detecting the thresholds is based on: (1) the effective number of time points, $n$, (2) the number of time series components, $p$, (3) the number of lags, $K$, and (4) the total sparsity of the model, $d^*$. For mvTAR, if we set $d^*_n = o\left(\left(\log n \left(\log (p^2K)\right)^2 K^{\rho/2}\right)\right)$ for small $0 < \rho' < 1$, then the consistency rate becomes of order $\left(\left(\log n\right)^{2/3} \left(\log (p^2K)\right)^{3+5\rho'} \left(p^2K\right)^{\frac{3}{2} + \frac{2}{3}\rho'}\right) / n$. This confirms that mvTAR is suitable for moderate dimension but may not work in high dimensions. In contrast, for hdTAR, setting $d^*_n = o\left(\left(\log n \left(\log (p^2K)\right)^2 \right)^{\rho/2}\right)$ for some small positive $\rho$, the consistency rate becomes of order $\left(\left(\log n\right)^{2/3} \left(\log (p^2K)\right)^{3+5\rho} \right) / n$. The first component of the rate, i.e. $(\log n)^{2/3}$, is similar to some existing consistency rates for univariate TAR models [Chan et al., 2015] while the additional term $(\log (p^2K))^{3+5\rho}$ quantifies the difficulty in estimating the thresholds in high-dimensions.

A limitation of the proposed procedure is that it requires several hyperparameters, especially in the second step. To lower the computational cost, we chose similar tuning
parameters in the second step according to eBIC/ HBIC. However, regime-specific tuning parameters may improve the estimation performance in finite samples. Fast selection of regime-specific tuning parameters is an interesting future research direction. Identifying the switching variable in the TAR model is another challenge, specifically in applications. For example, in the bank data, we selected the GDP as the switching variable. However, it is not obvious whether this is an optimal choice; for example, the unemployment rate or the inflation rate could also serve as the switching variable. Selecting optimal (data-driven) switching variable is another fruitful future research direction.
Chapter 4

DYNAMIC PROGRAMMING APPROACH FOR HIGH-DIMENSIONAL THRESHOLD AUTO-REGRESSIVE MODELS WITH MANY COMPONENTS AND THRESHOLDS

4.1 Introduction

In this chapter, we continue discussing TAR model introduced in Chapter 3. However, in this chapter, we provide a dynamic programming approach, named dpTAR, to better estimate the number of thresholds and their corresponding values for TAR models. In addition, we have empirically compared the performance of our method with the existing approaches in the simulation section, demonstrating that our method offers clear advantages. In addition, we establish theoretical results that give a sharper convergence rate of the estimators.

Recall that the multivariate TAR model has been well studied in the literature (Tsay [1998b], Lo and Zivot [2001], Hansen and Seo [2002], Dueker et al. [2011], Li and Tong [2016]). Chapter 3 and Appendix B.0.3 have thoroughly reviewed the existing multivariate TAR estimation methods. It is worth noting that without knowing the number of thresholds, Tsay [1998b] (or other existing approaches for multivariate TAR models that test the existence of a threshold) is not straightforward. The few existing approaches that can estimate the number of thresholds can only handle the finite number of thresholds and only work in low dimensions. To our knowledge, Nieto [2005], Calderón V and Nieto [2017], Calderón V and Nieto [2017], and Zhang et al. [2022] are the only methods that do not require a known number of thresholds or a bound on the number of thresholds. Except Zhang et al. [2022], Nieto [2005], Calderón V and Nieto [2017], and Calderón V and Nieto [2017] utilize a Bayesian estimation framework. However, the consistency of the number of estimated thresholds is not investigated for these Bayesian methods, which could be a challenging problem and could be a good direction for future research. Extending these methods to high dimensions can also be challenging. To the best of our knowledge, the approach in Chapter 3 [Zhang et al., 2022] and the dynamic programming approach (dpTAR)
discussed in this chapter are the only two methods that can deal with the diverging number of thresholds $m_0$ and high-dimensional problems. The method provided in Chapter 3 (Zhang et al. [2022]) assumes that the minimal jump size $v$ (defined in Assumption B4 in Chapter 3) is independent of the sample size, while the dynamic programming approach in this chapter allows the minimal jump size to decrease with the sample size. The simulation results corroborate our claims about the advantages of the dynamic programming approach compared with existing approaches, including the three-step procedure. In addition, the consistency rate derived by the dynamic programming approach is sharper than existing approaches with the combination of $\beta$-mixing and sub-Weibull assumption.

Our method is motivated by Wang et al. [2019], which describes a dynamic programming approach in high-dimensional autoregressive processes. The dynamic programming approach is a type of exact search method that is commonly used in the change point detection problems. The change point detection problems have been widely used in diverse application domains, from economics and finance [Andreou and Ghysels, 2002, Modisett and Maboudou-Tchao, 2010] to genomics and biology [Braun et al., 2000, Bleakley and Vert, 2011]. It has been well studied in both univariate and multivariate time series [Killick et al., 2012, Harchaoui and Lévy-Leduc, 2010]. See Brodsky and Darkhovsky [2013], Truong et al. [2020] for the reviews of the current findings of change point detection problems. In addition, change point detection problems in high-dimensional time series models have received considerable attention in recent years [Safikhani and Shojaie, 2020, Wang et al., 2017, Grundy et al., 2020, Wang et al., 2019]. Safikhani and Shojaie [2020] proposed a three-stage procedure for consistent estimation of both structural change points and parameters of high-dimensional piece-wise vector autoregressive models. Wang et al. [2017] extended binary segmentation algorithms Vostrikova [1981] for covariance change point localization in high dimensions. Grundy et al. [2020] developed an approach that takes inspiration from geometry to map a high-dimensional time series to two dimensions. Wang et al. [2019] established a combination of dynamic programming and Lasso-type estimators approach to localizing changes in high-dimensional.

This chapter is organised as follows. Section 4.2 describe the multivariate TAR model; Section 4.3 introduce the dynamic programming approach and the corresponding algorithm;
Section 4.4 discuss theoretical properties and compare them with theoretical results in Chapter 3. In Section 4.5, we propose data-driven methods to select the hyper-parameters. The empirical performance of the proposed methods is investigated using both simulated and real data sets, in Section 4.6 and Section 4.7, respectively. We discuss and summarize our results in Section 4.8.

4.2 TAR Model Recap

Recall the multi-variate TAR model discussed in Chapter 3. Formally, a multivariate time series \( \{x_t\} \) follows TAR model with one switching variable, \( z_t \), if

\[
x_t = \sum_{k=1}^{K} A^{(k,j)} x_{t-k} + \Sigma_j^{1/2} \epsilon_t, \quad \text{if } r_{j-1} < z_t \leq r_j,
\]

where \( x_t = (x_{t,1}, x_{t,2}, \ldots, x_{t,p})' \) is the observed process in \( \mathbb{R}^p \) at time \( t \), \( p \) is the number of time series components, and \( K \) is the number of lags considered in the model. Here \( \epsilon_t = (\epsilon_{t,1}, \epsilon_{t,2}, \ldots, \epsilon_{t,p})' \in \mathbb{R}^p \) is a multivariate i.i.d. sequence with zero mean in all components. The covariance matrix \( \Sigma_j \) for the \( j \)-th regime, \( \Sigma_j \), is allowed to be different in each regime. To simplify the notations, when there is no ambiguity, we simply denote the error term by \( \epsilon_t \) instead of \( \Sigma_j^{1/2} \epsilon_t \). The transition matrices \( A^{(k,j)} \in \mathbb{R}^{p \times p} \) is the coefficient matrix corresponding to the \( k \)-th lag of a TAR process in regime \( j \). More specifically, similar to the modeling framework of Chan et al. [2015], we assume there exist \( m_0 \) threshold values

\[-\infty < r_1 < r_2 < \ldots < r_{m_0} < +\infty \text{ with } r_0 = -\infty \text{ and } r_{m_0 + 1} = +\infty \]

which partition the process into \( m_0 + 1 \) regimes. For each regime, the total transition matrices \( A^{(\cdot,j)} = (A^{(1,j)}, A^{(2,j)}, \ldots, A^{(K,j)}) \in \mathbb{R}^{p \times pK} \) are fixed where \( r_{j-1} < z_t \leq r_j \) for \( j = 1, \ldots, m_0 + 1 \).

Now suppose we have multiple switching variables. Let \( z_{l,t} \) be the \( l \)-th switching variable and \( \mathcal{P} \) be an interval partition of \( \{z_{1,t}, \ldots, z_{T,t}\} \) into \( m + 1 \) regimes, that is

\[
\mathcal{P} = \{(-\infty, r_1], (r_1, r_2], \ldots, (r_m, \infty)\},
\]

where \( |\mathcal{P}| \) represents the cardinality of \( \mathcal{P} \). Set \( Y_{\pi(i),l} = \left( x'_{\pi(i) - 1, l}, x'_{\pi(i) - 1, l}, \ldots, x'_{\pi(i) - K, l} \right) \), where \( \pi(\cdot) \) is the function which projects order statistics of the observations to the corre-
sponding indexes of the observations, and \( x_{\pi(i)-1,l} \) is the ordered \( x_t \) according to \( z_{t,l} \).

Our goal is (1) to select the optimal switching variable \( z_t^* \) among all \( z_{t,l} \)s, (2) estimate the number of thresholds, i.e. \( m_0 \), (3) estimate the thresholds’ values, \( r_j \)s, and (3) find the auto-regressive parameters in each regime.

4.3 Dynamic Programming Approach for TAR model

Notations: We use the similar definition as in Chapter 3. Denote \( r_j \) is the \( j \)-th threshold and \( \hat{r}_j \) is the estimated \( j \)-th threshold. For a given interval \((s,e]\), denote \( T_{(s,e)} = \{ i : s < z_{\pi(i),l} \leq e \} \) as the set of orders of \( z_{t,l} \)s for which their corresponding ordered switching variable \( z_{\pi(i),l} \)s fall into the interval \((s,e]\). And \( |T_{(s,e)}| \) represents the number of \( z_{\pi(i),l} \)s that fall into the interval \((s,e]\). For simplicity, we use \( T \) to represent the regime \( T_{(s,e)} \), use \( z_t \) to represent all the \( z_{t,l} \)s, and use \( z_{\pi(i)} \) to represent all the \( z_{\pi(i),l} \)s. For a symmetric matrix \( X \), let \( \lambda_{\min}(X) \) and \( \lambda_{\max}(X) \) denote its minimum and maximum eigenvalues.

Let the \( h \)-th row of \( A^{(\cdot,j)} \) be \( A^{(\cdot,j)}_h \), and set the number of non-zero elements in \( A^{(\cdot,j)}_h \) to \( d_{h,j} \) for \( h = 1,2,\ldots,p \) and \( j = 1,2,\ldots,m_0 + 1 \). Denote the total sparsity of the model by \( d_n^* = \sum_{j=1}^{m_0+1} \sum_{h=1}^{p} d_{h,j} \). Further, let \( I_{h,j} \) be the set of all column indexes of \( A^{(\cdot,j)}_h \), \( I = \cup_{h,j} I_{h,j} \) and define \( d_n = \max_{1 \leq h \leq p, 1 \leq j \leq 1+m_0} |I_{h,j}| \). Note that \( p, m_0 \) and the sparsity may increase with the number of time points, \( T \), specifically, \( p \equiv p(n) \) and \( m_0 \equiv m_0(n) \) and \( d_{h,j} \equiv d_{h,j}(n) \), where \( n = T - K \). For simplicity, we suppress the \( n \)-index. Finally, let \( \epsilon_{t,l} \) be error term of \( l \)-th time series, and recall that \( \epsilon_t = (\epsilon_{(t,1)}, \epsilon_{(t,2)}, \ldots, \epsilon_{(t,p)})' \). Throughout the paper, positive constants \( C, C_1, C_2, \ldots \) are used to denote universal constant, \( A' \) denotes the transpose of a matrix \( A \), and \( \|A\|_1 \) and \( \|A\|_2 \) denotes its \( \ell_1 \) and Frobenius norms, respectively. We denote the \( \ell_1 \) and \( \ell_2 \) norms of a vector \( v \) by \( \|v\|_1 \) and \( \|v\|_2 \), respectively.

To estimate the number of thresholds and their values correspondingly, we first view the TAR model as a minimal partition problem and then apply a dynamic programming...
approach to solve it. We first construct the loss function,

\[ L(T) = \begin{cases} 
\sum_{z_{\pi(i)} \in T} \| x_{\pi(i)} - \hat{A}_T y_{\pi(i)} \|^2_2, & |T| \geq \omega \\
0, & \text{otherwise}
\end{cases} \]

(4.2)

with

\[ \hat{A}_T = \arg \min_A \left( \sum_{i \in T} \| x_{\pi(i)} - Ay_{\pi(i)} \|^2_2 + \lambda \sqrt{|T|} \| A \|_1 \right), \]

(4.3)

where the tuning parameter \( \omega > 0 \). In this step, we utilize the \( l_1 \) penalty, the fused lasso penalty, to estimate the transition matrices in Equation (4.3). The fused lasso penalty allows the sparsity of the transition matrix at each regime. In addition, we construct a loss function, \( L(T) \), in Equation (4.2) where \( L(T) \) can be evaluated on each regime. The total loss of the TAR model is given by the sum of loss on each regime.

Next, we solve:

\[ \hat{P} \in \arg \min_{P'} \left\{ \sum_{T \in P'} L(T) + \omega |P'| \right\}. \]

(4.4)

\( P' = \{(a, b) | a, b \in \{-\infty, z_{\pi(1)}, \ldots, z_{\pi(n)}, \infty\}\} \) is an interval partition of \( \{z_1, \ldots, z_T\} \), and \( P' \) could contain all the possible regimes. The minimizer \( \hat{P} \) is obtained by considering all possible regimes. In addition, the transition matrices are jointly estimated based on the final estimated regimes \( \hat{P} \).

In this last step, we solve the minimal partition problem in Equation (4.4). The tuning parameter \( \omega \) is used to control the number of the estimated thresholds to avoid overestimation, since \( \sum_{T \in P'} L(T) \) is usually monotonically decreasing in the number of the possible regimes \( |P'| \) since the TAR model becomes more complex and flexible as \( |P'| \) increases. Noting that the estimation accuracy is greatly affected by the choice of the tuning parameter \( \omega \), we discuss it both theoretically and practically in Sections 4.4 and 4.5.

4.3.1 Algorithm

In this section, we present the algorithm of the dynamic programming approach.
Algorithm 4: Penalized Dynamic Programming

1. Input: $x_t, z_t, \text{ngrid} \in \mathbb{R}^+$, and parameters $\lambda, \omega > 0$. Let
   \[ B_i = \min_{s=1, \ldots, i} B_{s-1} + L \left( T(z_{\pi(s)}, z_{\pi(i)}) \right) + \omega \]

2. Initialize $\tilde{A} = \emptyset$, $\tilde{B} = \emptyset$, $\tilde{A}^* = \{n\}$, temporary variable $e' = n$, and $B_0 = -\omega$.

   for $e \leftarrow 1$ to $n$ do
   \[ B_e = \infty; \]
   if $e/\text{ngrid} = c$ for $c \in \mathbb{Z}^+$ then
   \[ \tilde{B} \leftarrow \tilde{B} \cup \left\{ B_{s-1} + \omega + L \left( T(z_{\pi(s)}, z_{\pi(e)}) \right) \right\} \]
   if $\min \tilde{B} \leq B_e$ then
   \[ B_e \leftarrow \min \tilde{B}; \tilde{A} \leftarrow \tilde{A} \cup \left\{ \arg \min \tilde{B} - 1 \right\} \]
   \]
   while $e' \neq 0$ do
   \[ e' \leftarrow e'$th element in $\tilde{A}$; \]
   \[ \tilde{A}^* \leftarrow \{e'\} \cup \tilde{A}^* \]
   \]

3. Output: The set of estimated thresholds $\tilde{A}^*$.

The key idea for this algorithm is to compute the minimum of $\sum_{T \in \mathcal{P}'} L(T) + \omega|\mathcal{P}'|$ recursively. For every $e \in 1, \ldots, n$, we enumerate the position of all the possible order of the thresholds that less than $e$, $s \in 1, \ldots, e-1$, then we change the minimization problem at $e$ into the minimization problem at $s$, that is $L \left( T(z_{\pi(s)}, z_{\pi(e)}) \right) + \omega$ and the cost on the previous regime, that is $B_{s-1}$. The optimal segmentation can be recovered by recursively taking the position of the minimum loss in $\tilde{B}$.

The computational cost of this algorithm is of order $O \left( n^2 T_L(n) \right)$, where $T_L(n)$ is the computational cost of solving $L(T)$ with $|T| = n$ (Friedrich et al. [2008]). Note that the dynamic programming approach is a type of exact search method that can find the global optimum (Equation (4.4)), but it is computationally expensive compared to other methods. (See Figure 4.4 for more details.)

4.4 Theory

In this section, we establish the consistency of the dynamic programming approach proposed in Section 4.3. We make the following assumptions.
Assumption C1. \( \{\epsilon_t\} \) is a sequence of i.i.d. sub-Weibull random variables with bounded continuous and positive density and sub-Weibull constant \( K_\epsilon \) and sub-Weibull parameter \( \xi_\epsilon > 0 \); specifically, there exist constants \( K_\epsilon \) and \( \xi_\epsilon > 0 \) such that \( \|\epsilon_t\|_\psi \leq K_\epsilon \) where \( \|\epsilon_t\|_\psi := \sup_{c \geq 1} c^{-\frac{1}{\xi_\epsilon}} \left( \mathbb{E} |\epsilon_t|^c \right)^{1/c} \).

Assumption C2. For each \( j = 1, 2, \ldots, m_0 + 1 \), the process \( \mathbf{x}_t = \sum_{k=1}^{K} A^{(k,j)} \mathbf{x}_{t-k} + \epsilon_t \) is sub-Weibull with sub-Weibull parameter \( \xi_1 > 0 \) and \( \beta \)-mixing stationary with a geometrically decaying mixing coefficient \( b_n \); specifically, there exist constants \( c_b > 0 \) and \( \xi_2 > 0 \) such that for all \( n \in \mathbb{N} \), \( b(n) \leq \exp(-c_b n^{\xi_2}) \) and for all \( t, \tau > 0 \), \( (\mathbf{x}_t, \ldots, \mathbf{x}_{t+n}) \overset{d}{=} (\mathbf{x}_{t+\tau}, \ldots, \mathbf{x}_{t+\tau+n}) \), where \( \overset{d}{=} \) denotes equality in distribution. Moreover, \( \mathbb{E}[\mathbf{x}_t] = 0_{p \times 1} \). In addition, assume \( \xi_0 < 1 \), where \( \xi_0 := \left( \frac{2}{\xi_1} + \frac{1}{\xi_2} \right)^{-1} \).

Assumption C3. The matrices \( A^{(\cdot,j)} \) are sparse for \( j = 1, \ldots, m_0 + 1 \). More specifically, for all \( h = 1, 2, \ldots p \) and \( j = 1, 2, \ldots m_0 + 1 \), \( d_{hj} \ll p \), i.e., \( d_{kj}/p = o(1) \). Moreover, there exists a positive constant \( M_A > 0 \) such that

\[
\max_{1 \leq j \leq m_0 + 1} \left\| A^{(\cdot,j)} \right\|_\infty \leq M_A.
\]

Assumption C4. The minimal jump size \( v \) is defined as

\[
v := \min_{1 \leq j \leq m_0} \left\| A^{(\cdot,j+1)} - A^{(\cdot,j)} \right\|_2,
\]

where \(+\infty > v > 0\). Moreover, there exist constants \( l \) and \( u \) such that \( r_j \in [l, u] \) for \( 1 \leq j \leq m_0 \).

Assumption C5. \( \{z_t\} \) is a \( \beta \)-mixing stationary process with a geometric decaying mixing coefficient and positive density. In addition, \( \mathbb{E}|z_t|^{2+\iota} < \infty \) for \( \iota > 0 \).

Assumption C6. Let \( \Delta_n = \min_{1 \leq j \leq m_0 + 1} |r_j - r_{j-1}| \). Then,

\[
\Delta_n \geq C_\delta \left( \log \left( \max \left\{ p^2 K, n \right\} \right) \right)^{2/\xi_0 + \xi} m_0 d_n^{qs} / (nv^2),
\]
and $\xi$ is a small positive constant.

The above assumptions are natural in high-dimensional settings and commonly used in the literature. Assumptions C1 and C2 are utilized to derive appropriate concentration inequalities that are necessary to verify the asymptotic properties of the proposed methodology and have been used in the literature [Li et al., 2012, Wong et al., 2020]. See more details in Zhang et al. [2022]. Assumption C3 ensures the sparsity of the model and is needed to quantify the effect of model misspecification, since exact recovery of threshold values is not possible. A similar assumption has been used in Safikhani and Shojaie [2020] in the context of change point detection. Further, Assumption C4 puts a minimum jump size on the transition matrices ensuring a detectable change occurred at threshold $r_j$.

Under the assumptions above, we provide the theoretical results of dpTAR. Before we prove the consistencies of the estimators, we first prove the following two propositions, and Theorem 11 follows from Propositions 9 and 10 immediately. Note that the restricted eigenvalue condition and deviations bounds, two inequalities that are important to prove Propositions 9 and 10, are provided in the appendix (Proposition 22).

Proposition 9. Under Assumptions C1 to C6, there exist constants $C_0 > 0$, $c_2 > 5$, $c_4 > 0$, and $c_5 > 0$ such that with probability at least $1 - \delta_5$,

(a) For each estimated regime $\hat{T} = (s, e) \in \hat{P}$ containing one and only one true threshold $r$, it holds that

$$\min \{ |T(s, r)|, |T(r, e)| \} \leq C_0 \left( \frac{d_n \lambda^2 + \omega}{v^2} \right);$$

(b) for each estimated regime $\hat{T} = (s, e) \in \hat{P}$ containing exactly two true thresholds, $r_1 < r_2$, it holds that

$$\max \{ |T(s, r_1)|, |T(r_2, e)| \} \leq C_0 \left( \frac{d_n \lambda^2 + \omega}{v^2} \right);$$

(c) for any two consecutive estimated regimes $\hat{T}_1, \hat{T}_2 \in \hat{P}$, the regime $\hat{T}_1 \cup \hat{T}_2$ contains at least one true threshold; and
(d) no estimated regime $\hat{\mathcal{T}} \in \hat{\mathcal{P}}$ contains strictly more than two true thresholds,

where

$$\delta_5 = 2 \exp \left( -c_2 \log \left( \max \{p^2 K, n\} \right) + 3 \log n \right)
+ \exp \left( -c_4 \log \left( \max \{p^2 K, n\} \right) \left( \log \left( \max \{p^2 K, n\} \right) \right)^{1-x_0/2} + 3 \log n \right)
+ \exp \left( -c_5 \left( \log \left( \max \{p^2 K, n\} \right) \right)^{2/x_0} + 3 \log n \right).$$

Proposition 9 demonstrates that we can only have at most one true threshold that closes to a given estimated threshold for a proper choice of $\lambda$ and $\omega$. In addition, no estimated regime contains more than two true thresholds.

**Proposition 10.** Suppose Assumptions C1 to C4 hold and that $m_0 \leq |\hat{\mathcal{P}}| - 1 \leq 2m_0$. Then, $|\hat{\mathcal{P}}| = m_0 + 1$ with probability $1 - \delta_6$, where

$$\delta_6 = 2 \exp \left( -c_2 \log \left( \max \{p^2 K, n\} \right) + 5 \log n \right)
+ \exp \left( -c_4 \log \left( \max \{p^2 K, n\} \right) \left( \log \left( \max \{p^2 K, n\} \right) \right)^{1-x_0/2} + 5 \log n \right)
+ \exp \left( -c_5 \left( \log \left( \max \{p^2 K, n\} \right) \right)^{2/x_0} + 5 \log n \right)$$

for $c_2 > 5$, and $c_4, c_5 > 0$.

Proposition 10 states that the estimated number of thresholds is consistent to the number of true thresholds under certain conditions, which are verified in Proposition 9. With the results from Propositions 9 and 10, Theorem 11 shows the dpTAR consistently estimates the number and values of thresholds.

**Theorem 11.** Under Assumptions C1 to C6, there exist estimated thresholds $\{\hat{r}_j\}_{j=1}^{\hat{m}}$ with tuning parameters

$$\lambda = c_\lambda \left( \log \left( \max \{p^2 K, n\} \right) \right)^{1/x_0} d_n^{x_0} \quad \text{and} \quad \omega = C_\omega \left( m_0 + 1 \right) d_n^{x_0} \left( \log \left( \max \{p^2 K, n\} \right) \right)^{2/x_0}$$

such that

$$\mathbb{P} \left( \hat{m} = m_0 \right) \to 1,$$
and
\[ P \left( \max |\hat{r}_j - r_j| \leq m_0 C_0 d^* \left( \log \left( \frac{\max \{p^2 K, n\}}{nv^2} \right) \right)^{2/\kappa_0} \right) \to 1, \tag{4.9} \]

where \( c_\lambda, C_\omega, C_0 \) are positive constants.

Note that the minimizer of Equation (4.4) is not necessary to be unique, and the consistency rate in Equation (4.9) holds for any minimizer of Equation (4.4). When \( p = cn^\kappa \), where \( c > 0 \) and \( \kappa \in (0, 1) \), the dynamic programming approach can be applied to low-dimensional time series. The consistency results would be similar to those in Equation (4.9).

We also compare the results in Theorem 11 with theoretical results developed in Chapter 3. We first compare the main difference in the assumptions. Instead of assuming the minimal jump size \( v \) is a constant that is independent of sample size \( n \) in Chapter 3, we allow \( v \) changes with \( n \) in Assumption C6, more specifically \( v \to 0 \) when \( n \to \infty \). This means we can handle more complex situations that the minimal jump size is small with sufficient large sample size, which can also be verified by the simulation results in Section 4.6. Moreover, the assumption on the minimal spacing in Assumption C6 is different from Assumption B6. Let \( \Delta'_n \) represent the minimal spacing, then \( n\Delta'_n > m_0^2 d^* (d^*_n \log (p^2 K))^3 \) for hdTAR and \( n\Delta'_n > m_0^2 d^*_n (p^2 K d^*_n \log (p^2 K))^3 \) for mvTAR in Chapter 3. The dpTAR may need larger minimal spacing than hdTAR or mvTAR when \( n >> p^2 K \). This also matches with our simulation results in Tables C.1 to C.3. Next, we consider the consistency rate. Recall that the error bound established in Chapter 3 is of order \( m_0 \left( n\Delta'_n \right)^{3/2} d^* / n \). With the constraint on \( n\Delta'_n \), the consistency rate becomes \( m_0^4 d^* (p^2 K)^{9/2} / n \) for hdTAR and \( m_0^4 d^* (p^2 K \log (p^2 K))^{9/2} / n \) for mvTAR. It is obvious that the consistency rate of order \( m_0 d^*_n \left( \log \left( \max \{p^2 K, n\} \right) \right)^{2/\kappa_0} / (nv^2) \) achieved by the dpTAR is sharper when \( \kappa_0 \geq 2/3 \) (the constraint in Chapter 3) even we assume \( v \) is a constant for the dpTAR.

4.5 Tuning Parameter Selection

We next provide guidance on selecting the tuning parameters for our dynamic programming approach.

\( \lambda_n \) is chosen by cross validation.
Selecting $\omega_n$ is in general difficult. For all simulation studies, we use the similar methods proposed by Haynes et al. [2014] to choose $\omega_n$. Let $m(\omega)$ be the number of thresholds with the given tuning parameter $\omega$ that is optimal for Equation (4.4). For all $m(\omega)$, we cluster the differences in the loss function Equation (4.2) into two subgroups, small and large. If removing a threshold only leads to a small decrease in loss Equation (4.2), then the removed threshold is likely redundant. In contrast, true thresholds lead to larger decrease. We choose the smallest decrease in the second group as the optimal value of $\omega$. To this end, we first calculate the values of loss function Equation (4.2) for a range of $\omega$s with $m(\omega)$s decreasing one by one, denoted as $L_{0}^*, L_{1}^*, \ldots, L_{m(\omega)}^*$. Then, $\omega$ is selected as the maximum values among $L_{j+1}^* - L_{j}'$ for $j = 0, 1, \ldots, m(\omega) - 1$.

The true switching variable is selected by accumulated eBIC. Let $p'$ be the number of switching variables. Set $\hat{m}_l$ be the number of estimated thresholds for each $z_{t,l}$. For each $z_{t,l}$, we use eBIC [Wang and Zhu, 2011] across all regimes. For each switching variable $z_{t,l}$, $l \in 1, 2, \ldots, p'$, and $j = 1, 2, \ldots, \hat{m}_l + 1$, the eBIC for interval $[\hat{r}_{j-1}, \hat{r}_j]$ is defined as

$$eBIC(j, z_{t,l}) = \log \left( \frac{SSE_{d,j}}{T(\hat{r}_j - \hat{r}_{j-1})} \right) + \frac{\left\| \hat{\theta}_{\hat{r}_{j-1}, \hat{r}_j} \right\|_0}{T(\hat{r}_j - \hat{r}_{j-1})} \left( \gamma_2 \log (pK) + \log \left( \frac{T(\hat{r}_j - \hat{r}_{j-1})}{(\hat{r}_j - \hat{r}_{j-1})} \right) \right),$$

where $\gamma_2 = 1.5$ that is within the recommended range in Wang and Zhu [2011] as well. $z_{t}^*$ is selected as:

$$z_{t}^* = \arg \min_{z_{t,l}} \sum_j eBIC(j, z_{t,l}). \quad (4.10)$$

### 4.6 Simulations

In this section we present numerical experiments for dynamic programming approach. Below are the simulation scenarios we considered to evaluate the performance of our methods compared to existing methods. There are four switching variables, and only one switching
variable is used to generate data. The true switching variable is generated with AR(1) process with coefficient 0.6. The rest of switching variables are generated as: one with AR(1) process with the same coefficient as the true switching variable, one with AR(1) process with the different coefficient −0.5, one with $N(0,0.02I)$.

**Simulation Scenario 1 (Changes of minimal jump size)** In this scenario, $T = 150$, $p = 15$, and $K = 1$. The auto-regressive coefficients are chosen to have the same structure but different values. There is only one threshold with value 4. The difference between non-zero element of auto-regressive coefficients in two regimes is denoted as $M_δ$, which is ranging from $(0.9, 1.2)$.

**Simulation Scenario 2 (Changes of minimal spacing)** In this scenario, $p = 15$, $T = 100$, and $K = 1$. The auto-regressive coefficients are chosen to have the same structure and same values. There are two thresholds $r_1$ and $r_2$, where the values of $(r_1, r_2)$ are $(3.9, 6)$, $(4, 6)$, $(4.1, 6)$, and $(4.2, 6)$.

**Simulation Scenario 3 (Simple high-dimensional $A$ with uncorrelated error)** In this scenario, $T = 80$, $p = 100$, and $K = 1$. There is only one threshold value $r_1 = 5$. The auto-regressive coefficients are chosen to have the same structure as in Scenario 1 but with different values.

We perform 100 simulations with all scenarios. Note that the number of thresholds is set to be known for Tsay (1998), Li (2016) and TVAR, and all these three methods are not applicable in the last scenario (Scenario 3) due to high-dimensionality of model. To compare all methods, we assume we know the true switching variable.
<table>
<thead>
<tr>
<th>Settings</th>
<th>Threshold(s)</th>
<th>Methods</th>
<th>Mean</th>
<th>Std</th>
<th>Selection Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1 $M_\delta = 1.2$</td>
<td>dpTAR</td>
<td></td>
<td>4.01</td>
<td>0.11</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>hdTAR</td>
<td></td>
<td>4.04</td>
<td>0.09</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Tsay (1998)</td>
<td>3.99</td>
<td>0.10</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR (2001)</td>
<td>4.32</td>
<td>0.88</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Li (2016)</td>
<td>3.76</td>
<td>0.36</td>
<td>1.00</td>
</tr>
<tr>
<td>Scenario 1 $M_\delta = 1.1$</td>
<td>dpTAR</td>
<td></td>
<td>4.00</td>
<td>0.09</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>hdTAR</td>
<td></td>
<td>4.04</td>
<td>0.09</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Tsay (1998)</td>
<td>4.25</td>
<td>1.01</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR (2001)</td>
<td>4.17</td>
<td>0.95</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Li (2016)</td>
<td>3.74</td>
<td>0.41</td>
<td>1.00</td>
</tr>
<tr>
<td>Scenario 1 $M_\delta = 1$</td>
<td>dpTAR</td>
<td></td>
<td>4.01</td>
<td>0.11</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>hdTAR</td>
<td></td>
<td>4.04</td>
<td>0.10</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Tsay (1998)</td>
<td>5.51</td>
<td>1.82</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR (2001)</td>
<td>4.07</td>
<td>1.05</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Li (2016)</td>
<td>3.70</td>
<td>0.44</td>
<td>1.00</td>
</tr>
<tr>
<td>Scenario 1 $M_\delta = 0.9$</td>
<td>dpTAR</td>
<td></td>
<td>4.02</td>
<td>0.24</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>hdTAR</td>
<td></td>
<td>4.04</td>
<td>0.20</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Tsay (1998)</td>
<td>7.27</td>
<td>1.18</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR (2001)</td>
<td>4.05</td>
<td>1.11</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Li (2016)</td>
<td>3.64</td>
<td>0.50</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 4.1: Mean and standard deviation of estimated thresholds, the percentage of simulation runs where thresholds are correctly detected (selection rate) in simulation Scenario 1. If the estimated thresholds within one standard deviation of true threshold, we consider the estimated thresholds are correctly detected.
<table>
<thead>
<tr>
<th>Method</th>
<th>REE</th>
<th>SD(REE)</th>
<th>FPR</th>
<th>TPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>dpTAR</td>
<td>0.29</td>
<td>0.04</td>
<td>0.18</td>
<td>1.00</td>
</tr>
<tr>
<td>hdTAR</td>
<td>0.30</td>
<td>0.05</td>
<td>0.16</td>
<td>1.00</td>
</tr>
<tr>
<td>Scenario 1 $M_5 = 1.2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tsay (1998)</td>
<td>0.32</td>
<td>0.06</td>
<td>0.05</td>
<td>0.93</td>
</tr>
<tr>
<td>TVAR (2001)</td>
<td>0.72</td>
<td>0.48</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Li (2016)</td>
<td>0.22</td>
<td>0.07</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Scenario 1 $M_5 = 1.1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tsay (1998)</td>
<td>0.40</td>
<td>0.17</td>
<td>0.06</td>
<td>0.95</td>
</tr>
<tr>
<td>TVAR (2001)</td>
<td>0.74</td>
<td>0.48</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Li (2016)</td>
<td>0.27</td>
<td>0.09</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Scenario 1 $M_5 = 1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tsay (1998)</td>
<td>0.65</td>
<td>0.33</td>
<td>0.10</td>
<td>0.96</td>
</tr>
<tr>
<td>TVAR (2001)</td>
<td>0.81</td>
<td>0.86</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Li (2016)</td>
<td>0.31</td>
<td>0.09</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Scenario 1 $M_5 = 0.9$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tsay (1998)</td>
<td>1.09</td>
<td>0.25</td>
<td>0.82</td>
<td>0.96</td>
</tr>
<tr>
<td>TVAR (2001)</td>
<td>1.04</td>
<td>3.18</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Li (2016)</td>
<td>0.35</td>
<td>0.10</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 4.2: Results of parameter estimation for simulation Scenario 1. The table shows mean and standard deviation of relative estimation error (REE), true positive rate (TPR), and false positive rate (FPR) for estimated coefficients.

Note that we put all results of Scenario 2 in the Appendix C.0.2, since hdTAR works better than dpTAR in Scenario 2. For all results shown in the tables or pictures in this section, the Mean and Std are computed only based on the cases that can correctly select the number of thresholds. In addition, the selection rate of Tsay (1998), Li (2016), TVAR,
Fig 4.1: Distance between the estimated thresholds and true thresholds for simulation Scenario 1. The error bar represents one standard deviation.

and hdTAR is based on whether the estimated thresholds are within one standard deviation of true threshold. In Scenario 1, we gradually decrease the minimum jump size between two regimes. Table 4.1 and figures 4.1 and 4.2 summarize the results of threshold estimation in Scenario 1. Figure 4.1 shows the difference between the estimated thresholds and true thresholds \((\hat{r}_j - r_j)\) in simulation Scenario 1. The error bar represents one standard deviation. From Table 4.1, and are also displayed in Figure 4.1, dpTAR and hdTAR outperform other methods for all cases in Scenario 1. When the minimal jump size decreases, dpTAR and hdTAR tend to have larger standard deviations. Moreover, Table 4.1 and figure 4.2 demonstrate dpTAR is the only method that can correctly detect the number of thresholds without knowing the true number of thresholds for all cases in Scenario 1. When the minimum jump size is equal to 0.9, dpTAR achieves 100% threshold detection rate while the threshold detection rate of hdTAR is 0.94. This is expected since hdTAR uses \(l_1\) penalty to
select thresholds estimators, which may not be able to handle the cases that the minimal jump size is small (mentioned in Lin et al. [2017]). In Scenario 2, we gradually decrease the minimum spacing between two thresholds. When the minimum spacing between two thresholds decreases, the selection rate of all methods drops. In addition, the threshold detection rate of hdTAR is higher than the threshold detection rate of dpTAR (See Table C.1 for more details). Finally, both dpTAR and hdTAR successfully detect the threshold in the high-dimensional setting of Scenario 3 (results are in Table 4.3), and dpTAR has smaller standard deviation compared to hdTAR. In contrast, the other methods are not well suited for this scenario and are not included.

Since Tsay (1998) does not provide coefficient estimates, so we use the standard lasso approach to estimate the parameters given the thresholds obtained by Tsay (1998). Table 4.2 gives the results of auto-regressive parameter estimation in Scenario 1. The results indicate that dpTAR, hdTAR and Tsay (1998) perform well in the first three cases, as measured by their high true positive rates and low false positive rates, while Tsay (1998) does not work well when the minimum jump size is equal to 0.9. Recalling that TVAR does not perform variable selection, all estimated values of transition matrices using this method are non-zero. This leads to true positive and false positive rates that are both equal to 1, which are not meaningful. The auto-regressive parameter estimation results of Scenario 2

Fig 4.2: Results of selection rate for simulation Scenario 1. If the estimated thresholds within one standard deviation of true threshold, we consider the estimated thresholds are correctly detected.
in Appendix C.0.2 (Table C.2) are not discussed here, since the performance of dpTAR is no better than hdTAR. In Scenario 3, Table 4.4 summarizes the results of auto-regressive parameter estimation, hdTAR and dpTAR have very similar performance, and both of them perform satisfactorily in high dimensional settings.

<table>
<thead>
<tr>
<th>Settings</th>
<th>Threshold(s)</th>
<th>Methods</th>
<th>Mean</th>
<th>Std</th>
<th>Selection Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 3</td>
<td>5</td>
<td>dpTAR</td>
<td>5.05</td>
<td>0.15</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hdTAR</td>
<td>5.04</td>
<td>0.20</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 4.3: Mean and standard deviation of estimated thresholds, the percentage of simulation runs where thresholds are correctly detected (selection rate) in Scenario 3. If the estimated thresholds within one standard deviation of true threshold, we consider the estimated thresholds are correctly detected.
Recalling that we generate 4 switching variables, we use eBIC described in Section 4.5 to select the optimal switching variable for dpTAR. The selection rates for Scenario 1 are listed in Table 4.5. We successfully detect the true switching variable for all cases in both Scenarios. In Scenario 3, we also detect the true switching variable with a 100% detection rate. The results of the selection rate in Scenario 2 are in Appendix C (Table C.3), and they are comparably low since dpTAR cannot correctly detect the true thresholds even if the true switching variable is given.

<table>
<thead>
<tr>
<th>Method</th>
<th>REE</th>
<th>SD(REE)</th>
<th>FPR</th>
<th>TPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 3</td>
<td>dpTAR</td>
<td>0.58</td>
<td>0.03</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>hdTAR</td>
<td>0.66</td>
<td>0.03</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table 4.4: Results of parameter estimation in Scenario 3. The table shows mean and standard deviation of relative estimation error (REE), true positive rate (TPR), and false positive rate (FPR) for estimated coefficients.

Recalling that we generate 4 switching variables, we use eBIC described in Section 4.5 to select the optimal switching variable for dpTAR. The selection rates for Scenario 1 are listed in Table 4.5. We successfully detect the true switching variable for all cases in both Scenarios. In Scenario 3, we also detect the true switching variable with a 100% detection rate. The results of the selection rate in Scenario 2 are in Appendix C (Table C.3), and they are comparably low since dpTAR cannot correctly detect the true thresholds even if the true switching variable is given.

<table>
<thead>
<tr>
<th>$M_\delta = 1.1$</th>
<th>$M_\delta = 1.0$</th>
<th>$M_\delta = 0.9$</th>
<th>$M_\delta = 0.8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 4.5: Results of selection rate in Scenario 1. The table shows the rates of selecting $z_t$ correctly.

Finally, we compare the time spend according to the sample size $T$ and the number of the concurrent time series $p$. Figure 4.4 shows that dpTAR takes much more time than other methods. In addition, the time cost of dpTAR grows when $T$ or $p$ increases. This demonstrates dpTAR is very time-consuming, which is a commonly known drawback of dynamic programming.
4.7 Real Data Application

In this section, we utilize the stock data as a demonstration of our dynamic programming approach. The data consists of the top 15 stocks with maximum market capacity in 2005.

We fit a multivariate TAR model of the bi-weekly stock return over the period of Jun 2005 to Jun 2011 and consider the growth rate of the Dow Jones Industrial Average and S&P 500 Index as potential switching variables. For each switching variable $y_t$, $t = 1, 2, \ldots, T$ over $T$ observations, the growth rate is defined as

$$z_t = \log y_t - \log y_{t-1}, \quad t = 2, 3, \ldots, T.$$  

To reduce the non-stationarity, the stock data $v_t$, $t = 1, 2, \ldots, T$, is also transformed as

$$x_t = \log v_t - \log v_{t-1}, \quad t = 2, 3, \ldots, T.$$  

The entire time series consist of $T = 156$ observations from 2005 to 2011. We apply both the dynamic programming approach and the three-step procedure for each potential switching variable and investigate the relationship between the stocks and the overall economic conditions. We first examine the Dow Jones Index as the switching variable. From Figure 4.5, both the dynamic programming approach and the three-step procedure divide the economic pattern into three types: recession, normal, and booming periods. In addition,
the thresholds detected by these two methods are very similar, and both of them successfully identify the great recession periods happen in 2008 and the economic recovery in the middle of 2009. Table 4.6 reports the thresholds detected by both methods.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Threshold 1</th>
<th>Threshold 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Three-step Procedure</td>
<td>-0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>Dynamic Programming</td>
<td>-0.02</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Table 4.6: Results of detected thresholds based on the Dow Jones Index growth rate. The table shows the values of the selected thresholds by both the dynamic programming approach and the three-step procedure.

Fig 4.5: The Dow Jones growth rate and detected thresholds using data from 15 stocks. The red dash line shows the estimated threshold. The left panel shows the Dow Jones Index growth rate and detected thresholds based on the dynamic programming approach, while the right panel shows the Dow Jones Index growth rate and detected thresholds based on the three-step procedure. Both methods divide economic patterns into three conditions — recession, normal, and booming periods.

Next, we consider the S&P 500 Index as the switching variable. From Figure 4.6. Both the three-step procedure and the dynamic programming approach divide the economic pat-
tern again in three types, while the dynamic programming approach finds a finer partition. Specifically, the economic periods detected by the dynamic programming approach match more with the economic history. For example, the effects of the Great Recession continued for year 2010 and 2011, which are not correctly recognized by the three-step procedure. Note that the thresholds detected by these two methods are similar, and both of them successfully identify the great recession periods happen in 2008. Table 4.7 reports the thresholds detected by both methods.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Threshold 1</th>
<th>Threshold 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Three-step Procedure</td>
<td>-0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Dynamic Programming</td>
<td>-0.01</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table 4.7: Results of detected thresholds based on the S&P 500 Index growth rate. The table shows the values of the selected thresholds by both the dynamic programming approach and the three-step procedure.

Fig 4.6: The S&P 500 Index growth rate and detected thresholds using data from 15 stocks. The red dash line shows the estimated threshold. The left panel shows the S&P 500 Index growth rate and detected thresholds based on the dynamic programming approach, while the right panel shows the S&P 500 Index growth rate and detected thresholds based on the three-step procedure.
Moreover, we select the switching variable that has more impact on the stocks. The final selected switching variable is S&P 500, which makes sense since the S&P 500 tracks 500 large publicly traded American stocks that are from all sectors of the economy, while the Dow Jones Index only tracks the stock prices of 30 of the biggest American companies.

The Granger causal networks of interactions detected by dynamic programming approach with S&P 500 Index as a switching variable are shown in Figure 4.7. The red links in each panel still represent the interactions that occur in that economic period only. The results show strong interactions among stocks during the recession periods, while there are less interactions during the economic expansion periods, which matches with our findings in Chapter 3.

![Figure 4.7](image_url)

Fig 4.7: The Granger causality graph for the top 15 stocks across time. Each vertex represents a stock, and the links display directed interactions between stocks. Figure 4.7a shows the interactions during the recession periods; Figure 4.7b shows the interactions during the normal periods; Figure 4.7c shows the interactions in booming periods. The red links in each panel represent the interactions that occur in that economic period only.

4.8 Discussion

Our key contribution is developing a dynamic programming approach to estimate the number and values of thresholds, as well as the auto-regressive parameters in a possibly high-dimensional TAR model. The proposed algorithm is more accurate than the three-step procedure proposed in Chapter 3 when the minimal jump size is small. We also provide a theoretical guarantee to verify that the dynamic programming approach works well in both
moderate dimension and high dimensions. The consistency rate is sharper than the rate of the three-step procedure. Moreover, we discuss a data-driven method to select the optimal switching variable, which opens the door to the future research direction of the switching variable selection.

A limitation of the proposed procedure is that it requires more time to estimate the thresholds. To speed up the algorithm may need future work. In addition, the tuning parameter selection is tricky. There exists much literature in the change point detection fields [Lavielle and Moulines, 2000, Picard et al., 2005, Haynes et al., 2014], but the problem remains when the data is limited. Moreover, how to choose the proper switching variable may require further investigation as well. Though we provide a data-driven method to identify the switching variable in the TAR model, this method becomes less powerful when two thresholds are very close and fewer observations lie in each regime. In addition, there is no theoretical guarantee that this method gives the optimal choice of switching variable, which is another future research direction.
Chapter 5

DISCUSSION

This chapter summarizes the main contributions together with possible future research directions.

5.1 Summary

In this dissertation, we mainly solve two statistical tasks, namely clustering and analysis of high-dimensional time series.

In the first task, the problem arises when performing clustering, that is, how to identify the underlying connectivity structures such as high-density regions and their connections. To solve this problem, inspired by the mode clustering, a new clustering method presented in Chapter 2 provides an additional attribute label for each cluster. In addition, the clustering results obtained by our method can be further extended to a two-sample tests and a visualization method. The two-sample tests proposed in Chapter 2 utilize local information within each cluster, which are more sensitive than other conventional approaches. The visualization method offers an informative way to display the structure of multi-dimensional data. Moreover, the performance of our improved method is assessed both empirically and theoretically. Both simulation and real data results indicate that our refined clustering method identifies meaningful clusters and provides fine structures within the data. We also derive both statistical and computational guarantees of the proposed method. Thus, the method discussed in Chapter 2 demonstrates good empirical performance and statistical and numerical properties.

The second task investigates the threshold autoregressive (TAR) models and their estimations. Chapter 3 and Chapter 4 investigate the TAR models by using different approaches. In Chapter 3, we develop a three-step procedure with two estimators (mvTAR and hdTAR) for identifying the (unknown) number and values of thresholds and estimating
regime-specific auto-regressive parameters in multivariate TAR models with many components. While both mvTAR and hdTAR are applicable for moderate dimensions, mvTAR is not appropriate for high-dimensional settings. Intuitively, mvTAR enforces all coefficients to change at the same thresholds, while hdTAR allows each coefficient to potentially change at different thresholds. Although this flexibility of hdTAR potentially comes at the cost of a larger number of thresholds in the TAR model, hdTAR yields better empirical performances in both moderate and high dimensions and better theoretical guarantees. Theoretically, mvTAR and hdTAR consistently estimate the model parameters under natural conditions on the distribution and on the level of temporal correlations in the model. As discussed in Section 3.8, when the total number of thresholds is finite, the consistency rates for both models depend explicitly on the effective number of time points, the number of time series components, the number of lags, and the total sparsity of the model. Theoretical results show that the convergence of mvTAR is only guaranteed in low to moderate dimensions and not in high dimensions, which means mvTAR is only suitable for moderate dimensions, while the convergence of hdTAR is guaranteed in both moderate and high dimensions. In Chapter 4, we introduce a dynamic programming approach, which can be used in more complex situations and yields a sharper consistency rate. Chapter 4 solves the questions left by Chapter 3. First, the computational cost of the selection criterion of the three-step procedure in Chapter 3 is exponentially growing with the number of the estimated thresholds, while the dpTAR can solve the problem in polynomial time. Second, hdTAR assumes the minimal jump size is a large enough constant while dpTAR allows the minimal jump size changes with the sample size, and simulation performances also demonstrate that the dpTAR is more accurate than the three-step procedure when the minimal jump size is small. Moreover, we propose a way to detect the optimal switching variable in Chapter 4 when we get more than one switching variable.

5.2 Future Work

In this section, we outline the limitations of the methods discussed in Chapters 2 to 4 and give suggestions for potential research directions based on the work presented.

While The refined clustering method introduced in Chapter 2 works well for the GvHD
data \((d = 4)\), it may not be suitable for any higher dimensional data. When the dimensions get higher, our method fails due to the curse of dimensionality since our method is a nonparametric procedure involving derivative estimation. Future investigation is needed to extend the method to high dimensional settings.

One of the major limitations of the dpTAR is that it is computationally costly. Speeding up the dynamic algorithm, in general, may need more future work. One idea is to combine the algorithm in Chapters 3 and 4, that is, we use the first step to get the over-estimated thresholds and then apply the dynamic programming approach only with these over-estimated thresholds. It is only for computational purposes, and by doing that, we lose the tight theoretical bound. In addition, both the tuning parameter selection and switching variable selection are tricky. The number of estimated thresholds is greatly affected by choice of the tuning parameter. In change point detection fields, Lavielle and Moulines [2000] uses BIC to find the tuning parameter, but Picard et al. [2005] then argues that BIC tends to overestimate the number of change points sometimes. Instead of using BIC type of methods, the method we apply for selecting the tuning parameter is based on the fact that the optimization function is linear in the tuning parameter. However, there are some rooms to improve since not all simulation results work well, especially when the minimal spacing is small and the data is limited. For identifying the switching variable, simulation performances are usually good when there are enough data falls between two thresholds, which means the minimal spacing is large enough. However, there is no theoretical guarantee that this method gives the optimal choice of switching variable, where future investigation is needed.
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Appendix A

SUPPLEMENTARY MATERIALS FOR CHAPTER 2

To explicitly describe the kernel assumption (K), we need to define a few notations first. A vector \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d) \) of non-negative integers is called a multi-index with
\[
|\alpha| = \alpha_1 + \alpha_2 + \cdots + \alpha_d
\]
and the corresponding derivative operator is
\[
D^\alpha = \frac{\partial^{\alpha_1}}{\partial x_1^{\alpha_1}} \cdots \frac{\partial^{\alpha_d}}{\partial x_d^{\alpha_d}},
\]
where \( D^\alpha f \) is often written as \( f^{(\alpha)} \). The assumption (K) requires the followings. Let
\[
K = \left\{ y \mapsto K^{(\alpha)} \left( \frac{x - y}{h} \right) : x \in \mathbb{R}^d, |\alpha| = l \right\},
\]
where \( K^{(\alpha)} \) is the partial derivative along \( \alpha = (\alpha_1, \cdots, \alpha_d) \) direction and let \( K_r^* = \cup_{l=0}^r K_l \). \( K_r^* \) is the partial derivatives of the kernel function up to fourth-order. We assume that \( K_4^* \) is a VC-type class. that is, there exists constants \( A, v, \) and constant envelope \( b_0 \) such that
\[
\sup_Q N \left( K_4^*, \mathcal{L}^2(Q), b_0 \epsilon \right) \leq \left( \frac{A}{\epsilon} \right)^v,
\]
where \( N(T', d_T, \epsilon) \) is the \( \epsilon \)-covering number for a semi-metric set \( T' \) with metric \( d_T \) and \( \mathcal{L}^2(Q) \) is the \( L_2 \) norm with respect to the probability measure \( Q \). While this condition looks complicated, the Gaussian kernel and any smooth compactly supported kernel satisfy this condition; see Giné and Guillou [2002].

For simplicity, we describe some notations which will be used across all proofs. We denote \( g_s(x) = \nabla s(x) \) be the gradient of \( s(x) \) and \( H_s(x) = \nabla^2 s(x) \) be the Hessian matrix. Denote \( \hat{g}_s(x) = \nabla \hat{s}_n(x) \) and \( \hat{H}_s(x) = \nabla^2 \hat{s}_n(x) \), where \( \hat{s}_n \) is the estimator of function \( s \). Let \( g(x) = \nabla p(x) \) be the gradient of \( p(x) \) and \( H(x) = \nabla^2 p(x) \) be the Hessian matrix. Denote \( \hat{g}_n(x) = \nabla \hat{p}_n(x) \) and \( \hat{H}_n(x) = \nabla^2 \hat{p}_n(x) \), where \( \hat{p}_n \) is the estimator of function \( p \). For a
smooth function \( f \), recall that we define \( \| f \|_{l, \infty} \) be the \( \mathcal{L}_{\infty} \)-norm of \( l \)-th order derivative. For instance,

\[
\| f \|_{0, \infty} = \sup_x \| f(x) \|, \quad \| f \|_{1, \infty} = \sup_x \| \nabla f(x) \|_{\max}, \quad \| f \|_{2, \infty} = \sup_x \| \nabla^2 f(x) \|_{\max}.
\]

**Proof of Lemma 1:** Recall that \( s(x) = \| g(x) \|^2 \) and \( \nabla s(x) = H(x)g(x) \). Thus, \( C \subset S \), where \( S \) is the collection of critical points of \( s(x) \). In addition, the Hessian matrix of \( s(x) \) is

\[
\nabla^2 s(x) = T(x),
\]

where \( T_{kk'}(x) = \left[H^2(x)\right]_{kk'} + \sum_{l=1}^d \frac{\partial H(x)}{\partial x_l} g_l(x) \) and \( g_l(x) \) is the \( l \)-th component of \( g(x) \).

For any \( m \in C \), since \( C \) is the collection of critical points of the density \( p \), we have \( g(m) = 0 \) and the Hessian of slope function \( T(m) = H^2(m) \), since we assume \( s \) is a Morse function, the eigenvalues of \( T(m) \) is non-zero, which implies the eigenvalues of \( H(m) \) is non-zero, thus completes the proof.

\( \square \)

**Proof of Theorem 2:** We will prove the convergence rate and the one-one correspondence. The first assertion (estimated number of local minima equals the population number of local minima) follows from the one-one correspondence.

Our proof consists of two steps. First, we show that there is a one to one mapping between an estimated local minimum and the corresponding true local minimum. Then we can obtain the rate for the distance by using derivative estimation under assumption (K).

The one to one mapping assertion for local minima can be satisfied by modifying the result of Theorem 1 in Chen et al. [2016]. Recall that \( m \) is a local minimum of \( s \), let \( \hat{m}_n \) be a local minimum of \( \hat{s}_n \). From the first two steps of the proof of Theorem 1 in Chen et al. [2016], we can get:

\[
\min_{m \in S} \| \hat{m}_n - m \| \leq \frac{\lambda_0}{2dc_1}
\]

when \( \| \hat{p}_n - p \|_{4, \max} \) is sufficiently small. Such a local minimum \( \hat{m}_n \) of \( \hat{s}_n \) is unique, which means there cannot be another critical point for that given local minimum of \( s \). In other words, each \( m \) only corresponds to one \( \hat{m}_n \) and vice versa. This completes the proof of one
to one mapping assertion for local minima.

To derive the rate for the distance \( \|\hat{m}_n - m\| \), note that \( \hat{g}_s(\hat{m}_n) = g_s(m) = 0 \). By Taylor’s theorem,

\[
\hat{g}_s(m) - g_s(m) = \hat{g}_s(m) - \hat{g}_s(\hat{m}_n) = \hat{H}_s(m)(m - \hat{m}_n) + O(\|\hat{m}_n - m\|^2).
\]

After rearrangement, we obtain:

\[
\hat{m}_n - m = -\hat{H}_s^{-1}(m)(\hat{g}_s(m) - g_s(m)) + O(\|\hat{m}_n - m\|^2) = -\hat{H}_s^{-1}(m)\hat{g}_s(m) + R_n,
\]

where \( R_n = O\left(\|\hat{H}_s^{-1}(m) - \hat{H}_s^{-1}(m)\| \cdot \|\hat{g}_s(m)\| + \|\hat{m}_n - m\|^2\right) \), which is a second order term.

Since \( H_s(m) \) is a positive definite matrix due to Lemma 1 and assumption (L), the rate of \( \hat{m}_n - m \) is determined by the rate of \( \hat{g}_s(m) \). By the definition of \( \hat{\cdot} \), \( \hat{g}_s(x) = \nabla \hat{s}(x) = \hat{H}_n(x)\hat{g}_n(x) \), \( \hat{g}_n(x) = \nabla \hat{p}_n(x) \) and \( \hat{H}_n(x) = \nabla^2 \hat{p}_n(x) \) are the gradient and Hessian matrix of kernel density estimator \( \hat{p}(x) \), and \( g(x) = \nabla p(x) \) and \( H(x) = \nabla^2 p(x) \) are the gradient and Hessian matrix of true density function \( p(x) \). Thus,

\[
\hat{g}_s(m) = \hat{g}_s(m) - g_s(m) = \hat{H}_n(m)\hat{g}_n(m) - H_n(m)g_n(m)
\]

\[
= \hat{H}_n(m)\hat{g}_n(m) - H_n(m)\hat{g}_n(m) + H_n(m)\hat{g}_n(m) - H_n(m)g_n(m)
\]

\[
= \left( \hat{H}_n(m) - H_n(m) \right) \hat{g}_n(m) + H_n(m)(\hat{g}_n(m) - g_n(m))
\]

\[
= \left( \hat{H}_n(m) - H_n(m) \right) (\hat{g}_n(m) - g_n(m)) + H_n(m)(\hat{g}_n(m) - g_n(m))
\]

Let \( [\beta] = (\beta_1, \beta_2, \ldots, \beta_d) \) be a multi-index (each \( \beta_l \in [\beta] \) is a non-negative integer and \( |[\beta]| = \sum_{l=1}^{d} \beta_l \)). Define \( D^{[\beta]} = \frac{\nabla^{\beta_1}}{\nabla x_1^{\beta_1}} \cdots \frac{\nabla^{\beta_d}}{\nabla x_d^{\beta_d}} \) to be the \( [\beta] \)-th order partial derivative operator Chen [2017b].

Under smoothness condition Chacón [2011],

\[
D^{[\beta]}\hat{p}_n(x) - D^{[\beta]}p_n(x) = O(h^2) + O_P\left(\sqrt{\frac{1}{nh^{d+2}[\beta]}\right).
\]
Thus, under assumption (K), for a fixed point \( x \),

\[
\hat{H}_n(x) - H(x) = O(h^2) + O_P\left(\frac{\sqrt{1}}{nh^{d+4}}\right)
\]

\[
\hat{g}_n(x) - g(x) = O(h^2) + O_P\left(\frac{\sqrt{1}}{nh^{d+2}}\right)
\]

So \( \hat{g}(m) = O(h^2) + O_P\left(\frac{\sqrt{1}}{nh^{d+2}}\right) \), which leads to

\[
\hat{m}_n - m = O(h^2) + O_P\left(\frac{\sqrt{1}}{nh^{d+4}}\right).\]

\( \square \)

Before we discuss the proof of Theorem 4, we first recall a useful result:

**Theorem 12** (Rate of convergence of KDE; page 17 of Genovese et al. [2014]). Assume (P) and (K). Let \( \hat{p}_n(x) \) be the kernel density estimator. For each \( l = 0, 1, 2, 3, 4 \), when \( h \to 0 \) and \( \frac{nh^{d+2l}}{\log n} \to \infty \),

\[
\|\hat{p}_n - p\|_{l,\infty} = O(h^2) + O_P\left(\frac{\log n}{nh^{d+2l}}\right)
\]

**Theorem 13** ((Modified) Theorem 2 in Arias-Castro et al. [2016]). Suppose \( f \) and \( \tilde{f} \) are two smooth functions that are three times differentiable. Given a point \( x_0 \), let \( (x(t) : t > 0) \) be the gradient flow of \( f \) starting from \( x_0 \), and \( (\tilde{x}(t) : t > 0) \) be the gradient flow of \( \tilde{f} \) starting from the same point \( x_0 \). Assume that \( x(t) \) ends at the local mode \( x^* \) and the eigenvalues of \( \nabla^2 f(x^*) \) are in the interval \([v_1, v_2]\) where \( \infty > v_2 \geq v_1 > 0 \). Then there exists a constant \( C \) depends only on \( f, x_0, v_1, v_2 \) such that when \( \max\{\|f - \tilde{f}\|_{l,\infty} : l = 0, 1, 2, 3\} < \max\{C, C^{-1}\} \),

\[
\sup_{t \geq 0} \|\tilde{x}(t) - x(t)\| \leq C \max\left\{\sqrt{\|f - \tilde{f}\|_{0,\infty}}, \|f - \tilde{f}\|_{1,\infty}^{\alpha_0}\right\},
\]

where \( \alpha_0 = \frac{v_1}{v_1 + v_2} \).

**Proof of Theorem 4:** The main idea for this proof is to reverse the direction of the gradient flows described in Theorem 2 in Arias-Castro et al. [2016], which establish a stability result
for gradient flows of smooth functions $f$. To apply Theorem 13, the corresponded smooth function $f(x)$ is $s(x)$, and $s(x) = \|\nabla p(x)\|^2$ in our case. Thus, assumption (P) guarantees that $s(x)$ is three times differentiable, since in Theorem 13, it requires $\max\{\|f - \tilde{f}\|_{l,\infty} : l = 0, 1, 2, 3\} < \max\{C, C^{-1}\}$, which means $\max\{\|s(x) - \tilde{s}(x)\| : l = 0, 1, 2, 3\}$ is sufficient small. That is $\max\{\|p(x) - \tilde{p}(x)\|_{l,\infty} : l = 0, 1, 2, 3, 4\}$ should be small. By Theorem 12, we can get $\frac{\log n}{nh_d} \rightarrow 0$ if $h \rightarrow 0$, which guarantees our assumptions.

Recall that $\mu_{\min}(x)$ and $\mu_{\max}(x)$ are the smallest and largest eigenvalue of $H_s(\pi_x(\infty))$. Thus, all eigenvalues of $H_s(\pi_x(\infty))$ fall into $[\mu_{\min}(x), \mu_{\max}(x)]$, which means $\mu_{\min}(x)$ and $\mu_{\max}(x)$ are corresponding $v_1$ and $v_2$ in Theorem 13. Then, we can obtain

$$\sup_{t \geq 0} \|\tilde{\pi}_x(t) - \pi_x(t)\| = \left\{ O(h^{2\alpha}) + O_P \left( \left( \frac{\log n}{nh_d + 4} \right)^{\frac{2}{3}} \right) \right\} \wedge \left\{ O(h) + O_P \left( \sqrt{\frac{\log n}{nh_d}} \right) \right\},$$

where $\alpha = \frac{\mu_{\min}(x)}{\mu_{\max}(x) + \mu_{\min}(x)}$. \hfill \Box

Finally, the proof of Lemma 14 relies on some useful properties from convex optimization. We first recall a useful lemma.

**Lemma 14.** According to Chapter 2 in Nesterov [2014], we have several properties below.

- **Property 1:** When a function $f(x)$ has an $L$-Lipschitz continuous gradient, then

$$f(x) - f(y) \leq \langle x - y, \nabla f(y) \rangle + \frac{L}{2} \|x - y\|^2 \quad \text{for every } x, y \in \mathbb{R}^n. \quad (A.1)$$

In addition, constant $L$ is greater than or equal to the maximum eigenvalue of Hessian matrix of $f(x)$.

- **Property 2:** Let $f^* = f(x^*) = \min_x f(x)$, where $x^*$ is the true minimum of the function $f(x)$. The function $f(x)$ is called $C_m$ strongly convex if and only if there exists a constant $C_m > 0$ such that the $f(x) - \frac{C_m}{2} \|x\|^2$ is a convex function. In addition, for each step $t$, we have:

$$f^* - f(x_t) \geq (x^* - x_t)^T \nabla f(x_t) + \frac{C_m}{2} \|x^* - x_t\|^2, \quad (A.2)$$
which implies
\[(x_t - x^*)^T \nabla f(x_t) \geq f(x_t) - f^* + \frac{C_m}{2} \|x^* - x_t\|^2.\] (A.3)

- **Property 3:** Let \(f^* = f(x^*) = 0\), where \(x^*\) is the true minimum of the function \(f(x)\). Assume function \(f(x)\) has an L-Lipschitz continuous gradient. Then, we have:
\[f(x) \geq \frac{1}{2L} \|\nabla f(x)\|^2 + f^*.\] (A.4)

- **Property 4:** By the settings in Property 2 and Property 3, we have:
\[\|\nabla f(x)\|^2 \geq C_m^2 \|x - x^*\|^2 \geq \frac{2(f(x) - f^*)C_m^2}{L} \geq 2f(x)C_m^2/L.\] (A.5)

**Proof of Lemma 14:** Property 1 can be directly obtained by the definition of L-Lipschitz continuity. For property 2, \(f(x)\) is strongly convex, so \(\|\nabla f(x)\| \geq C_m \|x - x^*\|\), where \(C_m\) is smaller than or equal to the minimum eigenvalue of Hessian matrix of \(f(x)\). For property 3, \(f(x)\) is L-Lipschitz, so \(f(x) \leq \frac{L}{2} \|x - x^*\|^2 + f^*\). According to the fact that \(f(x) \geq f^* = 0\), then,
\[-f(x_t) + f^* \leq f(x_{t+1}) - f(x_t) = f(x_t - \gamma \nabla f(x_t)) - f(x_t) \leq f(x_t - \frac{1}{L} \nabla f(x_t)) - f(x_t) \leq -\frac{1}{L} \|\nabla f(x_t)\|^2 + \frac{1}{2L} \|\nabla f(x_t)\|^2 \leq -\frac{1}{2L} \|\nabla f(x_t)\|^2.\] (A.6)

Thus, the results are as desired. The \(C_m\)-strongly convexity implies \(\|\nabla f(x)\| \geq C_m \|x - x^*\|\) and the L-Lipschitz gradient implies \(f(x) - f^* \leq \frac{L}{2} \|x - x^*\|\). Thus, the Property 4 holds.

**Proof of Theorem 5:** From assumptions (A1) and (A2), there exists a ball with certain radius \(R_0\) around each minimum of \(s\) such that all points within that ball have all positive
eigenvalues of the Hessian matrix. Let a starting point within a ball to be \(x_0\). Note that within each ball, \(s(x)\) is \(\lambda_0\)-strongly convex, since the Hessian matrix has all of its eigenvalues bounded Nesterov [2014]. The constant \(\lambda_0\) is from assumption (A2).

According to assumption (P) and (L), \(s\) is a continuously differentiable function with Lipschitz continuous gradient and Lipschitz constant \(L\). Consider a minimum \(m_j \in S\) and let \(s^* = s(m_j) = 0\). According to Property 3 and Property 4 in Lemma 14, we have:

\[
s(x_t) \geq \frac{1}{2L} \|\nabla s(x_t)\|^2 \geq \frac{1}{2L} 2s(x_t)\lambda_0^2 / L. \tag{A.7}
\]

After rearrangement, we obtain:

\[
1 \geq \frac{\lambda_0^2}{L^2}. \tag{A.8}
\]

For step \(t+1\),

\[
\|x_{t+1} - m_j\|^2 = \|x_t - m_j - \gamma \nabla s(x_t)\|^2
= \|x_t - m_j\|^2 - 2\gamma (x_t - m_j)^T \nabla s(x_t) + \gamma^2 \|\nabla s(x_t)\|^2
\leq \|x_t - m_j\|^2 - 2\gamma (s(x_t) - s^* + \frac{\lambda_0}{2} \|m_j - x_t\|^2) + \gamma^2 \|\nabla s(x_t)\|^2
\leq \|x_t - m_j\|^2 (1 - \gamma \lambda_0) - 2\gamma s(x_t) + \gamma^2 \|\nabla s(x_t)\|^2 \tag{A.9}
\leq \|x_t - m_j\|^2 (1 - \gamma \lambda_0) - 2\gamma s(x_t) + \gamma^2 + 2L s(x_t)
\leq \|x_t - m_j\|^2 (1 - \gamma \lambda_0)
\leq \|x_0 - m_j\|^2 (1 - \gamma \lambda_0)^{t+1}
\]

The first and third inequalities are due to Equations (A.3) and (A.4). By Equation (A.8), \(0 < \gamma \lambda_0 \leq \frac{\lambda_0}{L} \leq 1\). This proves the first statement.
Applying L-Lipschitz again and according to the Property 4 from Lemma 14, we have:

\[ s(x_{t+1}) - s(x_t) = s(x_t - \gamma \nabla s(x_t)) - s(x_t) \]
\[ \leq -\gamma \| \nabla s(x_t) \|^2 + \frac{L \gamma^2}{2} \| \nabla s(x_t) \|^2 \]
\[ = -\gamma (1 - \frac{L \gamma}{2}) \| \nabla s(x_t) \|^2 \]
\[ \leq -\gamma (1 - \frac{L \gamma}{2}) \frac{2(s(x_t) - s^*) \lambda_0^2}{L}. \quad (A.10) \]

By rearrangements,

\[ s(x_{t+1}) \leq s(x_t) \left( 1 - 2 \gamma \left( 1 - \frac{L \gamma}{2} \right) \frac{\lambda_0^2}{L} \right) \]
\[ = s(x_t) \left( 1 - \frac{\lambda_0^2}{L^2} + \lambda_0^2 \left( \gamma - \frac{1}{L} \right)^2 \right). \quad (A.11) \]

Recall that \( x_0 \) is the initial point. By telescoping, we can get:

\[ s(x_{t+1}) - s(m) = s(x_{t+1}) - s^* \]
\[ \leq s(x_0) \left( 1 - \frac{\lambda_0^2}{L^2} + \lambda_0^2 \left( \gamma - \frac{1}{L} \right)^2 \right)^{t+1} \]
\[ = (s(x_0) - s(m)) \left( 1 - \frac{\lambda_0^2}{L^2} + \lambda_0^2 \left( \gamma - \frac{1}{L} \right)^2 \right)^{t+1}. \]

, since \( 0 < \gamma \leq 1/L, \ -\frac{\lambda_0^2}{L^2} + \lambda_0^2 \left( \gamma - \frac{1}{L} \right)^2 \) lies in range \((0, \frac{\lambda_0^2}{L^2}]\). By Equation (A.8), \( \frac{\lambda_0^2}{L^2} \leq 1 \), \( 1 - \frac{\lambda_0^2}{L^2} + \lambda_0^2 \left( \gamma - \frac{1}{L} \right)^2 < 1 \). This completes the proof. \( \Box \)
Appendix B

SUPPLEMENTARY MATERIALS FOR CHAPTER 3

Notations. We first describe some notations which will be used across all proofs. For a symmetric matrix $X$, let $\lambda_{\text{max}}(X)$ and $\lambda_{\text{min}}(X)$ denote its maximum and minimum eigenvalues and $\|X\|$ denotes its operator norm $\sqrt{\lambda_{\text{max}}(X'X)}$. For any matrix $M$, if $\{G_1, G_2, \ldots, G_{g_0}\}$ denote a partition of $\{1, 2, \ldots, |\text{vec}(M)|\}$ into $g_0$ non-overlapping groups, then we use $\|M\|_{2,\infty}$ to denote $\max_{g=1,2,\ldots,g_0} \|\text{vec}(M)_{G_g}\|_2$ and $\|M\|_{2,1}$ to denote $\sum_{g=1}^{g_0} \|\text{vec}(M)_{G_g}\|_2$, where $\text{vec}(M)_{G_g}$ represents all the elements of vectorized form $M$ in $G_g$ group. Let $S = \{w_1, w_2, \ldots, w_{m_0}\}$, where $w_j$ denotes the $j$-th order of true threshold. Set $m_0 = |S|$. Let $b_j$ denotes the order of the $j$-th estimated threshold in Step 2.

Appendix 3.1: Some Definitions

Sub-Weibull random variable: A random variable $U$ is sub-Weibull [Rudelson and Vershynin, 2013] if there exist constants $K_U > 0$ and $\varkappa' > 0$ such that

$$
\|U\|_\psi := \sup_{c \geq 1} c^{-\frac{1}{\varkappa'}} (\mathbb{E}|U|^c)^{1/c} \leq K_U; \quad (B.1)
$$

Moreover, $K_U$ is called the sub-Weibull constant while $\varkappa' > 0$ is called the sub-Weibull parameter.

Mixing conditions: We follow the definitions in Bradley [2005]. Given the probability space $(\Omega, \mathcal{F}, P)$, for any $\sigma$-field $A \subset \mathcal{F}$, define $L_2(A)$ to be the family of all square integrable $A$-measurable random variables. For any two $\sigma$-fields $A$ and $B \subset \mathcal{F}$, we define:

$$
\alpha'_n = \sup |P(A \cap B) - P(A)P(B)|, \quad A \in A, B \in B; \quad (B.2)
$$

$$
\beta'_n = \sup \frac{1}{2} \sum_{i_1=1}^{I} \sum_{i_2=1}^{J} |P(A_{i_1} \cap B_{i_2}) - P(A_{i_1})P(B_{i_2})|, \quad (B.3)
$$
where the supremum is taken over all pairs of (finite) partitions \( \{A_1, A_2, \ldots, A_I\} \) and \( \{B_1, B_2, \ldots, B_J\} \) of \( \Omega \) such that \( A_{i_1} \in A \) for each \( i_1 \) and \( B_{i_2} \in B \) for each \( i_2 \). The stochastic process is said to be \( \alpha \)-mixing (strongly mixing) if \( \alpha'_n \to 0 \), and \( \beta \)-mixing if \( \beta'_n \to 0 \). Note that \( \beta \)-mixing implies \( \alpha \)-mixing.

**Appendix 3.2: Technical Lemmas**

**Lemma 15.** Under Assumptions B1, B2 and B5, for \( x \in \mathbb{R}, 1 \leq l, l' \leq p, 1 \leq k \leq K, \)

\[
x_{((t-k),l)} I (z_t \leq x) \epsilon_{(t,l')}
\]

is sub-Weibull with parameter \( \frac{1}{1/\alpha_1 + 1/\kappa_c}; \)

\[
x_{((t-k),l)} I (z_t \leq x) x_{(t,l')}
\]

is sub-Weibull with parameter \( \alpha_1/2. \)

**Proof of Lemma 15:** According to Assumptions B1 and B2, we know \( x_{((t-k),l)} \) and \( \epsilon_{(t,l')} \) are sub-Weibull with sub-Weibull parameter \( \alpha_1 \) and \( \kappa_c \). From Proposition 3 in Vladimirova et al. [2020], we have \( x_{((t-k),l)} \epsilon_{(t,l')} \) is sub-Weibull with parameter \( \frac{1}{1/\alpha_1 + 1/\kappa_c} \). Similarly, \( x_{((t-k),l)} x_{(t,l')} \) is sub-Weibull with parameter \( \alpha_1/2. \)

Combined with above statement and based on Theorem 1 in Vladimirova et al. [2020], there exists \( K_C > 0 \) such that for all \( y_x \geq 0, \) we have:

\[
\mathbb{P} \left( \left| x_{((t-k),l)} I (z_t \leq x) \epsilon_{(t,l')} \right| \geq y_x \right) \leq \mathbb{P} \left( \left| x_{((t-k),l)} \epsilon_{(t,l')} \right| \geq y_x \right)
\]

\[
\leq 2 \exp \left( -\left( \frac{y_x}{K_C} \right)^{\frac{\alpha_1}{\alpha_1 + \kappa_c}} \right). \tag{B.4}
\]

By Theorem 1 in Vladimirova et al. [2020] again, \( x_{((t-k),l)} I (z_t \leq x) \epsilon_{(t,l')} \) is sub-Weibull with parameter \( \frac{1}{1/\alpha_1 + 1/\kappa_c} \). By similar procedure, we can prove \( x_{((t-k),l)} I (z_t \leq x) x_{(t,l')} \) is sub-Weibull with sub-Weibull parameter \( \alpha_1/2. \)

**Lemma 16.** Under Assumptions B1 to B4, there exist positive constants \( C, c_0, c_1, c_2, c_3, \)
such that for
\[ n \geq c_0 \left( \log(p^2 K) \right)^{2/x_0}, \]
with probability at least \(1 - c_3 \eta_1 - \eta_2\), we have:
\[ \frac{1}{n} \| Z' E \|_{\infty} \leq C \frac{\log \left( p^2 K \right)}{\sqrt{n}}, \]
(B.5)
where \( \eta_1 = \exp \left( -c_1 \log \left( p^2 K \right) \right) \) and
\[ \eta_2 = \exp \left( -c_2 \frac{n^{x_1 x_c/2(x_1 + x_c)}}{\log n} \frac{1}{2(x_1 x_c/n + x_c)} \log \left( np^2 K \right) \right). \]

Proof of Lemma 16: First, we rewrite Equation (B.5) with respect to the switching variable \( z_t \) and \( t \) as:
\[ \max \frac{1}{n} \sum_{i=1}^{n} x((t-k),l) I \left( z_t \leq z_{\pi(i)} \right) \epsilon_{t,l'}, \]  
(B.6)
The main goal is to find a proper rate for Equation (B.6). The indicator term \( I(z_t < z_{\pi(i)}) \) makes the proof more complicated, since we need to maximize Equation (B.6) w.r.t. \( t \) and we have no control on \( z_{\pi(i)} \). Hence, we rewrite Equation (B.6) in the following form:
\[ \max_{x \in \mathbb{R}} \frac{1}{n} \sum_{i=1}^{n} x((t-k),l) I \left( z_t \leq x \right) \epsilon_{t,l'}, \]  
(B.7)
Similar to Chan et al. [2015], we use the bracketing technique to bound Equation (B.7). To simplify the notation, we denote \( x^k_{t,l} = x((t-k),l) \), and let \( W_n^{(l',l,k)}(x) = \frac{1}{\sqrt{n}} \sum_{t=1}^{n} x^k_{t,l} I \left( z_t \leq x \right) \epsilon_{t,l'} \). Define \( \Gamma(x) \) as \( a_1 I_{(-\infty,x)} \) for \( a \in \mathbb{R}^2 \) and \( \mathcal{F} = \{ \Gamma(x) : x \in \mathbb{R} \} \). Write \( \Gamma(x) \) as \( \Gamma \). Let \( M_t^{(l',l,k)} = x_{t,l} \epsilon_{t,l'} \) and \( Y^{(l',l,k)}_{nt} = M_t^{(l',l,k)}/\sqrt{n} I \left( z_t \leq x \right) \) for \( l, l' \in \{1,\ldots,p\} \) and \( k \in \{1,\ldots,K\} \), then \( W_n^{(l',l,k)}(x) = \frac{1}{\sqrt{n}} \sum_{t=1}^{n} M_t^{(l',l,k)} I \left( z_t \leq x \right) = \sum_{t=1}^{n} \Gamma(x) \left( Y^{(l',l,k)}_{nt} \right) \).
For any \( x_1 < x_2 \), we have:

\[
\mathbb{E}[W_n'(l',l,k)(x_1) - W_n'(l',l,k)(x_2)]^2 = \frac{1}{n} \mathbb{E}\left[ \sum_{t=1}^{n} M_t'(l',l,k) \left( I(z_t \leq x_1) - I(z_t \leq x_2) \right) \right]^2
\]

\[
= \mathbb{E}\left( M_t'(l',l,k) \right)^2 I(x_1 < z_t \leq x_2)
\]

\[
= \left( \mathbb{E}\left( M_t'(l',l,k) \right)^2 \right) \left( G(l',l,k)(x_2) - G(l',l,k)(x_1) \right),
\]

where \( G(l',l,k)(x) = \mathbb{E}\left( M_t'(l',l,k) \right)^2 I(z_t \leq x) \). Then for fixed \( l', l, k \), we can construct a pseudo-metric

\[
d(x_1, x_2) = \sqrt{\left( \mathbb{E}\left( M_t'(l',l,k) \right)^2 \right) |G(l',l,k)(x_2) - G(l',l,k)(x_1)|}.
\]

For any \( 0 < \delta < 1 \), the integral of the bracketing entropy satisfies the following

\[
\int_0^\delta \sqrt{\log N(\epsilon, \mathcal{F}, L_2)} d\epsilon \leq C \int_0^\delta \sqrt{-\log \epsilon} d\epsilon < \infty,
\]

where \( N(\epsilon, \mathcal{F}, L_2) \) denotes the brackets number, that is, the minimum number of \( \epsilon \)-brackets needed to cover \( \mathcal{F} \). Choose a fixed integer \( q_0 \) such that \( 4 \delta \leq 2^{-q_0} \leq 8 \delta \). Then, choose a nested sequence of partitions \( \mathcal{F}_{q_{u'}} \) of \( \mathcal{F} \) indexed by the integer \( q \geq q_0 \). By the Chaining Lemma [Vaart, 1998], set \( P_q = \{ \Gamma(x) : x \in B_{q_{u'}}, 1 \leq u' \leq N_q \} \) such that:

\[
\sum_{q=q_0}^{\infty} 2^{-q} \sqrt{\log N_q} < \int_0^\delta \sqrt{\log N(\epsilon, \mathcal{F}, L_2)} d\epsilon,
\]

\[
\mathbb{E} \Lambda^2(B_{q_{u'}}) := \frac{1}{n} \mathbb{E} \sum_{t=1}^{n} \sup_{(x_1, x_2) \in B_{q_{u'}}} \left( M_t'(l',l,k) \right)^2 |I(x_1 < z_t \leq x_2)| \leq 2^{-2q}.
\]

Fix \( q \) for each level \( q > q_0 \) and each partition \( \mathcal{F}_{q_{u'}} \). For \( x \in B_{q_{u'}} \), select a fixed \( x_{q_{u'}} \in B_{q_{u'}} \) and define:

\[
\pi_q x = x_{q_{u'}};
\]

\[
B_q x = B_{q_{u'}}.
\]
Note that
\[
\sum_{t=1}^{n} \Gamma\left(Y_{nt}^{(l',l,k)}\right) = \sum_{t=1}^{n} \Gamma_{(\pi_{q_0}x)}\left(Y_{nt}^{(l',l,k)}\right) + \sum_{t=1}^{n} \left(\Gamma\left(Y_{nt}^{(l',l,k)}\right) - \Gamma_{(\pi_{q_0}x)}\left(Y_{nt}^{(l',l,k)}\right)\right) \tag{B.11}
\]
\[
= \sum_{t=1}^{n} \Gamma_{(\pi_{q_0}x)}\left(Y_{nt}^{(l',l,k)}\right) + \sum_{t=1}^{n} \left(\Gamma\left(Y_{nt}^{(l',l,k)}\right) - \Gamma_{(\pi_{q_0}x)}\left(Y_{nt}^{(l',l,k)}\right)\right) = H_1^{(l',l,k)} + H_2^{(l',l,k)},
\]

where
\[
H_1^{(l',l,k)} = \sum_{t=1}^{n} \Gamma_{(\pi_{q_0}x)}\left(Y_{nt}^{(l',l,k)}\right)
\]
and
\[
H_2^{(l',l,k)} = \sum_{t=1}^{n} \left(\Gamma\left(Y_{nt}^{(l',l,k)}\right) - \Gamma_{(\pi_{q_0}x)}\left(Y_{nt}^{(l',l,k)}\right)\right).
\]

To bound \(H_1^{(l',l,k)}\), we apply Proposition 7 in Wong et al. [2020], and take the union over \(N_{q_0}\) balls (which is a finite number). Let \(K, c_0, c_1,\) and \(c_2\) be positive constants. Then, for \(n \geq c_0 \left(\log(p^2K)\right)^{2/x_0 - 1}\),

we can get:
\[
\mathbb{P}\left(\max_{1 \leq l', l \leq p, 1 \leq k \leq K} \sup_{x \in \mathcal{F}} \sum_{t=1}^{n} \Gamma_{(\pi_{q_0}x)}\left(Y_{nt}^{(l',l,k)}\right) > c_1K\sqrt{n} \frac{\log(p^2K)}{n}\right) \leq N_{q_0}\left(2 \exp\left(-c_2 \log\left(p^2K\right)\right)\right). \tag{B.12}
\]
To bound $H_2^{(l', l, k)}$, define

$$a_q = 2^{-q} / \left[ (\log n)^2 \sqrt{\log N_{q+1}} \right],$$

$$\Omega_t^{(l', l, k)}(B) = \sup_{(x_1, x_2) \in B} \left| \Gamma_{(x_1)} \left( Y_{nt}^{(l', l, k)} \right) - \Gamma_{(x_2)} \left( Y_{nt}^{(l', l, k)} \right) \right|,$$

$$A_{t, q_0}^{(l', l, k)} = I \left( \Omega_t^{(l', l, k)}(B_{q_0} x) > a_{q_0} \right),$$

$$C_{t, q-1}^{(l', l, k)} = I \left( \Omega_t^{(l', l, k)}(B_{q_0} x) \leq a_{q_0}, \ldots, \Omega_t^{(l', l, k)}(B_{q-1} x) \leq a_{q-1} \right),$$

$$D_{t, q}^{(l', l, k)} = I \left( \Omega_t^{(l', l, k)}(B_{q_0} x) \leq a_{q_0}, \ldots, \Omega_t^{(l', l, k)}(B_{q-1} x) \leq a_{q-1}, \Omega_t^{(l', l, k)}(B_{q} x) > a_{q} \right).$$

Since $\mathbb{E}H_2^{(l', l, k)} = 0$, $H_2^{(l', l, k)}$ can be decomposed into three parts

$$H_2^{(l', l, k)} = \sum_{t=1}^{n} \left\{ \left[ \Gamma_{(x)}(Y_{nt}^{(l', l, k)}) - \Gamma_{(\pi_{q_0} x)}(Y_{nt}^{(l', l, k)}) \right] A_{t, q_0}^{(l', l, k)} \right. - \mathbb{E} \left[ \left[ \Gamma_{(x)}(Y_{nt}^{(l', l, k)}) - \Gamma_{(\pi_{q_0} x)}(Y_{nt}^{(l', l, k)}) \right] A_{t, q_0}^{(l', l, k)} \right]\right\}$$

$$+ \sum_{t=1}^{n} \sum_{q=q_0+1}^{\infty} \left\{ \left[ \Gamma_{(\pi_q x)}(Y_{nt}^{(l', l, k)}) - \Gamma_{(\pi_{q-1} x)}(Y_{nt}^{(l', l, k)}) \right] C_{t, q-1}^{(l', l, k)} \right. - \mathbb{E} \left[ \left[ \Gamma_{(\pi_q x)}(Y_{nt}^{(l', l, k)}) - \Gamma_{(\pi_{q-1} x)}(Y_{nt}^{(l', l, k)}) \right] C_{t, q-1}^{(l', l, k)} \right]\right\}$$

$$+ \sum_{t=1}^{n} \sum_{q=q_0+1}^{\infty} \left\{ \left[ \Gamma_{(x)}(Y_{nt}^{(l', l, k)}) - \Gamma_{(\pi_q x)}(Y_{nt}^{(l', l, k)}) \right] D_{t, q}^{(l', l, k)} \right. - \mathbb{E} \left[ \left[ \Gamma_{(x)}(Y_{nt}^{(l', l, k)}) - \Gamma_{(\pi_q x)}(Y_{nt}^{(l', l, k)}) \right] D_{t, q}^{(l', l, k)} \right]\right\}$$

$$=: S_{n1}^{(l', l, k)} + S_{n2}^{(l', l, k)} + S_{n3}^{(l', l, k)}.$$

By Lemma 15 and Proposition 3 from Vladimirova et al. [2020], $\Gamma_{(x)}(Y_{nt}^{(l', l, k)}) - \Gamma_{(\pi_{q_0} x)}(Y_{nt}^{(l', l, k)})$ is sub-Weibull. So there exists a constant $C_0$ and $\alpha_1 > 0$ such that

$$\left( \mathbb{E} \left| \Gamma_{(x)}(Y_{nt}^{(l', l, k)}) - \Gamma_{(\pi_{q_0} x)}(Y_{nt}^{(l', l, k)}) \right|^{c} \right)^{1/c} \leq C_0 c^{(1/\alpha_1 + 1/\alpha_c)}$$

for all $c \geq 1$. Then, using the sub-Weibull property (first part of Theorem 2.1 in Vladimirova
et al. [2020]), for any $\varepsilon > 0$, we can get
\[
P \left( \sup_{\Gamma(x) \in \mathcal{F}} \left| S_{n1}^{(l',l,k)} \right| > \varepsilon \right) \leq \sum_{t=1}^{n} P \left( \left| M_t^{(l',l,k)} \right| > \sqrt{n} a_{q_0} \right)
\leq n \exp \left( -c_3 (\sqrt{n} a_{q_0})^{\varkappa_1 \varkappa_c/(\varkappa_1 + \varkappa_c)} \right),
\] (B.15)

where $c_3$ is a positive constant and $\varkappa_1, \varkappa_c > 0$. Now, take the union over $p^2 K$. Then, for a positive constant $c_4$ such that:
\[
P \left( \max_{1 \leq l, l' \leq p, 1 \leq k \leq K} \sup_{\Gamma(x) \in \mathcal{F}} \left| S_{n1}^{(l',l,k)} \right| > \varepsilon \right)
\leq n p^2 K \exp \left( -c_3 \left( \sqrt{n} 2^{-q_0} / \left( \log n \right)^2 \sqrt{\log N_{q_0+1}} \right)^{\varkappa_1 \varkappa_c/(\varkappa_1 + \varkappa_c)} \right)
\leq \exp \left( -c_4 \frac{n^{\varkappa_1 \varkappa_c/2(\varkappa_1 + \varkappa_c)}}{(\log n)^2} + \log (n p^2 K) \right).
\] (B.16)

The second inequality satisfies since $q_0$ is fixed and its value will be determined later. To bound $S_{n2}^{(l',l,k)}$ and $S_{n3}^{(l',l,k)}$, we apply a similar procedure as in Lemma A.1 in Chan et al. [2015]. Specifically, let
\[
S_{nt}^{(l',l,k)} (q, \Gamma(x)) = \left\{ \left( \Gamma_{\pi_q} (Y_{nt}^{(l',l,k)}) - \Gamma_{(\pi_q - 1)x} (Y_{nt}^{(l',l,k)}) \right) C_{t,q-1}^{(l',l,k)} \right. \\
- \mathbb{E} \left[ \left( \Gamma_{\pi_q} (Y_{nt}^{(l',l,k)}) - \Gamma_{(\pi_q - 1)x} (Y_{nt}^{(l',l,k)}) \right) C_{t,q-1}^{(l',l,k)} \right] \left\}. \right.
\]

For any $q \geq q_0$, since $\Gamma(x) Y_{nt}^{(l',l,k)}$ and $\Gamma(x_{q-1}) Y_{nt}^{(l',l,k)}$ are points lying in one of the balls $B_{q-1,u'}$, $u' \leq N_{q-1}$, $\{ S_{nt}^{(l',l,k)} (q, \Gamma(x)) \}$ is a centered $\beta$-mixing process. Since $\beta$-mixing implies $\alpha$-mixing, we can use the results in Lemma A.1 in Chan et al. [2015]. For any $y \geq 0$, there exists a positive constant $c_5$ such that
\[
P \left( \max_{\Gamma(x) \in \mathcal{F}} \left| S_{n2}^{(l',l,k)} \right| \geq h_{q_0} y \right) \leq \sum_{q=q_0+1}^{\infty} N_q \exp \left\{ -c_5 y^2 \log N_q / 2 + y \right\},
\] (B.17)

where $h_{q_0} = \sum_{q=q_0}^{\infty} 2^{-q/2} \sqrt{\log N_q}$, and $q_0, n \geq 3$. Since $i$ and $j$ are fixed, we take the union
over $p^2K$ again and get the bound of $S_{n_2}^{(l',l,k)}$ as

$$
P \left( \max_{1 \leq l,l' \leq p, 1 \leq k \leq K} \sup_{\Gamma(x) \in \mathcal{F}} |S_{n_2}^{(l',l,k)}| \geq h_{q_0} y \right) \leq \sum_{q=q_0+1}^{\infty} N_q \exp \left\{ - \frac{c_5 y^2 \log N_q}{2 + y} + \log (p^2 K) \right\} \tag{B.18}
$$

Use the same argument of $S_{n_2}^{(l',l,k)}$, we have:

$$
P \left( \max_{1 \leq l,l' \leq p, 1 \leq k \leq K} \sup_{\Gamma(x) \in \mathcal{F}} |S_{n_3}^{(l',l,k)}| \geq h_{q_0} y \right) \leq \sum_{q=q_0+1}^{\infty} N_q \exp \left\{ - \frac{c_5 y^2 \log N_q}{2 + y} + \log (p^2 K) \right\} \tag{B.19}
$$

When $n$ is large enough, we can combine $S_{n_1}^{(l',l,k)}$, $S_{n_2}^{(l',l,k)}$, and $S_{n_3}^{(l',l,k)}$. Thus, we have:

$$
P \left\{ \max_{1 \leq l,l' \leq p, 1 \leq k \leq K} \sup_{\Gamma(x) \in \mathcal{F}} H_2^{(l',l,k)} \geq 2h_{q_0} (y + 1) \right\} \leq 2 \sum_{q=q_0+1}^{\infty} N_q \exp \left\{ - \frac{c_5 y^2 \log N_q}{2 + y} + \log (p^2 K) \right\} + \exp \left( -c_4 \frac{n^{\kappa_1 \kappa_c/2(\kappa_1 + \kappa_c)}}{(\log n)^{2\kappa_1 \kappa_c/(\kappa_1 + \kappa_c)} + \log (np^2 K)} \right) \tag{B.20}
$$

$$
\leq 2p^2K \sum_{q=q_0+1}^{\infty} N_q \exp \left( - \frac{c_5 y^2 \log N_q}{2 + y} \right) + np^2K \exp \left( -c_4 \frac{n^{\kappa_1 \kappa_c/2(\kappa_1 + \kappa_c)}}{(\log n)^{2\kappa_1 \kappa_c/(\kappa_1 + \kappa_c)}} \right)
$$

Now, take $y = C_0' \log (p^2 K) / \sqrt{n}$ and $q_0$ to be a smallest integer such that $q_0 \geq 3$ and $h_{q_0} \leq 1$. Note that $N_{q_0}$ is a constant since $q_0$ is selected to be fixed. Equation (B.12) and Equation (B.20) give Lemma 16 as desired. Specifically, if we choose $C_0'$ large enough, there exist positive constants $C, c_6, c_7, c_8, c_9, c_{10}$ and $c_{5}y^2 > 3$ such that
\begin{align*}
\mathbb{P} \left( \sup_{x \in \mathbb{R}, 1 \leq l, l' \leq p, 1 \leq k \leq K} \frac{1}{n} \sum_{t=1}^{n} x_{((t-k),l)} I(z_t \leq x) \epsilon_{(t,l')} \right) & \geq C \frac{\log (p^2 K)}{\sqrt{n}} \\
& \leq N_{q_0} \left( 2 \exp \left( -c_2 \log (p^2 K) \right) \right) + 2p^2 K \sum_{q=q_0+1}^{\infty} N_q \frac{c_5 y^2}{2 + y} \\
& + np^2 K \exp \left( -c_4 \frac{n^{x_1 \kappa_c/2(x_1+\kappa_c)}}{(\log n)^{2x_1 \kappa_c/(x_1+\kappa_c)}} \right) \\
& \leq N_{q_0} \left( 2 \exp \left( -c_2 \log (p^2 K) \right) \right) + c_7 p^2 K \exp (-c_8 y) \\
& + np^2 K \exp \left( -c_4 \frac{n^{x_1 \kappa_c/2(x_1+\kappa_c)}}{(\log n)^{2x_1 \kappa_c/(x_1+\kappa_c)}} \right) \\
& \leq c_6 \exp \left( -c_9 \log (p^2 K) + \log (p^2 K) \right) \\
& + \exp \left( -c_4 \frac{n^{x_1 \kappa_c/2(x_1+\kappa_c)}}{(\log n)^{2x_1 \kappa_c/(x_1+\kappa_c)}} + \log (np^2 K) \right) \\
& \leq c_6 \exp \left( -c_{10} \log (p^2 K) \right) + \exp \left( -c_4 \frac{n^{x_1 \kappa_c/2(x_1+\kappa_c)}}{(\log n)^{2x_1 \kappa_c/(x_1+\kappa_c)}} + \log (np^2 K) \right) \cdot (B.21)
\end{align*}

\textbf{Lemma 17.} Under Assumptions B1 to B4, there exist positive constants $C, c_0, c_1, c_2,$ and $c_3$, such that for

\[ n \geq c_0 \left( \log (p^2 K) \right)^{2/x_0 - 1}, \]

with probability at least $1 - c_3 \eta_1 - \eta_2$, we have:

\[ \frac{1}{n} \| Z' E \|_{2,\infty} \leq C \frac{\sqrt{p^2 K \log (p^2 K)}}{\sqrt{n}}, \quad (B.22) \]

where $\eta_1 = \exp \left( -c_1 \log (p^2 K) \right)$ and

\[ \eta_2 = \exp \left( -c_2 \frac{n^{x_1 \kappa_c/2(x_1+\kappa_c)}}{(\log n)^{2x_1 \kappa_c/(x_1+\kappa_c)}} + \log (np^2 K) \right). \]
Proof of Lemma 17: By combining Equation (B.12) and Equation (B.20) in Lemma 16, we have:

$$\mathbb{P}\left(\frac{1}{n} \|Z'E\|_\infty \geq C \frac{\log (p^2 K)}{\sqrt{n}}\right) \leq c_3 \exp(-c_1 \log (p^2 K)) + \exp \left(-c_2 \frac{n^{\kappa_1 \kappa_c}/2(\kappa_1 + \kappa_c)}{(\log n)^{2\kappa_1 \kappa_c/(\kappa_1 + \kappa_c)}} + \log (np^2 K)\right),$$

(B.23)

where $C, c_1, c_2, c_3$ are positive constants.

Let $G_g$ represents the group in group lasso for $g = 1, 2, \ldots, n$, where $G_1 = \{1, 2, \ldots, p^2 K\}, G_2 = \{p^2 K + 1, p^2 K + 2, \ldots, 2p^2 K\}, \ldots, G_n = \{(n-1)p^2 K + 1, (n-1)p^2 K + 2, \ldots, np^2 K\}$. Note that for none overlapping group $G_g$ with size $p^2 K$, we have:

$$\frac{1}{\sqrt{p^2 K}} \|\text{vec}(Z_i'E), l \in G_g\|_2 = \sqrt{\frac{1}{p^2 K} \sum_{l \in G_g} |\text{vec}(Z_i'E)|^2} \leq \max_{l \in G_g} |\text{vec}(Z_i'E)|,$$

(B.24)

where $Z_i'$ represents $l$-th row of $Z'$. Thus,

$$\frac{1}{\sqrt{p^2 K}} \|\text{vec}(Z'E)\|_{2,\infty} = \max_{g = 1, \ldots, n} \frac{1}{\sqrt{p^2 K}} \|\text{vec}(Z_i'E), l \in G_g\|_2 \leq \max_{g = 1, \ldots, n} \max_{l \in G_g} |\text{vec}(Z_i'E)|$$

(B.25)

Combining the Lemma 16 and Equation (B.25), we have:

$$\mathbb{P}\left(\frac{1}{n} \|\text{vec}(Z'E)\|_{2,\infty} \geq C \frac{\sqrt{\log (p^2 K)}}{\sqrt{n}}\right) \leq \mathbb{P}\left(\frac{1}{n} \|Z'E\|_\infty \geq C \frac{\log (p^2 K)}{\sqrt{n}}\right) \leq \mathbb{P}\left(\frac{1}{n} \|Z'E\|_\infty \geq C \frac{\log (p^2 K)}{\sqrt{n}}\right) \leq c_3 \exp(-c_1 \log (p^2 K)) + \exp \left(-c_2 \frac{n^{\kappa_1 \kappa_c}/2(\kappa_1 + \kappa_c)}{(\log n)^{2\kappa_1 \kappa_c/(\kappa_1 + \kappa_c)}} + \log (np^2 K)\right).$$

(B.26)

Lemma 18. Set $\sigma^2(s) = \mathbb{E}\left(x_{(l-g')}I(r_j - s < z_{l} \leq r_j)\right)^2$ for any given $1 \leq g' \leq p$. Under Assumptions B1 to B4, there exist positive constants $c_i, C, C', C_i'$ for $i = 1, 2, \ldots, such
that for any given $j$-th threshold, with probability at least $1 - \delta_1$,

$$
\sup_{1 \leq k \leq K, |s| \geq \gamma_n} \left( n \sigma^2(s) \right)^{-1} \left| \sum_{t=1}^{n} x_{(t-k)} x'_{(t-k)} I(r_j - s < z_t \leq r_j) \right| - \mathbb{E} \left( x_{(t-k)} x'_{(t-k)} I(r_j - s < z_t \leq r_j) \right) \leq C \left( \frac{(\log(p^2K))^{1/\kappa_0 - 1/2}}{\sqrt{n\gamma_n}} \right),
$$

(B.27)

where

$$
\delta_1 = \max \left\{ \exp \left( -C_1' \left( \frac{n}{\gamma_n} \right)^{\kappa_0/2} \left( \log (p^2K) \right)^{1-\kappa_0/2} + \log (p^2K) + \log (n) \right) \right.,
$$

$$+ \exp \left( -C_2' \frac{1}{\gamma_n} \log (p^2K)^{2/\kappa_0 - 1} + \log (p^2K) \right),$$

$$\exp \left( -C_3' (n\gamma_n)^{\kappa_0/2} \left( \log (p^2K) \right)^{1-\kappa_0/2} + \log (p^2K) + \log (n\gamma_n) \right)$$

$$+ \exp \left( -C_4' \log (p^2K)^{2/\kappa_0 - 1} + \log (p^2K) \right) \left\} \right.
$$

In addition, with probability at least $1 - \delta_2$,

$$
\sup_{1 \leq l, l' \leq p, 1 \leq k \leq K, |s| \geq \gamma_n} \left( n \sigma^2(s) \right)^{-1} \left| \sum_{t=1}^{n} x_{(t-k,l)} x'_{(t-k,l')} I(r_j - s < z_t \leq r_j) \epsilon_{(t,l')} \right| \leq C \frac{\log(p^2K)}{\sqrt{n\gamma_n}},
$$

(B.28)

where

$$
\delta_2 = c_3 \exp \left( -c_4 \log (p^2K) \right) + \exp \left( -c_5 \frac{n^{\kappa_1\kappa_c/2(\kappa_1+\kappa_c)}}{\log(n)^{2\kappa_1\kappa_c/(\kappa_1+\kappa_c)}} + \log (np^2K) \right).
$$

(B.29)

**Proof of Lemma 18:** The proof for this lemma is along the lines of the proof of Lemma A.2 in Chan et al. [2015]. Assume a fixed small number $D > 0$. Since $\sigma^2(s)$ is non-decreasing in given distance $s$, and $\epsilon_t$ and $z_t$ both have bounded positive density based on Assumptions B1 and B5,

$$
\sigma^2(s) \geq \sigma^2(D) \geq CD \quad \text{if} \quad s \geq D,
$$

(B.30)
where $C$ is a constant greater than 0. Similar to Lemma 16, for $s \geq D \geq \gamma_n$, according to Equation (B.12) and Equation (B.20), for a given $j$-th threshold, there exist large enough positive constant $C_0$, and positive constants $C', c_h'$, $C_h'$ for $h' = 1, 2, \ldots, 12$ such that

$$
\mathbb{P}\left( \sup_{1 \leq l, l' \leq p, \ 1 \leq k \leq K, \ s \geq D} \left( n \sigma^2(s) \right)^{-1} \left| \sum_{t=1}^{n} x_{(t-k,l)} I(r_j - s \leq z_t \leq r_j) \epsilon_{(t,l')} \right| \right) \\
\geq \left( \frac{C_0}{CD} \frac{\log (p^2K)}{\sqrt{n}} \right) \\
= \left( \sup_{1 \leq l, l' \leq p, \ 1 \leq k \leq K, \ s \geq D} \left( n \sigma^2(s) \right)^{-1} \left| \sum_{t=1}^{n} x_{(t-k,l)} I(r_j - s \leq z_t \leq r_j) \epsilon_{(t,l')} \right| \right) \geq C_0 \frac{\log (p^2K)}{\sqrt{n}} / \sigma^2(s) \\
\leq c_3 \exp \left( -c_1 \log (p^2K) \right) + \exp \left( -c_2 \frac{n^{\kappa_1+\kappa_c}/(\kappa_1+\kappa_c)}{\log n^{2\kappa_1+\kappa_c/[\kappa_1+\kappa_c]} + \log (np^2K)} \right).$$

Thus, with high probability, we obtain Equation (B.28) when $s \geq D$.

When $s \in [\gamma_n, D]$, we want to partition the interval into small pieces, and prove the
consistency in each piece. Let $M = \lfloor \log (D/\gamma_n) / \log b \rfloor$, where $b > 1$ is a constant. Now,

$$
P\left( \sup_{1 \leq t, t' \leq p, 1 \leq k \leq K, s \in [\gamma_n, D]} (n \sigma^2(s)\left| \sum_{t=1}^{n} x_{(t-k,t)} I(r_{j-1} - s < z_t \leq r_{j-1}) \epsilon_{(t,t')} \right| \geq y_1 \right) \leq \sum_{g=0}^{M} P\left( \sup_{1 \leq t, t' \leq p, 1 \leq k \leq K, s \in [b^g \gamma_n, b^{g+1} \gamma_n]} \left| \sum_{t=1}^{n} x_{(t-k,t)} I(r_{j} - s < z_t \leq r_{j} - b^g \gamma_n) \epsilon_{(t,t')} \right| \geq y_1/2 \right)$$

$$+ \sum_{g=0}^{M} P\left( \sup_{1 \leq t, t' \leq p, 1 \leq k \leq K} \left| \sum_{t=1}^{n} x_{(t-k,t)} I(r_{j} - b^g \gamma_n < z_t \leq r_{j}) \epsilon_{(t,t')} \right| \geq y_1/2 \right)$$

$$\leq \sum_{g=0}^{M} P\left( \sup_{1 \leq t, t' \leq p, 1 \leq k \leq K} \left| \sum_{t=1}^{n} x_{(t-k,t)} I(r_{j} - b^{g+1} \gamma_n < z_t \leq r_{j} - b^g \gamma_n) \epsilon_{(t,t')} \right| \geq y_1/2 \right)$$

$$+ \sum_{g=0}^{M} P\left( \sup_{1 \leq t, t' \leq p, 1 \leq k \leq K} \left| \sum_{t=1}^{n} x_{(t-k,t)} I(r_{j} - b^g \gamma_n < z_t \leq r_{j}) \epsilon_{(t,t')} \right| \geq y_1/2 \right)$$

$$\leq \sum_{g=0}^{M} P\left( \sup_{1 \leq t, t' \leq p, 1 \leq k \leq K} \left| \sum_{t=1}^{n} x_{(t-k,t)} I(r_{j} - b^{g+1} \gamma_n < z_t \leq r_{j} - b^g \gamma_n) \epsilon_{(t,t')} \right| \geq y_1/2 \right)$$

$$+ \sum_{g=0}^{M} P\left( \sup_{1 \leq t, t' \leq p, 1 \leq k \leq K} \left| \sum_{t=1}^{n} x_{(t-k,t)} I(r_{j} - b^g \gamma_n < z_t \leq r_{j}) \epsilon_{(t,t')} \right| \geq y_1/2 \right)$$

$$=: \sum_{g=0}^{M} H_{ng} + \sum_{g=0}^{M} I_{ng}.$$
Recall that $1 > x_0 > 0$, and the fact that the function of a $\beta$-mixing process is also a $\beta$-mixing. Since $x_t$ and $z_t$ are $\beta$-mixing,

$$x_{(t-k,l)} I (r_j - b^\beta \gamma_n < z_t \leq r_j) \epsilon_{(t,l')}$$

and

$$x_{(t-k,l)} I (r_j - b^{\beta+1} \gamma_n < z_t \leq r_j - b^\beta \gamma_n) \epsilon_{(t,l')}$$

are $\beta$-mixing. To bound $H_{ng}$ and $I_{ng}$, we can apply Proposition 7 from Wong et al. [2020].

Set

$$y_1/2 = C_2 \frac{\log(p^2K)}{\sqrt{n\gamma_n}}.$$  

For

$$C_1'b^\beta n \gamma_n \geq C_3'(\log(p^2K))^{2/x_0} - 1,$$

we can get

$$I_{ng} \leq \mathbb{P}\left( C_1' n \gamma_n b^\beta \sum_{t=1}^{n} x_{(t-k,l)} I (r_j - b^\beta \gamma_n < z_t \leq r_j) \epsilon_{(t,l')} \right) \geq C_2' \sqrt{\frac{\log(p^2K)}{n\gamma_n}}$$

$$\leq 2 \exp \left( -C_4' \log(p^2K) \right).$$

Then, we can get

$$\sum_{g=0}^{M} I_{ng} \leq C_5' \exp \left( -C_4' \log(p^2K) \right).$$

(B.34)

Similarly, we can get

$$\sum_{g=0}^{M} H_{ng} \leq C_6' \exp \left( -C_4' \log(p^2K) \right).$$

(B.35)

By Equation (B.35), Equation (B.34), and Equation (B.31), we then can get:

$$\sup_{1 \leq l,l' \leq p, 1 \leq k \leq K, |s| \geq \gamma_n} \left( n \sigma^2(s) \right)^{-1} \left| \sum_{t=1}^{n} x_{(t-k,l)} I (r_j - s < z_t \leq r_j) \epsilon_{(t,l')} \right| \leq C_4' \frac{\log(p^2K)}{\sqrt{n\gamma_n}},$$

(B.36)
with probability $1 - \delta_3$, where

$$\delta_3 = c_4 \exp \left( -c_5 \log (p^2 K) \right) + \exp \left( -c_2 \frac{\frac{n^{\kappa_1 \kappa_c}}{2^{(\tau_1 + \gamma_c)}}}{\log n} + \log (np^2 K) \right). \quad (B.37)$$

Thus, this proves Equation (B.28). Similarly, we can prove Equation (B.27). Note that

$$\mathbb{E} \left( x_{(t-k)} x'_{(t-k)} I(r_j - s < z_t \leq r_j) \right)$$

is non-decreasing in $s$ and $\mathbb{E}|x_t|^2$ is positive and bounded from Assumption B2. For $s \geq D \geq \gamma_n$, we first fix $l, l'$ in $1, 2, \ldots, p$ and $k$ in $1, 2, \ldots, K$. Recall that

$$\sigma^2(s) \geq \sigma^2(D) \geq CD \quad \text{if} \quad s \geq D,$$

where $C$ is a constant greater than 0. Note that $\tau_0 = (1/(\tau_1/2) + 1/\tau_2)^{-1} < 1$. By Assumption B2, Lemma 15, and Fact 1 and Lemma 13 in Wong et al. [2020], for $n > 4$,

$$\mathbb{P} \left( \sup_{|s| \geq D} (n\sigma^2(s))^{-1} \left| \sum_{t=1}^{n} x_{(t-k,l)} x_{(t-k,l')} I(r_j - s < z_t \leq r_j) - \mathbb{E} \left( x_{(t-k,l)} x_{(t-k,l')} I(r_j - s < z_t \leq r_j) \right) \right| \geq y_2 \right)$$

$$\leq \mathbb{P} \left( \sup_{|s| \geq D} (CDn)^{-1} \left| \sum_{t=1}^{n} x_{(t-k,l)} x_{(t-k,l')} I(r_j - s < z_t \leq r_j) - \mathbb{E} \left( x_{(t-k,l)} x_{(t-k,l')} I(r_j - s < z_t \leq r_j) \right) \right| \geq y_2 \right)$$

$$\leq n \exp \left( -c_6 (ny_2)^{\tau_0} \right) \exp \left( -c_7 (ny_2^2) \right). \quad (B.39)$$
Then, we take the union over $p^2K$:

$$
\mathbb{P} \left( \sup_{1 \leq k \leq K, \ |s| \geq D} (n\sigma^2(s))^{-1} \left\| \sum_{t=1}^{n} x_{(t-k)}x'_{(t-k)} I (r_j - s < z_t \leq r_j) - \mathbb{E} \left( x_{(t-k)}x'_{(t-k)} I (r_j - s < z_t \leq r_j) \right) \right\|_{\infty} \geq y_2 \right)
\leq \mathbb{P} \left( \sup_{1 \leq k \leq K, \ |s| \geq D} (n\sigma^2(s))^{-1} \left| \sum_{t=1}^{n} x_{(t-k,l)}x'_{(t-k,l')} I (r_j - s < z_t \leq r_j) - \mathbb{E} \left( x_{(t-k,l)}x'_{(t-k,l')} I (r_j - s < z_t \leq r_j) \right) \right| \geq y_2 \right)
\leq n \exp \left( -c_6 (ny_2)^{\kappa_0} + \log \left( p^2K \right) \right) + \exp \left( -c_7 ny_2^2 + \log \left( p^2K \right) \right).
$$

(B.40)
For $s \in [\gamma_n, D]$, we have:

$$
\mathbb{P}\left( \sup_{1 \leq k \leq K, \ D \geq |s| \geq \gamma_n} \left( n \sigma^2(s) \right)^{-1} \left\| \sum_{t=1}^{n} \mathbf{x}_{(t-k)} \mathbf{x}'_{(t-k)} I (r_j - s < z_t \leq r_j) - \mathbb{E} \left( \mathbf{x}_{(t-k)} \mathbf{x}'_{(t-k)} I (r_j - s < z_t \leq r_j) \right) \right\|_\infty \geq y_2 \right) \\
\leq \sum_{g=0}^{M} \mathbb{P}\left( \sup_{1 \leq k \leq K, \ s \in [b^g \gamma_n, b^{g+1} \gamma_n]} \left( n \sigma^2(b^g \gamma_n) \right)^{-1} \left\| \sum_{t=1}^{n} \mathbf{x}_{(t-k)} \mathbf{x}'_{(t-k)} I (r_j - s < z_t \leq r_j - b^g \gamma_n) - \mathbb{E} \left( \mathbf{x}_{(t-k)} \mathbf{x}'_{(t-k)} I (r_j - s < z_t \leq r_j - b^g \gamma_n) \right) \right\|_\infty \geq \frac{y_2}{2} \right) \\
+ \sum_{g=0}^{M} \mathbb{P}\left( \sup_{1 \leq k \leq K, \ s \in [b^g \gamma_n, b^{g+1} \gamma_n]} \left( n \sigma^2(b^g \gamma_n) \right)^{-1} \left\| \sum_{t=1}^{n} \mathbf{x}_{(t-k)} \mathbf{x}'_{(t-k)} I (r_j - b^g \gamma_n < z_t \leq r_j) - \mathbb{E} \left( \mathbf{x}_{(t-k)} \mathbf{x}'_{(t-k)} I (r_j - b^g \gamma_n < z_t \leq r_j) \right) \right\|_\infty \geq 
\frac{y_2}{2} \right) \\
\leq \sum_{g=0}^{M} \mathbb{P}\left( \left( n \sigma^2(b^g \gamma_n) \right)^{-1} \left\| \sum_{t=1}^{n} \mathbf{x}_{(t-k)} \mathbf{x}'_{(t-k)} I (r_j - b^{g+1} \gamma_n < z_t \leq r_j - b^g \gamma_n) - \mathbb{E} \left( \mathbf{x}_{(t-k)} \mathbf{x}'_{(t-k)} I (r_j - b^{g+1} \gamma_n < z_t \leq r_j - b^g \gamma_n) \right) \right\|_\infty \geq \frac{y_2}{2} \right) \\
+ \sum_{g=0}^{M} \mathbb{P}\left( \sup_{1 \leq k \leq K, \ s \in [b^g \gamma_n, b^{g+1} \gamma_n]} \left( n \sigma^2(b^g \gamma_n) \right)^{-1} \left\| \sum_{t=1}^{n} \mathbf{x}_{(t-k)} \mathbf{x}'_{(t-k)} I (r_j - b^g \gamma_n < z_t \leq r_j) - \mathbb{E} \left( \mathbf{x}_{(t-k)} \mathbf{x}'_{(t-k)} I (r_j - b^g \gamma_n < z_t \leq r_j) \right) \right\|_\infty \geq \frac{y_2}{2} \right) \\
=: \sum_{g=0}^{M} I_{1ng} + \sum_{g=0}^{M} I_{2ng}.
$$
Note that $\mathbb{E}\left( x_{(t-k)} x'_{(t-k)} I(r_j - s < z_t \leq r_j) \right)$ is non-decreasing in $s$ and $\mathbb{E}|x_t|^2$ is positive and bounded from Assumption B2. By Lemma 15, Lemma 13 in Wong et al. [2020] and taking union over $p^2 K$, for $n\gamma_n > 4$, we can obtain

$$
\sum_{g=0}^{M} I_{1ng} \leq n\gamma_n \exp \left( -c_8 (n\gamma_n y_2)^{x_0} + \log \left( p^2 K \right) \right) + \exp \left( -c_9 n\gamma_n y_2^2 + \log \left( p^2 K \right) \right). 
$$

(B.42)

Similarly, we have

$$
\sum_{g=0}^{M} I_{2ng} \leq n\gamma_n \exp \left( -c_{10} (n\gamma_n y_2)^{x_0} + \log \left( p^2 K \right) \right) + \exp \left( -c_{11} n\gamma_n y_2^2 + \log \left( p^2 K \right) \right).
$$

(B.43)

Combining Equation (B.42), Equation (B.43) and Equation (B.40) and setting

$$
y_2/2 = c_{12} \left( \frac{(\log (p^2 K))^{1/x_0-1/2}}{\sqrt{n\gamma_n}} \right)
$$

with large enough $c_{12}$, we have

$$
\sup_{1 \leq k \leq K, \ |s| \geq \gamma_n} (n\sigma^2(s))^{-1} \left\| \sum_{t=1}^{n} x_{(t-k)} x'_{(t-k)} I(r_j - s < z_t \leq r_j) \right\|_{\infty} - \mathbb{E} \left( x_{(t-k)} x'_{(t-k)} I(r_j - s < z_t \leq r_j) \right) \right\|_{\infty} \leq c_{12} \left( \frac{(\log (p^2 K))^{1/x_0-1/2}}{\sqrt{n\gamma_n}} \right).
$$

(B.44)
with probability $1 - \delta_4$, where

\[
\delta_4 = \max \left\{ n \exp \left(-c_6 (ny)^{x_0} + \log \left(p^2 K\right)\right) + \exp \left(-c_7 ny^2 + \log \left(p^2 K\right)\right), 
\right.
\]

\[
\left. n \gamma_n \exp \left(-c_8 (n \gamma_n y)^{x_0} + \log \left(p^2 K\right)\right) + \exp \left(-c_9 n \gamma_n y^2 + \log \left(p^2 K\right)\right) \right\}
\]

\[
= \max \left\{ n \exp \left(-c_6 \left( nc_{12} \left( \frac{(\log(p^2 K))^{1/\alpha_o - 1/2}}{\sqrt{n \gamma_n}} \right)^{x_0} + \log \left(p^2 K\right)\right) 
\right.
\]

\[
\left. + \exp \left(-c_7 n \left( c_{12} \left( \frac{(\log(p^2 K))^{1/\alpha_o - 1/2}}{\sqrt{n \gamma_n}} \right)^2 + \log \left(p^2 K\right)\right) \right), 
\right.
\]

\[
\left. n \gamma_n \exp \left(-c_8 \left( n \gamma_n c_{12} \left( \frac{(\log(p^2 K))^{1/\alpha_o - 1/2}}{\sqrt{n \gamma_n}} \right)^{x_0} \right) + \log \left(p^2 K\right)\right) 
\right.
\]

\[
\left. + \exp \left(-c_9 n \gamma_n \left( c_{12} \left( \frac{(\log(p^2 K))^{1/\alpha_o - 1/2}}{\sqrt{n \gamma_n}} \right)^2 + \log \left(p^2 K\right)\right) \right) \right\}
\]

\[
= \max \left\{ \exp \left(-C'_7 \left( n \gamma_n \right)^{x_0/2} \left( \log \left(p^2 K\right)\right)^{1-x_0/2} + \log \left(p^2 K\right) + \log \left(n\right)\right) 
\right.
\]

\[
\left. + \exp \left(-C'_8 \left( n \gamma_n \right)^{1/\alpha_o} \log \left(p^2 K\right)^{2/\alpha_o - 1} + \log \left(p^2 K\right)\right), 
\right.
\]

\[
\exp \left(-C'_9 \left( n \gamma_n \right)^{x_0/2} \left( \log \left(p^2 K\right)\right)^{1-x_0/2} + \log \left(p^2 K\right) + \log \left(n \gamma_n\right)\right) 
\]

\[
+ \exp \left(-C'_{10} \log \left(p^2 K\right)^{2/\alpha_o - 1} + \log \left(p^2 K\right)\right) \right\}.
\]

Note that $C' \left( n \gamma_n \right)^{x_0/2} > \left( \log \left(p^2 K\right)\right)^{x_0}$ by Assumption B4. So

\[
C' n^{x_0/2} \left( \log \left(p^2 K\right)\right)^{1-x_0/2} \geq \log(p^2 K).
\]

Thus, both

\[
\exp \left(-C'_7 \left( n \gamma_n \right)^{x_0/2} \left( \log \left(p^2 K\right)\right)^{1-x_0/2} + \log \left(p^2 K\right) + \log \left(n\right)\right)
\]

and

\[
\exp \left(-C'_9 \left( n \gamma_n \right)^{x_0/2} \left( \log \left(p^2 K\right)\right)^{1-x_0/2} + \log \left(p^2 K\right) + \log \left(n \gamma_n\right)\right)
\]
will converge to zero as sample size $n$ tends to infinity. According to Assumption B2, $\gamma_0 < 1$, so $2/\gamma_0 - 1 > 1$. As a result, $\delta_4$ will converge to 0.

**Lemma 19.** Set $\sigma^2(s) = \mathbb{E}(x_{(t-k,g')}(r_j-s < z_t < r_j))^2$ for any given $1 \leq g' \leq p$. Let $I_s \in \mathbb{R}^{np \times np}$ be the diagonal matrix with diagonal $I_1(s), \ldots, I_n(s)$, where $I_t(s)$ is a $p \times p$ diagonal matrix with all diagonal elements equal to $I_t(r_j - s < z_t \leq r_j)$ for $t = 1, 2, \ldots, n$.

Under Assumptions B1 to B4, there exist positive constants $c_3, c_4, c_5, C', C'_1$, such that for any given $j$-th threshold, with probability at least $1 - \delta_2$,

$$\sup_{|s| \geq \gamma_n} (n\sigma^2(s))^{-1} \left\| Z'_{\Gamma_j}(s) E \right\|_{2,\infty} \leq C' \frac{\sqrt{p^2K \log(p^2K)}}{\sqrt{n\gamma_n}}, \quad (B.46)$$

where

$$\delta_2 = c_3 \exp\left(-c_4 \log\left(p^2K\right)\right) + \exp\left(-c_5 \frac{n^{1/2}(\log n)^{2/(\log\log n)}}{\log\log n} + \log(n^2K)\right).$$

**Proof of Lemma 19:** By Lemma 18, we have:

$$\mathbb{P}\left( \sup_{1 \leq l, l' \leq p, 1 \leq k \leq K, \vert s \vert \geq \gamma_n} \sum_{t=1}^{n} x_{(t-k,l)}I(r_j - s < z_t \leq r_j) \epsilon_{(t,l')} \right) \leq C' \frac{\log(p^2K)}{\sqrt{n\gamma_n}} \quad (B.47)$$

$$\leq c_3 \exp\left(-c_4 \log\left(p^2K\right)\right) + \exp\left(-c_5 \frac{n^{1/2}(\log n)^{2/(\log\log n)}}{\log\log n} + \log(n^2K)\right)$$

where $C', c_3, c_4, c_5$ are positive constants.

Note $\sup_{1 \leq l, l' \leq p, 1 \leq k \leq K, \vert s \vert \geq \gamma_n} \left\| Z'_{\Gamma_j}(s) E \right\|_{\infty}$ for a given $r_j$.

Recall that $G_g$ represents the group in group lasso for $g = 1, 2, \ldots, n$, where $G_1 = \{1, 2, \ldots, p^2K\}, G_2 = \{p^2K+1, p^2K+2, \ldots, 2p^2K\}, \ldots, G_n = \{(n-1)p^2K+1, (n-1)p^2K+$
2, \ldots, np^2K \}$. For none overlapping group $G_g$ with size $p^2K$, we have:

$$
\frac{1}{\sqrt{p^2K}} \| \text{vec}(Z_l^r r_j(s) E), l \in G_g \|_2 = \sqrt{\frac{1}{p^2K} \sum_{l \in G_g} \| \text{vec}(Z_l^r r_j(s) E) \|_2}^2 
\leq \max_{l \in G_g} \| \text{vec}(Z_l^r r_j(s) E) \|_2,
$$

(B.48)

where $Z^l_l$ represents the $l$-th row in $Z'$. Thus,

$$
\frac{1}{\sqrt{p^2K}} \| \text{vec}(Z' r_j(s) E) \|_2 = \max_{g=1, \ldots, n} \frac{1}{\sqrt{p^2K}} \| \text{vec}(Z_g^r r_j(s) E), l \in G_g \|_2 
\leq \max_{g=1, \ldots, n} \max_{l \in G_g} \| \text{vec}(Z_g^r r_j(s) E) \| 
= \| Z' r_j(s) E \|_\infty.
$$

Combining the Lemma 18 and Equation (B.49), we have:

$$
\mathbb{P} \left( \sup_{|s| \geq \gamma n} (n\sigma^2(s))^{-1} \| \text{vec} (Z' r_j(s) E) \|_2, \infty \geq C \sqrt{p^2K \log (p^2K)} / \sqrt{n} \right) 
\leq \mathbb{P} \left( \sup_{|s| \geq \gamma n} (n\sigma^2(s))^{-1} \| Z' r_j(s) E \|_\infty \geq C \log (p^2K) / \sqrt{n} \right) 
\leq c_3 \exp(-c_1 \log (p^2K)) + \exp \left( -c_2 n^{x_1 x_c / 2 (x_1 + x_c)} / (\log n)^{x_1 x_c / (x_1 + x_c)} + \log (np^2K) \right).
$$

(B.50)

**Lemma 20.** Under the Assumptions B1 to B5, for $m < m_0$, there exist constants $c_1, c_2 > 0$ such that

$$
\mathbb{P} \left( \min_{\{s_1, s_2, \ldots, s_m\} \subset \{1, 2, \ldots, n\}} L_n(s_1, s_2, \ldots, s_m, \eta_n) 
> \sum_{i=1}^n \| \xi_{\pi(i)} \|_2^2 + c_1 n \Delta_n - c_2 ma_n^2 (n\gamma_n)^{3/2} \right) \to 1.
$$

(B.51)

where $\Delta_n = \min_{1 \leq j \leq m_0+1} |r_j - r_j-1|$.

**Proof of Lemma 20:** The road-map for the proof of Lemma 20 is similar to that of Lemma 4 in Safikhani and Shojaie [2020], once adapted to the TAR modeling framework.

Denote $b_{j'}$ as the order of the given $j'$-th estimated threshold $s_{j'}$. Since $m < m_0$, there
exists a threshold \( r_j \) such that \( |s_{j'} - r_j| > \Delta_n/4 \). In order to find a lower bound on the sum of the least squares, without loss of generality, we try to find a lower bound for the sum of squared errors plus penalty term in the following three cases: (a) \( |s_{j'} - s_{j'-1}| \leq \gamma_n \); (b) there exist two true thresholds \( r_j, r_{j+1} \) such that \( |s_{j'-1} - r_j| \leq \gamma_n \) and \( |s_{j'} - r_{j+1}| \leq \gamma_n \); and (c) otherwise.

Based on the Assumption B5, \( \{z_t\} \) is a \( \beta \)-mixing process, then \( I(u_0 < z_t \leq u_1) \) is an \( \beta \)-mixing process for fixed \( u_0 \) and \( u_1 \). By the second inequality of Theorem 1 in [Merlevède et al., 2009], there exists a certain positive constant \( c_B \) such that:

\[
\left| \sum_{t=1}^{n} I(u_0 < z_t \leq u_1) \right| < c_B n \mathbb{E} |I(u_0 < z_t \leq u_1)| \tag{B.52}
\]

with high probability. Since \( n \mathbb{E} |I(u_0 < z_t \leq u_1)| \leq n (u_1 - u_0) \),

\[
\left| \sum_{t=1}^{n} I(u_0 < z_t \leq u_1) \right| < nc_B \mathbb{E} |I(u_0 < z_t \leq u_1)| \leq nc_B |u_1 - u_0| \tag{B.53}
\]

with high probability. Recall that according to Assumptions B1 and B5, the density of \( \{\epsilon_t\} \) and \( z_t \) are positive, so

\[
\sigma^2 (s_{j'} - s_{j'-1}) \geq c_0 |s_{j'} - s_{j'-1}|, \tag{B.54}
\]

where \( c_0 \) is certain positive constant.

Use \( \hat{\theta}_{s_{j'-1}, s_{j'}} \) to denote the estimated parameter in the estimated regime \( (s_{j'} - 1, s_{j'}) \). Recall that \( b_{j'} \) represents the order of the given \( j' \)-th estimated threshold \( s_{j'} \). To simplify the notation, set \( \hat{\theta} = \hat{\theta}_{s_{j'-1}, s_{j'}} \). For case (a), consider the case where \( r_j < s_{j'-1} < s_{j'} < r_{j+1} \).
Then,

\[
\sum_{i = b_{j'} - 1 + 1}^{b_{j'}} \left\| x_{\pi(i)} - \hat{\theta} Y_{\pi(i)} \right\|_2^2
\]

\[
= \sum_{i = b_{j'} - 1 + 1}^{b_{j'}} \left\| \epsilon_{\pi(i)} \right\|_2^2 + \sum_{i = b_{j'} - 1}^{b_{j'} - 1} \left\| \left( A^{(., j+1)} - \hat{\theta} \right) Y_{\pi(i)} \right\|_2^2
\]

\[
+ 2 \sum_{i = b_{j'} - 1 + 1}^{b_{j'}} Y'_{\pi(i)} \left( A^{(., j+1)} - \hat{\theta} \right)' \epsilon_{\pi(i)}
\]

\[
\geq \sum_{i = b_{j'} - 1 + 1}^{b_{j'}} \left\| \epsilon_{\pi(i)} \right\|_2^2 - 2 \sum_{i = b_{j'} - 1 + 1}^{b_{j'}} Y'_{\pi(i)} \left( A^{(., j+1)} - \hat{\theta} \right)' \epsilon_{\pi(i)}
\]

\[
\geq \sum_{i = b_{j'} - 1 + 1}^{b_{j'}} \left\| \epsilon_{\pi(i)} \right\|_2^2 - c_2 \sum_{i = b_{j'} - 1 + 1}^{b_{j'}} Y'_{\pi(i)} \epsilon_{\pi(i)} \left\| A^{(., j+1)} - \hat{\theta} \right\|_1.
\]

In case (a), \( |s_{j'} - s_{j' - 1}| \leq \gamma_n \). Based on Lemma 16 and Equation (B.53), we can get

\[
\sum_{i = b_{j'} - 1 + 1}^{b_{j'}} \left\| x_{\pi(i)} - \hat{\theta} Y_{\pi(i)} \right\|_2^2
\]

\[
\geq \sum_{i = b_{j'} - 1 + 1}^{b_{j'}} \left\| \epsilon_{\pi(i)} \right\|_2^2 - c_2 \sqrt{n} \gamma_n \log (p^2 K) \left\| A^{(., j+1)} - \hat{\theta} \right\|_1.
\]

According to Assumption B7, we obtain

\[
\sum_{i = b_{j'} - 1 + 1}^{b_{j'}} \left\| x_{\pi(i)} - \hat{\theta} Y_{\pi(i)} \right\|_2^2
\]

\[
\geq \sum_{i = b_{j'} - 1 + 1}^{b_{j'}} \left\| \epsilon_{\pi(i)} \right\|_2^2 - c_2 \sqrt{n} \gamma_n \log (p^2 K) \left\| A^{(., j+1)} - \hat{\theta} \right\|_1.
\]
For case (b), consider the case where \( s_{j'-1} < r_j \) and \( s_j < r_{j+1} \).

\[
\frac{1}{b_j' - b_{j'-1}} \sum_{i=b_{j'-1}+1}^{b_j'} \left\| x_{\pi(i)} - \hat{\theta} Y_{\pi(i)} \right\|_2^2 + \eta(s_{j'-1}, s_j) \left\| \hat{\theta} \right\|_1 \\
\leq \frac{1}{b_j' - b_{j'-1}} \sum_{i=b_{j'-1}+1}^{b_j'} \left\| x_{\pi(i)} - A^{(\cdot, j+1)} Y_{\pi(i)} \right\|_2^2 + \eta(s_{j'-1}, s_j) \left\| A^{(\cdot, j+1)} \right\|_1. \tag{B.58}
\]

By rearrangement, there exist constants \( c' > 0, c_1 > 0, c_2 > 0, c_3 > 0, \) and \( c_4 > 0 \) that satisfy

\[
0 \leq c' \left\| A^{(\cdot, j+1)} - \hat{\theta} \right\|_2^2 \\
\leq \frac{1}{n \sigma^2 (s_j' - s_{j'-1})} \sum_{i=b_{j'-1}+1}^{b_j'} Y_{\pi(i)}' \left( A^{(\cdot, j+1)} - \hat{\theta} \right)' \left( A^{(\cdot, j+1)} - \hat{\theta} \right) Y_{\pi(i)} \\
\leq \frac{2}{n \sigma^2 (s_j' - s_{j'-1})} \sum_{i=b_{j'-1}+1}^{b_j'} Y_{\pi(i)}' \left( \hat{\theta} - A^{(\cdot, j+1)} \right)' \left( x_{\pi(i)} - A^{(\cdot, j+1)} Y_{\pi(i)} \right) \\
+ \frac{|b_j' - b_{j'-1}|}{n \sigma^2 (s_j' - s_{j'-1})} \eta(s_{j'-1}, s_j') \left( \left\| A^{(\cdot, j+1)} \right\|_1 - \left\| \hat{\theta} \right\|_1 \right) \\
\leq \left( c_1 \frac{\log(p^2 K)}{\sqrt{n (s_j' - s_{j'-1})}} + c_2 M \sigma_n d_n \frac{|b_j' - b_{j'-1}|}{n \sigma^2 (s_j' - s_{j'-1})} \right) \left\| A^{(\cdot, j+1)} - \hat{\theta} \right\|_1 \\
+ c_3 \eta(s_{j'-1}, s_j') \left( \left\| A^{(\cdot, j+1)} \right\|_1 - \left\| \hat{\theta} \right\|_1 \right) \\
\leq \frac{3c_3 \eta(s_{j'-1}, s_j')}{2} \left\| A^{(\cdot, j+1)} - \hat{\theta} \right\|_1 + c_3 \eta(s_{j'-1}, s_j') \left( \left\| A^{(\cdot, j+1)} \right\|_1 - \left\| \hat{\theta} \right\|_1 \right) \\
\leq \frac{3c_3 \eta(s_{j'-1}, s_j')}{2} \left\| A^{(\cdot, j+1)} - \hat{\theta} \right\|_{1, \mathcal{I}} + \frac{c_3 \eta(s_{j'-1}, s_j')}{2} \left\| A^{(\cdot, j+1)} - \hat{\theta} \right\|_{1, \mathcal{I}^c} \\
\leq 2c_3 \eta(s_{j'-1}, s_j') \left\| A^{(\cdot, j+1)} - \hat{\theta} \right\|_{1, \mathcal{I}}.
\]

This implies \( 3 \left\| A^{(\cdot, j+1)} - \hat{\theta} \right\|_{1, \mathcal{I}} \geq \left\| A^{(\cdot, j+1)} - \hat{\theta} \right\|_{1, \mathcal{I}^c} \) and, thus, \( 4 \left\| A^{(\cdot, j+1)} - \hat{\theta} \right\|_{1, \mathcal{I}} \geq \left\| A^{(\cdot, j+1)} - \hat{\theta} \right\|_{1, \mathcal{I}^c} \).
By Cauchy–Schwarz inequality, we can get 

$$4 \| A^{(j+1)} - \hat{\theta} \|_1 \leq 4 \sqrt{d_n} \| A^{(j+1)} - \hat{\theta} \|_2.$$ 

In addition, we can get 

$$\| A^{(j+1)} - \hat{\theta} \|_2 \leq c_4 \sqrt{d_n \eta_{(b_{j'-1}, b_{j'})}}$$

from Equation (B.59).

Recall that \( w_j \) denotes the \( j \)-th order of the true threshold. By Equation (B.59), we can use the same procedure as in the case (a). For some constants \( c_{h'} > 0 \) for \( h' = 5, 6, \ldots, 11, \) we have:

$$\sum_{i=w_j+1}^{b_{j'}} \| x_{\pi(i)} - \hat{\theta}^T \|_2^2 \geq \sum_{i=w_j+1}^{b_{j'}} \| e_{\pi(i)} \|_2^2 + c_5 \| b_j' - w_j \| \| A^{(j+1)} - \hat{\theta} \|_2^2$$

$$- c_6 \sqrt{n(s_j' - r_j) \log(p^2 K)} \| A^{(j+1)} - \hat{\theta} \|_1$$

$$\geq \sum_{i=w_j+1}^{b_{j'}} \| e_{\pi(i)} \|_2^2 + c_5 \| b_j' - w_j \| \| A^{(j+1)} - \hat{\theta} \|_2^2$$

$$\left( \| A^{(j+1)} - \hat{\theta} \|_2^2 - c_6 \frac{\log(p^2 K) \sqrt{d_n^*}}{c_5 \sqrt{n(s_j' - r_j)}} \right)$$

$$\geq \sum_{i=w_j+1}^{b_{j'}} \| e_{\pi(i)} \|_2^2 - c_7 \| n(s_j' - r_j) \| \| A^{(j+1)} - \hat{\theta} \|_2^2$$

$$\left( c_8 \sqrt{d_n^* \eta_{(s_{j'-1}, s_j')}} + \log(p^2 K) \sqrt{d_n^*} \right)$$

$$\geq \sum_{i=w_j+1}^{b_{j'}} \| e_{\pi(i)} \|_2^2 - c_7 \| n(s_j' - r_j) \| \left( c_9 \sqrt{d_n^* \eta_{(s_{j'-1}, s_j')}} + \log(p^2 K) \sqrt{d_n^*} \right)$$

$$\left( c_8 \sqrt{d_n^* \eta_{(s_{j'-1}, s_j')}} + \log(p^2 K) \sqrt{d_n^*} \right)$$

$$\geq \sum_{i=w_j+1}^{b_{j'}} \| e_{\pi(i)} \|_2^2 - c_{10} d_n^* (\log(p^2 K))^2.$$

For the threshold interval \( (s_{j'-1}, r_j) \), there exist positive constants \( C_{h'} \) for \( h' = 1, 2, \ldots, 9 \)
such that

$$\sum_{i=b_{j'-1}+1}^{w_j} \left\| x_{\pi(i)} - \hat{\theta} Y_{\pi(i)} \right\|_2^2 \geq \sum_{i=b_{j'-1}+1}^{w_j} \left( C_{2} \sqrt{n \gamma_n} \log(p^2 K) \left\| A^{(\cdot,j)} - \hat{\theta} \right\|_1 + \left\| A^{(\cdot,j+1)} - A^{(\cdot,j)} \right\|_1 \right)
$$

(B.61)

By Equation (B.60) and Equation (B.61), for certain constant $C'_1 > 0$, we have:

$$\sum_{i=b_{j'-1}+1}^{b_{j'}} \left\| x_{\pi(i)} - \hat{\theta} Y_{\pi(i)} \right\|_2^2 \geq \sum_{i=b_{j'-1}+1}^{b_{j'}} \left( C_{4} d_n^* \left( C_{2} \sqrt{n \gamma_n} \log(p^2 K) \left\| A^{(\cdot,j)} - \hat{\theta} \right\|_1 + \left\| A^{(\cdot,j+1)} - A^{(\cdot,j)} \right\|_1 \right) + C_{3} M A \frac{\gamma_n}{s_{j'} - s_{j'-1}} \right)
$$

$$\geq \sum_{i=b_{j'-1}+1}^{w_j} \left\| x_{\pi(i)} - \hat{\theta} Y_{\pi(i)} \right\|_2^2 \geq \sum_{i=b_{j'-1}+1}^{w_j} \left( C_{5} d_n^* \sqrt{n \gamma_n} \left( \log(p^2 K) \right)^2 \right).$$

By Equation (B.60) and Equation (B.61), for certain constant $C'_1 > 0$, we have:

$$\sum_{i=b_{j'-1}+1}^{b_{j'}} \left\| x_{\pi(i)} - \hat{\theta} Y_{\pi(i)} \right\|_2^2 \geq \sum_{i=b_{j'-1}+1}^{b_{j'}} \left\| x_{\pi(i)} \right\|_2^2 - C_{1} d_n^* \sqrt{n \gamma_n} \left( \log(p^2 K) \right)^2. \quad (B.62)$$

In case (c), $s_{j'-1} < r_j < s_{j'}$ with $|s_{j'-1} - r_j| > \Delta_n/4$ and $|s_{j'} - r_j| > \Delta_n/4$. In this case, the restricted eigenvalue condition does not hold, since the distance between two consecutive true thresholds is very large, which leads to a large distance to the intersection of the estimated thresholds. However, if the tuning parameters are chosen properly, then the deterministic part of the deviation bound argument holds. Consider threshold intervals
According to the results from Lemma 18 and Equation (B.63), we have

\[
\sum_{i=b_{j'-1}+1}^{w_j} \left\| x_{\pi(i)} - \hat{\theta} Y_{\pi(i)} \right\|_2^2 \\
\geq \sum_{i=b_{j'-1}+1}^{w_j} \| \epsilon_{\pi(i)} \|_2^2 + \sum_{i=b_{j'-1}+1}^{w_j} \left\| A^{(\cdot,j)} - \hat{\theta} \right\|_2^2 \left( \sum_{i=b_{j'-1}+1}^{w_j} \| Y_{\pi(i)} \|_2^2 \right) \\
- 2 \sum_{i=b_{j'-1}+1}^{w_j} \| Y_{\pi(i)} \|_2 \left\| A^{(\cdot,j)} - \hat{\theta} \right\|_1.
\]

\[\text{(B.63)}\]

\[
\sum_{i=b_{j'-1}+1}^{w_j} \left\| x_{\pi(i)} - \hat{\theta} Y_{\pi(i)} \right\|_2^2 \\
\geq \sum_{i=b_{j'-1}+1}^{w_j} \| \epsilon_{\pi(i)} \|_2^2 + \sum_{i=b_{j'-1}+1}^{w_j} \left\| A^{(\cdot,j)} - \hat{\theta} \right\|_2^2 \left( \sum_{i=b_{j'-1}+1}^{w_j} \| Y_{\pi(i)} \|_2^2 \right) \\
- C_6 n \sigma^2 (r_j - s_{j'-1}) \log(p^2 K) \sqrt{d_n \gamma_n} \\
\geq \sum_{i=b_{j'-1}+1}^{w_j} \| \epsilon_{\pi(i)} \|_2^2 + C_7 \left\| A^{(\cdot,j)} - \hat{\theta} \right\|_2^2 n \mathbb{E} \left( x_{(t-k,l)} x'_{(t-k,l)} I (s_{j'-1} < z_t \leq r_j) \right) \\
\left( \left\| A^{(\cdot,j)} - \hat{\theta} \right\|_2 - C_7 \log(p^2 K) \sqrt{d_n \gamma_n} \right) \\
\geq \sum_{i=b_{j'-1}+1}^{w_j} \| \epsilon_{\pi(i)} \|_2^2 + C_7 \left\| A^{(\cdot,j)} - \hat{\theta} \right\|_2^2 n \mathbb{E} \left( x_{(t-k,l)} x'_{(t-k,l)} I (s_{j'-1} < z_t \leq r_j) \right) \\
\geq \sum_{i=b_{j'-1}+1}^{w_j} \| \epsilon_{\pi(i)} \|_2^2 + C_8 n (r_j - s_{j'-1}) \left\| A^{(\cdot,j)} - \hat{\theta} \right\|_2^2 \\
\geq \sum_{i=b_{j'-1}+1}^{w_j} \| \epsilon_{\pi(i)} \|_2^2 + C_9 n \Delta_n,
\]

\[\text{(B.64)}\]
Similarly, we have

\[
\sum_{i=w_j+1}^{b_j'} \left\| x_{\pi(i)} - \hat{\theta}Y_{\pi(i)} \right\|_2^2 \geq \sum_{i=w_j+1}^{b_j'} \left\| e_{\pi(i)} \right\|_2^2 + c'_1 |b_j' - w_j| \left\| A^{(\cdot,j+1)} - \hat{\theta} \right\|_2^2 \\
- c'_2 \sqrt{|b_j' - w_j| \log(p^2 K)} \left\| A^{(\cdot,j+1)} - \hat{\theta} \right\|_1 \\
\geq \sum_{i=w_j+1}^{b_j'} \left\| e_{\pi(i)} \right\|_2^2 + c'_1 |b_j' - w_j| \left\| A^{(\cdot,j+1)} - \hat{\theta} \right\|_2 \\
\left( \left\| A^{(\cdot,j+1)} - \hat{\theta} \right\|_2 - \frac{c'_2 \log(p^2 K) \sqrt{d_n}}{c'_1} \right),
\tag{B.65}
\]

where \( c'_1, c'_2 \) are some positive constants.

Based on the Assumption B4, \( \left\| A^{(\cdot,j+1)} - A^{(\cdot,j)} \right\|_2 \geq \nu > 0 \), then either \( \left\| A^{(\cdot,j+1)} - \hat{\theta} \right\|_2 \geq v/4 \) or \( \left\| A^{(\cdot,j)} - \hat{\theta} \right\|_2 \geq v/4 \). Assume that \( \left\| A^{(\cdot,j)} - \hat{\theta} \right\|_2 \geq v/4 \). Based on Equation (B.63) and Equation (B.65), when \(|s_{j'} - r_j| \leq \gamma_n\), there exist positive constants \( c'_4 \) for \( h' = 3, 4, \ldots, 8 \) such that:

\[
\sum_{i=b_{j'-1}}^{w_j-1} \left\| x_{\pi(i)} - \hat{\theta}Y_{\pi(i)} \right\|_2^2 \geq \sum_{i=b_{j'-1}+1}^{w_j} \left\| e_{\pi(i)} \right\|_2^2 + c_3' n \Delta_n, \tag{B.66}
\]

and

\[
\sum_{i=w_j+1}^{b_j'} \left\| x_{\pi(i)} - \hat{\theta}Y_{\pi(i)} \right\|_2^2 \geq \sum_{i=w_j+1}^{b_j'} \left\| e_{\pi(i)} \right\|_2^2 - c_4' d_n \left( \log(p^2 K) \right)^2. \tag{B.67}
\]

According to Equation (B.66) and Equation (B.67), we can get:

\[
\sum_{i=b_{j'-1}+1}^{b_j'} \left\| x_{\pi(i)} - \hat{\theta}Y_{\pi(i)} \right\|_2^2 \geq \sum_{i=b_{j'-1}+1}^{b_j'} \left\| e_{\pi(i)} \right\|_2^2 + c_5' n \Delta_n - c_6' d_n \left( \log(p^2 K) \right)^2. \tag{B.68}
\]

When both \(|s_{j'-1} - r_j| > \gamma_n\) and \(|s_{j'} - r_j| > \gamma_n\), we can follow the similar steps that obtain Equation (B.68) and obtain:

\[
\sum_{i=b_{j'-1}+1}^{b_j'} \left\| x_{\pi(i)} - \hat{\theta}Y_{\pi(i)} \right\|_2^2 \geq \sum_{i=b_{j'-1}+1}^{b_j'} \left\| e_{\pi(i)} \right\|_2^2 + c_7' n \Delta_n - c_8' (n \gamma_n)^{3/2} d_n^2. \tag{B.69}
\]
Combining above three cases (a),(b), and (c), we can prove the results.

**Appendix 3.3: Proof of Main Results**

**B.0.1 Proof of Theorem 6**

The idea is similar to Theorem 2 in Safikhani and Shojaie [2020]. However, in our case, we do not have the assumptions related to spectral density matrices. Instead, we assume the random variables are \( \beta \)-mixing, sub-Weibull and stationary. For a matrix \( A \in \mathbb{R}^{pK \times p} \), let \( \| A \|_{1, \mathcal{I}} = \sum_{(i', l') \in \mathcal{I}} |a_{i'l'}| \), where \( \mathcal{I} \) is the set of non-zero indices of \( A \) and \( a_{i'l'} \) is the element at \( i' \)-th row and \( l' \)-th column. First, we prove the second part. For some \( j = 1, 2, \ldots, m_0 \), given the estimated threshold \( \hat{r}_j \), \( |r_j - \hat{r}_j| > \gamma_n \), there exists a true threshold point \( r_{j0} \) which is isolated from all the estimated thresholds, i.e., \( \min_{1 \leq j \leq m_0} |\hat{r}_j - r_{j0}| > \gamma_n \). In other words, there exists an estimated threshold \( \hat{r}_j \) such that, \( r_{j0} - r_{j0-1} \lor \hat{r}_j \geq \gamma_n \) and \( r_{j0+1} \lor \hat{r}_{j+1} - r_{j0} \geq \gamma_n \). The idea of the proof is to show the estimated parameters in the interval \( [r_{j0-1} \lor \hat{r}_j, r_{j0+1} \lor \hat{r}_{j+1}] \) converges in \( \ell_2 \) to both \( A^{(-j0)} \) and \( A^{(-j0+1)} \) which contradicts with the Assumption B4. The length of the interval is large enough to verify restricted eigenvalue and deviation bound inequalities needed to show parameter estimation consistency.

Define a new parameter sequence \( \varphi_q, q = 1, 2, \ldots, n \) with \( \varphi_q = \hat{\theta}_q \) except for two thresholds \( q = \hat{r}_j \) and \( q = r_{j0} \). For these two points, set \( \varphi_{\hat{r}_j} = A^{(-j0)} - \hat{A}_j \) and \( \varphi_{r_{j0}} = \hat{A}_{j+1} - A^{(-j0)} \), where \( \hat{A}_j = \sum_{q=1}^{w_{j0-1}} \hat{\theta}_q \) and \( \hat{A}_{j+1} = \sum_{q=1}^{w_{j0}} \hat{\theta}_q \), i.e. \( \hat{\theta}_{w_{j0} \lor \hat{w}_j} = \hat{A}_{j+1} - \hat{A}_j \).

Denote \( \Psi = \text{vector}(\varphi_1, \varphi_2, \ldots, \varphi_n) \in \mathbb{R}^{np^2K \times 1} \). By Equation (3.5) and focusing on the case of lasso (i.e. hdTAR), we have

\[
\frac{1}{n} \left\| Y - Z \hat{\Theta} \right\|_2^2 + \lambda_{1,n} \left\| \hat{\Theta} \right\|_1 + \lambda_{2,n} \sum_{i=1}^{n} \left\| \sum_{i'=1}^{i} \hat{\theta}_{i'} \right\|_1 \\
\leq \frac{1}{n} \left\| Y - Z \Psi \right\|_2^2 + \lambda_{1,n} \left\| \Psi \right\|_1 + \lambda_{2,n} \sum_{i=1}^{n} \left\| \sum_{i'=1}^{i} \varphi_{i'} \right\|_1 .
\] (B.70)
By rearrangement, for a constant \( c \), we can get

\[
0 \leq c \left\| A^{(\cdot j_0)} - \hat{A}_{j+1} \right\|_2^2 \\
\leq \frac{1}{n \sigma^2(r_{j_0} - r_{j_0-1} \lor \hat{r}_j)} \left\| \sum_{i=(w_{j_0-1} \lor \tilde{w}_j)+1}^{w_{j_0}} Y_{\pi(i)} \left( A^{(\cdot j_0)} - \hat{A}_{j+1} \right) \right\|_2^2 \\
\leq \frac{2}{n \sigma^2(r_{j_0} - r_{j_0-1} \lor \hat{r}_j)} \left\| \sum_{i=(w_{j_0-1} \lor \tilde{w}_j)+1}^{w_{j_0}} Y_{\pi(i)} \left( A^{(\cdot j_0)} - \hat{A}_{j+1} \right) \epsilon_{\pi(i)} \right\|_2^2 \\
+ \frac{n \lambda_{2,n}}{n \sigma^2(r_{j_0} - r_{j_0-1} \lor \hat{r}_j)} \left( \left\| A^{(\cdot j_0)} - \hat{A}_{j+1} \right\|_1 + \left\| A^{(\cdot j_0)} - \hat{A}_j \right\|_1 \\
- \left\| \hat{A}_{j+1} - \hat{A}_j \right\|_1 \right) \\
\leq \left( \frac{2n \lambda_{1,n}}{n \sigma^2(r_{j_0} - r_{j_0-1} \lor \hat{r}_j)} + C \log \left( \frac{p^2 K}{\sqrt{n} \gamma_n} \right) \right) \left\| A^{(\cdot j_0)} - \hat{A}_{j+1} \right\|_1 \\
+ n \lambda_{2,n} \left( \left\| A^{(\cdot j_0)} \right\|_1 - \left\| \hat{A}_{j+1} \right\|_1 \right) \\
\leq \frac{n \lambda_{2,n}}{2} \left\| A^{(\cdot j_0)} - \hat{A}_{j+1} \right\|_1 + n \lambda_{2,n} \left( \left\| A^{(\cdot j_0)} \right\|_1 - \left\| \hat{A}_{j+1} \right\|_1 \right) \\
\leq \frac{3n \lambda_{2,n}}{2} \left\| A^{(\cdot j_0)} - \hat{A}_{j+1} \right\|_{1,\mathcal{I}} - \frac{n \lambda_{2,n}}{2} \left\| A^{(\cdot j_0)} - \hat{A}_{j+1} \right\|_{1,\mathcal{I}}.
\]

According to Lemma 18 and the fact that \( r_{j_0} - r_{j_0-1} \lor \hat{r}_j \geq \gamma_n \), the second inequality holds with high probability converging to 1 in Equation (B.71). The third inequality holds because \( w_{j_0} - w_{j_0-1} \lor \tilde{w}_j \leq c_1 n \sigma^2(s) \) for a certain positive constant \( c_1 \). The fourth inequality holds with high probability converging to 1 according to second part of Lemma 18 and triangular inequality. The fifth inequality is based on Assumption B4 and the selection for \( \lambda_{2,n} \) in the statement of the theorem. The last inequality holds by Assumption B3. Thus,

\[
\left\| A^{(\cdot j_0)} - \hat{A}_{j+1} \right\|_2 = o_p \left( d_n \log \left( \frac{p^2 K}{\sqrt{n} \gamma_n} \right) \right),
\]

which means that it converges to zero in probability based on Assumption B4. The convergence of \( \left\| A^{(\cdot j_0+1)} - \hat{A}_{j+1} \right\|_2 \) can be proved in the same procedure in the interval \([r_{j_0}, r_{j_0+1} \lor \hat{r}_{j+1}]\), which contradicts Assumption B4. Thus, the results are as desired.
Similarly, we can prove the first part. Assume $|\hat{A}_n| < m_0$. There exist an isolated true threshold $r_{j_0}$ such that $r_{j_0} - r_{j_0-1} \lor \hat{r}_j \geq \gamma_n/3$ and $r_{j_0+1} \land \hat{r}_{j+1} - r_{j_0} \geq \gamma_n/3$. Similar procedure in the second part is applied to the interval $[r_{j_0-1} \lor \hat{r}_j, r_{j_0}]$ and $[r_{j_0}, r_{j_0-1} \land \hat{r}_{j+1}]$, then the proof is completed for the hdTAR case.
Similar procedure can be applied to mvTAR which is briefly described next. We obtain:

\[
0 \leq c \left\| A^{(\cdot, j_0)} - \hat{A}_{j+1} \right\|_2^2 \\
\leq \frac{1}{n\sigma^2 (r_j - r_{j-1} \vee \hat{r}_j)} \sum_{i=(w_{j-1} \vee \hat{w})+1}^{w_{j0}} Y'_{\pi(i)} \left( A^{(\cdot, j_0)} - \hat{A}_{j+1} \right)_2^2 \\
\leq \frac{2}{n\sigma^2 (r_j - r_{j-1} \vee \hat{r}_j)} \sum_{i=(w_{j-1} \vee \hat{w})+1}^{w_{j0}} Y'_{\pi(i)} \left( A^{(\cdot, j_0)} - \hat{A}_{j+1} \right) e_{\pi(i)} \\
+ \frac{n\lambda_{1,n}}{n\sigma^2 (r_j - r_{j-1} \vee \hat{r}_j)} \left( \left\| A^{(\cdot, j_0)} - \hat{A}_{j+1} \right\|_2 + \left\| A^{(\cdot, j_0)} - \hat{A}_j \right\|_2 \\
- \left\| \hat{A}_{j+1} - \hat{A}_j \right\|_2 \right) \\
+ \frac{n\lambda_{2,n}}{n\sigma^2 (r_j - r_{j-1} \vee \hat{r}_j)} n\sigma^2 (r_j - r_{j-1} \vee \hat{r}_j) \left( \left\| A^{(\cdot, j_0)} \right\|_1 - \left\| \hat{A}_{j+1} \right\|_1 \right) \\
\leq \left( \frac{2n\lambda_{1,n}}{n\sigma^2 (r_j - r_{j-1} \vee \hat{r}_j)} + \frac{C \sqrt{p^2 K \log(p^2 K)}}{\sqrt{n\gamma_n}} \right) \left\| A^{(\cdot, j_0)} - \hat{A}_{j+1} \right\|_2 \\
+ n\lambda_{2,n} \left( \left\| A^{(\cdot, j_0)} \right\|_1 - \left\| \hat{A}_{j+1} \right\|_1 \right) \\
\leq \left( \frac{2n\lambda_{1,n}}{n\sigma^2 (r_j - r_{j-1} \vee \hat{r}_j)} + \frac{C \sqrt{p^2 K \log(p^2 K)}}{\sqrt{n\gamma_n}} \right) \left\| A^{(\cdot, j_0)} - \hat{A}_{j+1} \right\|_1 \\
+ n\lambda_{2,n} \left( \left\| A^{(\cdot, j_0)} \right\|_1 - \left\| \hat{A}_{j+1} \right\|_1 \right) \\
\leq \frac{n\lambda_{2,n}}{2} \left\| A^{(\cdot, j_0)} - \hat{A}_{j+1} \right\|_1 + n\lambda_{2,n} \left( \left\| A^{(\cdot, j_0)} \right\|_1 - \left\| \hat{A}_{j+1} \right\|_1 \right) \\
\leq \frac{3n\lambda_{2,n}}{2} \left\| A^{(\cdot, j_0)} - \hat{A}_{j+1} \right\|_{1, I_c} + \frac{n\lambda_{2,n}}{2} \left\| A^{(\cdot, j_0)} - \hat{A}_{j+1} \right\|_{1, I_c}.
\]

Note that there is only one group in \( \left\| A^{(\cdot, j_0)} - \hat{A}_{j+1} \right\|_{2,1} \), so it is \( \left\| A^{(\cdot, j_0)} - \hat{A}_{j+1} \right\|_2 \). According to the first part in Lemma 18 and the fact that \( r_j - r_{j-1} \vee \hat{r}_j \geq \gamma_n \), the second
inequality holds with high probability converging to 1 in Equation (B.73). The third inequality holds because \( w_{j0} - w_{j0-1} \vee \hat{w}_j \leq c_1 n \sigma^2(s) \) for a certain positive constant \( c_1 \). The fifth inequality holds with high probability converging to 1 according to Lemma 19 and triangular inequality. The sixth inequality holds due to Minkowski inequality. The seventh inequality is based on Assumption B4 and the selection for \( \lambda_{2,n} \) in the statement of the theorem. The last inequality holds by Assumption B3. Thus,

\[
\| A^{(-j0)} - \hat{A}_{j+1} \|_2 = o_p \left( \frac{d^n \sqrt{p^2 K \log (p^2 K)}}{\sqrt{n} n \gamma_n} \right), \tag{B.74}
\]

The remaining parts are similar to hdTAR case, hence details are omitted to avoid duplication. This completes the proof for both cases.

**B.0.2 Proof of Theorem 7**

For the first part, we want to prove that \( \mathbb{P}(\hat{m} < m_0) \rightarrow 0 \), and \( \mathbb{P}(\hat{m} > m_0) \rightarrow 0 \). From Theorem 6, we know that there exist estimated thresholds \( \hat{r}_j \in \hat{A}_n \) such that \( \max_{1 \leq j \leq m_0} |\hat{r}_j - r_j| \leq \gamma_n \), where \( r_j \in A_n \). Recall that \( w_j \) denotes the \( j \)-th order of the thresholds, and \( b_j' \) denotes the \( j' \)-th order of the estimated threshold.

Without loss of generality, we only show one of the estimated regimes. For \( s_{j'-1} < r_j < s_i \) with \( |r_j - s_{j'-1}| \leq \gamma_n \), the estimated coefficient is denoted as \( \hat{\theta} \) in \( (s_{j'-1}, s_{j'}) \). Similar to case (b) in the proof of Lemma 20, recall that \( |b_{j'} - w_j| \leq n c_B |s_{j'} - r_j| \) according to
Equation (B.53). For the threshold interval \((r_j, s_{j'})\), we have

\[
\sum_{i = u_j + 1}^{b_{j'}} \left\| x_{\pi(i)} - \hat{\theta} y_{\pi(i)} \right\|_2^2 
\leq \sum_{i = u_j + 1}^{b_{j'}} \left\| e_{\pi(i)} \right\|_2^2 + c_3 \left| b_{j'} - w_j \right| \left\| A^{(\cdot,j+1)} - \hat{\theta} \right\|_2^2 
+ c_4 \sqrt{\left| b_{j'} - w_j \right| \log(p^2K)} \left\| A^{(\cdot,j+1)} - \hat{\theta} \right\|_1 
\leq \sum_{i = u_j + 1}^{b_{j'}} \left\| e_{\pi(i)} \right\|_2^2 
+ c_5 n \left| s_{j'} - r_j \right| d_n^s \left( c_1 \frac{\log(p^2K)}{\sqrt{n (s_{j'} - s_{j' - 1})}} + c_2 M_A d_n^s \frac{\gamma_n}{s_{j'} - s_{j' - 1}} \right)^2 
+ c_6 \sqrt{\left| b_i - w_j \right| \log(p^2K)} d_n^s \left( c_1 \frac{\log(p^2K)}{\sqrt{n (s_{j'} - s_{j' - 1})}} + c_2 M_A d_n^s \frac{\gamma_n}{s_{j'} - s_{j' - 1}} \right) 
\leq \sum_{i = u_j + 1}^{b_{j'}} \left\| e_{\pi(i)} \right\|_2^2 + c_7 \sqrt{n \gamma_n} (\log(p^2K) d_n^s)^2 
\leq \sum_{i = u_j + 1}^{b_{j'}} \left\| e_{\pi(i)} \right\|_2^2 + c (n \gamma_n)^{3/2} d_n^s^2 ,
\]

where \(c, c_{h'}\) are positive constants for \(h' = 1, 2, \ldots, 7\).
Let $c_{h'}$ be positive constants for $h' = 1, 2, \ldots, 6$. For regime $(s_{i-1}, r_j)$, we can get

\[
\sum_{i=b_{j'-1}+1}^{w_j} \left\| x_{\pi(i)} - \hat{\theta} Y_{\pi(i)} \right\|_2^2 \leq \sum_{i=b_{j'-1}+1}^{w_j} \left\| \epsilon_{\pi(i)} \right\|_2^2 + c_1' \left| w_j - b_{j'-1} \right| \left\| A^{(-j)} - \hat{\theta} \right\|_2^2 + c_2' \sqrt{|w_j - b_{j'-1}|} \log (p^2 K) \left\| A^{(-j)} - \hat{\theta} \right\|_1 \leq \sum_{i=b_{j'-1}+1}^{w_j} \left\| \epsilon_{\pi(i)} \right\|_2^2 + c_3' d_n^2 \sqrt{n \gamma_n} \left( \log (p^2 K) \right)^2 + \sum_{i=b_{j'}+1}^{w_{j'}} \left\| \epsilon_{\pi(i)} \right\|_2^2 + c_4' (n \gamma_n)^{3/2} d_n^2.
\]

Since

\[
\eta(s_{j'-1}, s_{j'}) \left\| \hat{\theta} \right\|_1 \leq \eta(s_{j'-1}, s_{j'}) \left( \left\| A^{(-j+1)} - \hat{\theta} \right\|_1 + \left\| A^{(-j+1)} - A^{(-j)} \right\|_1 \right) \leq c_5 d_n^2,
\]

we combine Equation (B.75) to Equation (B.77) and get

\[
\sum_{i=b_{j'-1}+1}^{w_j} \left\| x_{\pi(i)} - \hat{\theta} Y_{\pi(i)} \right\|_2^2 + \eta(b_{j'-1}, b_{j'}) \left\| \hat{\theta} \right\|_1 \leq \sum_{i=b_{j'-1}+1}^{w_{j'}} \left\| \epsilon_{\pi(i)} \right\|_2^2 + c_6' (n \gamma_n)^{3/2} d_n^2.
\]

Since there are $m_0 + 1$ regimes, we can get:

\[
L_n(\check{r}_1, \check{r}_2, \ldots, \check{r}_{m_0}; \eta_n) \leq \sum_{i=1}^{n} \left\| \epsilon_{\pi(i)} \right\|_2^2 + c_7 m_0 (n \gamma_n)^{3/2} d_n^2.
\]

Given subset from the candidate thresholds found in Step 1. Let $C_{h'}$ be positive constants
for $h' = 1, 2, \ldots, 6$. Assume $\tilde{m} < m_0$. By Lemma 20, we can get

$$
\text{IC}(\tilde{r}_1, \ldots, \tilde{r}_{\tilde{m}})
= L_n(\tilde{r}_1, \ldots, \tilde{r}_{\tilde{m}}; \eta_n) + \tilde{m}\omega_n
> \sum_{i=1}^{n} \|\epsilon_{\pi(i)}\|_2^2 + C_1n\Delta_n - C_2\tilde{m}d_n^2 (n\gamma_n)^{3/2} + \tilde{m}\omega_n
$$

(B.80)

$$
\geq L_n(\hat{r}_1, \hat{r}_2, \ldots, \hat{r}_{m_0}; \eta_n) + m_0\omega_n + C_1n\Delta_n - C_2\tilde{m}d_n^2 (n\gamma_n)^{3/2}
- C_3m_0 (n\gamma_n)^{3/2} d_n^2 - (m_0 - \tilde{m})\omega_n
\geq L_n(\hat{r}_1, \hat{r}_2, \ldots, \hat{r}_{m_0}; \eta_n) + m_0\omega_n + C_1n\Delta_n - C_4m_0 (n\gamma_n)^{3/2} d_n^2 - (m_0 - \tilde{m})\omega_n.

$$

According to Assumption B6, we have

$$
m_0 (n\gamma_n)^{3/2} d_n^2 / \omega_n \to 0 \text{ and } m_0\omega_n / n\Delta_n \to 0.
$$

Then,

$$
C_1n\Delta_n - C_4m_0 (n\gamma_n)^{3/2} d_n^2 - (m_0 - \tilde{m})\omega_n \geq 0.
$$

(B.81)

Thus, IC$(\tilde{r}_1, \tilde{r}_2, \ldots, \tilde{r}_{\tilde{m}}) \geq L_n(\hat{r}_1, \hat{r}_2, \ldots, \hat{r}_{m_0}; \eta_n) + m_0\omega_n$, which proves

$$
\mathbb{P}(\tilde{m} < m_0) \to 0.
$$

Next, we want to prove $\mathbb{P}(\tilde{m} > m_0) \to 0$. Similar procedure in Lemma 20 can be used to get:

$$
L_n(\tilde{r}_1, \tilde{r}_2, \ldots, \tilde{r}_{\tilde{m}}; \eta_n) \geq \sum_{i=1}^{n} \|\epsilon_{\pi(i)}\|_2^2 - C_5\tilde{m}d_n^2 (n\gamma_n)^{3/2}.
$$

(B.82)
Then,
\[
\sum_{i=1}^{n} \| \epsilon_{\pi(i)} \|_2^2 - C_5 \hat{m} d_n^2 \left( n \gamma_n \right)^{3/2} + \hat{m} \omega_n \leq \text{IC}(\hat{r}_1, \hat{r}_2, \cdots, \hat{r}_m) \\
\leq \text{IC}(\hat{r}_1, \hat{r}_2, \cdots, \hat{r}_m) \\
\leq \sum_{i=1}^{n} \| \epsilon_{\pi(i)} \|_2^2 + C_6 m_0 \left( n \gamma_n \right)^{3/2} d_n^2 \\
+ m_0 \omega_n.
\]

Thus,
\[
(\hat{m} - m_0) \omega_n \leq C_5 \left( n \gamma_n \right)^{3/2} \hat{m} d_n^2 + C_6 m_0 \left( n \gamma_n \right)^{3/2} d_n^2. 
\]

(B.84)

If \( \hat{m} > m_0 \), it contradicts assumption that \( m_0 \left( n \gamma_n \right)^{3/2} d_n^2 / \omega_n \to 0 \). Then, we can get \( \mathbb{P}(\hat{m} - m_0) \to 1 \).

Next, we prove \( \mathbb{P} \left( \max_{1 \leq j \leq m_0} |\tilde{r}_j - r_j| \leq B m_0 \left( \gamma_n \right)^{3/2} d_n^2 \sqrt{n} \right) \). Given certain two constants \( C_7 > 0 \) and \( c' > 0 \), let \( B = 2C_7 / c' \). Suppose there exists a threshold \( r_j \) such that \( \min_{1 \leq j \leq m_0} |\tilde{r}_j - r_j| \geq B m_0 \left( \gamma_n \right)^{3/2} d_n^2 \sqrt{n} \). Applying similar procedure to Lemma 20, we can get:

\[
\sum_{i=1}^{n} \| \epsilon_{\pi(i)} \|_2^2 + c' B m_0 \left( n \gamma_n \right)^{3/2} d_n^2 \leq L_n(\hat{r}_1, \hat{r}_2, \cdots, \hat{r}_m ; \eta_n) \\
\leq L_n(\hat{r}_1, \hat{r}_2, \cdots, \hat{r}_m ; \eta_n) \\
\leq \sum_{i=1}^{n} \| \epsilon_{\pi(i)} \|_2^2 + C_7 m_0 \left( n \gamma_n \right)^{3/2} d_n^2,
\]

which contradicts the value of \( B \).
B.0.3 Proof of Theorem 8

Theorem 8 can be proved according to the modification of Corollary 9 in Wong et al. [2020]. In Corollary 9 [Wong et al., 2020], we know that for regime $j$, we have

$$\|\text{vec}(\hat{\beta}^{(-j)}) - \text{vec}(A^{(-j)})\|_2 \leq c_1 \alpha_j \sqrt{d_n}$$  \hspace{1cm} (B.86)

with high probability, where $\alpha_j$ represent a tuning parameter determined by $p$, $K$, and the number of observations in each regime $j$. Let $\tilde{w}_j$ be the order of estimated threshold $\tilde{r}_j$. What is left is to find a lower bound on the number of observations. Due to Assumption B5, $z_t$ has positive density. Combining Assumption B5 and Corollary 9 of Wong et al. [2020], we have:

$$\tilde{w}_{j-1} - \tilde{w}_j = n \mathbb{P} (\tilde{r}_{j-1} < z_t \leq \tilde{r}_j)$$

$$\geq c_2 n |\tilde{r}_j - \tilde{r}_{j-1}|,$$

\hspace{1cm} (B.87)

where $c_2 > 0$ is a constant. Now, by plugging in the optimal value of $\alpha_j$, we get

$$\left\|\hat{\beta}^{(-j)} - A^{(-j)}\right\|_2 \leq c_3 \sqrt{d_n \log (p^2 K)} \cdot \frac{n \gamma_n}{(\tilde{w}_{j-1} - \tilde{w}_j)}$$

$$\leq c_4 \sqrt{d_n \log (p^2 K) \cdot n \gamma_n},$$

\hspace{1cm} (B.88)

where $c_3, c_4 > 0$ are constants.
Appendix 3.4: A Sufficient Condition for $\beta$-mixing

In this section, we provide a sufficient condition for the TAR process $x_t$ to be $\beta$-mixing by imposing a restriction on the operator norm of transition matrices. To that end, note that the TAR process,

$$x_t = \sum_{k=1}^{K} A^{(k,j)} x_{t-k} + \epsilon_t,$$

can be rewritten as a $Kp$-dimensional TAR process with lag 1; that is,

$$\tilde{X}_t = \tilde{B}^{(j)} \tilde{X}_{t-1} + \tilde{U}_t,$$

where

$$\tilde{X}_t = \begin{pmatrix} x_t' & x_{t-1}' & \ldots & x_{t-K+1}' \end{pmatrix}' \in \mathbb{R}^{Kp \times 1},$$

$$\tilde{B}^{(j)} = \begin{pmatrix} A^{(1,j)} & A^{(k,j)} & \ldots & A^{(K-1,j)} & A^{(K,j)} \\ I_p & 0 & \ldots & 0 & 0 \\ 0 & I_p & \ldots & 0 & 0 \\ \vdots & \ddots & \ddots & \vdots & \vdots \\ 0 & 0 & \ldots & I_p & 0 \end{pmatrix} \in \mathbb{R}^{Kp \times Kp}$$

for $I_p$ is a $p \times p$ identity matrix, and

$$\tilde{U}_t = \begin{pmatrix} \epsilon_t' & 0 & \ldots & 0 \end{pmatrix}' \in \mathbb{R}^{KP \times 1}.$$

Let $\tilde{B}_{\text{max}} = \arg\max_{j=1,\ldots,m_0+1} \|\tilde{B}^{(j)}\|$ where $\|\tilde{B}\|$ denotes the operator norm of matrix $\tilde{B}$; that is

$$\|\tilde{B}\| = \sqrt{\lambda_{\text{max}}(\tilde{B}' \tilde{B})}.$$

**Lemma 21.** For the TAR model in Equation (B.89), if $\|\tilde{B}_{\text{max}}\| < 1$, then $x_t$ is $\beta$-mixing with a geometrically decaying mixing coefficient. If, in addition, $\epsilon_t$ follows a sub-Weibull distribution, then $x_t$ is also sub-Weibull. In other words, Assumption B2 holds.

**Remark 3.** The condition based on the operator norm of transition matrices may not be the optimal for $x_t$ to be $\beta$-mixing and sub-Weibull, and a condition based on the spectral norm could be less restrictive. However, a condition based on the spectral norm does not seem achievable as the argument used for VAR models does not hold in this case. Specifically, in VAR models, we have a sufficient condition based on the spectral norm according to
Lemma 8.2 in Fan and Yao [2005] stating that the geometric Ergodicity of any subsequence with deterministic index entails the geometric Ergodicity of the original series. But this result does not hold for the TAR models, as the index of the sub-sequence in the TAR model is not deterministic.

Proof of Lemma 21: The proof of Lemma 21 is similar to that in Appendix E.1 of Wong et al. [2020]. We mainly need to apply Proposition 1 and Proposition 2 in Liebscher [2005] and the fact that any measurable function of a stationary process is \( \beta \)-mixing if the original stationary process is \( \beta \)-mixing. Proposition 1 in Liebscher [2005] gives the result that the sequence is geometrically Ergodic based on certain conditions, and we can show that the sequence will be \( \beta \)-mixing with geometrically decaying mixing coefficients, by using Proposition 2 in Liebscher [2005]. Finally, we verify the sub-Weibull assumption by using the definition of sub-Weibull distributions.

To apply Proposition 1 in Liebscher [2005], we check the three conditions, where we set the corresponding parameters \( E = \mathbb{R}^p \), and \( \mu \) as the Lebesgue measure. Condition (i) is satisfied if we set the parameter \( m \) in the Proposition 1 of Liebscher [2005] to 1. (Note that here \( m \) is not the number of thresholds.) For condition (ii), we set \( \bar{m} = \inf_{u \in C, v \in A} \|u - v\|_2 \) the minimum “distance” between the sets \( C \) and set \( A \) in Liebscher [2005], where \( A \) is any set that \( A \in \mathcal{B} \) where \( \mathcal{B} \) is the \( \sigma \)-algebra of Borel sets of \( E \), and \( C \) is any compact set that \( C \subset E \). Since \( C \) is bounded and \( A \) is Borel, \( \bar{m} \) is finite. For condition (iii), the function \( Q(\cdot) = \| \cdot \| \) and set \( K_c = \{ x \in \mathbb{R}^p : \| x \| \leq \frac{4C_{ac}}{c} \} \) where \( c = 1 - \left\| \hat{B}_{\max} \right\| \) and \( C_{ac} := \mathbb{E} \| \epsilon_t \| \). Since \( \max_{j=1,2,...,m_0+1} \| \hat{B}^{(j)} \| < 1 \),

- For all \( \tilde{y} \in E \setminus K_c \); i.e. \( \tilde{y} \) such that \( \| \tilde{y} \| > \frac{4C_{ac}}{c} \),

\[
\mathbb{E} \left[ \| \tilde{X}_{t+1} \| | \tilde{X}_t = \tilde{y} \right] = \mathbb{E}_{zt} \left[ \mathbb{E} \left[ \| \tilde{X}_{t+1} \| | \tilde{X}_t = \tilde{y}, z_t \right] \right] \\
\leq \mathbb{E}_{zt} \left[ \left\| \hat{B}_{\max} \right\| \| \tilde{y} \| + \mathbb{E} \| \epsilon_t \| \right] \\
= \left\| \hat{B}_{\max} \right\| \| \tilde{y} \| + \mathbb{E} \| \epsilon_t \| \\
\equiv (1 - c) \| \tilde{y} \| + C_{ac} \\
< (1 - \frac{c}{2}) \| \tilde{y} \| - C_{ac}.
\]
• For all \( \tilde{y} \in K_c \),

\[
E \left[ \| \tilde{X}_{t+1} \| \left| \tilde{X}_t = \tilde{y} \right\| \right] = E_{zt} \left[ \mathbb{E} \left[ \left| \tilde{X}_{t+1} \| \left| \tilde{X}_t = \tilde{y}, z_t \right\| \right] \right] \\
< E_{zt} \left[ \| \tilde{B}_{\text{max}} \| \| \tilde{y} \| + C_{ac} \right] \\
\leq \frac{4C_{ac}(1 - c)}{c} + C_{ac}.
\]

• For all \( \tilde{y} \in K_C \),

\[
0 \leq \| \tilde{y} \| \leq \frac{4C_{ac}}{c}.
\]

By Proposition 1 in Liebscher [2005], \( \tilde{X}_t \) is geometrically Ergodic and stationary. By Proposition 2 in Liebscher [2005], the sequence will be \( \beta \)-mixing with geometrically decaying mixing coefficients.

Next, we verify the sub-Weibull distribution. Let \( \kappa \) be the sub-Weibull parameter associated with \( \tilde{U}_t \) in (B.90). Since

\[
\| \tilde{X}_t \|_\psi \leq \| \tilde{B}_{\text{max}} \| \| \tilde{X}_{t-1} \|_\psi + \| \tilde{U}_{t-1} \|_\psi,
\]

and \( \| \tilde{B}_{\text{max}} \| < 1 \),

\[
\| \tilde{X}_t \|_\psi \leq \frac{\| \epsilon_t \|_\psi}{1 - \| \tilde{B}_{\text{max}} \|} < \infty.
\]

Now, given that \( \tilde{X}_t \) is an (equivalent) representation for \( x_t \), it follows that \( x_t \) is also sub-Weibull. Therefore, Assumption B2 holds.
Appendix 3.5: Algorithms

In this section, we present two algorithms for solving the optimization Equation (3.5). In high dimension, we use Algorithm 5, while in moderate dimension, we use Algorithm 6. Let $S(\cdot; \lambda)$ be the element-wise soft thresholding operator. Recall that throughout the paper, for a $m \times n$ matrix $A$, $\|A\|_\infty = \max_{1 \leq i \leq m, 1 \leq j \leq n} |a_{ij}|$. The algorithms are as follows:

**Algorithm 5:** The fused lasso algorithms

1. **Initialize $\theta_i = 0$, for $i = 1, \ldots, n$.**
2. **while $h < \text{maximum iteration}$ do**
   - **for $i = 1, \ldots, n$ do**
     - Calculate the $(h+1)$th iteration of $\theta_i^{(h+1)}$ by KKT condition:
       \[
       \theta_i^{(h+1)} = \left( \sum_{l=i}^n Y_{\pi(l)} Y'_{\pi(l)} \right)^{-1} S \left( \sum_{l=i}^n Y_{\pi(l)} Y'_{\pi(l)} \right) \left| \sum_{j \neq i} \left( \sum_{l=\max(i,j)}^n Y_{\pi(l)} Y'_{\pi(l)} \right) \theta_j^{(h)} ; \lambda_1 \right|
       \]
     - where $Y_{\pi(l)} = (x_{\pi(l)}, \ldots, x_{\pi(l)-K+1})_{1 \times pK}$ and
     - 
       \[
       S(y; \lambda) = \begin{cases} 
       y - \lambda & \text{if } y > \lambda \\
       y + \lambda & \text{if } y < -\lambda \\
       0 & \text{otherwise}
       \end{cases}
       \]
   - **if $\max_{1 \leq i \leq n} \|\theta_i^{(h+1)} - \theta_i^{(h)}\|_\infty < \delta$, where $\delta$ is the tolerance set to $2e^{-4}$ in the paper** then
     - Stop and denote the final estimate by $\Theta^{(\text{intermediate})}$.
   - Apply soft-thresholding to the partial sums of $\Theta^{(\text{intermediate})}$, i.e.
     \[
     \sum_{i=1}^k \theta_i^{(\text{intermediate})} \text{ to find the optimizer in Equation (3.5). In other words,}
     \]
     - $\hat{\theta}_1 = S \left( \theta_1^{(\text{intermediate})}; \lambda_2 \right)$ and
     - $\hat{\theta}_k = S \left( \sum_{i=1}^{k-1} \theta_i^{(\text{intermediate})}; \lambda_2 \right) - S \left( \sum_{i=1}^{k-1} \theta_i^{(\text{intermediate})}; \lambda_2 \right)$ for $k = 2, 3, \ldots, n$. Finally $\hat{\Theta} = (\hat{\theta}_1, \ldots, \hat{\theta}_n)$. 

Algorithm 6: The group lasso algorithms

Initialize $\theta_i = 0$, for $i = 1, \ldots, n$;

while $h < \text{maximum iteration}$ do

for $i = 1, \ldots, n$ do

Calculate the $(h+1)$th iteration of $\theta_i^{(h+1)}$: Let

$$\Omega = \theta_i^{(h)} + \gamma \left( \sum_{l=i}^{n} Y_{\pi(l)} x_{\pi(l)}^T - \sum_{j \neq i} \left( \sum_{l=\max(i,j)}^{n} Y_{\pi(l)} Y_{\pi(l)}^T \right) \theta_j^{(h)} \right)$$

$$- \sum_{l=i}^{n} \left( Y_{\pi(l)} Y_{\pi(l)}^T \right) \theta_i^{(h)}$$

$$\theta_i^{(h+1)} = \frac{1}{2\gamma} \arg \min_U \|U - \Omega\|_2^2 + \|\Omega\|_2$$

$$= \left( 1 - \frac{\gamma \lambda_1}{\|U\|_2} \right) \Omega \quad \text{(B.91)}$$

if $\max_{1 \leq i \leq n} \|\theta_i^{(h+1)} - \theta_i^{(h)}\|_\infty < \delta$, where $\delta$ is the tolerance set to $2e^{-4}$ in the paper then

Stop and denote the final estimate by $\Theta^{\text{final}}$. 

Appendix 3.6: Extended Literature Review

In this section, we summarise the existing methods for estimating multivariate TARs, along with their treatment of the number of thresholds $m_0$ and dimension of the TAR model.

<table>
<thead>
<tr>
<th>Paper</th>
<th>$m_0$</th>
<th>$m_0$ assumed known?</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tsay [1998b]</td>
<td>finite (at most three)</td>
<td>No</td>
<td>low</td>
</tr>
<tr>
<td>Lo and Zivot [2001] (TVAR)</td>
<td>at most 2</td>
<td>Yes</td>
<td>low</td>
</tr>
<tr>
<td>Hansen and Seo [2002]</td>
<td>1</td>
<td>Yes</td>
<td>low (bi-variate)</td>
</tr>
<tr>
<td>Nieto [2005]</td>
<td>finite</td>
<td>No</td>
<td>low (bi-variate)</td>
</tr>
<tr>
<td>Dueker et al. [2011]</td>
<td>finite</td>
<td>Yes</td>
<td>low</td>
</tr>
<tr>
<td>Li and Tong [2016]</td>
<td>1</td>
<td>Yes</td>
<td>low</td>
</tr>
<tr>
<td>Calderón V and Nieto [2017]</td>
<td>at most 3</td>
<td>No</td>
<td>low</td>
</tr>
<tr>
<td>Orjuela and Villanueva [2021]</td>
<td>finite</td>
<td>No</td>
<td>low</td>
</tr>
<tr>
<td>Our method</td>
<td>diverging with $T$</td>
<td>No</td>
<td>moderate &amp; high</td>
</tr>
</tbody>
</table>

Table B.1: Comparison of existing methods for estimating multivariate TAR models. Here $m_0$ represents the number of thresholds and $T$ the length of the time series.

Table B.1 highlights the limitations of existing approaches and the fact that our methods are the only available approach that can handle both low- and high-dimensional settings, while allowing for an unknown number of thresholds that could diverge with the number of observations $T$. Allowing for an unknown number of thresholds amounts significantly complicates the problem as previous approaches for multivariate TAR models need to first estimate the number of thresholds and then proceed with estimating the location of thresholds. An incorrect estimation of number of thresholds in the first step may result in biased estimation of thresholds due to having misspecified components in the estimation procedure.

As seen in Table B.1, many methods assume that the number of thresholds is known, even though this information is often not available in practice. Thus, in the remainder of this section we discuss how existing approaches treat the number of thresholds.
Utilizing this assumption, Tsay [1998b] performs a grid search, estimating the coefficient using simple linear model for each interval, and selecting the threshold based on the Akaike information criterion (AIC). Lo and Zivot [2001] instead assume the model as at most 2 thresholds. While a relaxation compared to a known number of thresholds, this assumption still considerably simplifies the problem. Using this assumption, Lo and Zivot [2001] use nested hypothesis tests (testing whether the data can be modeled by the linear model versus a TAR model) to detect the thresholds, and apply the grid search method to estimate the values of the thresholds based on the results of the hypothesis testing. As an alternative, Hansen and Seo [2002] couples the grid search with a maximum likelihood estimation (MLE) of the model parameters. However, the algorithm is difficult to implement in higher dimensions, and the consistency and/or distribution of the MLE estimator is not investigated. Dueker et al. [2011] restricts the switching variable to be constructed based on the lags of the original time series that is being modeled and performs a grid search with respected to certain log likelihood function. The key advantage of this method is that it allows for multiple switching variables, but with only one threshold for each switching variable. Li and Tong [2016] provides a nested sub-sample search algorithm to reduce the time complexity of the grid search.

A few methods have recently tried to estimate multivariate TAR models under less restrictive assumptions on the number of thresholds. However, these methods can only handle finite number of thresholds or only work in low-dimensional settings. To our knowledge, Nieto [2005], Calderón V and Nieto [2017] and Calderón V and Nieto [2017] are the only methods that do not require a known number of thresholds or a bound on the number of thresholds. This is achieved by utilizing a Bayesian estimation framework. However, the consistency of the number of estimated thresholds is not investigated for these Bayesian methods, which could be a challenging problem. Our proposed methods and the corresponding theory thus bridge a gap in the existing literature, as the only methods that allow for an unknown and diverging number of thresholds, $m_0$, while also facilitating estimation of moderate and high-dimensional time series.
Appendix 3.7: Simulation Settings

In all simulation scenarios, the switching variable is generated from an AR(1) process with coefficient 0.6. The error term follows normal distribution with mean 0 and standard deviation 2.

Simulation Scenario 1 (Simple $A$ with uncorrelated error) In this scenario, $T = 300$, $p = 20$, and $K = 2$. There is only one threshold value $r_1 = 4$, which is not close to the boundary. The auto-regressive coefficients are chosen to have the same structure but different values (see Figure B.1a).

Simulation Scenario 2 (Simple $A$ with correlated error) This is the same settings as in Scenario 1, but the covariance matrix of the error term is changed. Specifically, we set $\Sigma_\epsilon = 0.02(\sigma_{ij})_{n \times n}$ with $\sigma_{ij} = \rho|^{i-j}$, where $\rho = 0.5$.

Simulation Scenario 3 (Random $A$ with uncorrelated error) This setting is also similar to Scenario 1. However, the auto-regressive coefficients are chosen at random (see Figure B.1b).

Simulation Scenario 4 (Simple $A$ with correlated error allowing changes in different regimes) In this scenario, $T = 600$, $p = 20$, and $K = 1$. There are two threshold values $r_1 = 4$ and $r_2 = 6$. The auto-regressive coefficients are chosen to have the same structure as in Scenario 1 but the values change at different thresholds (see Figure B.1c). We also include an additional simulation setting with $T = 300$ and threshold points $r_1 = 4$ and $r_2 = 6$ for this scenario.

Simulation Scenario 5 (Simple high-dimensional $A$ with uncorrelated error) In this scenario, $T = 80$, $p = 100$, and $K = 2$. There is only one threshold value $r_1 = 5$. The auto-regressive coefficients are chosen to have the same structure as in Scenario 1 but with different values (see Figure B.1d).
The auto-regressive coefficients for the above simulation scenarios are visualized in Figure B.1, where different coefficient values are represented by different colors. For Scenarios 1, 2 and 5, the 1-off diagonal values for the two lags in the two regimes are 0.49, −0.3, −0.4, and 0.49, respectively. For Scenario 4, the auto-regressive coefficients are allowed to change in different regimes. The 1-off diagonal values for one lag in the first regime are 0.25. In the second regime, the first $p/3$ values are decreased to −0.2. In the third regime, the last $p/4$ values are increased to 0.49. For Scenario 3, the auto-regressive coefficients are chosen at random.
Appendix C
SUPPLEMENTARY MATERIALS FOR CHAPTER 4

Appendix 0: Setup and Notations

C.0.1 Transforming TAR(K) process to TAR(1) process

The TAR process can be rewritten as a corresponding \(Kp\)-dimensional TAR process with 1 lag for regime \(j\), that is

\[
X_t = B^{(j)} X_{t-1} + U_t, \quad (C.1)
\]

where

\[
B^{(j)} = \begin{pmatrix}
a_{1,1} & a_{1,2} & \ldots & a_{1,K} \\
a_{2,1} & a_{2,2} & \ldots & a_{2,K} \\
\vdots & \vdots & \ddots & \vdots \\
a_{K,1} & a_{K,2} & \ldots & a_{K,K}
\end{pmatrix} \in \mathbb{R}^{Kp \times Kp},
\]

\(U_t = \begin{pmatrix}
\epsilon_t' \\
0 \\
0 \\
\vdots \\
0
\end{pmatrix} \in \mathbb{R}^{KP \times 1}.

C.0.2 Setup

Let \(A_{\pi(i)}^{t(s,e)}\) be defined as the solution of

\[
\left( \sum_{z_{\pi(i)} \in T(s,e)} \mathbb{E} \left[ Y_{\pi(i)} Y'_{\pi(i)} \right] \right) A_{\pi(i)}^{t(s,e)} = \sum_{z_{\pi(i)} \in T(s,e)} \mathbb{E} \left[ Y_{\pi(i)} Y'_{\pi(i)} \right] A_{\pi(i)}^{t(s,e)}, \quad (C.2)
\]

where \(A_{\pi(i)}^{t(s,e)} = (A_{(1,\pi(i))}, A_{(2,\pi(i))}, \ldots, A_{(K,\pi(i))}) \in \mathbb{R}^{p \times pK}\) and \(A_{(k,\pi(i))}\) is the transition matrix of the \(k\)-th lag at \(\pi(i)\)-th time point. Note that when there are no thresholds in
\[ T_{(s,e)}, A^*_T(s,e) = A_{\pi(i)}; \text{ otherwise,} \]

\[
A^*_T(s,e) = \left( \sum_{z_{\pi(i)} \in T_{(s,e)}} \mathbb{E} \left[ Y_{\pi(i)} Y'_{\pi(i)} \right] \right)^{-1} \sum_{z_{\pi(i)} \in T_{(s,e)}} \mathbb{E} \left[ Y_{\pi(i)} Y'_{\pi(i)} \right] A'_{\pi(i)}. \]

With a permutation of the rows and columns in \( \mathbb{E} \left[ Y_{\pi(i)} Y'_\pi(i) \right] A'_{\pi(i)} \) for \( z_{\pi(i)} \in T_{(s,e)} \) and by Assumption C3, without loss of generality, we have \( \|A^*_T(s,e)\|_0 \leq C_0 d_\pi^* \), where \( C_0 \) is a positive constant.

**Appendix 1: Technical Lemmas**

Throughout the proof, we use \( z_t \) to represent all the \( z_{t,l} \) for simplicity. For a matrix \( M \), denote \( \|M\|_2 \) as its Frobenius norm. \( \text{vec}(M)_l \) represents the \( l \)-th element of \( \text{vec}(M) \), where \( \text{vec}(M) \) is the vector obtained from the matrix \( M \) by concatenating the rows of \( M \). Let \( I_{pK} \) be the \( pK \times pK \) diagonal matrix with all diagonal elements equal to 1. Let \( L^*(T_{(s,e)}) \) be the population counterpart of \( L(T_{(s,e)}) \) obtained by replacing the coefficient matrix estimator \( \hat{A}_T(s,e) \) with its population counterpart \( A^*_T(s,e) \).

**Proposition 22.** Let \( |T_{(s,e)}| \) be the number of \( z_{\pi(i)} \)s that fall into the given interval \((s,e)\). Under Assumptions C1 to C4, there exist positive constants \( C, c_1, c_2, c_3, c_4, \) and \( c_5 \) such that, for \( |T_{(s,e)}| \geq C \left( \log \left( \max \{p^2 K, n\} \right) \right)^{2/\kappa_0} - 1 \),

\[
P \left( \frac{1}{|T_{(s,e)}|} \|e_{\pi(i)} Y'_{\pi(i)}\|_\infty > c_1 \sqrt{\frac{\log \left( \max \{p^2 K, n\} \right)}{|T_{(s,e)}|}} \right) \leq \delta_1, \quad \text{(C.3)}
\]

where \( \delta_1 = 2 \exp \left(-c_2 \log \left( \max \{p^2 K, n\} \right) \right) \). In addition,

\[
P \left( \left\| \sum_{z_{\pi(i)} \in T_{(s,e)}} Y_{\pi(i)} Y'_{\pi(i)} - \mathbb{E} \left( \sum_{i \in T_{(s,e)}} Y_{\pi(i)} Y'_{\pi(i)} \right) \right\|_\infty > c_3 \left( \log \left( \max \{p^2 K, n\} \right) \right)^{1/\kappa_0} |T_{(s,e)}|^{1/2} \right) \leq \delta_2, \quad \text{(C.4)}
\]
where
\[ \delta_2 = \exp \left\{ -c_4 \log \left( \max \left\{ p^2 K, n \right\} \right) \left( \log \left( \max \left\{ p^2 K, n \right\} \right) \right)^{1-\zeta_0/2} \right\} + \exp \left\{ -c_5 \left( \log \left( \max \left\{ p^2 K, n \right\} \right) \right)^{2/\zeta_0} \right\}. \]

**Proof of Proposition 22:** The proof of Equations (C.3) and (C.4) are directly obtained from the proof of Propositions 7 and 8 in Wong et al. [2020].

Given that a sub-sequence of a \( \beta \)-mixing process is \( \beta \)-mixing and Assumption C2, then \((Y_t I(s \leq z_t < e), x_t I(s \leq z_t < e))\) is \( \beta \)-mixing. After rearrangement, \((Y_t I(s \leq z_t < e), x_t I(s \leq z_t < e))\) becomes \((Y_{\pi(i)}, x_{\pi(i)})\) and the consistency bounds in Propositions 7 and 8 of Wong et al. [2020] will continue to hold after this rearrangement.

From the proof on page 47 in Wong et al. [2020], set \( t = c_1 r \frac{\log(\max\{p^2 K, n\})}{\|T_{(s, e)}\|} \). Note that \( c_2 \) is a positive constant that depends on \( c_1 > 0 \). Thus, we can choose a large enough constant \( c_1 \) such that \( c_2 > 5 \). Then, Equation (C.3) is as desired. Similarly, select \( t = c_3 \left( \log \left( \max \left\{ p^2 K, n \right\} \right) \right)^{1/\zeta_0} \|T_{(s, e)}\|^{1/2} \) in the proof on page 48 in Wong et al. [2020]. Then, Equation (C.4) is as desired.

**Lemma 23.** Under Assumptions C1 to C4, assume that the interval \((s, e)\) has one and only one true threshold \( r \). If
\[ L(T_{(s, e)}) \leq L(T_{(s, r)}) + L(T_{(r, e)}) + \omega \]  
(C.5)

and \( \lambda = c_\lambda \left( \log \left( \max \left\{ p^2 K, n \right\} \right) \right)^{1/\zeta_0} d^*_n \), then there exists a positive constant \( C_0 \) such that with probability
\[ (1 - \delta_1) (1 - \delta_2), \]
we have
\[ \min \left\{ |T_{(s, r)}|, |T_{(r, e)}| \right\} \leq C_0 \left( \frac{\lambda^2 d^*_n + \omega}{\nu^2} \right). \]  
(C.6)

**Proof of Lemma 23:**
The proof for this lemma is along the lines of the proof of Lemma 5 in Wang et al. [2019]. If $|\mathcal{T}_{(s,e)}| \leq \omega$, then Equation (C.6) holds. If $\max \{|\mathcal{T}_{(s,r)}|, |\mathcal{T}_{(r,e)}|\} \leq \omega$, then Equation (C.6) also holds. Now for the case $\max \{|\mathcal{T}_{(s,r)}|, |\mathcal{T}_{(r,e)}|\} > \omega$, we prove by contradiction. Assume that

$$\min \{|\mathcal{T}_{(s,r)}|, |\mathcal{T}_{(r,e)}|\} > C_0 \left( \frac{\lambda^2 d^*_n + \omega}{\nu^2} \right). \quad (C.7)$$

Based on Equation (C.5), we get

$$\sum_{z_{\pi(i)} \in \mathcal{T}_{(s,e)}} \left( x_{\pi(i)} - \hat{A}_{\mathcal{T}_{(s,e)}} Y_{\pi(i)} \right)^2 \leq \sum_{z_{\pi(i)} \in \mathcal{T}_{(s,e)}} \left( x_{\pi(i)} - \hat{A}_{\mathcal{T}_{(s,e)}} Y_{\pi(i)} \right)^2 \leq \sum_{z_{\pi(i)} \in \mathcal{T}_{(r,e)}} \left( x_{\pi(i)} - \hat{A}_{\mathcal{T}_{(r,e)}} Y_{\pi(i)} \right)^2 + \omega. \quad (C.8)$$

Then, together with Lemma 29, we can obtain

$$\sum_{z_{\pi(i)} \in \mathcal{T}_{(s,e)}} \left( x_{\pi(i)} - A_{\mathcal{T}_{(s,e)}} Y_{\pi(i)} \right)^2 + \sum_{z_{\pi(i)} \in \mathcal{T}_{(r,e)}} \left( x_{\pi(i)} - A_{\mathcal{T}_{(r,e)}} Y_{\pi(i)} \right)^2 \leq \sum_{z_{\pi(i)} \in \mathcal{T}_{(s,e)}} \left( x_{\pi(i)} - \hat{A}_{\mathcal{T}_{(s,e)}} Y_{\pi(i)} \right)^2 + \omega$$

$$\sum_{z_{\pi(i)} \in \mathcal{T}_{(r,e)}} \left( x_{\pi(i)} - A_{\mathcal{T}_{(r,e)}} Y_{\pi(i)} \right)^2 + \sum_{z_{\pi(i)} \in \mathcal{T}_{(r,e)}} \left( x_{\pi(i)} - \hat{A}_{\mathcal{T}_{(r,e)}} Y_{\pi(i)} \right)^2 + 2C_4 \lambda^2 d^*_n. \quad (C.9)$$

Note that

$$\sum_{z_{\pi(i)} \in \mathcal{T}_{(s,e)}} \left( x_{\pi(i)} - \hat{A}_{\mathcal{T}_{(s,e)}} Y_{\pi(i)} \right)^2 + \sum_{z_{\pi(i)} \in \mathcal{T}_{(r,e)}} \left( x_{\pi(i)} - \hat{A}_{\mathcal{T}_{(r,e)}} Y_{\pi(i)} \right)^2$$

$$= \sum_{z_{\pi(i)} \in \mathcal{T}_{(s,e)}} \left( \left( \hat{A}_{\mathcal{T}_{(s,e)}} - A_{\mathcal{T}_{(s,e)}} \right) Y_{\pi(i)} \right)^2 + \sum_{z_{\pi(i)} \in \mathcal{T}_{(r,e)}} \left( \left( \hat{A}_{\mathcal{T}_{(r,e)}} - A_{\mathcal{T}_{(r,e)}} \right) Y_{\pi(i)} \right)^2$$

$$+ \sum_{z_{\pi(i)} \in \mathcal{T}_{(s,e)}} \left( x_{\pi(i)} - A_{\mathcal{T}_{(s,e)}} Y_{\pi(i)} \right)^2 + \sum_{z_{\pi(i)} \in \mathcal{T}_{(r,e)}} \left( x_{\pi(i)} - A_{\mathcal{T}_{(r,e)}} Y_{\pi(i)} \right)^2 - 2 \sum_{z_{\pi(i)} \in \mathcal{T}_{(s,e)}} \epsilon'_{\pi(i)} \left( \hat{A}_{\mathcal{T}_{(s,e)}} - A_{\mathcal{T}_{(s,e)}} \right) Y_{\pi(i)} - 2 \sum_{z_{\pi(i)} \in \mathcal{T}_{(r,e)}} \epsilon'_{\pi(i)} \left( \hat{A}_{\mathcal{T}_{(r,e)}} - A_{\mathcal{T}_{(r,e)}} \right) Y_{\pi(i)}. \quad (C.10)$$
Combining Equation (C.9) and Equation (C.10), we get
\[
\sum_{i \in T(s,r)} \left( (\hat{A}_{T(s,e)} - A_{T(s,e)}) Y_{\pi(i)} \right)^2 + \sum_{i \in T(r,e)} \left( (\hat{A}_{T(s,e)} - A_{T(r,e)}) Y_{\pi(i)} \right)^2 \\
\leq 2 \sum_{\pi(i) \in T(s,r)} \epsilon'_{\pi(i)} (\hat{A}_{T(s,e)} - A_{T(s,e)}) Y_{\pi(i)} + 2 \sum_{\pi(i) \in T(r,e)} \epsilon'_{\pi(i)} (\hat{A}_{T(s,e)} - A_{T(r,e)}) Y_{\pi(i)} \\
+ \omega + 2C_4 \lambda^2 d^*_n
\]
\[
\leq 2 \left\| \hat{A}_{T(s,e)} - A_{T(s,r)} \right\|_1 \left\| \sum_{\pi(i) \in T(s,r)} \epsilon_{\pi(i)} Y'_{\pi(i)} \right\|_\infty \\
+ 2 \left\| \hat{A}_{T(s,e)} - A_{T(r,e)} \right\|_1 \left\| \sum_{\pi(i) \in T(r,e)} \epsilon_{\pi(i)} Y'_{\pi(i)} \right\|_\infty + \omega + 2C_4 \lambda^2 d^*_n
\]
\[
\leq 2 \left( \sum_{\pi(i) \in T(s,r)} \epsilon_{\pi(i)} Y'_{\pi(i)} \right) \left( \left\| \hat{A}_{T(s,e)} - A_{T(s,r)} \right\|_1, 1 \right) + \left( \left\| \hat{A}_{T(s,e)} - A_{T(r,e)} \right\|_1, 1 \right) \\
+ 2 \left( \sum_{\pi(i) \in T(r,e)} \epsilon_{\pi(i)} Y'_{\pi(i)} \right) \left( \left\| \hat{A}_{T(s,e)} - A_{T(r,e)} \right\|_1, 1 \right) + \left( \left\| \hat{A}_{T(s,e)} - A_{T(r,e)} \right\|_1, 1 \right) \\
+ \omega + 2C_4 \lambda^2 d^*_n.
\]
\[
(C.11)
\]

By the Cauchy-Schwarz inequality (see, e.g., Equation (C.60)), we obtain
\[
\left\| \hat{A}_{T(s,e)} - A_{T(r,e)} \right\|_1, 1 \leq \sqrt{d^*_n} \left\| \hat{A}_{T(s,e)} - A_{T(r,e)} \right\|_2, 1
\]
and
\[
\left\| \hat{A}_{T(s,e)} - A_{T(r,e)} \right\|_1, 1 \leq \sqrt{d^*_n} \left\| \hat{A}_{T(s,e)} - A_{T(r,e)} \right\|_2, 1.
\]

Denote \( B_1 = \hat{A}_{T(s,e)} - A_{T(s,r)} \) and \( B_2 = \hat{A}_{T(s,e)} - A_{T(r,e)} \). Then, we can rewrite Equa-
tion (C.11) to obtain

\[
\sum_{z_{\pi(i)} \in T_{(s,r)}} (B_1 Y_{\pi(i)}')^2 + \sum_{i \in T_{(r,e)}} (B_2 Y_{\pi(i)}')^2
\leq 2 \left\| \sum_{z_{\pi(i)} \in T_{(s,r)}} \epsilon_{\pi(i)} Y_{\pi(i)}' \right\|_\infty \left( \|B_1\|_{1,\mathcal{I}} + \|B_1\|_{1,\mathcal{I}^c} \right) + \omega + 2C_4 \lambda^2 d_n^* \tag{C.12}
\]

\[
\leq 2 \left\| \sum_{z_{\pi(i)} \in T_{(r,e)}} \epsilon_{\pi(i)} Y_{\pi(i)}' \right\|_\infty \left( \sqrt{d_n^*} \|B_1\|_{2,\mathcal{I}} + \|A_{T_{(s,e)}}\|_{1,\mathcal{I}^c} \right) + \omega + 2C_4 \lambda^2 d_n^*.
\]

By Proposition 22 (Equation (C.3)) and the choice of \( \lambda = 2C_{12} \left( \log (\max \{p^2 K, n\}) \right)^{1/\kappa_0} d_n^* \geq \sqrt{\log (\max \{p^2 K, n\})} \), we get
\[
\sum_{z_{\pi(i)} \in T(s,r)} (B_1 Y_{\pi(i)})^2 + \sum_{i \in T(r,e)} (B_2 Y_{\pi(i)})^2 \\
\leq 2c_1 \sqrt{|T(s,r)| \log \max\{p^2 K, n\}} \left( \sqrt{d_n^* \|B_1\|_{2,\mathcal{I}}} + \|\hat{A}_{T(s,r)}\|_{1,\mathcal{I}} \right) \\
+ 2c_1 \sqrt{|T(r,e)| \log \max\{p^2 K, n\}} \left( \sqrt{d_n^* \|B_2\|_{2,\mathcal{I}}} + \|\hat{A}_{T(s,e)}\|_{1,\mathcal{I}} \right) + \omega + 2C_4 \lambda^2 d_n^*
\]

\[
\leq c_7 \lambda \left( \sqrt{|T(s,r)| d_n^* \|B_1\|_{2,\mathcal{I}}} + \sqrt{|T(s,r)| \|\hat{A}_{T(s,r)}\|_{1,\mathcal{I}}} \right) \\
+ \sqrt{|T(r,e)| d_n^* \|B_2\|_{2,\mathcal{I}}} + \sqrt{|T(r,e)| \|\hat{A}_{T(s,e)}\|_{1,\mathcal{I}}} + \omega + 2C_4 \lambda^2 d_n^*
\]

\[
\leq 2c_7^2 \lambda^2 d_n^*/c_x + \frac{c_x \|B_1\|_2^2 \|T(s,r)\|}{4} + 2c_7 \lambda^2 d_n^*/c_x + \frac{c_x \|B_2\|_2^2 \|T(r,e)\|}{4} \\
+ \lambda \left( \sqrt{|T(s,r)|} + \sqrt{|T(r,e)|} \right) \|\hat{A}_{T(s,e)}\|_{1,\mathcal{I}} + \omega + 2C_4 \lambda^2 d_n^*
\]

\[
\leq c_8 \lambda^2 d_n^* + \frac{c_x \|B_1\|_2^2 \|T(s,r)\|}{4} + \frac{c_x \|B_2\|_2^2 \|T(r,e)\|}{4} + \lambda \frac{d_n^* + \|\hat{A}_{T(s,r)}\|_{1,\mathcal{I}}}{2} + \omega + c_9 \lambda^2 d_n^*
\]

\[
\leq \frac{c_x \|B_1\|_2^2 \|T(s,r)\|}{4} + \frac{c_x \|B_2\|_2^2 \|T(r,e)\|}{4} + \omega + c_9 \lambda^2 d_n^*,
\]

where the third and forth inequalities follow from Hölder’s inequality and Lemma 30, respectively.

Now, by Equation (C.7) and the choice of \(\lambda\) and \(\omega\), we have

\[
\min \{ |T(s,r)|, |T(r,e)| \} > c_0 \left( \frac{\lambda^2 d_n^* + \omega}{\nu^2} \right)
\]

\[
= c_0 \frac{c_x^2 (\log \max \{p^2 K, n\})^{2/\kappa_0}}{\nu^2} d_n^* + \omega \quad \text{(C.14)}
\]

\[
> c_{10} (\log \max \{p^2 K, n\})^{2/\kappa_0} d_n^3.
\]
Recalling that $I_{pK}$ is a $pK \times pK$ diagonal matrix with all diagonal elements equal to 1,

$$\sum_{z_{\pi(i)} \in T(s, r)} \left( (A_{T(s, r)} - A_{T(s, r)}) Y_{\pi(i)} \right)^2$$

$$= (\text{vec}(B_1))' \left( \left( \sum_{z_{\pi(i)} \in T(s, r)} Y_{\pi(i)} Y'_{\pi(i)} \right) \otimes I_{pK} \right) \text{vec}(B_1)$$

$$\geq (\text{vec}(B_1))' \left( \mathbb{E} \left( \sum_{z_{\pi(i)} \in T(s, r)} Y_{\pi(i)} Y'_{\pi(i)} \right) \otimes I_{pK} \right) \text{vec}(B_1)$$

$$- (\text{vec}(B_1))' \left( \left( \sum_{z_{\pi(i)} \in T(s, r)} Y_{\pi(i)} Y'_{\pi(i)} - \mathbb{E} \left( \sum_{z_{\pi(i)} \in T(s, r)} Y_{\pi(i)} Y'_{\pi(i)} \right) \right) \otimes I_{pK} \right) \text{vec}(B_1)$$

$$\geq c_{11} |T(s, r)| \|B_1\|_2^2 - \left\| \sum_{z_{\pi(i)} \in T(s, r)} Y_{\pi(i)} Y'_{\pi(i)} - \mathbb{E} \left( \sum_{z_{\pi(i)} \in T(s, r)} Y_{\pi(i)} Y'_{\pi(i)} \right) \right\|_{\infty} \|B_1\|_2^2$$

$$\geq c_{11} |T(s, r)| \|B_1\|_2^2 - c_3 \left( \log \left( \max \left\{ p^2K, n \right\} \right) \right)^{1/\alpha_0} \sqrt{|T(s, r)|} \|B_1\|_2^2$$

$$\geq c_{11} |T(s, r)| \|B_1\|_2^2 - c_3 \left( \log \left( \max \left\{ p^2K, n \right\} \right) \right)^{1/\alpha_0} \sqrt{|T(s, r)|} d_n^* \|B_1\|_2^2$$

$$\geq c_{11} |T(s, r)| \|B_1\|_2^2 - c_3 \left( \log \left( \max \left\{ p^2K, n \right\} \right) \right)^{1/\alpha_0} \sqrt{|T(s, r)|} d_n^* \left( C_0 \lambda d_n^*/\sqrt{|T(s, r)|} \right)^2$$

$$\geq c_{11} |T(s, r)| \|B_1\|_2^2 - c_3 \left( \log \left( \max \left\{ p^2K, n \right\} \right) \right)^{1/\alpha_0} \sqrt{|T(s, r)|} d_n^* \left( C_0 \lambda d_n^*/\sqrt{|T(s, r)|} \right)^2$$

$$\geq c_{11} |T(s, r)| \|B_1\|_2^2 - c_3 \left( \log \left( \max \left\{ p^2K, n \right\} \right) \right)^{1/\alpha_0} \sqrt{|T(s, r)|} d_n^* \left( C_0 \lambda d_n^*/\sqrt{|T(s, r)|} \right)^2$$

$$\geq c_{11} |T(s, r)| \|B_1\|_2^2 - c_3 \left( \log \left( \max \left\{ p^2K, n \right\} \right) \right)^{1/\alpha_0} \sqrt{|T(s, r)|} d_n^* \left( C_0 \lambda d_n^*/\sqrt{|T(s, r)|} \right)^2$$

$$\geq c_1 |T(s, r)| \|B_1\|_2^2 - c_12 \lambda^2 \left( \log \left( \max \left\{ p^2K, n \right\} \right) \right)^{1/\alpha_0} d_n^2 / \sqrt{|T(s, r)|}$$

$$\geq c_1 |T(s, r)| \|B_1\|_2^2 - c_13 \lambda^2 d_n^*.$$  

(C.15)

Here, the second and the third inequalities are according to the Cauchy-Schwarz inequality and Proposition 22 (Equation (C.4)), respectively; the forth inequality follows from the triangle inequality and Assumption C3; the fifth inequality is according to Equation (C.14) and Lemma 30; and the last inequality is due to the fact that $\sqrt{|T(s, r)|} > \sqrt{c_{10}} \left( \log \left( \max \left\{ p^2K, n \right\} \right) \right)^{1/\alpha_0} d_n^*$ by Equation (C.14).
By a similar procedure, we get

$$
\sum_{z \pi(i) \in T_{r,e}} \left( (A_{T_{s,e}} - A_{T_{r,e}}) \right) Y_{\pi(i)}^2 \geq c_x |T_{r,e}| \|B_2\|_2^2 - c_{13} \lambda^2 d_n^*.
$$

(C.16)

Combining Equation (C.13), Equation (C.15) and Equation (C.16), we get

$$
c_x \frac{\|B_1\|_2^2 |T_{s,r}|}{4} + c_x \frac{\|B_2\|_2^2 |T_{r,e}|}{4} + \omega + c_9 \lambda^2 d_n^* 
\geq c_x |T_{s,r}| \|B_1\|_2^2 - 2c_{13} \lambda^2 d_n^* + c_x |T_{r,e}| \|B_2\|_2^2,
$$

(C.17)

which leads to

$$
\omega + c_{14} \lambda^2 d_n^* \geq \frac{3c_x}{4} |T_{s,r}| \|B_1\|_2^2 + \frac{3c_x}{4} |T_{r,e}| \|B_2\|_2^2.
$$

(C.18)

Since by Assumption C4,

$$
|T_{s,r}| \|B_1\|_2^2 + |T_{r,e}| \|B_2\|_2^2 \geq \inf_M \left\{ |T_{s,r}| \|A_{T_{s,r}}^* - M\|_2 + |T_{r,e}| \|A_{T_{r,e}}^* - M\|_2 \right\}
\geq v^2 \frac{|T_{s,r}| \|T_{r,e}|}{|T_{s,r}| + |T_{r,e}|} \geq \min \left\{ |T_{s,r}|, |T_{r,e}| \right\} v^2 / 2,
$$

(C.19)

we have

$$
\min \left\{ |T_{s,r}|, |T_{r,e}| \right\} \leq \frac{c_{16} \omega + c_{15} \lambda^2 d_n^*}{v^2} \leq \frac{c_{17} (\omega + \lambda^2 d_n^*)}{v^2},
$$

which contradicts Equation (C.7), proving that Equation (C.6) holds.

**Lemma 24.** Suppose Assumptions C1 to C6 hold, and that the interval $(s, e]$ has exactly two true thresholds $r_1$ and $r_2$. Let $\delta_1$ and $\delta_2$ be defined in Proposition 22. Then, if

$$
L(T_{s,e}) \leq L(T_{s,r_1}) + L(T_{r_1,r_2}) + L(T_{r_2,e}) + 2\omega,
$$

(C.20)

there exist a positive constant $C_1$ such that with probability $(1 - \delta_1)(1 - \delta_2)$, we get

$$
\max \{|T_{s,r_1}|, |T_{r_2,e}|\} \leq C_0 \left( \frac{\lambda^2 d_n^* + \omega}{v^2} \right).
$$

(C.21)
Proof of Lemma 24: The proof for this lemma is along the lines of the proof of Lemma 6 in Wang et al. [2019]. Due to Assumption C5, $z_t$ has positive density. Thus,

$$|T(s,e)| = n\mathbb{P}(s < z_t \leq e) \geq c_e n |e - s| \geq c_e n \Delta_n,$$

(C.22)

where $c_e > 0$. By Equation (C.22), $|T(s,e)| \geq |T(r_1,r_2)| \geq c_e n \Delta_n$. By Assumption C6, it holds that $|T(s,e)| \geq |T(r_1,r_2)| \geq \omega$. Without loss of generality, we assume that $|T(s,r_1)| \geq |T(r_2,e)|$ ($|T(s,r_1)| \leq |T(r_2,e)|$ is similar). Similar to the proof of Lemma 23, we prove by contradiction. Assume

$$\max \{|T(s,r_1)|, |T(r_2,e)|\} > C_0 \left(\frac{\lambda^2 d_n^* + \omega}{\nu^2}\right).$$

(C.23)

Equation (C.23) implies

$$|T(s,r_1)| > C_0 \left(\frac{\lambda^2 d_n^* + \omega}{\nu^2}\right).$$

(C.24)

Here, we consider two cases: $|T(r_2,e)| \geq \omega$ and $|T(r_2,e)| < \omega$. First, considering the case $|T(r_2,e)| \geq \omega$, according to Equation (C.20), we get

$$\sum_{z_{\pi(i)} \in T(s,e)} \left(x_{\pi(i)} - \hat{A}_{T(s,e)} Y_{\pi(i)}\right)^2 \leq \sum_{z_{\pi(i)} \in T(s,r_1)} \left(x_{\pi(i)} - \hat{A}_{T(s,r_1)} Y_{\pi(i)}\right)^2 + \sum_{z_{\pi(i)} \in T(r_1,r_2)} \left(x_{\pi(i)} - \hat{A}_{T(r_1,r_2)} Y_{\pi(i)}\right)^2 + \sum_{z_{\pi(i)} \in T(r_2,e)} \left(x_{\pi(i)} - \hat{A}_{T(r_2,e)} Y_{\pi(i)}\right)^2 + 2 \omega.$$
Then, combining Lemmas 29 and 31, we obtain

\[
\sum_{z\in T(s,e)} (x - \hat{A}_{T(s,e)} Y)^2 
\leq \sum_{z\in T(s,r_1)} (x - \hat{A}_{T(s,r_1)} Y)^2 + \sum_{z\in T(r_1,r_2)} (x - \hat{A}_{T(r_1,r_2)} Y)^2 
+ \sum_{z\in T(r_2,e)} (x - \hat{A}_{T(r_2,e)} Y)^2 + 2\omega 
\leq \sum_{z\in T(s,r_1)} (x - \hat{A}^*_{T(s,r_1)} Y)^2 + \sum_{z\in T(r_1,r_2)} (x - \hat{A}^*_{T(r_1,r_2)} Y)^2 
+ \sum_{z\in T(r_2,e)} (x - \hat{A}^*_{T(r_2,e)} Y)^2 + 2\omega + 3C_4\lambda^2 d_n. 
\]

Let \( r_0 = s \) and \( r_3 = e \). Note that

\[
\sum_{z\in T(s,e)} (x - \hat{A}_{T(s,e)} Y)^2 
= \sum_{j=1}^3 \sum_{z\in T(r_{j-1},r_j)} (x - \hat{A}_{T(s,e)} Y)^2 
= \sum_{j=1}^3 \sum_{z\in T(r_{j-1},r_j)} \left( \left( A_{T(s,e)} - A^*_{T(r_{j-1},r_j)} \right) Y \right)^2 
+ \sum_{j=1}^3 \sum_{z\in T(r_{j-1},r_j)} (x - \hat{A}^*_{T(r_{j-1},r_j)} Y)^2 
- 2 \sum_{j=1}^3 \sum_{z\in T(r_{j-1},r_j)} \epsilon_{r_{j-1},r_j}^2 \left( A_{T(s,e)} - A^*_{T(r_{j-1},r_j)} \right) Y 
\]

Recalling that \( A^*_{T(r_{j-1},r_j)} = A_{T(r_{j-1},r_j)} \) when there are no thresholds in \( (r_{j-1}, r_j] \) and
combining Equations (C.26) and (C.27), we get

\[
\sum_{j=1}^{3} \sum_{z_{\pi(i)} \in T(r_{j-1}, r_j)} \left\| \left( \hat{A}_{\pi/e} - A_{\pi/r_{j-1}, r_j}^* \right) Y_{\pi(i)} \right\|_2^2 \leq 2 \sum_{j=1}^{3} \sum_{z_{\pi(i)} \in T(r_{j-1}, r_j)} e_{\pi(i)}' \left( \hat{A}_{\pi/e} - A_{\pi/r_{j-1}, r_j}^* \right) Y_{\pi(i)} + 2\omega + 3C_4\lambda^2 d_n^*
\]

\[
\leq 2c_1 \sum_{j=1}^{3} \left( \sqrt{d_n^* \log (\max \{p^2K, n\})} \left| T(r_{j-1}, r_j) \right| \left\| \hat{A}_{\pi/e} - A_{\pi/r_{j-1}, r_j}^* \right\|_{2, \mathcal{I}} + \sqrt{\log (\max \{p^2K, n\})} \left| T(r_{j-1}, r_j) \right| \left\| \hat{A}_{\pi/e} - A_{\pi/r_{j-1}, r_j}^* \right\|_{1, \mathcal{I}} \right) + 2\omega + 3C_4\lambda^2 d_n^*
\]

\[
\leq \lambda \sum_{j=1}^{3} \left( \sqrt{d_n^*} \left| T(r_{j-1}, r_j) \right| \left\| \hat{A}_{\pi/e} - A_{\pi/r_{j-1}, r_j}^* \right\|_{2, \mathcal{I}} + \sqrt{\left| T(r_{j-1}, r_j) \right|} \left\| \hat{A}_{\pi/e} - A_{\pi/r_{j-1}, r_j}^* \right\|_{1, \mathcal{I}} \right) + 2\omega + 3C_4\lambda^2 d_n^*.
\]

(C.28)

where the third inequality holds by Proposition 22 (Equation (C.3)) and Cauchy–Schwarz inequality. Then, using similar steps as in Lemma 23, we get

\[
\min \left\{ \left| T(s, r_1) \right|, \left| T(r_1, r_2) \right| \right\} \leq C_0 \left( \frac{\lambda^2 d_n^* + \omega}{\nu^2} \right).
\]

Since \( \left| T(r_1, r_2) \right| \geq c_en\Delta_n > C_0 \left( \frac{\lambda^2 d_n^* + \omega}{\nu^2} \right) \) by Assumption C6 and Equation (C.22), we get

\[
\left| T(s, r_1) \right| \leq C_0 \left( \frac{\lambda^2 d_n^* + \omega}{\nu^2} \right),
\]

which contradicts Equation (C.23).
For the case $|\mathcal{T}_{(r_2,e)}| < \omega$, according to Equation (C.20), we get

$$\sum_{z(x) \in \mathcal{T}_{(s,e)}} (x_{\pi(i)} - \hat{A}_{(s,e)} Y_{\pi(i)})^2 \leq \sum_{z(x) \in \mathcal{T}_{(s,r_1)}} (x_{\pi(i)} - \hat{A}_{(s,r_1)} Y_{\pi(i)})^2 + \sum_{z(x) \in \mathcal{T}_{(r_1,r_2)}} (x_{\pi(i)} - \hat{A}_{(r_1,r_2)} Y_{\pi(i)})^2 + 2\omega. \quad (C.29)$$

Then, using Lemmas 29 and 31, we obtain

$$\sum_{z(x) \in \mathcal{T}_{(s,e)}} (x_{\pi(i)} - \hat{A}_{(s,e)} Y_{\pi(i)})^2 \leq \sum_{z(x) \in \mathcal{T}_{(s,r_1)}} (x_{\pi(i)} - \hat{A}_{(s,r_1)} Y_{\pi(i)})^2 + \sum_{z(x) \in \mathcal{T}_{(r_1,r_2)}} (x_{\pi(i)} - \hat{A}_{(r_1,r_2)} Y_{\pi(i)})^2 + 2\omega$$

$$\leq \sum_{z(x) \in \mathcal{T}_{(s,r_1)}} (x_{\pi(i)} - A^{*}_{(s,r_1)} Y_{\pi(i)})^2 + \sum_{z(x) \in \mathcal{T}_{(r_1,r_2)}} (x_{\pi(i)} - A^{*}_{(r_1,r_2)} Y_{\pi(i)})^2 + 2\omega + 2C_4\lambda^2 d^*_n. \quad (C.30)$$

Similar to Equation (C.26), we set $r_0 = s$ and $r_3 = e$ and rearrange Equation (C.30). By the similar steps as in Equation (C.28), we get

$$\sum_{j=1}^{2} \sum_{z(x) \in \mathcal{T}_{(r_{j-1},r_j)}} \left\| \left( \hat{A}_{(s,e)} - A^{*}_{(r_{j-1},r_j)} \right) Y_{\pi(i)} \right\|_2^2 \leq \lambda \sum_{j=1}^{2} \left( \sqrt{d_n^* |\mathcal{T}_{(r_{j-1},r_j)}|} \left\| \hat{A}_{(s,e)} - A^{*}_{(r_{j-1},r_j)} \right\|_2 + \sqrt{|\mathcal{T}_{(r_{j-1},r_j)}|} \left\| \hat{A}_{(s,e)} - A^{*}_{(r_{j-1},r_j)} \right\|_{1,\mathcal{I}} \right)$$

$$+ 2\omega + 2C_4\lambda^2 d^*_n. \quad (C.31)$$

Finally, using similar arguments as in Lemma 23, we have

$$\min \{ |\mathcal{T}_{(s,r_1)}|, |\mathcal{T}_{(r_1,r_2)}| \} \leq C_0 \left( \frac{\lambda^2 d^*_n + \omega}{v^2} \right).$$
Since $|\mathcal{T}_{(r_1, r_2)}| \geq c_n \Delta_n$ by Assumption C6 and Equation (C.22), this gives

$$|\mathcal{T}_{(s, r)}| \leq C_0 \left( \frac{\lambda^2 d_n^* + \omega}{n^2} \right),$$

which contradicts Equation (C.23), hence proving the result.

**Lemma 25.** Suppose Assumptions C1 to C4 hold, and that there are no thresholds in $\mathcal{T}_{(s, e)}$. Then, with probability $1 - \delta_4$,

$$L(\mathcal{T}_{(s, e)}) < \min_{r' \in \mathcal{T}_{(s, e)}} \{ L(\mathcal{T}_{(s, r')}) + L(\mathcal{T}_{(r', e)}) \} + \omega,$$

where

$$\delta_4 = 2n \exp \left(-c_2 \log \left( \max \{p^2 K, n\} \right) \right)$$

$$+ n \exp \left(-c_4 \log \left( \max \{p^2 K, n\} \right) \left( \log \left( \max \{p^2 K, n\} \right) \right)^{-1/2} \right)$$

$$+ n \exp \left(-c_5 \left( \log \left( \max \{p^2 K, n\} \right) \right)^{1/2} \right).$$

**Proof of Lemma 25:** The proof for this lemma is along the lines of the proof of Lemma 7 in Wang et al. [2019]. For any fixed $r' \in (s, e)$, let $\mathcal{T}_1 = \mathcal{T}_{(s, r')}$ and $\mathcal{T}_2 = \mathcal{T}_{(r', e)}$. Recall that $L^*(\mathcal{T})$ is the population counterpart of $L(\mathcal{T})$. By Lemma 32 and the choice of $\omega$, it holds that with probability $(1 - \delta_1)(1 - \delta_2)$ that

$$\max_{s' \in \{\mathcal{T}_{(s, e)}, \mathcal{T}_{(s, r')}, \mathcal{T}_{(r', e)}\}} |L(s') - L^*(s')| \leq C d_n^* \lambda^2 < \omega/3.$$

When there are no thresholds in $(s, e)$, we have $A_{\mathcal{T}_{(s, e)}} = A_{\mathcal{T}_{(s, r')}} = A_{\mathcal{T}_{(r', e)}}$. Thus, $L(\mathcal{T}_{(s, e)}) < L(\mathcal{T}_{(s, r')}) + L(\mathcal{T}_{(r', e)}) + \omega$ with probability $(1 - \delta_1)(1 - \delta_2)$. Since $r' \in (s, e)$ is
fixed, we have

\[
P \left( L(\mathcal{T}(s,e)) \geq \min_{r' \in (s,e]} \{ L(\mathcal{T}(s,r')) + L(\mathcal{T}(r',e)) \} + \omega \right)
\leq \sum_{r' \in (s,e]} P \left( L(\mathcal{T}(s,e)) \geq L(\mathcal{T}(s,r')) + L(\mathcal{T}(r',e)) + \omega \right)
\leq n (1 - (1 - \delta_1) (1 - \delta_2))
\leq n (\delta_1 + \delta_2) \tag{C.34}
\]

Then,

\[
L(\mathcal{T}(s,e)) < \min_{r' \in (s,e]} \{ L(\mathcal{T}(s,r')) + L(\mathcal{T}(r',e)) \} + \omega,
\]

with probability \(1 - \delta_4\) for

\[
\delta_4 = 2n \exp \left( -c_2 \log \left( \max \{ p^2 K, n \} \right) \right)
+ n \exp \left\{ -c_4 \log \left( \max \{ p^2 K, n \} \right) \left( \log \left( \max \{ p^2 K, n \} \right) \right)^{1 - \kappa_0/2} \right\}
+ n \exp \left\{ -c_5 \left( \log \left( \max \{ p^2 K, n \} \right) \right)^{2/\kappa_0} \right\}. \tag{C.35}
\]

Recalling that \(c_2 > 5\) by the definition of \(\delta_1\) and \(\delta_2\) in Proposition 22, \(\delta_4\) converges to zero as \(p, n \to \infty\).

**Lemma 26.** Suppose Assumptions C1 to C4 hold, and that there are \(J\) thresholds in the interval \((s, e]\) and \(J \geq 3\). Use the same notations as in Proposition 22 and Lemma 25. Let \(r'_0 = s, r'_j = r_j,\) and \(r'_{j+1} = e\) for \(j = 1, 2, ..., J\). Then, with probability \(1 - \delta_4\),

\[
L(\mathcal{T}(s,e)) > \sum_{j=1}^{J+1} L(\mathcal{T}(r'_{j-1},r'_j)) + J\omega. \tag{C.36}
\]

**Proof of Lemma 26:** The proof for this lemma is along the lines of the proof of Lemma 8 in Wang et al. [2019].
\[
\sum_{z_{\pi(i)} \in T(s,e)} \left\| x_{\pi(i)} - \hat{A}_{T(s,e)} Y_{\pi(i)} \right\|_2^2.
\]
To prove by contradiction, we assume
\[
L(T(s,e)) \leq \sum_{j=1}^{J+1} L(T(r'_{j-1},r'_j)) + J\omega. \tag{C.37}
\]
Equation (C.37) gives
\[
\sum_{z_{\pi(i)} \in T(s,e)} \left( x_{\pi(i)} - \hat{A}_{T(s,e)} Y_{\pi(i)} \right)^2 \leq \sum_{j=1}^{J+1} L(T(r'_{j-1},r'_j)) + J\omega. \tag{C.38}
\]
By Lemma 32, we get
\[
\mathbb{P} \left( \sum_{j=1}^{J+1} \left( L(T(r'_{j-1},r'_j)) - L^* \left( T(r'_{j-1},r'_j) \right) \right) > (J+1)C_{20} \lambda^2 d_n^* \right) \leq n \left( 1 - (1 - \delta_1)(1 - \delta_2) \right) \leq n (\delta_1 + \delta_2). \tag{C.39}
\]
By Assumptions C5 and C6 and Equation (C.22), \( |T(r_{j-1},r_j)| \geq c_e n \Delta_n \) for \( j = 2, \ldots, J \).
By the choice of \( \omega \), \( |T(r_{j-1},r_j)| \geq \omega \) for \( j = 2, \ldots, J \). Using Equations (C.38) and (C.39), with high probability,
\[
\sum_{z_{\pi(i)} \in T(s,e)} \left( x_{\pi(i)} - \hat{A}_{T(s,e)} Y_{\pi(i)} \right)^2 \leq \sum_{j=1}^{J+1} L^* \left( T(r'_{j-1},r'_j) \right) + (J+1)C_{20} \lambda^2 d_n^* + J\omega. \tag{C.40}
\]
Without loss of generality, we assume \( |T(r'_0,r'_1)| \leq |T(r'_{j-1},r'_j)| \leq |T(r'_{j-1},r'_j)| \geq |T(r'_{j-1},r'_j)| \) is similar). There are three cases to be considered: \( |T(r'_0,r'_1)| \geq \omega, |T(r'_0,r'_1)| < \omega \leq |T(r'_{j-1},r'_j)| \)
and \( |T(r'_{j-1},r'_j)| < \omega \).
First, we prove \( |T(r'_0,r'_1)| \geq \omega \). By Equation (C.40),
\[
\sum_{z_{\pi(i)} \in T(s,e)} \left( x_{\pi(i)} - \hat{A}_{T(s,e)} Y_{\pi(i)} \right)^2 \leq \sum_{j=1}^{J+1} \sum_{z_{\pi(i)} \in T(r'_{j-1},r'_j)} \left( x_{\pi(i)} - A_{T(r'_{j-1},r'_j)}^* Y_{\pi(i)} \right)^2 + (J+1)C_{20} \lambda^2 d_n^* + J\omega. \tag{C.41}
\]
Note that

\[
\sum_{z_{\pi(i)} \in T_{s,e}} \left( x_{\pi(i)} - \hat{A}_{T_{s,e}} Y_{\pi(i)} \right)^2
\]

\[
= \sum_{j=1}^{J+1} \sum_{z_{\pi(i)} \in T_{(r_{j-1},r_j)}} \left( x_{\pi(i)} - \hat{A}_{T_{s,e}} Y_{\pi(i)} \right)^2
\]

\[
= \sum_{j=1}^{J+1} \sum_{z_{\pi(i)} \in T_{(r_{j-1},r_j)}} \left( \left( \hat{A}_{T_{s,e}} - A^*_{T(r_{j-1},r_j)} \right) Y_{\pi(i)} \right)^2 + \sum_{j=1}^{J+1} \sum_{z_{\pi(i)} \in T_{(r_{j-1},r_j)}} \left( x_{\pi(i)} - A^*_{T(r_{j-1},r_j)} Y_{\pi(i)} \right)^2
\]

\[
- 2 \sum_{j=1}^{J+1} \sum_{z_{\pi(i)} \in T_{(r_{j-1},r_j)}} \epsilon'_{\pi(i)} \left( \hat{A}_{T_{s,e}} - A^*_{T(r_{j-1},r_j)} \right) Y_{\pi(i)}.
\]

Recalling that \( A^*_{T(r_{j-1},r_j)} = A_{T(r_{j-1},r_j)} \) when there are no thresholds in \((r_{j-1}, r_j]\) and combining Equations (C.41) and (C.42), we get
\[
\sum_{j=1}^{J+1} \sum_{z_{\pi(i)} \in T(r'_{j-1}, r'_j)} \left\| \left( \hat{A}_{T(s,e)} - A^*_{T(r'_{j-1}, r'_j)} \right) Y_{\pi(i)} \right\|^2 \\
\leq 2 \sum_{j=1}^{J+1} \sum_{z_{\pi(i)} \in T(r'_{j-1}, r'_j)} e'_{\pi(i)} \left( \hat{A}_{T(s,e)} - A^*_{T(r'_{j-1}, r'_j)} \right) Y_{\pi(i)} + (J + 1)C_{20} \lambda^2 d^*_n + J\omega \\
\leq 2^{J+1} \left\| \sum_{j=1}^{J+1} \sum_{z_{\pi(i)} \in T(r'_{j-1}, r'_j)} e_{\pi(i)} Y'_{\pi(i)} \right\|_{\infty} \left\| \hat{A}_{T(s,e)} - A^*_{T(r'_{j-1}, r'_j)} \right\|_1 + (J + 1)C_{20} \lambda^2 d^*_n + J\omega \\
\leq 2c_1 \sum_{j=1}^{J+1} \left( \sqrt{d^*_n \log (\max \{p^2 K, n\})} \left\| \hat{A}_{T(s,e)} - A^*_{T(r'_{j-1}, r'_j)} \right\|_{2,\mathcal{I}} \right) + \log (\max \{p^2 K, n\}) \left\| \hat{A}_{T(s,e)} - A^*_{T(r'_{j-1}, r'_j)} \right\|_{1,\mathcal{I}} + (J + 1)C_{20} \lambda^2 d^*_n + J\omega \\
\leq \lambda \sum_{j=1}^{J+1} \left( \sqrt{d^*_n \max \{p^2 K, n\}} \left\| \hat{A}_{T(s,e)} - A^*_{T(r'_{j-1}, r'_j)} \right\|_{2,\mathcal{I}} + \sqrt{\max \{p^2 K, n\}} \left\| \hat{A}_{T(s,e)} - A^*_{T(r'_{j-1}, r'_j)} \right\|_{1,\mathcal{I}} \right) + (J + 1)C_{20} \lambda^2 d^*_n + J\omega,
\]

where the third inequality holds by Proposition 22 (Equation (C.3)) and Cauchy-Schwarz inequality, and the forth inequality holds by the choice of \(\lambda\).

Set \(B_j = \left( \hat{A}_{T(s,e)} - A^*_{T(r'_{j-1}, r'_j)} \right)\). By Proposition 22 (Equation (C.4)) and the choice of \(\lambda\), that is,

\[
\lambda = 2C_{12} \left( \log (\max \{p^2 K, n\}) \right)^{1/\kappa_0} d^*_n \geq \sqrt{\log (\max \{p^2 K, n\})},
\]

we get

(C.43)
\[
\sum_{j=1}^{J+1} \sum_{z_{\pi(\cdot)} \in \mathcal{T}_{(r_{j-1}', r_j')}} \left\| \left( \hat{A}_{\pi(s,e)} - A_{\pi(\cdot)}^{*} \right) Y_{\pi(i)} \right\|_2^2 \\
\leq \sum_{j=1}^{J+1} c_1 \sqrt{|\mathcal{T}_{(r_{j-1}', r_j')}}| \log (\max \{ p^2 K, n \}) \left( \sqrt{d_n^* \| B_j \|_2 \| A_{\pi(s,e)} \|_1, X_{\pi(i)}^2} \right) + J\omega \\
+ (J + 1) C_2 \lambda^2 d_n^* \\
\leq \sum_{j=1}^{J+1} c_1 \lambda \left( \sqrt{|\mathcal{T}_{(r_{j-1}', r_j')}}| d_n^* \| B_j \|_2 \| A_{\pi(s,e)} \|_1, X_{\pi(i)}^2 \right) + J\omega + (J + 1) C_2 \lambda^2 d_n^* \\
\leq \sum_{j=1}^{J+1} 2 c_1 \lambda^2 d_n^*/c_x + \sum_{j=1}^{J+1} c_x \| B_j \|_2^2 4 |\mathcal{T}_{(r_{j-1}', r_j')}}| + \sum_{j=1}^{J+1} \lambda/2 \sqrt{|\mathcal{T}_{(r_{j-1}', r_j')}}| \| A_{\pi(s,e)} \|_1, X_{\pi(i)}^2 \right) \\
+ J\omega + (J + 1) C_2 \lambda^2 d_n^* \\
\leq (J + 1) c_2 \lambda^2 d_n^* + \sum_{j=1}^{J+1} c_x \| B_j \|_2^2 4 |\mathcal{T}_{(r_{j-1}', r_j')}}| + \sum_{j=1}^{J+1} \lambda/2 \sqrt{|\mathcal{T}_{(r_{j-1}', r_j')}}| C_8 \lambda \sqrt{d_n^*} / \sqrt{|\mathcal{T}_{(s,e)}|} + J\omega \\
\leq \sum_{j=1}^{J+1} c_x \| B_j \|_2^2 4 |\mathcal{T}_{(r_{j-1}', r_j')}}| + J\omega + (J + 1) c_2 \lambda^2 d_n^*,
\]

(C.44)

where the third and forth inequalities follow from Hölder’s inequality and Lemma 30, respectively.

Recalling that the case we consider is \( |\mathcal{T}_{(r_0', r_1')}| \geq \omega, |\mathcal{T}_{(r_{j-1}', r_j')}| \geq \omega \) for \( j = 1, \ldots, J + 1 \).

With the choice of \( \omega \) and \( \lambda \), we get

\[
|\mathcal{T}_{(r_{j-1}', r_j')}| \geq c_{22} (m_0 + 1) \left( \log (\max \{ p^2 K, n \}) \right)^{2/\alpha_0} d_n^3 \geq c_{22} (\log (\max \{ p^2 K, n \}))^{2/\alpha_0} d_n^3
\]

(C.45)

for \( j = 1, \ldots, J + 1 \).
Recalling that \( I_{pK} \) is a \( pK \times pK \) diagonal matrix with all diagonal elements equal to 1,

\[
\sum_{z_{\pi(i)} \in T(v_{j-1},v'_j)} \left\| \left( \hat{A}_{\pi(s,e)} - A_{\pi(v_{j-1},v'_j)}^c \right) Y_{\pi(i)} \right\|_2^2
\]

\[
= (\text{vec}(B_j))^T \left( \sum_{z_{\pi(i)} \in T(v_{j-1},v'_j)} Y_{\pi(i)} Y_{\pi(i)}' \otimes I_{pK} \right) \text{vec}(B_j)
\]

\[
\geq (\text{vec}(B_j))^T \left( \mathbb{E} \left( \sum_{z_{\pi(i)} \in T(v_{j-1},v'_j)} Y_{\pi(i)} Y_{\pi(i)}' \right) \otimes I_{pK} \right) \text{vec}(B_j)
\]

\[
- (\text{vec}(B_j))^T \left( \sum_{z_{\pi(i)} \in T(v_{j-1},v'_j)} Y_{\pi(i)} Y_{\pi(i)}' - \mathbb{E} \left( \sum_{z_{\pi(i)} \in T(v_{j-1},v'_j)} Y_{\pi(i)} Y_{\pi(i)}' \right) \right) \otimes I_{pK} \text{vec}(B_j)
\]

\[
\geq c_{11} \left| T(v_{j-1},v'_j) \right| \| B_j \|_2^2
\]

\[
- \left\| \left( \sum_{z_{\pi(i)} \in T(v_{j-1},v'_j)} Y_{\pi(i)} Y_{\pi(i)}' - \mathbb{E} \left( \sum_{z_{\pi(i)} \in T(v_{j-1},v'_j)} Y_{\pi(i)} Y_{\pi(i)}' \right) \right) \otimes I_{pK} \right\|_\infty \| B_j \|_1^2
\]

\[
\geq c_{11} \left| T(v_{j-1},v'_j) \right| \| B_j \|_2^2 - c_3 \left( \log \left( \max \{ p^2 K, n \} \right) \right)^{1/\kappa_0} \left| T(v_{j-1},v'_j) \right| \| B_j \|_1 \| B_j \|_2^2 \\
\geq c_{11} \left| T(v_{j-1},v'_j) \right| \| B_j \|_2^2 - c_3 \left( \log \left( \max \{ p^2 K, n \} \right) \right)^{1/\kappa_0} \left| T(v_{j-1},v'_j) \right| d_n^* \| B_j \|_2^2, \\
- c_3 \left( \log \left( \max \{ p^2 K, n \} \right) \right)^{1/\kappa_0} \left| T(v_{j-1},v'_j) \right| \| B_j \|_1 \| B_j \|_2
\]

\[
\geq c_{11} \left| T(v_{j-1},v'_j) \right| \| B_j \|_2^2 - c_3 \left( \log \left( \max \{ p^2 K, n \} \right) \right)^{1/\kappa_0} \left| T(v_{j-1},v'_j) \right| \left( C_8 \lambda d_n^* / \sqrt{|\mathcal{T}_{(s,e)}|} \right)^2 \\
\geq c_{11} \left| T(v_{j-1},v'_j) \right| \| B_j \|_2^2 - c_{12} \lambda^2 \left( \log \left( \max \{ p^2 K, n \} \right) \right)^{1/\kappa_0} d_n^* / \sqrt{|\mathcal{T}_{(v_{j-1},v'_j)}|} \\
\geq c_x \left| T(v_{j-1},v'_j) \right| \| B_j \|_2^2 - c_{13} \lambda d_n^*
\]

(C.46)

where the second and the third inequalities follow from the Cauchy-Schwarz inequality and Proposition 22 (Equation (C.4)), respectively. The forth inequality follows from the Cauchy-Schwarz inequality; the fifth inequality holds by Lemma 30 and the fact that \( |T(s,e)| \geq |T(v_{j-1},v'_j)| \geq c_{22} \left( \log \left( \max \{ p^2 K, n \} \right) \right)^{2/\kappa_0} d_n^3 \) by Equation (C.45); the last inequality is due
to the fact that
\[\sqrt{|T(r_{j-1}^j)|} > \sqrt{c_{22} \left( \log \left( \max \{p^2 K, n \} \right) \right)^{1/2 \delta_0} d_n^*}\]
by Equation (C.45).

Combining Equations (C.44) and (C.46), we get
\[
\sum_{j=1}^{J+1} c_x \left| T(r_{j-1}^j) \right| \left\| B_j \right\|_2^2 + J_\omega + (J + 1)c_{21}^2 \lambda^2 d_n^*
\geq \sum_{j=1}^{J+1} c_x \left| T(r_{j-1}^j) \right| \left\| B_j \right\|_2^2 - (J + 1)c_{13} \lambda^2 d_n^*,
\]
which leads to
\[
J_\omega + c_{23}(J + 1)\lambda^2 d_n^* \geq \sum_{j=1}^{J+1} \frac{3c_x}{4} \left| T(r_{j-1}^j) \right| \left\| B_j \right\|_2^2 \geq \sum_{j=2}^{J} \frac{3c_x}{4} \left| T(r_{j-1}^j) \right| \left\| B_j \right\|_2^2.
\]

By Assumption C4, for \(j = 2, \ldots, J-1\),
\[
\begin{align*}
\left| T(r_{j-1}^j) \right| \left\| B_j \right\|_2^2 + \left| T(r_{j-1}^j) \right| \left\| B_{j-1} \right\|_2^2 \\
\geq \inf_M \left\{ \left| T(r_{j-1}^j) \right| \left\| A_{j+1}^* T(r_{j-1}^j) - M \right\|_2^2 + \left| T(r_{j-1}^j) \right| \left\| A_{j+1}^* T(r_{j-1}^j) - M \right\|_2^2 \right\} \\
\geq \nu^2 \frac{\left| T(r_{j-1}^j) \right| \left| T(r_{j-1}^j) \right|}{\left| T(r_{j-1}^j) \right| + \left| T(r_{j-1}^j) \right|} v^2/2,
\end{align*}
\]
Applying similar arguments as in Lemma 23 and combining Equations (C.48) and (C.49),
with probability at least \(1 - n\delta_1 - n\delta_2\),
\[
\min_{j=2, \ldots, J} \left| T(r_{j-1}^j) \right| \leq C_0 \left( \frac{\lambda^2 d_n^* + \omega}{v^2} \right),
\]
which contradicts the fact that \(\left| T(r_{j-1}^j) \right| \geq c_e n\Delta_n \geq c_e C_6 (\log (p^2 K))^{2/3 \delta_0 + \xi} m_0 d_n^3 / v^2\) for \(j = 2, \ldots, J\) by Assumption C6 and Equation (C.22). Thus, if \(\left| T(r_{j-1}^j) \right| \geq \omega\), then
\[
L(T_{(s,e)}) > \sum_{j=1}^{J+1} L(T_{(r_{j-1}^j)}) + J_\omega.
\]
Similarly, we can prove the rest of two cases. For the case \( T(r'_0, r'_1) < \omega \leq T(r'_j, r'_{j+1}) \), Equation (C.40) becomes

\[
\sum_{z \in T(s, e)} \left( x(z) - \hat{A}_{T(s, e)} Y(z) \right)^2 \leq \sum_{j=2}^{J+1} L^*(T(r'_{j-1}, r'_j)) + JC_20 \lambda^2 d_n^* + J\omega. \quad (C.50)
\]

The rest of the proof is identical to the case \( T(r'_0, r'_1) \geq \omega \).

For the case \( T(r'_j, r'_{j+1}) < \omega \), Equation (C.40) becomes

\[
\sum_{z \in T(s, e)} \left( x(z) - \hat{A}_{T(s, e)} Y(z) \right)^2 \leq \sum_{j=2}^{J} L^*(T(r'_{j-1}, r'_j)) + (J - 1)C_20 \lambda^2 d_n^* + J\omega. \quad (C.51)
\]

The rest of the proof is identical to the case \( T(r'_0, r'_1) \geq \omega \).

**Lemma 27.** Denote \( B_{T(s, e)} = \hat{A}_{T(s, e)} - A^*_{T(s, e)} \) and use the same notations as in Proposition 22. Suppose Assumptions C1 to C4 hold, for any given interval \((s, e)\),

\[
P\left( \sum_{z \in T(s, e)} \left( \left( \hat{A}_{T(s, e)} - A^*_{T(s, e)} \right) Y(z) \right)^2 \geq C_6 \left| T(s, e) \right| \left\| B_{T(s, e)} \right\|_2^2 - c_3 \left( \log \left( \max \{p^2K, n\} \right) \right)^{1/\kappa_0} \sqrt{\left| T(s, e) \right| \left\| B_{T(s, e)} \right\|_1} \right) = 1 - \delta_2,
\]

where constants \( C_6 > 0, c_3 > 0 \).

**Proof of Lemma 27:** Recalling that \( I_{pK} \) is a \( pK \times pK \) diagonal matrix with all diagonal
elements equal to 1,

\[
\sum_{z_{\pi(i)} \in \mathcal{T}(s,e)} \left( \left( \hat{A}_{T(s,e)} - A^*_T(s,e) \right) Y_{\pi(i)} \right)^2
\]

\[
= \left( \text{vec} \left( B_{T(s,e)} \right) \right)' \left( \sum_{z_{\pi(i)} \in \mathcal{T}(s,e)} Y_{\pi(i)} Y'_{\pi(i)} \right) \otimes I_{pK} \text{vec} \left( B_{T(s,e)} \right)
\]

\[
\geq \left( \text{vec} \left( B_{T(s,e)} \right) \right)' \left( \mathbb{E} \left( \sum_{z_{\pi(i)} \in \mathcal{T}(s,e)} Y_{\pi(i)} Y'_{\pi(i)} \right) \otimes I_{pK} \text{vec} \left( B_{T(s,e)} \right)
\]

\[
- \left( \text{vec} \left( B_{T(s,e)} \right) \right)' \left( \sum_{z_{\pi(i)} \in \mathcal{T}(s,e)} Y_{\pi(i)} Y'_{\pi(i)} - \mathbb{E} \left( \sum_{z_{\pi(i)} \in \mathcal{T}(s,e)} Y_{\pi(i)} Y'_{\pi(i)} \right) \right) \otimes I_{pK} \right) \text{vec} \left( B_{T(s,e)} \right)
\]

\[
geq C_6 \left| \mathcal{T}(s,e) \right| \left\| B_{T(s,e)} \right\|^2_2
\]

\[
- \left\| \left( \sum_{z_{\pi(i)} \in \mathcal{T}(s,e)} Y_{\pi(i)} Y'_{\pi(i)} - \mathbb{E} \left( \sum_{z_{\pi(i)} \in \mathcal{T}(s,e)} Y_{\pi(i)} Y'_{\pi(i)} \right) \right) \otimes I_{pK} \right\| \left\| B_{T(s,e)} \right\|^2_1
\]

\[
geq C_6 \left| \mathcal{T}(s,e) \right| \left\| B_{T(s,e)} \right\|^2_2 - c_3 \left( \log \left( \max \{p^2 K, n \} \right) \right) \left( \log \left( \max \{p^2 K, n \} \right) \right)^{1/\kappa_0} \sqrt{\left| \mathcal{T}(s,e) \right|} \left\| B_{T(s,e)} \right\|^2_1
\]

(C.53)

where the second and the third inequalities follow from the Cauchy-Schwarz inequality and Proposition 22 (Equation (C.4)), respectively.

**Lemma 28.** Suppose Assumptions C1 to C4 hold and that the interval \((s, e] \subseteq (r_{j-1}, r_j]\). Then, there exist certain positive constants \(C, C_1, \) and \(C_2\) such that with probability \((1 - \delta_1)(1 - \delta_2)\), for \(|\mathcal{T}(s,e)| \geq C \left( \log \left( \max \{p^2 K, n \} \right) \right)^{2/\kappa_0} d_n^2\) and \(\lambda \geq 2C_1 \sqrt{\log \left( \max \{p^2 K, n \} \right)}\),

\[
\left\| \hat{A}_{T(s,e)} \right\|_{1,\mathcal{T}} \leq C_2 \lambda d_n^*/\sqrt{|\mathcal{T}(s,e)|},
\]

(C.54)

and

\[
\left\| A_{T(s,e)} - \hat{A}_{T(s,e)} \right\|_1 \leq C_2 \lambda d_n^*/\sqrt{|\mathcal{T}(s,e)|},
\]

(C.55)
In addition,

\[
\|A_{T(s,e)} - \hat{A}_{T(s,e)}\|_1 \leq \|A_{T(s,e)} - \hat{A}_{T(s,e)}\|_1
\]

\[
\leq 4 \|A_{T(s,e)} - \hat{A}_{T(s,e)}\|_1 \leq 4 \sqrt{d_n} \|A_{T(s,e)} - \hat{A}_{T(s,e)}\|_2.
\]

(C.56)

Proof of Lemma 28: By Equation (4.3),

\[
\sum_{z_{\pi(i)} \in T_{(s,e)}} \|x_{\pi(i)} - A_{T(s,e)}Y_{\pi(i)}\|^2 + \lambda \sqrt{|T(s,e)| \|A_{T(s,e)}\|_1}
\]

\[
\leq \sum_{z_{\pi(i)} \in T_{(s,e)}} \|x_{\pi(i)} - A_{T(s,e)}Y_{\pi(i)}\|^2 + \lambda \sqrt{|T(s,e)| \|A_{T(s,e)}\|_1}.
\]

(C.57)

Then, with probability \(1 - \delta_1\), we can rewrite Equation (C.57) to obtain

\[
\sum_{z_{\pi(i)} \in T_{(s,e)}} \|\hat{A}_{T(s,e)}Y_{\pi(i)} - A_{T(s,e)}Y_{\pi(i)}\|^2
\]

\[
\leq 2 \sum_{z_{\pi(i)} \in T_{(s,e)}} \left( x_{\pi(i)} - A_{T(s,e)}Y_{\pi(i)} \right)^T \left( \hat{A}_{T(s,e)} - A_{T(s,e)} \right) Y_{\pi(i)}
\]

\[
+ \lambda \sqrt{|T(s,e)|} \left( \|A_{T(s,e)}\|_1 - \|\hat{A}_{T(s,e)}\|_1 \right)
\]

\[
\leq 2 \|A_{T(s,e)} - \hat{A}_{T(s,e)}\|_1 \left( \sum_{z_{\pi(i)} \in T_{(s,e)}} e_{\pi(i)}Y'_{\pi(i)} \right)^\infty + \lambda \sqrt{|T(s,e)|} \left( \|A_{T(s,e)}\|_1 - \|\hat{A}_{T(s,e)}\|_1 \right)
\]

\[
\leq C_1 \|A_{T(s,e)} - \hat{A}_{T(s,e)}\|_1 \|T(s,e)\| \sqrt{\log \left( \max \{p^2K, n\} \right)} + \lambda \sqrt{|T(s,e)|} \left( \|A_{T(s,e)}\|_1 - \|\hat{A}_{T(s,e)}\|_1 \right)
\]

\[
\leq C_1 \sqrt{|T(s,e)| \log \left( \max \{p^2K, n\} \right)} \|A_{T(s,e)} - \hat{A}_{T(s,e)}\|_1 + \lambda \sqrt{|T(s,e)|} \left( \|A_{T(s,e)}\|_1 - \|\hat{A}_{T(s,e)}\|_1 \right)
\]

\[
\leq \lambda \sqrt{|T(s,e)|} \|A_{T(s,e)} - \hat{A}_{T(s,e)}\|_1 + \lambda \sqrt{|T(s,e)|} \left( \|A_{T(s,e)}\|_1 - \|\hat{A}_{T(s,e)}\|_1 \right),
\]

(C.58)

where the third inequality is due to Proposition 22 (Equation (C.3)).
Since
\[ \left\| A_{T(s,e)} - \hat{A}_{T(s,e)} \right\|_1 = \left\| A_{T(s,e)} - \hat{A}_{T(s,e)} \right\|_{1,I} + \left\| A_{T(s,e)} - \hat{A}_{T(s,e)} \right\|_{1,I^c} \]
and Equation (C.58), we get
\[ \left\| A_{T(s,e)} - \hat{A}_{T(s,e)} \right\|_{1,I^c} = \left\| \hat{A}_{T(s,e)} \right\|_{1,I^c} \leq 3 \left\| A_{T(s,e)} - \hat{A}_{T(s,e)} \right\|_{1,I} . \quad (C.59) \]

By Cauchy-Schwarz inequality and Assumption C3, we can obtain
\[
\left\| A_{T(s,e)} - \hat{A}_{T(s,e)} \right\|_{1,I} \leq \sum_{l \in I} \left( \text{vec} \left( A_{T(s,e)} - \hat{A}_{T(s,e)} \right)_l \right)^2 \leq \left( \sum_{l \in I} 1 \right)^{1/2} \left( \sum_{l \in I} 1 \right)^{1/2} \\
= \sqrt{d_n} \left\| A_{T(s,e)} - \hat{A}_{T(s,e)} \right\|_{2,I} , \quad (C.60)\]
where \( \text{vec} \left( A_{T(s,e)} - \hat{A}_{T(s,e)} \right)_l \) represents the \( l \)-th element of \( \text{vec} \left( A_{T(s,e)} - \hat{A}_{T(s,e)} \right) \) and \( \text{vec} \left( A_{T(s,e)} - \hat{A}_{T(s,e)} \right) \) is the vector obtained from \( \left( A_{T(s,e)} - \hat{A}_{T(s,e)} \right) \) by concatenating the rows of \( \left( A_{T(s,e)} - \hat{A}_{T(s,e)} \right) \). Combining Equations (C.59) and (C.60), we obtain
\[
\left\| A_{T(s,e)} - \hat{A}_{T(s,e)} \right\|_{1,I} \leq \left\| A_{T(s,e)} - \hat{A}_{T(s,e)} \right\|_{1,I} \leq 4 \left\| A_{T(s,e)} - \hat{A}_{T(s,e)} \right\|_{1,I} \leq 4 \sqrt{d_n} \left\| A_{T(s,e)} - \hat{A}_{T(s,e)} \right\|_{2,I} . \quad (C.61) \]

Recalling that if there are no thresholds in the interval \( (s,e) \), then \( A_{T(s,e)}^* = A_{T(s,e)} \). Since \( (s,e) \subseteq (r_{j-1}, r_j) \), \( B_{T(s,e)} = \hat{A}_{T(s,e)} - A_{T(s,e)} \). Directly followed by Lemma 27, with
probability $1 - \delta_2$, we have

$$\sum_{z_{\pi(i)} \in T_{(s,e)}} \left( (\hat{A}_{T_{(s,e)}} - A_{T_{(s,e)}}) Y_{\pi(i)} \right)^2 \geq C_6 |T_{(s,e)}| \left\| B_{T_{(s,e)}} \right\|^2_2 \left( - c_3 \left( \log \left( \max \{ p^2 K, n \} \right) \right)^{1/\kappa_0} \sqrt{|T_{(s,e)}|} \left\| B_{T_{(s,e)}} \right\|_1 \right) \cdot$$

(C.62)

Since Equation (C.61), we can get

$$\sum_{z_{\pi(i)} \in T_{(s,e)}} \left( (\hat{A}_{T_{(s,e)}} - A_{T_{(s,e)}}) Y_{\pi(i)} \right)^2 \geq C_6 |T_{(s,e)}| \left\| B_{T_{(s,e)}} \right\|^2_2 \left( - c_3 \left( \log \left( \max \{ p^2 K, n \} \right) \right)^{1/\kappa_0} \sqrt{|T_{(s,e)}|} \left\| B_{T_{(s,e)}} \right\|_1 \right)$$

$$\geq \left\| B_{T_{(s,e)}} \right\|^2_2 \left( C_6 |T_{(s,e)}| \right) - C_{13} \left( \log \left( \max \{ p^2 K, n \} \right) \right)^{1/\kappa_0} \sqrt{|T_{(s,e)}|} |d_n^*| \cdot$$

(C.63)

Since $|T_{(s,e)}| \geq C \left( \log \left( \max \{ p^2 K, n \} \right) \right)^{2/\kappa_0} d_n^* \lambda \sqrt{|T_{(s,e)}|} \leq |T_{(s,e)}|$. Recalling that $C_{13}$ depends on the constant $c_3 > 5$ chosen in Proposition 22, then we can choose $c_3$ to be small enough so that $C_{13}/\sqrt{C} < C_6$. Next, Equation (C.63) leads to

$$\sum_{z_{\pi(i)} \in T_{(s,e)}} \left( (\hat{A}_{T_{(s,e)}} - A_{T_{(s,e)}}) Y_{\pi(i)} \right)^2 \geq C_{14} |T_{(s,e)}| \left\| B_{T_{(s,e)}} \right\|^2_2$$

for $C_{14} > 0$.

Then, we can rewrite Equation (C.58) to obtain

$$C_{14} \left| T_{(s,e)} \right| \left\| B_{T_{(s,e)}} \right\|^2_2 \leq \frac{\lambda}{2} \sqrt{|T_{(s,e)}|} \left\| B_{T_{(s,e)}} \right\|_1 + \lambda \sqrt{|T_{(s,e)}|} \left( \left\| A_{T_{(s,e)}} \right\|_1 - \left\| \hat{A}_{T_{(s,e)}} \right\|_1 \right) \leq C_{15} \lambda \sqrt{|T_{(s,e)}|} \left\| B_{T_{(s,e)}} \right\|_{1,2} \leq C_{16} \lambda \sqrt{|T_{(s,e)}|} \left\| B_{T_{(s,e)}} \right\|_2 \sqrt{|d_n^*|},$$

(C.64)

where the second and the third inequalities follow from Equation (C.61) and the triangle inequality.
Finally, by Equation (C.64), we get
\[ \|B_{T(s,e)}\|_2 \leq C_{17} \lambda \sqrt{d_n} / \sqrt{|T(s,e)|}. \]  \hspace{1cm} (C.65)

In addition, by Equation (C.61), we obtain
\[ \|B_{\hat{T}(s,e)}\|_1 \leq C_{17} \lambda d^*_n / \sqrt{|T(s,e)|}. \]  \hspace{1cm} (C.66)

**Lemma 29.** Suppose Assumptions C1 to C4 hold and that the interval \((s, e] \subseteq (r_{j-1}, r_j].\)

For
\[ |T(s,e)| \geq C \left( \log \left( \max \{p^2 K, n\} \right) \right)^{2/\kappa_0} d_n^{\kappa_2} \]
and \(\lambda \geq C_3 \sqrt{\log \left( \max \{p^2 K, n\} \right)},\)

\[ \mathbb{P} \left( \sum_{z_{\pi(i)} \in T(s,e)} \| x_{\pi(i)} - A_{T(s,e)} Y_{\pi(i)} \|_2^2 - \sum_{z_{\pi(i)} \in T(s,e)} \| x_{\pi(i)} - A_{T(s,e)} Y_{\pi(i)} \|_2^2 \leq C_4 \lambda^2 d_n^* \right) \]
\[ = (1 - \delta_1) \left( 1 - \delta_2 \right), \]
\hspace{1cm} (C.67)

where \(C, C_3\) and \(C_4\) are positive constants.

**Proof of Lemma 29:** By rewriting Equation (C.57), we can get
\[ \sum_{z_{\pi(i)} \in T(s,e)} \| x_{\pi(i)} - \hat{A}_{T(s,e)} Y_{\pi(i)} \|_2^2 - \sum_{z_{\pi(i)} \in T(s,e)} \| x_{\pi(i)} - A_{T(s,e)} Y_{\pi(i)} \|_2^2 \]
\[ \leq \lambda \sqrt{|T(s,e)|} \left( \| A_{T(s,e)} \|_1 - \| \hat{A}_{T(s,e)} \|_1 \right) \]
\[ \leq \lambda \sqrt{|T(s,e)|} \| A_{T(s,e)} - \hat{A}_{T(s,e)} \|_1. \]  \hspace{1cm} (C.68)
By Equation (C.68) and Lemma 28, we obtain

\[
\sum_{z_{\pi(1)} \in T_{(s,e)}} \left\| x_{\pi(1)} - \hat{A}_{T(s,e)} Y_{\pi(1)} \right\|_2^2 - \sum_{z_{\pi(1)} \in T_{(s,e)}} \left\| x_{\pi(1)} - A_{T(s,e)} Y_{\pi(1)} \right\|_2^2 \\
\leq \lambda \sqrt{|T_{(s,e)}|} \left\| A_{T(s,e)} - \hat{A}_{T(s,e)} \right\|_1 \\
\leq \lambda \sqrt{|T_{(s,e)}|} C_2 \lambda^2 d_n^* / \sqrt{|T_{(s,e)}|} \\
\leq C_2 \lambda^2 d_n^*.
\]

In addition,

\[
\sum_{z_{\pi(1)} \in T_{(s,e)}} \left\| x_{\pi(1)} - A_{T(s,e)} Y_{\pi(1)} \right\|_2^2 - \sum_{z_{\pi(1)} \in T_{(s,e)}} \left\| x_{\pi(1)} - \hat{A}_{T(s,e)} Y_{\pi(1)} \right\|_2^2 \\
= - \sum_{z_{\pi(1)} \in T_{(s,e)}} \left\| \hat{A}_{T(s,e)} Y_{\pi(1)} - A_{T(s,e)} Y_{\pi(1)} \right\|_2^2 \\
+ 2 \sum_{z_{\pi(1)} \in T_{(s,e)}} \left( x_{\pi(1)} - A_{T(s,e)} Y_{\pi(1)} \right)' \left( A_{T(s,e)} - \hat{A}_{T(s,e)} \right) Y_{\pi(1)} \\
\leq 2 \left\| A_{T(s,e)} - \hat{A}_{T(s,e)} \right\|_1 \left\| \sum_{z_{\pi(1)} \in T_{(s,e)}} \epsilon_{\pi(i)} Y'_{\pi(i)} \right\|_\infty \\
\leq C_2 \lambda d_n^* / \sqrt{|T_{(s,e)}|} \left| T_{(s,e)} \right| c_1 \sqrt{\log \left( \max \{ p^2 K, n \} \right)} / \sqrt{|T_{(s,e)}|} \\
\leq C_2 c_1 \lambda d_n^* \sqrt{\log \left( \max \{ p^2 K, n \} \right)} \\
\leq C_5 \lambda^2 d_n^*,
\]

where \(C_2\) and \(C_5\) are positive constants. The second inequality holds with high probability by Proposition 22 (Equation (C.3)) and Lemma 28; the last inequality follows from the choice of \(\lambda\). Combining Equations (C.69) and (C.70), Equation (C.67) holds.

**Lemma 30.** Suppose Assumptions C1 to C4 holds. For any given the interval \((s,e)\), with probability \((1 - \delta_1)(1 - \delta_2)\), \(|T_{(s,e)}| \geq C \left( \log \left( \max \{ p^2 K, n \} \right) \right)^{2/\alpha_0} d_n^{*2}\) and \(\lambda = \)
\[ 2C_{12} \left( \log \left( \max \{ p^2 K, n \} \right) \right)^{1/20} d_n^*, \]

\[
\left\| \hat{A}_{T(s,e)} \right\|_{1,\mathcal{I}} \leq C_8 \lambda \sqrt{d_n^*} / \sqrt{|T(s,e)|}, \tag{C.71}
\]

where \( C, c_\lambda \) and \( C_8 \) are positive constants.

In addition, for \( C_9 > 0 \),

\[
\left\| \hat{A}_{T(s,e)} - A^*_{T(s,e)} \right\|_2 \leq C_9 \lambda d_n^* / \sqrt{|T(s,e)|}, \tag{C.72}
\]

and

\[
\left\| \hat{A}_{T(s,e)} - A^*_{T(s,e)} \right\|_1 \leq 4 \left\| \hat{A}_{T(s,e)} - A^*_{T(s,e)} \right\|_{1,\mathcal{I}} \tag{C.73}
\]

**Proof of Lemma 30:** Set \( B_{T(s,e)} = \hat{A}_{T(s,e)} - A^*_{T(s,e)} \). By Equation (4.3), we have

\[
\sum_{z_{\pi(i)} \in T(s,e)} \left\| B_{T(s,e)} Y_{\pi(i)} \right\|_2^2 + 2 \sum_{z_{\pi(i)} \in T(s,e)} \left( x_{\pi(i)} - A^*_{T(s,e)} Y_{\pi(i)} \right)' B_{T(s,e)} Y_{\pi(i)} \\
\leq \lambda \sqrt{|T(s,e)|} \left( \left\| A^*_{T(s,e)} \right\|_1 - \left\| \hat{A}_{T(s,e)} \right\|_1 \right). \tag{C.74}
\]

Note that

\[
\sum_{z_{\pi(i)} \in T(s,e)} \left( x_{\pi(i)} - A^*_{T(s,e)} Y_{\pi(i)} \right)' B_{T(s,e)} Y_{\pi(i)} = \sum_{z_{\pi(i)} \in T(s,e)} \varepsilon_{\pi(i)}' \left( B_{T(s,e)} Y_{\pi(i)} \right) + \sum_{z_{\pi(i)} \in T(s,e)} \left( A_{\pi(i)} - A^*_{T(s,e)} \right)' Y_{\pi(i)} \left( B_{T(s,e)} Y_{\pi(i)} \right) \\
:= H_1 + H_2, \tag{C.75}
\]

where \( A_{\pi(i)} \) is the true coefficient at the time point \( \pi(i) \).
For $H_1$, we have $|H_1| \leq \left\| B_{T(s,e)} \right\|_1 \left( \sum_{z_{\pi(i)} \in T(s,e)} e_{\pi(i)} Y'_{\pi(i)} \right)_{\infty}$. By Proposition 22, with probability $1 - \delta_1$,

$$|H_1| \leq c_3 \left\| B_{T(s,e)} \right\|_1 \left( \log (\max \{p^2K, n\}) / |T(s,e)| \right) \leq c_3 \left\| B_{T(s,e)} \right\|_1 \sqrt{\log (\max \{p^2K, n\}) |T(s,e)|}.$$

(C.76)

For $H_2$, we have

$$|H_2| \leq \left\| B_{T(s,e)} \right\|_1 \left\| \sum_{z_{\pi(i)} \in T(s,e)} Y_{\pi(i)} Y'_{\pi(i)} \left( A_{\pi(i)} - A^*_T(s,e) \right) \right\|_{\infty} \leq \left\| B_{T(s,e)} \right\|_1 \max_{l,l' \in \{1,2,\ldots, p\}} \left\| \sum_{z_{\pi(i)} \in T(s,e)} Y_{\pi(i)} Y'_{\pi(i)} \right\|_{(l,l')} \left( A_{\pi(i)} - A^*_T(s,e) \right)_{(l,l')}.$$

(C.77)

where $(Y_{\pi(i)} Y'_{\pi(i)})_{(l,l')}$ represents the $l$-th row of $Y_{\pi(i)} Y'_{\pi(i)}$, and $(A_{\pi(i)} - A^*_T(s,e))_{(l,l')}$ represents the $l'$-th column of $A_{\pi(i)} - A^*_T(s,e)$.

By Assumption C3, $\max \| A_{\pi(i)} \|_\infty \leq M_A$. Then, by Equation (C.2), we obtain $\max \| A_{\pi(i)} - A^*_T(s,e) \|_\infty \leq C_1 M_A$. Note that

$$\mathbb{E} \left( x_{(t-k)} x'_{(t-k)} I(s \leq z_t \leq e) \right) \leq \mathbb{E} \left( x_{(t-k)} x'_{(t-k)} \right)$$

and that $\mathbb{E}|x_t|^2$ is positive and bounded by Assumption C2. Combining Assumption C3 and Proposition 22 (Equation (C.4)), with probability $1 - \delta_2$,

$$|H_2| \leq \left\| B_{T(s,e)} \right\|_1 \max_{l \in \{1,2,\ldots, p\}} \left\| \sum_{z_{\pi(i)} \in T(s,e)} Y_{\pi(i)} Y'_{\pi(i)} \right\|_{(l,l')} C_1 d_n^* M_A \leq C_1 d_n^* M_A \left\| B_{T(s,e)} \right\|_1 \leq C_1 \left( \log \left( \max \{p^2K, n\} \right) \right)^{1/\kappa_0} \sqrt{\left\| T(s,e) \right\| d_n^* \left\| B_{T(s,e)} \right\|_1}.$$

(C.78)

Since $\kappa_0 < 1$, $\left( \log \left( \max \{p^2K, n\} \right) \right)^{1/\kappa_0} \geq \left( \log \left( \max \{p^2K, n\} \right) \right)^{1/2}$. By Equa-
tions (C.75), (C.76) and (C.78), Equation (C.74) leads to

\[
\sum_{z_{\pi(i)} \in T(s,e)} \left\| B_{T(s,e)} Y_{\pi(i)} \right\|^2_2 \\
\leq 2 \left( c_3 \left\| B_{T(s,e)} \right\|_1 \sqrt{\log \left( \max \{ p^2 K, n \} \right) |T(s,e)|} \\
+ C_{11} (\log \left( \max \{ p^2 K, n \} \right))^{1/\kappa_0} \sqrt{|T(s,e)|} d_n \left\| B_{T(s,e)} \right\|_1 \right) \\
+ \lambda \sqrt{|T(s,e)|} \left( \left\| A^*_{T(s,e)} \right\|_1 - \left\| \hat{A}_{T(s,e)} \right\|_1 \right) \\
\leq C_{12} (\log \left( \max \{ p^2 K, n \} \right))^{1/\kappa_0} d_n \sqrt{|T(s,e)|} \left\| B_{T(s,e)} \right\|_1 + \lambda \sqrt{|T(s,e)|} \left( \left\| A^*_{T(s,e)} \right\|_1 - \left\| \hat{A}_{T(s,e)} \right\|_1 \right) \\
\leq \frac{1}{2} \lambda \sqrt{|T(s,e)|} \left\| B_{T(s,e)} \right\|_1 + \lambda \sqrt{|T(s,e)|} \left( \left\| A^*_{T(s,e)} \right\|_1 - \left\| \hat{A}_{T(s,e)} \right\|_1 \right).
\]

(C.79)

Next, using similar arguments as in the proof of Lemma 28, we can get

\[
\left\| \hat{A}_{T(s,e)} - A^*_{T(s,e)} \right\|_{1,\mathcal{I}^c} = \left\| \hat{A}_{T(s,e)} \right\|_{1,\mathcal{I}^c} \leq 3 \left\| \hat{A}_{T(s,e)} - A^*_{T(s,e)} \right\|_{1,\mathcal{I}^c}.
\]

(C.80)

In addition,

\[
\left\| \hat{A}_{T(s,e)} - A^*_{T(s,e)} \right\|_{1,\mathcal{I}} \leq \left\| \hat{A}_{T(s,e)} - A^*_{T(s,e)} \right\|_1 \\
\leq 4 \left\| \hat{A}_{T(s,e)} - A^*_{T(s,e)} \right\|_{1,\mathcal{I}} \\
\leq 4 d_n \left\| \hat{A}_{T(s,e)} - A^*_{T(s,e)} \right\|_{2,\mathcal{I}^c}.
\]

(C.81)

By Lemma 27, with \(1 - \delta_2\),

\[
\sum_{z_{\pi(i)} \in T(s,e)} \left( \left( \hat{A}_{T(s,e)} - A^*_{T(s,e)} \right) Y_{\pi(i)} \right)^2 \\
\geq C_6 |T(s,e)| \left\| B_{T(s,e)} \right\|^2_2 \\
- c_3 (\log \left( \max \{ p^2 K, n \} \right))^{1/\kappa_0} \sqrt{|T(s,e)|} \left\| B_{T(s,e)} \right\|_1.
\]

(C.82)
Then, by Equation (C.81),
\[
\sum_{z_{x(i)} \in T(s,e)} \left( \left( \hat{A}_{T(s,e)} - A^*_{T(s,e)} \right) Y_{x(i)} \right)^2 \geq C_6 |T(s,e)| \left\| B_{T(s,e)} \right\|_2^2
\]
\[- c_3 \left( \log \left( \max \left\{ p^2 K, n \right\} \right) \right)^{1/\kappa_0} \sqrt{|T(s,e)|} \left\| B_{T(s,e)} \right\|_1^2
\]
\[\geq \left\| B_{T(s,e)} \right\|_2^2 \left( C_6 |T(s,e)| \right)
\]
\[- C_{13} \left( \log \left( \max \left\{ p^2 K, n \right\} \right) \right)^{1/\kappa_0} \sqrt{|T(s,e)|} d_n^* \right).
\]
(C.83)

Since \( |T(s,e)| \geq C \left( \log \left( \max \left\{ p^2 K, n \right\} \right) \right)^{2/\kappa_0} d_n^* \), then
\[
\sqrt{C} \left( \log \left( \max \left\{ p^2 K, n \right\} \right) \right)^{1/\kappa_0} \sqrt{|T(s,e)|} \leq |T(s,e)|. \]
Recalling that \( C_{13} \) depends on the constant \( c_3 \) chosen in Proposition 22, we can choose \( c_3 \) to be small enough so that \( C_{13}/\sqrt{C} < C_6 \). Thus, \( \sum_{z_{x(i)} \in T(s,e)} \left( \left( \hat{A}_{T(s,e)} - A^*_{T(s,e)} \right) Y_{x(i)} \right)^2 \geq C_{14} |T(s,e)| \left\| B_{T(s,e)} \right\|_2^2 \) for \( C_{14} > 0 \).

Then, we can rewrite Equation (C.79) to obtain
\[
C_{14} |T(s,e)| \left\| B_{T(s,e)} \right\|_2^2 \leq \frac{\lambda}{2} \sqrt{|T(s,e)|} \left\| B_{T(s,e)} \right\|_1 + \lambda \sqrt{|T(s,e)|} \left( \left\| A^*_{T(s,e)} \right\|_1 - \left\| \hat{A}_{T(s,e)} \right\|_1 \right)
\]
\[\leq C_{15} \lambda \sqrt{|T(s,e)|} \left\| B_{T(s,e)} \right\|_1^I
\]
\[\leq C_{16} \lambda \sqrt{|T(s,e)|} \left\| B_{T(s,e)} \right\|_2^I \sqrt{d_n^*},
\]
(C.84)

where the second and the third inequalities follow from Equation (C.81) and the triangle inequality, respectively.

Finally, by Equations (C.81) and (C.84), we get
\[
\left\| B_{T(s,e)} \right\|_2 \leq C_{17} \lambda \sqrt{d_n^*} \sqrt{|T(s,e)|},
\]
\[
\left\| B_{T(s,e)} \right\|_1 \leq C_{17} \lambda d_n^* \sqrt{|T(s,e)|}. \]
(C.85)

**Lemma 31.** Suppose Assumptions C1 to C4 hold and that the interval \((s, e] \) contains only one threshold \( r_j \). For \( |T(s,e)| \geq C \left( \log \left( \max \left\{ p^2 K, n \right\} \right) \right)^{2/\kappa_0} d_n^* \) and \( \lambda = \)
2C_{12} \left( \log \left( \max \{ p^2 K, n \} \right) \right)^{1/2 \alpha_0} d_n^*,

\Pr \left( \sum_{z \pi(i) \in \mathcal{T}(s,e)} \left\| x_{\pi(i)} - A^*_T(s,e) Y_{\pi(i)} \right\|_2^2 - \sum_{z \pi(i) \in \mathcal{T}(s,e)} \left\| x_{\pi(i)} - \hat{A}_T(s,e) Y_{\pi(i)} \right\|_2^2 \leq C_{18} \lambda^2 d_n^* \right)

= (1 - \delta_1) (1 - \delta_2).

(C.86)

**Proof of Lemma 31:** Rearranging Equation (4.3), we can obtain

\begin{align*}
&\sum_{z \pi(i) \in \mathcal{T}(s,e)} \left\| x_{\pi(i)} - \hat{A}_T(s,e) Y_{\pi(i)} \right\|_2^2 - \sum_{z \pi(i) \in \mathcal{T}(s,e)} \left\| x_{\pi(i)} - A^*_T(s,e) Y_{\pi(i)} \right\|_2^2 \\
&\leq \lambda \sqrt{\mathcal{T}(s,e)} \left( \| A^*_T(s,e) \|_1 - \| \hat{A}_T(s,e) \|_1 \right) \\
&\leq \lambda \sqrt{\mathcal{T}(s,e)} \left\| A^*_T(s,e) - \hat{A}_T(s,e) \right\|_1.
\end{align*}

(C.87)

Then, by Equation (C.87), we obtain

\begin{align*}
&\sum_{z \pi(i) \in \mathcal{T}(s,e)} \left\| x_{\pi(i)} - \hat{A}_T(s,e) Y_{\pi(i)} \right\|_2^2 - \sum_{z \pi(i) \in \mathcal{T}(s,e)} \left\| x_{\pi(i)} - A^*_T(s,e) Y_{\pi(i)} \right\|_2^2 \\
&\leq \lambda \sqrt{\mathcal{T}(s,e)} \left\| A^*_T(s,e) - \hat{A}_T(s,e) \right\|_1 \\
&\leq \lambda \sqrt{\mathcal{T}(s,e)} C_9 \lambda d_n^*/\sqrt{\mathcal{T}(s,e)} \\
&\leq C_9 \lambda^2 d_n^*.
\end{align*}

(C.88)

The second inequality follows from Lemma 30.
In addition, we rearrange Equation (4.3) again and get

\[
\begin{align*}
\sum_{z_\pi(i) \in \mathcal{T}(s,e)} \| x_\pi(i) - A^*_T(s,e) Y_\pi(i) \|_2^2 &- \sum_{z_\pi(i) \in \mathcal{T}(s,e)} \| x_\pi(i) - \hat{A}_T(s,e) Y_\pi(i) \|_2^2 \\
&= - \sum_{z_\pi(i) \in \mathcal{T}(s,e)} \| \hat{A}_T(s,e) Y_\pi(i) - A^*_T(s,e) Y_\pi(i) \|_2^2 \\
&\quad + 2 \sum_{z_\pi(i) \in \mathcal{T}(s,e)} (x_\pi(i) - A^*_T(s,e) Y_\pi(i))' (A^*_T(s,e) - \hat{A}_T(s,e)) Y_\pi(i) \\
&\leq 2 \| A^*_T(s,e) - \hat{A}_T(s,e) \|_1 \| \sum_{z_\pi(i) \in \mathcal{T}(s,e)} \epsilon_\pi(i) Y_\pi(i) \|_\infty \\
&\leq 2C_9 \lambda d_n^* \sqrt{|\mathcal{T}(s,e)|} c_1 \sqrt{\frac{|T(s,e)| \log (\max \{p^2K, n\})}{\sqrt{|\mathcal{T}(s,e)|}}} \\
&\leq C_{19} \lambda^2 d_n^*,
\end{align*}
\]

where \( C_{19} \) is a positive constant. The second inequality holds with high probability by Proposition 22 (Equation (C.3)) and Lemma 30; the last inequality holds, since \( \lambda \geq c_1 \sqrt{\log (\max \{p^2K, n\})} \). Finally, combining Equations (C.88) and (C.89), Equation (C.86) holds.

**Lemma 32.** Suppose Assumptions C1 to C4 hold and that the interval \((s,e) \subseteq (r_{j-1}, r_j)\). For \(|\mathcal{T}(s,e)| \geq C (\log (\max \{p^2K, n\})))^{2/\zeta_0} d_n^2\) and \(\lambda \geq C_3 \sqrt{\log (\max \{p^2K, n\})}\), there exists a positive constant \(C_{20}\) such that, with probability \((1 - \delta_1)(1 - \delta_2)\),

\[
| L^* (\mathcal{T}(s,e)) - L (\mathcal{T}(s,e)) | \leq C_{20} d_n^* \lambda^2,
\]

where \( \delta_1 \) and \( \delta_2 \) are denoted the same as in Proposition 22.

**Proof of Lemma 32:** We proof this lemma by considering two cases: \(|\mathcal{T}(s,e)| < \omega\) and \(|\mathcal{T}(s,e)| \geq \omega\). By Equation (4.2), we have \( L^* (\mathcal{T}(s,e)) = L (\mathcal{T}(s,e)) = 0 \) if \(|\mathcal{T}(s,e)| < \omega\), which gives Equation (C.90).
When $|\mathcal{T}_{(s,e)}| \geq \omega$,

$$
|L^* (\mathcal{T}_{(s,e)}) - L (\mathcal{T}_{(s,e)})| 
\leq \sum_{z_\pi(i) \in \mathcal{T}_{(s,e)}} \left| x_\pi(i) - \mathbf{A}_{\mathcal{T}(s,e)} \mathbf{Y}_{\pi(i)} \right|^2 - \sum_{z_\pi(i) \in \mathcal{T}_{(s,e)}} \left| x_\pi(i) - \hat{\mathbf{A}}_{\mathcal{T}_{(s,e)}} \mathbf{Y}_{\pi(i)} \right|^2 
= \sum_{z_\pi(i) \in \mathcal{T}_{(s,e)}} \left| x_\pi(i) - \mathbf{A}_{\mathcal{T}(s,e)} \mathbf{Y}_{\pi(i)} \right|^2 - \sum_{z_\pi(i) \in \mathcal{T}_{(s,e)}} \left| x_\pi(i) - \hat{\mathbf{A}}_{\mathcal{T}_{(s,e)}} \mathbf{Y}_{\pi(i)} \right|^2 
\leq C_4 \lambda^2 d^*_n,
$$

where the last inequality follows from Lemma 29.

**Lemma 33.** Suppose Assumptions C1 to C4 hold and that the interval $(s, e) \subseteq (r_{j-1}, r_j]$.

Set $\lambda = 2C_{12} \left( \log \left( \max \{p^2K, n\} \right) \right)^{1/\kappa_0} d^*_n$ and denote $\delta_4$ the same as in Lemma 25. For any interval $(s', e']$ that $(s, e) \subseteq (s', e']$, with probability $1 - \delta_4$,

$$
L^* (\mathcal{T}_{(s,e)}) - \sum_{z_\pi(i) \in \mathcal{T}_{(s,e)}} \left( x_\pi(i) - \hat{\mathbf{A}}_{\mathcal{T}_{(s',e')}} \mathbf{Y}_{\pi(i)} \right)^2 \leq C_{21} d^*_n \lambda^2, \quad (C.92)
$$

where $C_{21}$ is a positive constant.

**Proof of Lemma 33:** If $|\mathcal{T}_{(s,e)}| < \omega$, then

$$
L^* (\mathcal{T}_{(s,e)}) - \sum_{z_\pi(i) \in \mathcal{T}_{(s,e)}} \left( x_\pi(i) - \hat{\mathbf{A}}_{\mathcal{T}_{(s',e')}} \mathbf{Y}_{\pi(i)} \right)^2 
= - \sum_{z_\pi(i) \in \mathcal{T}_{(s,e)}} \left( x_\pi(i) - \hat{\mathbf{A}}_{\mathcal{T}_{(s,e)}} \mathbf{Y}_{\pi(i)} \right)^2 \leq C_{21} d^*_n \lambda^2.
$$

For $|\mathcal{T}_{(s,e)}| \geq \omega$, then $|\mathcal{T}_{(s',e')}| \geq \omega$, and
\[ L^* \left( T(s,e) \right) - \sum_{z_{\pi(i)} \in T(s,e)} \left( x_{\pi(i)} - \hat{A}_{T(s',e')} Y_{\pi(i)} \right)^2 \]

\[ = L^* \left( T(s,e) \right) - \sum_{z_{\pi(i)} \in T(s,e)} \left( x_{\pi(i)} - A_{T(s,e)} Y_{\pi(i)} + A_{T(s,e)} Y_{\pi(i)} - \hat{A}_{T(s',e')} Y_{\pi(i)} \right)^2 \]

\[ = 2 \sum_{z_{\pi(i)} \in T(s,e)} \left( x_{\pi(i)} - A_{T(s,e)} Y_{\pi(i)} \right)' \left( \hat{A}_{T(s',e')} - A_{T(s,e)} \right) Y_{\pi(i)} \]

\[ - \sum_{z_{\pi(i)} \in T(s,e)} \left\| \hat{A}_{T(s',e')} Y_{\pi(i)} - A_{T(s,e)} Y_{\pi(i)} \right\|_2^2 \]

\[ \leq 2 \left\| A_{T(s,e)} - \hat{A}_{T(s',e')} \right\|_1 \left\| \sum_{z_{\pi(i)} \in T(s,e)} \epsilon_{\pi(i)} Y'_{\pi(i)} \right\|_\infty - \sum_{z_{\pi(i)} \in T(s,e)} \left\| \hat{A}_{T(s',e')} Y_{\pi(i)} - A_{T(s,e)} Y_{\pi(i)} \right\|_2^2 \]

\[ \leq C_1 \left\| A_{T(s,e)} - \hat{A}_{T(s',e')} \right\|_1 \left| T(s,e) \right| \sqrt{\log \left( \max \{ p^2 K, n \} \right)} \]

\[ - \sum_{z_{\pi(i)} \in T(s,e)} \left\| \hat{A}_{T(s',e')} Y_{\pi(i)} - A_{T(s,e)} Y_{\pi(i)} \right\|_2^2 \]

\[ \leq C_1 \sqrt{\left| T(s,e) \right| \log \left( \max \{ p^2 K, n \} \right)} \left\| A_{T(s,e)} - \hat{A}_{T(s',e')} \right\|_1 \]

\[ - \sum_{z_{\pi(i)} \in T(s,e)} \left\| \hat{A}_{T(s',e')} Y_{\pi(i)} - A_{T(s,e)} Y_{\pi(i)} \right\|_2^2 \]

\[ (C.93) \]

where the first inequality follows from the Cauchy–Schwarz inequality, and the second inequality follows from Proposition 22 (Equation (C.3)).

Using similar arguments as in the proof of Lemma 27, with probability \( 1 - \delta_1 - \delta_2 \), we
get

$$\sum_{z_{\pi(i)} \in \mathcal{T}_{(s,e)}} \left( (\hat{A}_{T_{(s',e')}} - A_{T_{(s,e)}}) Y_{\pi(i)} \right)^2$$

$$\geq C_6 |\mathcal{T}_{(s,e)}| \left\| \hat{A}_{T_{(s',e')}} - A_{T_{(s,e)}} \right\|_2^2 \quad - C_7 \left( \log \max \{ p^2K, n \} \right)^{1/\kappa_0} \sqrt{|\mathcal{T}_{(s,e)}|} \left\| \hat{A}_{T_{(s',e')}} - A_{T_{(s,e)}} \right\|_1$$

$$= C_6 |\mathcal{T}_{(s,e)}| \left\| \hat{A}_{T_{(s',e')}} - A_{T_{(s,e)}} \right\|_2^2 \quad - C_7 \left( \log \max \{ p^2K, n \} \right)^{1/\kappa_0} \sqrt{|\mathcal{T}_{(s,e)}|} \left\| \hat{A}_{T_{(s',e')}} - A_{T_{(s,e)}} \right\|_{1,\mathcal{I}}^2 \quad - C_7 \left( \log \max \{ p^2K, n \} \right)^{1/\kappa_0} \sqrt{|\mathcal{T}_{(s,e)}|} \left\| \hat{A}_{T_{(s',e')}} - A_{T_{(s,e)}} \right\|_{1,\mathcal{I}^c}^2 \quad (C.94)$$

$$\geq C_6 |\mathcal{T}_{(s,e)}| \left\| \hat{A}_{T_{(s',e')}} - A_{T_{(s,e)}} \right\|_2^2 \quad - C_7 \left( \log \max \{ p^2K, n \} \right)^{1/\kappa_0} \sqrt{|\mathcal{T}_{(s,e)}|} d_n^* \left\| \hat{A}_{T_{(s',e')}} - A_{T_{(s,e)}} \right\|_2 \quad - C_7 \left( \log \max \{ p^2K, n \} \right)^{1/\kappa_0} \sqrt{|\mathcal{T}_{(s,e)}|} \left\| \hat{A}_{T_{(s',e')}} \right\|_{1,\mathcal{I}^c}^2$$

$$\geq C_{24} |\mathcal{T}_{(s,e)}| \left\| \hat{A}_{T_{(s',e')}} - A_{T_{(s,e)}} \right\|_2^2 \quad - C_8 C_7 \left( \log \max \{ p^2K, n \} \right)^{1/\kappa_0} \sqrt{|\mathcal{T}_{(s,e)}|} \lambda^2 d_n^* / |\mathcal{T}_{(s',e')}|$$

$$\geq C_{24} |\mathcal{T}_{(s,e)}| \left\| \hat{A}_{T_{(s',e')}} - A_{T_{(s,e)}} \right\|_2^2 - C_{22} \lambda^2,$$

where the second inequality follows from the Cauchy–Schwarz inequality (using the similar arguments as in Equation (C.60)), and the third inequality is due to the fact that $|\mathcal{T}_{(s,e)}| \geq \omega \geq C_\omega d_n^3 \log \left( p^2K \right)^{2/\kappa_0}$ and Lemma 30. The last inequality is due to the fact that $|\mathcal{T}_{(s',e')}| \geq |\mathcal{T}_{(s,e)}| \geq \omega \geq C_\omega d_n^3 \log \left( p^2K \right)^{2/\kappa_0}$ and the choice of $\lambda$, that is $\lambda = 2C_{12} \left( \log \max \{ p^2K, n \} \right)^{1/\kappa_0} d_n^*$. 
Lemma 34. Suppose Assumptions C1 to C4 hold and that the interval \((s, e)\) contains \(J\) true thresholds for \(J \geq 1\). Let \(\lambda = 2C_{12} \left(\log \left(\max \left\{p^2 K, n\right\}\right)\right)^{1/20} d_n^*\), \(r_0 = s\), \(r_j = r_j\), and \(r_{j+1} = e\) for \(j = 1, 2, \ldots, J\). Then, with probability \(1 - n\delta_4\),

\[
L \left( \mathcal{T}_{(s,e)} \right) \geq \sum_{j=1}^{J+1} L \left( \mathcal{T}_{(r_{j-1}^r, r_j^r)} \right) - C_{26} (J + 1) d_n^* \lambda^2,
\]

where \(C_{26}\) is a positive constant and \(\delta_4\) is defined in Lemma 25.

Proof of Lemma 34: We prove this lemma by considering two cases: \(|\mathcal{T}_{(s,e)}| \geq \omega\) and \(|\mathcal{T}_{(s,e)}| < \omega\).
For the case $|\mathcal{T}_{(s,e)}| \geq \omega$, we take the union bound of Lemma 32,

$$\mathbb{P} \left( \sum_{j=1}^{J+1} \left\{ L^* \left( \mathcal{T}_{(r_{j-1}^*, r_j')} \right) - L \left( \mathcal{T}_{(r_{j-1}^*, r_j')} \right) \right\} > C_{20} (J+1) d_n^* \lambda^2 \right) \leq n \delta_4, \quad (C.97)$$

which implies

$$\sum_{j=1}^{J+1} L \left( \mathcal{T}_{(r_{j-1}^*, r_j')} \right) - \sum_{j=1}^{J+1} L^* \left( \mathcal{T}_{(r_{j-1}^*, r_j')} \right) \leq C_{20} (J+1) d_n^* \lambda^2 \quad (C.98)$$

with probability $1 - n \delta_4$.

Taking the union bound of Lemma 33, we can get

$$\mathbb{P} \left( \sum_{j=1}^{J+1} \left( L^* \left( \mathcal{T}_{(r_{j-1}^*, r_j')} \right) - \sum_{z_{\pi(i)} \in \mathcal{T}_{(r_{j-1}^*, r_j')}} \left( x_{\pi(i)} - \hat{A}_{\mathcal{T}_{(s,e)}} Y_{\pi(i)} \right)^2 \right) > C_{21} (J+1) d_n^* \lambda^2 \right) \leq n \delta_4, \quad (C.99)$$

which implies, with probability $1 - n \delta_4$,

$$ \sum_{z_{\pi(i)} \in \mathcal{T}_{(s,e)}} \left( x_{\pi(i)} - \hat{A}_{\mathcal{T}_{(s,e)}} Y_{\pi(i)} \right)^2 \geq \sum_{j=1}^{J+1} \sum_{z_{\pi(i)} \in \mathcal{T}_{(r_{j-1}^*, r_j')}} \left( x_{\pi(i)} - \hat{A}_{\mathcal{T}_{(s,e)}} Y_{\pi(i)} \right)^2 \geq \sum_{j=1}^{J+1} \left( L^* \left( \mathcal{T}_{(r_{j-1}^*, r_j')} \right) - C_{21} (J+1) d_n^* \lambda^2 \right. \quad (C.100)$$

Combining Equations (C.98) and (C.100), we can obtain

$$ \sum_{z_{\pi(i)} \in \mathcal{T}_{(s,e)}} \left( x_{\pi(i)} - \hat{A}_{\mathcal{T}_{(s,e)}} Y_{\pi(i)} \right)^2 \geq \sum_{j=1}^{J+1} L \left( \mathcal{T}_{(r_{j-1}^*, r_j')} \right) - (C_{20} + C_{21}) (J+1) d_n^* \lambda^2. \quad (C.101)$$

For the case $|\mathcal{T}_{(s,e)}| < \omega$, we have $L \left( \mathcal{T}_{(s,e)} \right) = \sum_{j=1}^{J+1} L \left( \mathcal{T}_{(r_{j-1}^*, r_j')} \right) = 0$ by Equation (4.2), which proves Equation (C.96).
Appendix 2: Proof of Main Results

Proof of Proposition 9: This proposition can be proved by taking the union bound over all possible choice of $s$, $e$ for Lemma 23, Lemma 24, Lemma 25, and Lemma 26.

For case (a), Equation (C.5) holds, since $\hat{P}$ is a minimizer of Equation (4.4). Then, we can apply Lemma 23 and get

$$\mathbb{P} \left( \max_{(s,e) \in \mathcal{P}} \min \{ |T_{(s,r)}|, |T_{(r,e)}| \} > C_0 \left( \lambda \frac{d^*_n + \omega}{v^2} \right) \right)$$

$$\leq n^2 \mathbb{P} \left( \min \{ |T_{(s,r)}|, |T_{(r,e)}| \} > C_0 \left( \lambda \frac{d^*_n + \omega}{v^2} \right) \right)$$

$$\leq n^2 \delta_1 + n^2 \delta_2.$$  \hfill (C.102)

For case (b), Equation (C.20) holds, since $\hat{P}$ is a minimizer of Equation (4.4). Similarly, we use Lemma 24 and obtain

$$\mathbb{P} \left( \max_{(s,e) \in \mathcal{P}} \min \{ |T_{(s,r_1)}|, |T_{(r_2,e)}| \} > C_0 \left( \lambda d^*_n + \omega \right) \right) \leq n^2 \delta_1 + n^2 \delta_2.$$  \hfill (C.103)

For case (c), we prove by contradiction. Assume that there are no thresholds in any two estimated consecutive regimes $T_{(\hat{r}_{j-1}, \hat{r}_j)}$ and $T_{(\hat{r}_j, \hat{r}_{j+1})}$. By Lemma 25 we can obtain

$$L \left( T_{(s,e)} \right) < \min_{r' \in (s,e)} \{ L \left( T_{(s,r')} \right) + L \left( T_{(r',e)} \right) \} + \omega,$$  \hfill (C.104)

for a fixed $s$, $e$ with probability $1 - \delta_4$. Fix a $\hat{r}_j$ and the union of two estimated consecutive regimes $T_{(\hat{r}_{j-1}, \hat{r}_j)} \cup T_{(\hat{r}_j, \hat{r}_{j+1})}$, then

$$L \left( T_{(\hat{r}_{j-1}, \hat{r}_{j+1})} \right) < \min_{r' \in (\hat{r}_{j-1}, \hat{r}_j)} \left\{ L \left( T_{(\hat{r}_{j-1}, r')} \right) + L \left( T_{(r', \hat{r}_{j+1})} \right) \right\} + \omega$$

$$\leq L \left( T_{(\hat{r}_{j-1}, \hat{r}_j)} \right) + L \left( T_{(\hat{r}_j, \hat{r}_{j+1})} \right) + \omega,$$

which contradicts the fact that Equation (4.4) can be minimized by $\hat{P}$. Thus, case (c) is proved.

For case (d), we assume that there are $J$ thresholds in the interval $(s,e)$ for $J \geq 3$. Let
\[ r'_0 = s, \quad r'_j = r_j, \quad \text{and} \quad r'_{J+1} = e \quad \text{for} \quad j = 1, 2, \ldots, J. \] If \( J \geq 3 \), we take the union bound of Lemma 26 and then,

\[
P \left( \bigcup_{(s,e) \in \tilde{\mathcal{P}}} \left\{ L \left( \mathcal{T}(s,e) \right) \leq \sum_{j=1}^{J+1} L \left( \mathcal{T}(r'_j, r'_j) \right) + J \omega \right\} \right) \leq n^2 \delta_4, \tag{C.105}\]

which contradict the fact that Equation (4.4) can be minimized by \( \tilde{\mathcal{P}} \). Thus, case (d) is proved.

**Proof of Proposition 10:** Let \( L^* \left( \mathcal{T}(s,e) \right) \) be the population counterpart of \( L \left( \mathcal{T}(s,e) \right) \) by replacing the coefficient matrix estimator \( \hat{A}_{\mathcal{T}(s,e)} \) with its population counterpart \( A^*_\mathcal{T}(s,e) \).

If \((s, e) \subseteq (r_{j-1}, r_j]\), and \((s, e) \subseteq (s', e']\), then we can take an union bound of Lemma 33, which gives

\[
P \left( \max_{(s,e), (s',e')} \left\{ L^* \left( \mathcal{T}(s,e) \right) - \sum_{z \in \tilde{\mathcal{T}}(s,e)} x_{\pi(i)} - \hat{A}_{\mathcal{T}(s',e')} Y_{\pi(i)} \right\}^2 > C_{21} d^*_n \lambda^2 \right) \leq n^4 \delta_4. \tag{C.106}\]

By the union bound of Lemma 32, we get

\[
P \left( \max_{(s,e)} \{ |L^* \left( \mathcal{T}(s,e) \right) - L \left( \mathcal{T}(s,e) \right) | \} > C_{20} d^*_n \lambda^2 \right) \leq n^2 \delta_4. \tag{C.107}\]

Let \( r'_j \) be the \( j' \)-th value from the sorted set \( \{r_1, r_2, \ldots, r_{m_0}, \hat{r}_0, \hat{r}_1, \hat{r}_2, \ldots, \hat{r}_{m_1}\} \), where \( r_0 = \hat{r}_0 = -\infty \) and \( r_{m_0+1} = \hat{r}_{m+1} = \infty \).
By Equation (C.107), we can obtain

\[
\sum_{j=1}^{m_0+1} L^* \left( T(r_{j-1}, r_j) \right) + m_0 \omega \\
\geq \sum_{j=1}^{m_0+1} \left( L \left( T(r_{j-1}, r_j) \right) - C_{20} d_n^* \lambda^2 \right) + m_0 \omega \\
\geq \sum_{j=1}^{m_0+1} L \left( T(r_{j-1}, r_j) \right) - C_{20} (m_0 + 1) d_n^* \lambda^2 + m_0 \omega \\
\geq \sum_{j=1}^{\hat{m}+1} L \left( T(\hat{r}_{j-1}, \hat{r}_j) \right) - C_{20} (m_0 + 1) d_n^* \lambda^2 + \hat{m} \omega \\
\geq \sum_{j=1}^{\hat{m}+m_0+1} L \left( T(r'_{j-1}, r'_j) \right) - C_{20} (m_0 + 1) d_n^* \lambda^2 - C_{20} (m_0 + 1) d_n^* \lambda^2 + \hat{m} \omega \\
\geq \sum_{j=1}^{\hat{m}+m_0+1} L \left( T(r'_{j-1}, r'_j) \right) - C_{20} (m_0 + 1) d_n^* \lambda^2 + \hat{m} \omega,
\]

where the first inequality is due to Equation (C.107); the third inequality holds, since Equation (4.4) is minimized by \( \hat{P} \); the forth inequality follows from Lemma 34.

In addition,

\[
\sum_{j=1}^{m_0+1} L^* \left( T(r_{j-1}, r_j) \right) \leq \sum_{j=1}^{\hat{m}+m_0+1} L^* \left( T(r'_{j-1}, r'_j) \right) \leq \sum_{j=1}^{\hat{m}+m_0+1} L \left( T(r'_{j-1}, r'_j) \right) + C_{20} (m_0 + \hat{m} + 1) d_n^* \lambda^2,
\]

where the first inequality is due to the fact that \( L^*(\cdot) \) is the counterpart of \( L(\cdot) \) and the last inequality follows from Equation (C.107).

Then, we prove by contradiction. Assume that \( \hat{m} \geq m_0 + 1 \). Note that \( \hat{m} = |\hat{P}| - 1 \).
Combining Equations (C.108) and (C.109), we get

\[-C_{27} (\hat{m} + m_0 + 1) d_n^2 \lambda^2 + \hat{m} \omega - m_0 \omega \leq \sum_{j=1}^{m_0+1} L_j^* (T_{(r_{j-1}, r_j)}) - \sum_{j=1}^{\hat{m}+m_0+1} L_j^* (T_{(r_{j-1}', r_j')}),\]

\[\leq C_{20} (m_0 + \hat{m} + 1) d_n^2 \lambda^2,\]

which implies \(C_{28} (m_0 + \hat{m} + 1) d_n^2 \lambda^2 \geq (\hat{m} - m_0) \omega.\) Since we assume \(\hat{m} \geq m_0 + 1\) and \(\hat{m} \leq 2m_0,\) then Equation (C.110) leads to \(C_{28} (3m_0 + 1) d_n^2 \lambda^2 \geq \omega,\) which contradicts the choice of \(\omega.\) Thus, \(\hat{m} = m_0\) with high probability.

**Proof of Theorem 11:** The proof of Theorem 11 is according to Proposition 9 and Proposition 10.

By part (d) in Proposition 9, we can only have at most two true thresholds in each estimated regime. For any given \(j\)-th estimated threshold \(\hat{r}_j,\) suppose the estimated regime \((\hat{r}_{j-1}, \hat{r}_j]\) contains a true threshold \(r_a\) such that \(|\hat{r}_{j-1} - r_a| < |\hat{r}_j - r_a|\). If the nearest estimated regime \((\hat{r}_{j-2}, \hat{r}_{j-1}]\) contains a true threshold \(r_c\) such that \(|\hat{r}_{j-1} - r_c| \leq |\hat{r}_{j-2} - r_c|\). By Assumption C5, \(z_t\) has positive density. Thus,

\(|T_{(r_c, r_a)}| = n P (r_c < z_t \leq r_a) \geq c_e n |r_a - r_c| \geq c_e n \Delta_n\)

\[\geq C_0' (\log (\max \{p^2 K, n\}))^{2/\nu_0 + \xi} m_0 d_n^3 / v^2,\]  \hspace{1cm} (C.111)

where \(c_e, C_0' > 0\) are constant, and \(\xi\) is a small positive constant. Since we can only have at most two true thresholds in each estimated regime, by part (a) and part (b) in Proposition 9, we have:

\(|T_{(r_c, r_{a_j})}| = |T_{(r_c, \hat{r}_{j-1})}| + |T_{(\hat{r}_{j-1}, r_a)}|\)

\[\leq 2C_0 \left( \frac{d_n^2 \lambda^2 + \omega}{v^2} \right)\]

\[\leq C_0' (m_0 + 1) d_n^3 \left(\log (\max \{p^2 K, n\})\right)^{2/\nu_0} / v^2,\]  \hspace{1cm} (C.112)

which contradict the Equation (C.111), meaning for a given estimated threshold, we can
only have at most one true threshold that closes to it. Thus, we have \( m_0 \leq \left| \hat{P} \right| - 1 \). By part (c) in Proposition 9, we have \( m_0 \geq \left( \left| \hat{P} \right| - 1 \right) / 2 \), which implies \( 2m_0 \geq \left| \hat{P} \right| - 1 \). Then, by Proposition 10, we have \( \mathbb{P}(\hat{m} = m_0) \rightarrow 1 \). By part (a), (b) in Proposition 9, Equation (4.9) holds.
## Appendix 3: Additional Simulation Results

<table>
<thead>
<tr>
<th>Settings</th>
<th>Threshold(s)</th>
<th>Methods</th>
<th>Mean</th>
<th>Std</th>
<th>Selection Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 2 $</td>
<td>r_1 - r_2</td>
<td>= 2.1</td>
<td>3.9</td>
<td>dpTAR</td>
<td>3.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hdTAR</td>
<td>4.03</td>
<td>0.41</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>3.64</td>
<td>0.53</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td>dpTAR</td>
<td>5.96</td>
<td>0.48</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hdTAR</td>
<td>5.97</td>
<td>0.33</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>5.82</td>
<td>0.61</td>
<td>0.71</td>
</tr>
<tr>
<td>Scenario 2 $</td>
<td>r_1 - r_2</td>
<td>= 2</td>
<td>4</td>
<td>dpTAR</td>
<td>3.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hdTAR</td>
<td>4.16</td>
<td>0.41</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>3.82</td>
<td>0.56</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>dpTAR</td>
<td>5.96</td>
<td>0.48</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hdTAR</td>
<td>6.04</td>
<td>0.40</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>5.75</td>
<td>0.62</td>
<td>0.72</td>
</tr>
<tr>
<td>Scenario 2 $</td>
<td>r_1 - r_2</td>
<td>= 1.9</td>
<td>4.1</td>
<td>dpTAR</td>
<td>4.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hdTAR</td>
<td>4.27</td>
<td>0.33</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>3.84</td>
<td>0.53</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>dpTAR</td>
<td>6.03</td>
<td>0.44</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hdTAR</td>
<td>6.02</td>
<td>0.37</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>5.84</td>
<td>0.57</td>
<td>0.69</td>
</tr>
<tr>
<td>Scenario 2 $</td>
<td>r_1 - r_2</td>
<td>= 1.8</td>
<td>4.2</td>
<td>dpTAR</td>
<td>4.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hdTAR</td>
<td>4.34</td>
<td>0.25</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>3.92</td>
<td>0.54</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>dpTAR</td>
<td>6.00</td>
<td>0.45</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hdTAR</td>
<td>6.02</td>
<td>0.33</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>5.85</td>
<td>0.58</td>
<td>0.68</td>
</tr>
</tbody>
</table>

Table C.1: Mean and standard deviation of estimated thresholds, the percentage of simulation runs where thresholds are correctly detected (selection rate) in Simulation Scenarios. If the estimated thresholds within one standard deviation of true threshold, we consider the estimated thresholds are correctly detected.
<table>
<thead>
<tr>
<th>Method</th>
<th>REE</th>
<th>SD(REE)</th>
<th>FPR</th>
<th>TPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 2 $</td>
<td>r_1 - r_2</td>
<td>= 2.1</td>
<td>dpTAR</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hdTAR</td>
<td>0.48</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>1.06</td>
<td>0.75</td>
</tr>
<tr>
<td>Scenario 2 $</td>
<td>r_1 - r_2</td>
<td>= 2</td>
<td>dpTAR</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hdTAR</td>
<td>0.50</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>1.30</td>
<td>1.46</td>
</tr>
<tr>
<td>Scenario 2 $</td>
<td>r_1 - r_2</td>
<td>= 1.9</td>
<td>dpTAR</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hdTAR</td>
<td>0.50</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>1.41</td>
<td>1.76</td>
</tr>
<tr>
<td>Scenario 2 $</td>
<td>r_1 - r_2</td>
<td>= 1.8</td>
<td>dpTAR</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hdTAR</td>
<td>0.45</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TVAR</td>
<td>1.27</td>
<td>1.62</td>
</tr>
</tbody>
</table>

Table C.2: Results of parameter estimation for simulation scenarios. The table shows mean and standard deviation of relative estimation error (REE), true positive rate (TPR), and false positive rate (FPR) for estimated coefficients.

| $|r_1 - r_2|$ |
|----------------|
| 2.1                |
| 2.0                |
| 1.9                |
| 1.8                |

Table C.3: Results of selection rate for simulation Scenario 2. The table shows the rates of selecting $z_t$ correctly.