The structure and function of proteins are encoded by their amino acid sequences. The field of protein design aims to uncover the fundamental connection between protein sequence, structure, and function to design novel proteins with important applications in fields such as medicine, biotechnology, and materials science. The complex relationship between protein sequence, structure, and function makes protein design a challenging task. In recent years, learned embeddings have emerged as a powerful tool to help deconvolute this relationship. Learned embeddings can convert high-dimensional protein data, such as protein sequences and structures, into small vectors of biologically relevant information. By capturing all the essential features of a protein in a compact form, embeddings enable the use of machine learning techniques for protein design. My PhD research has focused on generating meaningful learned embeddings of proteins and then harnessing them for various downstream predictions. For studying protein ensembles
and protein structure refinement, I developed embeddings through training generative models on two-dimensional structural data, followed by three-dimensional structural modeling. By incorporating sequence information, a joint representation of protein sequence and structure was developed for predicting the effects of single mutations on protein thermal stability. Finally, following the development and success of an accurate structure prediction model, RoseTTAFold, the embeddings learned from this model were used for “zero-shot” or unsupervised prediction of the effect of point mutations on protein stability and function. These successes demonstrate the importance of using learned protein embeddings for protein design and highlight the need for further research in this area to facilitate the creation of novel proteins with desired properties.
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Chapter 1. INTRODUCTION

Proteins are the molecular machines that perform the most critical functions in living organisms. They consist of a sequence of amino acids that spontaneously fold into unique three-dimensional structures to carry out biochemical functions. Understanding this sequence-structure-function relationship is integral in designing new proteins that carry out important and prespecified functions. Advancements in computational protein design have led to remarkable developments in new drug therapies [1], [2], biosensors [3], and small molecule binder proteins [4]. Until recently, most computational methods for understanding and analyzing protein function and dynamics have used either a first principles-based approach involving structural simulations or sequence modeling approaches which identify existing co-evolutionary pressures on proteins.

Rosetta [5], a physics-based protein design software, is guided by an all-atom heuristic energy function that estimates the free energy of a given protein conformation. The energy function is made up of hydrogen bonding, ionic interactions, pairwise inter-atomic terms describing the Van der Waals interactions, as well as solvation and statistical terms. The Rosetta modeling suite still has considerable success in designing proteins since the energy function continues to be refined and reparametrized over the years. Rosetta draws on our foundational understanding of the physics behind protein design and folding. However, it and similar first-principles-based approaches are computationally expensive and require expert domain knowledge to be set up properly.
Another example of a physics-based approach to study protein structure, function, and dynamics is Molecular Dynamics (MD) simulation. MD software, such as GROMACS [6], have been used to simulate the natural motions of proteins and other biomolecules in an all-atom setting. These simulations can capture multiple conformational states that a protein can adopt. Capturing these different conformations is valuable in understanding the functional mechanism of a protein and performing fine-grained structure prediction. This approach, like Rosetta, also requires extensive computational time and expert domain knowledge to set up and interpret.

Statistical sequence modeling has long been used to study protein structure and function. Through this method, conserved regions and motifs of protein sequences are identified which implies conserved function. Sequence based algorithms have used \textit{k}-mer counts, calculated amino acid composition, and predicted secondary structure [7]. Previous work has also been done in using the covariation between amino acids at pairs of positions in the sequence (co-evolution) to predict the three-dimensional protein structure [8]. However, these methods fail to make use of the growing databases of sequence, structure, and functional information deposited online.

Deep-learning methods that are used to predict three-dimensional protein structures from multiple sequence alignments (MSAs) have gained a lot of attention recently [9], [10] because of their near experimental-level accuracy. The use of these models can be extended and adapted for protein design and protein function prediction through activation maximization and unsupervised techniques [11], [12]. AlphaFold and RoseTTAFold are trained on MSAs that have many protein
sequences that are similar enough to be aligned and diverse enough to contain distant
coevolutionary information. These models learn on the MSA and structural template information
to form an embedding or representation of proteins that is used for the final three-dimensional
structure prediction output.

Following the success of large-scale models in the field of Natural Language Processing
(NLP) [13]–[15], active research is ongoing in developing deep-learning models for protein
representation learning. Raw protein data is transformed into vector representations with the
assumption that the functional information is encoded in the input features. The main objective
of representation learning is to preserve the semantic similarity between the data points as a
function of distance in the vector embedding space. High dimensional data such as protein
distance maps or protein structural domains can be converted to low-dimensional representations
using methods such as Principal Component Analysis (PCA) [16] or t-SNE [17]. This learned
low-dimensional representation can then be exploited to navigate search and sampling of specific
features desired in the output of the model. Efficiently limiting the search space of protein data is
a hard problem due to the immense size of the conformational states of a single protein. Recent
efforts have been made into employing deep learning-based methods for this problem.

To learn a meaningful and low-dimensional representation of the three-dimensional
structure of a protein, it can be represented as two-dimensional pairwise distance map between
all backbone atoms. This distance map was used to train a Generative Adversarial Network
(GAN) to generate fixed-length full-atom protein backbones through a learned embedding
[18]. Three-dimensional coordinates have been used as input to a Graph Convolutional Network
(GCN) to generate an embedding for use in protein function prediction [19]. However, the relatively small number of structurally validated proteins, as compared to the expansive set of sequences available, motivates the focus to date on protein sequences for generating useful embeddings and representations for downstream tasks such as structure and function prediction.

Sequence embeddings created via semi-supervised training have demonstrated strong performance over a broad range of biologically relevant downstream tasks [20], [21]. Through the semi-supervised training objective, these models capture long range dependencies between unrelated families of proteins. Early contextualized sequence embedding models included ELMO which uses representations from the hidden states of bi-directional LSTMs [22]. This model was then applied to supervised-training tasks such as prediction of subcellular localization or structure prediction [23]. More recently, semi-supervised models trained on the huge amounts of sequence data available have achieved state-of-the-art performance on a wide variety of benchmark datasets such as protein contact map prediction and function prediction [24], [25]. This early work on protein language models demonstrated the power and potential that these methods would have for protein design.

These language models also learn very informative embeddings that have been used to better capture coevolutionary information and can link sequence to function through transfer learning [13], [15], [24]–[26]. These models continue to increase in accuracy with more compute time and data. This motivates the need to add strong biological priors to aid in making these models more data-efficient, possibly through addition of structural features.
Overall, this introduction outlines and motivates the need for better and more interpretable learned protein embeddings for downstream prediction tasks. Here, I will present my efforts to generate, and harness learned protein embeddings using generative models, semi-supervised and unsupervised approaches. First, I will describe my work using a two-dimensional structure-based generative model to study and explore protein structure refinement and K-Ras ensemble generation. I also present a semi-supervised approach to building a joint embedding on both protein sequence and structure that I used for supervised protein thermal stability prediction. Finally, I used an already existing model, RosettaFold, for “zero-shot” or unsupervised mutation effect prediction on protein stability and function.
2.1 ABSTRACT

Protein embeddings learned from aligned sequences have been leveraged in a wide array of tasks in protein understanding and engineering. The sequence embeddings are generated through semi-supervised training on millions of sequences with deep neural models defined with hundreds of millions of parameters, and they continue to increase in performance on target tasks with increasing complexity. For this project, we chose to use a more data-efficient approach to encode protein information through joint training on protein sequence and structure in a semi-supervised manner. We show that the method can encode both types of information to form a rich embedding space which can be used for downstream prediction tasks. We show that the incorporation of rich structural information into the context under consideration boosts the performance of the model by predicting the effects of single mutations. We attribute increases in accuracy to the value of leveraging proximity within the enriched representation to identify sequentially and spatially close residues that would be affected by the mutation, using experimentally validated or predicted structures.
2.2 INTRODUCTION

Proteins consist of a linear chain of amino acids that fold to form a three-dimensional structure to carry out vital processes all living organisms. The sequence to structure to function relationship is integral in understanding how to design proteins for specific functions. Most methods that seek to understand the complex sequence to structure to function relationship take either a first principles approach with structural simulations [5] or leverage sequence embeddings trained through an adaptation of semi-supervised machine learning methods used to construct large-scale neural models developed for natural language processing (NLP) tasks [13], [15], [24], [27].

Sequence embeddings created via semi-supervised training have demonstrated strong performance over a broad range of biologically relevant downstream tasks, particularly in the realm of protein engineering [20], [21]. Through the semi-supervised training objective, these models capture long-range dependencies between unrelated families of proteins. Protein structure is more informative for predicting function than sequence [28]. However, because of the cost and time needed to experimentally validate protein structures, there is a relatively small database of them publicly available. In contrast, as the cost of sequencing continues to decrease, the amount of sequence data generated grows and thus motivating most machine learning research to be focused on using this growing data for protein function prediction tasks. Language models centered on semi-supervised training on sequences continue to grow and become increasingly accurate with larger architectures, more compute time, and more data. In this project, I explored an alternate approach, promising greater data-efficiency via the explicit
introduction of structural information. This can be viewed as providing models with strong biological priors.

In this chapter, I will present on a deep learning framework that explicitly encodes structural information into pre-trained sequence embeddings to form a more informative and generalizable embedding of proteins. Use of the approach led to an improvement in masked sequence and structure recovery. Additionally, this project showed that the joint training with sequence and structure information improved predictions of the effect of single mutations on thermal stability. With recent considerable improvement in protein structure prediction techniques [9], [10], this multi-task trained model was able to accurately predict protein properties from structural models, getting around the need of experimentally validated structures.
Figure 2-1. Model architecture for generating joint embeddings. Same sequence and structure regions are first masked. Both 1D and 2D features are generated from passing the masked sequence through the pre-trained ESM-1b model. Masked structure and sequence representation are passed as input to a SE(3) transformer, which is trained to output a 128 dimensional embedding space. The embedding space is used to predict the masked sequence and structure regions.
2.3 **RESULTS**

2.3.1 *Masked structure and sequence recovery*

We evaluated the performance of the model for recovering the masked structure on the validation set. The same masking scheme was employed, where continuous regions of 5 residues were masked to make up a total of 15% masked residues. Figure 2-2.A shows that all the masked validation points were corrected when passed through the model. On average, the initial validation samples were perturbed by 5 angstroms, and post-correction, the samples had an RMSD of about 2 angstroms from their respective native protein. To evaluate whether addition of structure leads to an improvement in sequence recovery, we compared our results with the sequence-only baseline (ESM-1b). The masking for this task was adopted from ESM-1b, where random tokens were chosen to make up a total of 15% tokens masked. Figure 2-2.B shows the accuracy of the predicted masked amino acid for both the joint embedding model and baseline. Due to the added structural context, the model was able to recover the masked sequence tokens to a higher accuracy than the sequence-only baseline, for most validation points. Average baseline sequence recovery was 0.06 (6%), whereas for the joint embedding model, we were able to achieve an accuracy of 0.13 (13%) on the same test set.
Figure 2-2. Structure and sequence recovery of joint embedding model. Scatterplot of RMSD of masked (perturbed) input structures and RMSD of corresponding corrected structures. (B) Scatterplot comparing sequence recovery of trRosetta validation samples from general embedding model and sequence-only baseline (ESM-1b).

2.3.2 Predicting the effect of a single mutation on thermal stability

To predict the effect of a single mutation on thermal stability, we fine-tuned the sequence prediction head (LMHead) for both the sequence-only baseline and the joint embedding model. Since the architecture of the sequence prediction head is the same, this serves as a head-to-head comparison of the value of the enriched information captured in the embedding space and how well equipped it is to predict the effect of a single mutation. The train and test set consisted of mutants from non-overlapping wild-type proteins. Figure 2-3.A shows the correlation between predicted and measured $\Delta\Delta G$ values for the same test set. The general embedding model has a higher Spearman rank-order correlation coefficient (spearmanr) of its predictions of $\Delta\Delta G$ to the ground truth than the sequence-only baseline, providing evidence that the explicit addition of structure to the embedding space leads to a more informative protein encoding for the prediction of single mutations.
2.3.3 Evaluation of mutant versus wild-type embedding space

To pursue insights about the operation of the model in predicting the effect of a single mutation, we compared the difference in the embedding space of the wild-type to the mutant protein for both the sequence-only baseline and the joint embedding model (Figure 2-3.B and Figure S2-1). When plotted on the same scale, we can see that the structure-aware embedding shows a higher degree of difference between the wild-type and mutant embedding spaces for PDB1FXA. The general embedding model also shows sequentially distant residues being influenced by the mutation. Inspection of the 3D structure of the protein revealed that these distant sites are structurally close. These finding point to the joint embedding being genuinely structure-aware, making it more sensitive to mutation effects than the sequence-only model.

2.3.4 Single mutation effect predicting using predicted structural models as input

Computational methods for predicting the effect of mutations can provide great value for protein design. We evaluated the performance of the model on ΔΔG prediction using structural models, rather than experimentally validated structures. We used RoseTTAFold [10] for predicting models of the ProTherm test set for this experiment. On average, the predicted model structures differed about 1.2 angstroms from their respective native structures (Figure S2-2). Figure 2-3.A (right plot) shows the correlation between predicted and ground truth ΔΔG for predicted models for the test set. This points to the generalizability of the model to withstand perturbations to the input structure and that the model does not require experimentally determined structures to provide high accuracy predictions of the effect of single mutations. The sufficiency of using predicted structures can significantly raise the efficiency of protein design,
with uses, for example, in ranking the efficacy of function of candidates and better triaging them for expensive wet-lab experiments.

Figure 2-3. Accuracy of prediction of $\Delta \Delta G$ of single mutants and analysis of PDB 1FXA, with single mutation. (A) Scatterplots showing correlation of predicted $\Delta \Delta G$ to experimental values (ground truth) using sequence-only (ESM-1b), joint sequence and structure embedding model using experimentally validated structures and joint sequence and structure embedding model using predicted structural models from RoseTTAFold. (B) Heatmaps showing the difference in mutant and wild-type embeddings generated for single mutation on residue position 94 for PDB 1FXA, using sequence-only and joint sequence and structure embedding models, with regions having the highest difference in embedding values highlighted in blue and green. (C) 3-D structure of PDB 1FXA with the mutation site colored in red. The most-affected regions identified from the embedding space difference between wild-type and mutant are highlighted using the same color schemes.
2.4 DISCUSSION

The exponential increase in protein sequence databases has led to major developments in developing generative and predictive models for protein engineering using deep learning. Validated protein structures, on the other hand, constitute a small fraction of all known biological sequences. Effectively combining structure and sequence information promises to be beneficial for downstream prediction problems where data is limited. With increasing progress in language modeling for proteins, we have seen that these models continue to benefit from more data and computation power. However, the explicit joining of structure and sequence information in embedding models can provide a more data-efficient approach to encoding proteins that can reduce required quantities of training samples and compute power.

The methodology we have taken to develop a more general embedding for proteins combines both structural and evolutionary information in a semi-supervised manner using a SE(3)-equivariant Transformer. Since the model was trained with a multi-task loss on both the masked sequence and structure prediction from the embedding space, equal weight was given to recovering the sequence and structure. Both the masked sequence tokens and masked structure coordinates were recovered accurately from the 128 dimensional embedding space.

The structure-aware embedding trained was able to capture complex relationships between amino-acids in both sequential and structural space. Our model was more sensitive to single-point mutations in the wild-type protein than the sequence-only baseline, suggesting the value of building richer encoding that contains both protein sequence and structure information. We were able to predict the effect that a point mutation would have on thermal stability of a protein to a
higher accuracy than the sequence-only baseline, which provides evidence of the value of adding structural information. Also, when evaluating the difference in the embedding space of the mutant versus the wild-type protein, the general embedding model was able to identify sequentially-far but spatially-close residues that would be affected by the point mutation. Finally, since determining protein structures is expensive and time-consuming, we evaluated the single-mutant effect prediction accuracy of our model using structure models predicted by RoseTTAFold. The mutant effect prediction accuracy remained high even though the structural models were approximate. This points to the generalizability of the method developed and its viable use case for protein design challenges using design models.

We see multiple directions for improvement of the joint use of sequence and structure information for both masked token recovery and downstream prediction tasks. Through multiple iterations with either shared or independent weights, incremental corrections to the structure coordinates would help with masked recovery. Increasing the model size (currently 16 million parameters) through increasing the size of the embedding space would enable the model to store more information from both sequence and structure. In another direction, a promising path to achieving more accurate structure recovery is to revise the approach to predicting corrections for each atom. We predicted corrections for atoms (Ca, C, N, Cb) independently. In an alternate approach, we can treat atom orientation and displacement as interdependent, where all atom corrections are relative to the Ca correction. We see numerous prediction tasks as benefiting from the construction and leveraging of the joint embeddings. Overall, this method points to the viability of encoding sequence and structure to form richer and more informative embeddings of proteins.
2.5 METHODS

2.5.1 Input sequence embedding and structure information

We used the trRosetta2 [29] training and validation datasets for our model. The masked sequence input was fed into the ESM-1b model [24], loaded with pre-trained weights. By doing so, we are enabling the generation of already learned sequence representations to be used as input for our model. We used the sequence embedding from the last layer (1D feature) along with the attention maps from each of the 33 layers (2D features) from ESM-1b. For structure, we only considered N, Ca, C, and Cb atoms (virtual Cb atoms for GLY). Proteins longer than 128 residues were cropped to fit the memory of a single NVIDIA V100 (16GB).

2.5.2 Training objective and details

We employed a semi-supervised training task, where we masked out random continuous regions of 5 residues to make up a 15% total mask of the input protein. Same regions of the sequence and structure were masked. For masking, we used a special mask token for sequence, and perturbed the structure coordinates by at least 5 angstroms, to make the masked structure sufficiently different from native, with additional noise from a standard normal distribution. The sequence tokens were recovered by minimizing cross entropy loss between the model’s predictions of the masked amino acid and the true amino acid. The structural loss was defined as the batch average of the mean squared error over the model’s predictions of the masked atom coordinates and the true coordinates over the 4 types of atoms considered. The total loss was an addition of a sequence loss and a structural loss weighted equally. The model was optimized using Adam ($\beta_1 = 0.9, \beta_2 = 0.999$) with learning rate $1e^{-3}$, with an effective batch size of 128.
2.5.3 Model architecture

We used a SE(3) equivariant-transformer [30], a graph neural network, for processing the masked sequence and structure features (Figure 2-1). The 1D (sequence embedding) and 2D (attention maps) ESM-1b features were linearly projected down to 32 dimensions for noise reduction. For constructing the graph, each node represented a residue of the masked structure where we considered a neighborhood of the 16 closest neighbors based on perturbed Ca distances. Node features included the ESM-1b sequence embedding for each residue and the displacement vector of each atom to Ca (NCa, CCa, CbCa). Edge features included the ESM-1b 2D attention map and the inter-residue orientations [31] (Figure S2-3). The edge connecting residues 1 and 2 would contain the attention map values for the two residues and the inter-residue orientations represented by 3 dihedral (ψ, θ12, θ21) and 2 planar angles (φ12, φ21). This graph was fed into a 5-layered SE(3)-equivariant transformer, the output of which was a 128 dimensional hidden embedding of the input features. The embedding space was fed separately into a masked sequence prediction head (LMHead) and another SE(3)-equivariant transformer for masked coordinate prediction (SE3-Structure Recovery or SE3-SR) (Figure 2-1). The architecture of the masked sequence prediction head is adopted from the LMHead of ESM-1b model [24], a 2 dense layered network with layer normalization. For the SE3-SR top model, we used a 3-layered SE(3)-transformer where the node features included the jointly trained embedding from the first SE(3)-transformer (128D), along with the displacement vector of each atom to Ca. The edge features included the inter-residue orientations only.
2.5.4 Fine-tuning for single mutant effect prediction

Following semi-supervised training of the model, we fine-tuned our model for the task of predicting the effect of single mutations on thermal stability (ΔΔG values). A subset of the ProTherm dataset [32] was used which consisted of 1042 mutants from 126 wild-type proteins. Training and test sets consisted of non-overlapping wild-types and their mutants. The training and test set were split 80:20. The fine-tuning task was adopted from the published ESM-1b model, where the mutant position was masked, and the predicted value is the difference between the log probabilities of the mutant amino acid and the wild-type amino acid. Only the sequence prediction top model (LMHead) from the embedding space was re-trained for both the joint embedding model and the baseline (ESM-1b). As mentioned previously, the sequence prediction head for both the joint embedding model and the sequence-only baseline has the same architecture.
Figure S2-1. Additional single mutation analysis of PDBs 5AZU and 1PGA. Heatmaps showing the difference in mutant and wild-type embeddings generated for single mutation using sequence-only and joint sequence and structure embedding models, with regions having the highest difference in embedding values highlighted in blue and green. 3-D structures of considered proteins with the mutation site colored in red. The most-affected regions identified from the embedding space difference between wild-type and mutant are highlighted using the same color schemes.
Figure S2-2. RMSD of RoseTTAFold predictions on Protherm test set. Distribution of RMSD of experimentally validated structures to their respective RoseTTAFold structure prediction models.
Figure S2-3. Inter-residue orientations used on edges for graph construction. Schematic depiction of inter-residue orientations (3 dihedral and 2 planar angles) used on edges connecting two residues in constructing the graph for input to SE(3) transformer (from Yang et al. (2020) [31]).
Chapter 3. ZERO-SHOT MUTATION EFFECT PREDICTION ON PROTEIN STABILITY AND FUNCTION USING ROSETTAFOLD


3.1 ABSTRACT

Predicting the effects of mutations on protein function and stability is an outstanding challenge. Here, we assess the performance of a variant of RoseTTAFold jointly trained for sequence and structure recovery, $RF_{\text{joint}}$, for mutation effect prediction. Without any further training, we achieve state-of-the-art accuracy in predicting mutation effects for a set of diverse protein families using $RF_{\text{joint}}$. Thus, although the architecture of $RF_{\text{joint}}$ was developed to address the protein design problem of scaffolding functional motifs, $RF_{\text{joint}}$ acquired an understanding of the mutational landscapes of proteins during model training that is equivalent to that of recently developed large protein language models. The ability to simultaneously reason over protein structure and sequence could enable even more precise mutation effect predictions following supervised training on the task.

3.2 INTRODUCTION

Accurate prediction of single point mutation effects using sequence information alone would help relate observed sequence polymorphisms to human disease [33], [34] and contribute to the design of proteins with higher functional activities. Deep learning methods have recently shown considerable promise for mutation effect prediction. DeepSequence [20] a probabilistic
model for sequence families, obtained high accuracy in mutation effect prediction using latent variables for capturing higher-order interactions between residues in proteins through training on multiple sequence alignments (MSAs) for the target protein of interest. Large protein language models trained on MSAs (MSA Transformer) [35] or single sequences [21] also perform well at mutation effect prediction using an unsupervised or zero-shot approach. These language models have the advantage over DeepSequence of not requiring specific training on the protein family of interest.

RoseTTAFold was originally developed for protein structure prediction [10] and a recently developed version, RoseTTAFold Joint (RFjoint) was further trained to solve ‘inpainting’ problems in which substantial portions of both sequence and structure are rebuilt to design novel scaffolds around protein functional motifs [11]. RFjoint was trained on a masked MSA token recovery task for sequence prediction. To assess RFjoint’s understanding of protein mutational landscapes, we set out to investigate whether it could predict experimental mutational data from published deep mutational scanning (DMS) sets [36] with no further training (i.e., using a “zero-shot” approach). We compared the performance of RoseTTAFold Joint on this task to that of MSA Transformer; both are MSA based methods requiring no further training. Overall, we saw an increase in the average ranking correlation of the prediction effects of single mutations on the set of diverse proteins evaluated using RFjoint over MSA Transformer.
3.3 RESULTS

RF\textsubscript{joint} was evaluated on a set of 38 deep mutational scans curated by Riesselman \textit{et al.} [20]. Each of the mutational scans recorded a different protein function with varying measurements. Each dataset was treated as a separate prediction task, and each variant was scored individually. For each target protein, we generated MSAs using iterative sequence search against the UniClust30 database as described in Baek \textit{et al.} [10] and used it for both RF\textsubscript{joint} and MSA Transformer predictions. For RF\textsubscript{joint}, the variants were scored by masking out the mutation site in the query sequence in the MSA, and the MSA token recovery head was used to predict the distribution over the masked position. The predicted effect of the mutation was calculated as the log odds ratio of the mutant amino acid and the wild-type amino acid (Figure 3-1). The performance on each dataset was assessed based on the spearman correlation of the predictions to the observed experimental values.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Overall pipeline for zero-shot prediction of single mutation effect using RF\textsubscript{joint}. A MSA is generated and masked at the mutation position in the query sequence, and structural templates are fed into pre-trained RF\textsubscript{joint}. Using the masked token prediction head, the predicted probability distribution of the 20 amino acids over the mutation site is used to calculate the effect of a mutation as the log odds ratio of the wild-type and mutation amino acid.}
\end{figure}
We found that $RF_{\text{joint}}$ predicts mutational effects considerably better than a baseline calculated as the log odds ratio of the frequency of the mutant amino acid and of the wild-type amino acid in the MSA (Figure 3-2). $RF_{\text{joint}}$ also slightly outperformed MSA Transformer (Figure 3-2). $RF_{\text{joint}}$ has the advantage in principle over the purely sequence based models of also being able to utilize structural template information, but we did not observe a significant improvement with incorporation of template structure information (Figure S3-1; this may be in part because RoseTTAFold generates 3D models from MSA with reasonable accuracy). We also found little dependency of prediction accuracy on MSA depth (Figure S3-2).

Figure 3-2. Boxplots of spearman rho correlations on deep mutation scanning datasets. Baseline refers to the non-ML MSA baseline. $RF_{\text{joint}}$ refers to the model trained on a joint sequence and structure recovery task [11]. Box plots show the median (center line), interquartile range (hinges), and 1.5 times the interquartile range (whiskers); outliers are plotted as individual
points. The average spearman rho correlation is 0.426 for the baseline, 0.430 for MSA Transformer and 0.497 for RF_{joint}.

3.4 DISCUSSION

We find that the RoseTTAFold network, developed originally for structure prediction and then extended to protein design, is also able to predict the effect of single mutations with quite high accuracy. Just as large protein language models, like the MSA Transformer, provide general models of protein sequence, RoseTTAFold Joint may be viewed as a general joint model of protein sequence and structure. With further directed training, it should be possible to further improve performance by better utilizing protein structural information, which can be readily input into RoseTTAFold Joint but not into pure sequence-based models, and by fine-tuning specifically for the mutational effect prediction task. More generally, our results demonstrate that RoseTTAFold Joint has quite a broad understanding of protein mutational landscapes, which will be useful for protein design and other challenges involving inference over both sequence and structure.

3.5 METHODS

3.5.1 Deep Mutational Scanning (DMS) datasets

RoseTTAFold was evaluated on a subset of 38 deep mutational scans collected by Riesselman et al. [20]. The proteins evaluated perform a wide range of functions and the experimental measures performed are different for each protein. We treat each deep mutational scanning dataset as a separate prediction task. Performance on each task is evaluated by spearman rho
correlations of the calculated (baseline) or predicted (RF\textsubscript{joint} and MSA Transformer) scores to the experimental values.

3.5.2 \textit{MSA Generation}

The same MSA inputs are used for both RoseTTAFold Joint and MSA Transformer at inference time. The protocol for generating MSAs is adopt, where for each protein, sequences are found by iterative search against UniRef30 [37] and BFD [38] using HHblits [39]. Sequences are then filtered at 90\% sequence identity cutoff. The E-value cutoff for sequence search is gradually relaxed (1e-10 to 1e-3) until the generated MSA has at least 2000 sequences with 75\% coverage or 5000 sequences with 50\% coverage.

3.5.3 \textit{Non-ML Baseline setup}

For establishing the non-ML baseline, we used the input MSA for each protein and calculated the log odds ratio of the frequency of the wild-type amino acid and mutant amino acid for each position (Equation 3-1). All sequences of the input MSA were used in this calculation.

\[
y_{\text{baseline}} = \log\left( freq_{\text{wt},i} - freq_{\text{mt},i} \right)
\]  
Equation 3-1

3.5.4 \textit{RF\textsubscript{joint} inference setup}

We used the published RF\textsubscript{joint} model [11] in inference mode for the task of single mutation effect prediction. All weights of the model were frozen and no further training was done. Up to 256 sequences were considered from the input MSA of a target protein with an additional 1024 extra sequences passed into the model. All default parameters from RF\textsubscript{joint} were used and the number
of recycles was set to 1. RoseTTAFold [10] predicted structures for a target protein were used as structural templates for mutation effect prediction. The mutation site of interest was masked in the query sequence of the input MSA and the masked MSA token recovery head was used to predict the probability of all 20 amino acids over that masked position. The predicted effect of a mutation at position $i$ was calculated as the log odds ratio of the probability of the wild-type amino acid to the mutant amino acid (Equation 3-2). This scoring is zero-shot i.e. the model requires no further training.

$$ y_{RF_{\text{joint}}} = \log\left( \text{prob}_{\text{wt},i} - \text{prob}_{\text{mt},i} \right) \quad \text{Equation 3-2} $$

3.5.5 MSA Transformer inference setup

We used the published MSA Transformer [21], [35] loaded with pre-trained weights (annotated as esm_msalb_t12_100M_UR50S on the public ESM github). The default arguments were used, where 400 sequences were randomly sampled from the MSA for inference. We used the masked marginals scoring strategy for scoring mutants from MSA Transformer, which is done by introducing masks at the mutated positions and computing the score for a mutation by considering its probability relative to the wildtype amino acid [21]. This is similar to the setup that we used for predicting the effect of a mutation through $RF_{\text{joint}}$ (Equation 3-2).
Figure S3-1. **Addition of structural templates does not significantly boost performance of RF\textsubscript{joint}**. Comparing the effect of addition of RoseTTAFold-predicted structural templates as input for the task of single mutation effect prediction. Each point corresponds to a different protein and is linearly sized by the pLDDT of the predicted structure template. pLDDT values range between 45 - 99, with most proteins (25 out of 38 proteins) having a pLDDT of above 90. The points are arranged according to increasing MSA depth for RF\textsubscript{joint} and MSA Transformer, and for reference we provide an approximate depth scale on the top.
Figure S3-2. Spearman rho correlations for all deep mutational scanning datasets evaluated. Each point corresponds to a different protein. The points are arranged according to increasing MSA depth for RF_{joint} and MSA Transformer, and for reference we provide an approximate depth scale on the top.
Chapter 4. EXPLORATION OF PROTEIN STRUCTURE
REFINEMENT IN THE LATENT SPACE OF VARIATIONAL AUTOENCODERS

4.1 ABSTRACT

In this chapter, we explore the use of variational autoencoders (VAE) for reducing the challenge of dimensionality in the protein structure refinement problem. We convert high-dimensional protein structural data to a continuous, low-dimensional representation, and carry out search in this lower dimensional space guided by rapidly computable latent space-based approximations of the Rosetta energy or deep learning-based structure accuracy predictor. We find that predictor guided sampling in the encoded lower dimensional space, followed by decoding to generate full three-dimensional structures, rapidly generates models with higher predictor values, but these models are in general not closer to the actual structure. Success with this approach will likely require rapidly computable score functions with fewer false optima.

4.2 INTRODUCTION

Recent advances in applying deep learning-based methods to predict protein structures directly from multiple sequence alignments (MSAs) have considerably improved our understanding of structure-function relationships. However, even with the considerable increase in model quality, there is still room for improvement to generate models that are accurate enough for critical applications such as drug or enzyme design. The goal of protein structure refinement is to increase the accuracy of protein structure models starting from models which have mostly
correct overall fold but are not atomically correct. As the Critical Assessment of Structure Prediction (CASP) experiments have demonstrated [9], [10], this is a very challenging problem in large part due to the very high dimensionality of protein conformational space: there are more ways to worsen a starting conformation than to improve it and sampling close to the correct structure is very difficult. Successful refinement requires efficient search algorithms that selectively traverse conformational space toward native structures. A previous refinement effort sought to make the sampling problem in refinement more tractable by carrying out search along with the principal components (PCs) of variation in naturally occurring homologs [40], but this linear representation of protein conformational space has a limited ability to represent the actual range of possible variation in a protein family. More recently, deep learning generative models have shown utility for protein modeling tasks including fold recognition [41], de novo design of 64 residue backbones [42], graph-based protein design [43] and to generate models of the Ig-fold [44]. Reasoning that variational autoencoders (VAE) should provide a more accurate reduced dimensionality protein representation than PCA, here we explore protein structure refinement by sampling in the latent space of VAEs generated from input sets of models.

4.3 RESULTS

4.3.1 Input structure reconstruction

We began by exploring different ways for encoding sets of input structures generated by Rosetta comparative modeling hybridization (Rosetta-CM) [45] calculation in VAE. We found the most effective approach was to generate full-atom distance maps (Ca, C, Cb) from each input structure, which have dimensionality (Nx3) x (Nx3), and to project these down into latent spaces.
of dimension 64 (Figure 4-1). On average, input model distance maps were reconstructed within 1 Å MSD (mean squared deviation), and following three-dimensional (3D) structure generation with Rosetta minimization calculations, reconstructed models were about 0.95 Global Distance Test - total structure (GDT-TS, or GDT in short) [46] to the original structures (Table 1.A).

**Figure 4-1. Training pipeline and structure reconstruction.** (A) The input for the model are 2D full atom distance maps obtained from decoys of a given target. A neural network on top of the latent space is jointly trained to predict the target property and used to sample in the 64 dimensional latent space. The generated distance maps are converted to 3D structures through MDS and Rosetta protocols. These generated structures are then fed back into the VAE incremental training. (B) Comparison of original versus reconstructed structures of two randomly selected input decoys of target 4ld6A to each other.

4.3.2 **Latent space interpolation**

As a first test of sampling in the VAE latent space, we linearly interpolated between two embeddings chosen such that the interpolation passes close to the native structure (Figure 4-2.A). The structures generated have realistic geometries and maintain all the secondary structures with smooth, concerted changes in the alpha helices and loop conformations (Figure 4-2.B). As
expected, the GDT values of the decoded and reconstructed 3D structures reach a maximum near the native structure around the midpoint of the interpolation trajectory (Figure 4-2.C).

**Figure 4-2. Linear interpolation in VAE latent space.** (A) PCA plot of latent space of training samples and samples generated by interpolating between two random embeddings in latent space. The interpolation samples are passing through regions very close to native structure embedding. (B) 3D structures of the interpolated structures with the highest GDT structure generated shown as structure 3. Each interpolated structure is superimposed to native structure in gray. (C) Line plot showing GDT values of the interpolation samples generated.

### 4.3.3 Use of scoring function for structure generation in latent space

We next explored scoring functions for guiding search in the latent space. We considered both the Rosetta all-atom energy [47], and a measure of predicted model accuracy based on sequence and backbone coordinates computed by a neural network (CenQ). Both measures operate on 3D structures; for efficient sampling we sought to develop approximations of these metrics that operate in the latent space (3D structure generation requires decoding to generate distance maps, followed by 3D coordinate generation from the distance maps, and in the case of the Rosetta all atom energy, full atom packing calculations). We tested two approaches: first, encoding scores computed on the input structures along with the distance maps during VAE construction, so that each latent space point has an associated score, and second, training a
second neural network to reproduce scores of input structures based on latent space coordinates. For the first approach, the latent space was not organized by the encoded score value, leading to overlap of low and high scoring sample regions. This made sampling close to only high scoring samples difficult. With the second approach, the jointly trained predictor network was able to correlate the latent space with the score values we wanted to optimize, and therefore we could sample in regions that were populated with only high scoring samples.

Score distributions of the original metrics (CenQ score and Rosetta energy) and their latent space based approximations visualized by projection of the latent space along the two largest principal components of variation (Figure 4-3.A and B and Figure S4-1) were quite similar. The native structure is located within the distribution spanned by the training samples and is close to high scoring training samples for both predicted score functions. Similarly, both score functions track with model accuracy (local distance difference test (lDDT) [48]) over the ensemble of models in the latent space (Figure 4-3 and Figure S4-1.A). For both scoring metrics, the latent space predictors provided reasonable approximations of the values computed from 3D structures (Figure 4-3.C and Figure S4-1.B) but overall the Rosetta energy was harder to approximate from the low-dimensional latent space likely due to the higher sensitivity to atomic structure detail not fully captured in the latent space (Figure S4-1.C).
Figure 4-3. Scoring metrics for generating structures in the latent space. (A) and (B) 2D PCA plots showing the latent space representation of the training samples when a scoring metric is predicted from the latent space coordinates for target 4Id6A and its corresponding smoothed values. (C) Scatterplot of predicted values from latent space versus CenQ score.

4.3.4 Incremental learning using generated samples

A potential limitation of latent space sampling based on a given set of input structures is that if these differ considerably from the native structure, the latter may not be well represented in the latent space. To overcome this limitation, and to hone in on the high scoring region of the latent space and hopefully sample increasingly accurate structures, we explored an incremental learning approach. In each iteration, new samples were generated from the predicted high-scoring regions of the latent space, the generated samples were appended to the initial training samples and the entire VAE and score predictor model was retrained. The smoothed predicted CenQ scores and Rosetta energy were again used as scoring metrics for sampling the new structures. In this way the latent space itself evolves during the calculation, presumably towards a better representation of conformational space in the vicinity of the native structure.
In incremental learning calculations using the CenQ score predictor with 250 samples per iteration, we were able to readily sample structures with higher scores than in the initial training samples (Figure 4-4.A and B). However, the clear increase in the highest CenQ score sampled per iteration was not accompanied by an increase in model accuracy (GDT). The correlation of the predicted CenQ scores from the latent space coordinates to the original CenQ scores remains high even after multiple rounds of incremental learning (Figure 4-4.C), but the correlation between the CenQ scores and the true-1DDT is very low (Figure 4-4.D), suggesting that this scoring metric is not sufficiently accurate to guide efficient sampling in the latent space.

Incremental learning calculations using the latent space approximation of the Rosetta energy for scoring produced structures with reasonable Rosetta energies and GDT values but were also unable to generate structures that were significantly better than the input training samples (Figure S4-2.A). In this case, the major problem was score estimation in the latent space (Figure S4-2.B). The Rosetta energy latent space predictor was not able to accurately predict the ground truth Rosetta energy (Figure S4-2.C), likely due to overfitting. The correlation of the Rosetta energy to the true-1DDT of the generated samples is higher than that of CenQ scores suggesting that if approximated correctly, it could be used to guide iterative refinement of the target (Figure S4-2.D).
Figure 4-4. Optimization of Smoothed CenQ scores through Incremental Learning for target 4ld6A. (A) Scatterplot of the GDTs and CenQ scores of the generated samples and initial training sample after 12-th iteration. (B) Highest GDT and CenQ score sampled in every iteration. (C) Scatterplot showing correlation of predicted vs original CenQ score of generated samples after 12 incremental learning iterations. (D) Scatterplot showing correlation between original CenQ scores and true-IDDT of the generated samples.
4.4 DISCUSSION

We found that given sets of input 3D structure models for a protein of interest, VAEs operating on distance maps could accurately capture the differences between the models, and sampling in a 64 dimensional latent space followed by 3D structure generation produced physically reasonable models with features smoothly interpolated between the input structures. Sampling in regions close to the native structure in the latent space generated very high GDT, native-like structures not present in the training dataset. Thus, in principle, the latent spaces of VAEs provide a reduced dimensionality space for increasing the tractability of the sampling problem in protein structure refinement.

The challenge for our approach is that to guide latent space-based refinement, scoring metrics are needed that robustly identify regions corresponding to higher accuracy models. We found that while both neural network-based model accuracy measures and the Rosetta energy, and latent space based approximations to these, correlated with structure accuracy in starting model populations, direct optimization against the latter latent space based functions failed to generate improved models, although it did generate models with higher predicted scores. This is likely a reflection of a general problem with direct optimization against neural network computed scores: because of the large numbers of parameters, even models fit on large training sets well have many “false” optima that are attractors during direct optimization. Our incremental learning strategy sought to address this problem by adding newly sampled structures to the input models and retraining the VAE and score predictor at each iteration, but even in this case there was a divergence between score optimization and structure improvement. Success with this overall approach will likely require use of scoring functions with fewer parameters that are not as readily
over optimized, but there is a tradeoff with computational cost: for example, overfitting was much less a problem when optimizing against the all atom Rosetta energy (not the network predicted energy) (Figure S4-2), but this was computationally far more expensive due to the necessity for 3D structure generation for each score evaluation. While recent advances [9], [10] make protein structure refinement a less pressing problem for the classic single state native protein structure prediction problem, our latent space sampling approach could be useful for mapping out ensembles of excited states for modeling protein dynamics and flexible backbone protein and small molecule docking (Chapter 5).

4.5 METHODS

4.5.1 Input training dataset for VAE

The input dataset is obtained from the refinement protocol implemented by Park et al. [49]. This protocol carries out large-scale sampling of the energy landscape through structural variation of the starting model and using an evolutionary algorithm to iteratively guide these generated models towards energy minima. This generates a pool of energetically favorable, and structurally diverse models for each target, termed ‘decoys’. We chose 5 different low-resolution refinement targets taken from previous CASP datasets. For each of these targets, there were about 8000 decoys generated by the refinement protocol, and we used a 80: 20 split for the training and validation sets. The input to the encoder of the VAE are the 2D full-atom distance maps (N,Ca,C) for each of the decoys for a given target. The VAE, in its current state, is trained separately for each refinement target.
4.5.2 **Scoring Metrics: Centroid Level Accuracy Metric and Rosetta Energy**

CenQ, an accuracy predictor based on 2D residual convolutional networks which works on coarse-grained representation of the input protein structures, was trained for the purposes of speeding up calculations of backbone quality. It estimates the coarse backbone quality based on the torsion angles, Cb distance maps, inter-residue orientations [31], and sequence information. For each of the decoys for a given target, the CenQ scores were obtained and used as ground truth to train the additional neural network on top of the latent space of the VAE. Rosetta energy was calculated using the ref2015 score function [47] for each of the decoys for a given target and used to train the dense neural network on top of the latent space. For smoothing out the scoring metrics (CenQ scores or Rosetta energy) in the latent space, k-nearest neighbors were used. The smoothed value for each training latent space coordinate was the average of the score of 10 of its closest neighbors. For new samples generated from the latent space, the smoothed value was the average of the predicted score (from latent space predictor) of 10 of its closest neighbors.

4.5.3 **VAE architecture and training**

A Vanilla VAE [50] was used where the model minimizes a reconstruction loss and a KL-divergence loss that ensures that the latent space is isotropic gaussian. The reconstruction loss is made up of two parts; mean-squared-error over all distances, and a "local loss" that places a sigmoidal penalty on the mean-squared-error calculated over distances within 20 Å. This local loss leads to better local structure recovery within the generated structures. We found that decreasing the weight of the KL-divergence by a factor, β, of 1e-3 (or in some cases 1e-2), prevented the latent space from collapsing, while still maintaining a well-regularized isotropic
gaussian latent space. The encoder and decoder were made up of 2D convolutional layers and the latent space was kept at a constant of 64 dimensions for all targets.

A four layered, dense neural network on the latent space, termed Predictor, was jointly trained with the VAE (Figure 4-1). This network took in the latent embeddings and predicted the CenQ scores or Rosetta energy values. This allowed for correlations between the latent space and a target property which made it possible to sample in regions of high predicted backbone quality. The loss function was minimizing the mean-squared-error between the predicted score values and the ground truth. The overall loss for this model was weighted 1:β:1 for reconstruction loss : KL divergence : predictor loss.

4.5.4 Sampling in latent space

We used the Simplex search algorithm [51] for generating new structures in the latent space through optimizing the smoothed predicted CenQ score and Rosetta energy. The starting structures were a subset of the training samples which passed through a ‘diversity filter’, where the highest k scoring samples are selected and diversified by ensuring that no two samples have distance maps closer than 0.4 Å. The objective function was the smoothed predicted score from the latent space. The simplex trajectory was run on each starting point and then its subsequent point for 5 iterations.

We also tried isotropic Gaussian sampling, where we generated a million samples from a Gaussian distribution and selected the highest predicted latent space coordinates for structure generation. The structures generated through this were not diverse enough and would often occupy the same high scoring region of the latent space. Even by enforcing the diversity filter,
we were unable to generate sufficiently high scoring and diverse samples through this sampling method.

4.5.5 Structural Modeling

For converting generated distance maps from the latent space into 3D protein structures, we used a combination of Multi-Dimensional Scaling (MDS) [52] and Rosetta protocols [5]. The generated distance maps are first passed through MDS to obtain a coarse 3D structure. The idealize-mover in Rosetta is used to correct the bond length and angles of the MDS generated structures. Finally, the structures are passed through torsion and cartesian minimization in Rosetta, using the distance constraints generated by the VAE, to obtain a final 3D structure. For the Rosetta energy models, since we used a full-atom scoring function, there was an additional full-atom relaxation step for the generated structures.
4.6 SUPPLEMENTARY FIGURES AND TABLES

Table 1. Reconstruction Accuracy and scoring metric prediction accuracy for 5 targets.
(A) Table listing distance map reconstruction and structural quality of decoded target input.
(B) Table listing spearman rho correlations of predicted scoring metric (Rosetta energy or CenQ scores) from the latent space.

<table>
<thead>
<tr>
<th>A</th>
<th>Target</th>
<th>Distance map reconstruction (RMSD Å)</th>
<th>Structure Recovery (GDT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4ld6A</td>
<td>0.737 ± 0.43</td>
<td>0.93 ± 0.1</td>
<td></td>
</tr>
<tr>
<td>TR283</td>
<td>0.800 ± 0.34</td>
<td>0.94 ± 0.06</td>
<td></td>
</tr>
<tr>
<td>TR574</td>
<td>0.654 ± 0.31</td>
<td>0.95 ± 0.06</td>
<td></td>
</tr>
<tr>
<td>TR280</td>
<td>0.427 ± 0.15</td>
<td>0.983 ± 0.02</td>
<td></td>
</tr>
<tr>
<td>TR663</td>
<td>0.280 ± 0.085</td>
<td>0.993 ± 0.02</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B</th>
<th>SpearmanR correlation of predicted scoring metric to scoring metric ground truth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target</td>
<td>Rosetta Energy</td>
</tr>
<tr>
<td>4ld6A</td>
<td>0.695</td>
</tr>
<tr>
<td>TR283</td>
<td>0.826</td>
</tr>
<tr>
<td>TR574</td>
<td>0.893</td>
</tr>
<tr>
<td>TR280</td>
<td>0.719</td>
</tr>
<tr>
<td>TR663</td>
<td>0.832</td>
</tr>
</tbody>
</table>
Figure S4-1. Latent space representation using different scoring metrics and correlations to ground truth scoring metric (true lDDT). (A) 2D PCA plots showing the latent space representation of the training samples when a scoring metric is predicted from the latent space coordinates for target 4ld6A. (B) Scatterplot of predicted Rosetta energy from latent space versus ground truth. (C) Table of Spearman correlations of the raw and smoothed-out CenQ scores and Rosetta energy to the true-lDDT values for the top 250 scoring samples in validation set for 5 targets.
Figure S4-2. Optimization of Smoothed Rosetta energy through Incremental Learning for target 4ld6A. (A) Scatterplot of the GDTs and Rosetta energy of the generated samples and initial training sample after 18 iterations. (B) Highest GDT and Rosetta energy sampled in every iteration. (C) Scatterplot showing correlation of predicted vs original Rosetta energy of generated samples after incremental learning. (D) Scatterplot showing correlation between original Rosetta energy and true-IβDT of the generated samples.
Chapter 5. KRAS ENSEMBLE GENERATION THROUGH SOFT-INTROSPECTIVE VARIATIONAL AUTOENCODERS AND ROSETTAFOLD

5.1 ABSTRACT

Proteins are dynamic molecules that can adopt a variety of conformations. These different conformations can play important roles in protein function, such as in ligand binding, protein-protein interactions, and enzymatic catalysis. Protein ensemble generation is crucial for understanding the relationship between protein structure and function, as it enables the exploration of a broad range of protein conformations that may be relevant to biological activity. Here, we explore the use of soft introspective variational autoencoder (SI-VAE) for the task of protein ensemble generation by converting high-dimensional protein structure data to a low-dimensional representation and carry out search in this space guided by the categorical cross-entropy loss to the AlphaFold predicted structures of different known K-Ras sequences. Generated structural template features from the SI-VAE were fed into pre-trained RoseTTAFold for 3D structural modeling. We find that the CCE guided sampling in the encoded lower dimensional space, followed by decoding to generate full 3D structures, rapidly generates models of high structural quality and can reproduce most held-out K-Ras structures to a sub-angstrom accuracy. Further docking studies show that the sampled structures can recapitulate the cryptic pockets in the structures to allow for small molecule docking.
5.2 INTRODUCTION

As the Critical Assessment of Structure Prediction (CASP) experiments have demonstrated [9], [10], the classic, single state native protein structure prediction problem has made great advancements in recent years, however mapping out ensembles of protein states for modeling protein dynamics remains a challenging task. Modeling flexibility in protein backbones is essential to achieving protein design success since most soluble proteins occupy an ensemble of backbones in equilibrium around a native state in solution. Early work in generating ensembles was done by randomly perturbing the phi/psi angles and saw that the different sequence profiles on the distinct conformations captured the original input template and its homologous structures [53]. Molecular Dynamics (MD) is the most used method for generating ensembles by diversifying the initial structure with results indicating that the ensembles generated for proteins of common folds shared sequence spaces to those of corresponding homologous families [54].

More recent work has gone into modeling more naturally occurring protein motions [55] and kinematic closure (KIC), which is an algorithm for sampling diverse protein loops [56]. However, there is a lot more potential in this field with the advancement of single-structure prediction models. Here we explore the use of such structure prediction models along with sampling in the latent space of generative models from an input set of models for K-Ras.

We use structure-based generative models for the purpose of generating an ensemble of K-Ras. K-Ras has a crucial role in cancer biology and is sometimes referred to as the Holy Grail of drug discovery [57]. K-Ras drug discovery is mostly limited to one mutant - G12C - excluding other oncogenic variants which we still do not fully understand. The native structures of the active and inactive K-Ras proteins lack visible druggable pockets for inhibitors [58]. Therefore, effective
inhibitors have been developed through binding to cryptic sites unseen in the static, native structures. The identification of these druggable, cryptic sites usually involve computationally expensive MD simulations or long experiments involving NMR experiments. Being able to identify novel cryptic pockets of K-Ras can prove to be highly impactful in computer-aided drug design of K-Ras inhibitors.

We chose to use a Soft-Introspective VAE (SI-VAE) as our generative model, which trains a vanilla variational autoencoder adversarially, using the encoder to discriminate between real and generated samples [59]. The additional adversarial training has been shown to significantly improve the resolution of output images, which has traditionally been a major impediment for vanilla VAEs to be used in protein design methods. The compressed latent space representation learned from this generative model has been shown to be descriptive enough to accurately reconstruct the input, and well-regularized such that it can generate new, plausible data occupying the same data distribution as the input. For the task of protein ensemble generation, this generative model can first limit the conformational space, and be able to intelligently sample in it to generate plausible conformations of the same protein sequence.

For encoding 3D structural information into our SI-VAE framework, we chose to use the two-dimensional RoseTTAFold [10] template features. Each input structure is converted to its corresponding pairwise Cb distance map and orientations (phi, psi, omega). We chose to use raw distances and orientation values as input for a more interpretable latent space. The reconstructed template features were then used as input template features for 3D structure generation with RoseTTAFold, with the target MSA provided (Figure 5-1). Once the SI-VAE was trained, we
used the categorical cross-entropy (CCE) as the guiding metric for sampling in the latent space. The CCE metric was calculated between the Cb distogram of AlphaFold predicted model of the held-out K-Ras conformation and the generated Cb distances (discretized using radial basis function). We carried out gradient optimization of this metric in the latent space to search in areas that scored highly and were predicted to generate high quality structures. We employed a per-target training, where for a specific target, we used the MD snapshots from our set of chosen crystal structures of K-Ras which were at least an angstrom away from the target. This model demonstrates that by jointly learning the latent representation of protein conformations from a diverse set of input structures, we can effectively sample and generate the held-out K-Ras conformation. Accurate protein ensemble generation would radically change what is possible in medicine and biotechnology. The development of novel techniques to sample protein conformational space more efficiently brings us closer to this goal.
5.3 RESULTS

5.3.1 Reconstruction accuracy of target K-Ras conformation from SI-VAE and AF2

To mark our upper threshold of sampling accuracy from the latent space, we first looked at the reconstruction accuracy of each target crystal. We encoded the target template features into the trained SI-VAE and decoded into its reconstruction. The reconstructed template features were passed into RoseTTAFold [10] for structural modeling. The results show that for each target crystal, the SI-VAE was able to reconstruct it to a higher accuracy (lower coordinate...
RMSD) than the AF2 model predicted for the same target (Figure 5-2). It is also important to note that for most of the targets (13/20), the reconstructed target from the SI-VAE was of sub-angstrom accuracy (RMSD < 1Å). This was a significant improvement over the AF2 models, where only 2/20 target predictions were of sub-angstrom accuracy.

![Structure reconstruction accuracy of AF2 and SI-VAE.](image)

**Figure 5-2. Structure reconstruction accuracy of AF2 and SI-VAE.** Bar chart plotting the coordinate RMSD of the closest AF2 predicted model and the reconstructed model from decoded template features from SI-VAE used as input for structural modeling using RoseTTAFold. Structural impositions for 3 targets are highlighted on top with the target crystal in gray, the AF2 prediction in blue and the SI-VAE reconstruction in orange.

### 5.3.2 Generated samples reconstruction accuracy to target conformation

The used the trained latent space for sampling the target K-Ras conformation through gradient optimization of the score metric. For each target, we sampled $n$ latent space coordinates following a normal gaussian distribution. Each latent space coordinate was then optimized for the CCE metric calculated between the generated Cb distance map and the AF2 predicted Cb distances for the target until convergence. The generated samples were evaluated using coordinate RMSD to the target crystal on either the overall structure recapitulation or cryptic pocket environment.
reconstruction, which is defined as residues within 5 angstroms of the ligand binding pocket for each target. The results show that the SI-VAE can reconstruct the overall structure to a higher degree than the closest train crystal, train sample and the closest AF2 model for most targets (Figure 5-3).

The reconstruction of the cryptic pocket is vital for docking ligands for inhibition. The cryptic pocket environment residue reconstruction shows that the SI-VAE model performs just as well or better than the closest training sample in most cases (MD snapshot) (Figure 5-4). The structural superimposition shows that the generated samples are not clashing with the superimposed ligand from the target structure, highlighted in orange, and therefore can be docked without hindrance, whereas for the closest train crystal and the closest AF2 model, there are significant clashes present (Figure 5-4).
Figure 5-3. **K-Ras overall structure reconstruction evaluation.** Barchart showing the coordinate reconstruction error of the closest train crystal, the closest training sample, the closest AF2 model and the closest generated sample.

Figure 5-4. **K-Ras cryptic pocket reconstruction evaluation.** Barchart showing the coordinate reconstruction error of the closest train crystal, the closest training sample, the closest AF2 model and the closest generated sample. The structural impositions shown on top show the ligand inhibitor docked in the target crystal, where the cryptic binding pocket and the ligand are highlighted in orange on the target crystal structure.
Docking generated samples with ligand inhibitor reveals cryptic pockets

For evaluating whether the generated samples contained the cryptic, druggable pocket for each target, we took the generated structures from the latent space and docked them with the known ligand inhibitor for that target. For comparison, for each target, we also docked the closest train crystal that the input dataset was generated from, all input MD snapshots that were used as the initial training samples and the 5 AlphaFold models with the known inhibitor as well.

The results show that the generated samples have the lowest ligand RMSDs calculated for the targets evaluated and have cryptic pockets that can be drugged with the known ligand for that target (Figure 5-5). The orientation of the ligand plays an important role in the inhibition of the target since it forms bonds with the cryptic pocket residues of the target protein that lead to its inhibition. The generated samples, through gradient optimization of the score metric in the latent space, were able to recapitulate the important ligand-protein interactions more so, compared to the closest MD snapshot which is most comparable in terms of the ligand RMSD.
5.4 DISCUSSION

We found that given sets of 3D input structures from MD simulations of known K-Ras structures at least an angstrom away from the K-Ras conformation of interest, through gradient optimization of a score metric in the latent space, we were able to generate samples that were closer to the target conformation than anything in the training set or the AF2 predicted models. Through this pipeline, we also saw that the generated samples have druggable, cryptic pockets present in the target structure through docking of the known ligand inhibitor of the target. This suggests that the generative model we chose to use in our case was able to limit the conformational space and through sampling, be able to generate high quality structures.

The challenge for our approach is that the sampling process is limited by the overall accuracy of the predicted model towards which we are optimizing. In our case, we chose to optimize towards the AF2 predicted model (total 5 models) which had the highest score metric to
a given latent space sample to guide it towards favorable regions. The closest models predicted by AF2 for a given K-Ras structure were about an angstrom away in coordinate space and that points to a limitation of the quality of the generated structures. Further improvements could be made through optimization of the latent space coordinates towards AF2 models, RoseTTAFold predicted models, and towards the ground-truth training crystals embedded into the latent space. Furthermore, the reconstruction accuracy of our generative model could be improved through fine-tuning the trained VAE on a structure-based loss, FAPE. This would allow for 3D plausible structures to be predicted by the 2D decoded template representation. A more extensive search of the hyperparameter space could also yield better results. Overall, the results of this method show the utility of deep generative models towards dynamic modeling through building upon existing highly accurate structure prediction networks.

5.5 METHODS

5.5.1 Input data setup and incremental learning

For the input dataset, we began by selecting distinct K-Ras conformations deposited in the PDB that are at least an angstrom away from each other as our ‘training set crystal structures’. In addition to the RMSD cut-off filter, we also selected conformations that had a deposited / known inhibitor. We selected 20 K-Ras structures with these criteria. We ran MD simulations for 25ns starting with each K-Ras crystal structure and selected every \( n \)th structure to make up about 1000 initial MD snapshots. For each target crystal, the training data consisted of MD snapshots of the training set crystal structures that were at least an angstrom away from it. The final 20 K-Ras conformations that we chose for our project were: 4DSO, 5XCO, 5YXZ, 6P8G, 7EBW, 8AFD, 8DN1, 4LV6, 4L9W, 5V9O, 6B0V, 6N2K, 6P8W, 7RT1, 7U8H, 4Q21, 5V71, 5E95, 6H46 and
All 3D structures were converted to 2D template features from RoseTTAFold [10] which consists of Cb distances and orientations. We chose to use the raw distance and orientation values for training the model for a more interpretable latent space.

After the first round of training using only MD snapshots as the training data, we then generated 3000 samples from the latent space that were optimized for the score metric and passed the diversity filter (following the protocol laid out in the sampling methods section of this chapter). These 3000 generated structures were then concatenated on the initial MD snapshot training set to form an ‘incremental learning’ training set of structures for the model. Using this new set, for each target, the training runs were set up again from scratch.

5.5.2  *Soft-Introspective VAE objective and training*

For this project, we chose to use a Soft-Introspective VAE [59] which has been shown to have significantly higher output resolution than the vanilla VAE [50]. The objective function of this model, along with the traditional VAE objective function of reconstruction loss and KL divergence, has adversarial losses incorporated, like GANs [60] but is trained introspectively. In the case of SI-VAEs, the encoder is the implicit ‘discriminator’ where it is induced to distinguish, through the ELBO (evidence lower bound) [50] values that it assigns to the real and generated samples. The decoder is the ‘generator’ where it is induced to generate samples to ‘fool’ the encoder (discriminator). However, unlike GANs, the SI-VAE model does not converge to the data distribution, but to an entropy-regularized version of it [59].

Using default parameters from Daniel *et al.* [59], encoder was trained with the following objective (Equation 5-1):
\[ L_{encoder}(x, z) = s \cdot (\beta_{rec} L_r(x) + \beta_{kl} KL(x)) + \frac{1}{2} \exp \left( -2s \cdot \left( \beta_{rec} L_r(Dec(z)) + \beta_{neg} KL(Dec(z)) \right) \right) \]  

Equation 5-1

where \( L_r(x) = \) reconstruction loss,

\[ s = 2, \]
\[ \beta_{rec} = 10, \]
\[ \beta_{kl} = 1e-3, \]
\[ \beta_{neg} = \text{latent dimension (256)} \]
\[ Dec(z) = \text{trained decoder of SI-VAE} \]

The decoder was optimized using the following objective (Equation 5-2):

\[ L_{decoder}(x, z) = s \cdot \beta_{rec} L_r(x) + s \cdot \left( \beta_{kl} KL(Dec(z)) + \gamma_r \cdot \beta_{rec} L_r(Dec(z)) \right) \]  

Equation 5-2

where \( L_{rec} = \) reconstruction loss,

\[ s = 2, \]
\[ \beta_{rec} = 10, \]
\[ \beta_{kl} = 1e-3 \text{ and} \]
\[ \gamma_r = 1.0 \]

The reconstruction loss was the mean-squared-error loss over all distances and orientations on the decoded template features from the model. The model was optimized using individual optimizers for the encoder and decoder, both of which were initialized with Adam (\( \beta_1 = 0.9, \beta_2 = 0.999 \)) with learning rate 1e-3, with an effective batch size of 64. The encoder and decoder
were made up of 3 ResNet blocks with 2D convolutional layers and the latent space was kept at a constant of 256 dimensions for all targets.

5.5.3 **Sampling in latent space through gradient optimization of score metric (CCE)**

To obtain the optimized structures using the trained decoder, we used gradient optimization in the latent space. We first randomly sample \( n \) numbers from a standard Gaussian distribution with dimension equal to that of the latent space. The initialized latent space coordinates are set to be trainable. Each sample is then decoded into its respective template features and Cb distances are discretized through radial basis function to ensure back propagation. The score metric we chose to optimize is the minimum categorical cross-entropy (CCE) among all 5 AF2 predicted Cb distograms of the target structure and the generated Cb distances. The Adam optimizer modifies the latent space sample to minimize this score metric. This process is repeated until convergence. To ensure that diversity is maintained, the latent space coordinates are restricted to explore only \( d \) euclidean distance in the latent space from their initial starting coordinates. The overall goal of this exploration technique is to search the latent space to find a better solution near the initial randomly generated coordinates. The final, converged latent space coordinates are decoded into their respective template features and passed into RoseTTAFold, along with the target MSA for structural modeling.

5.5.4 **Docking protocol**

For each docking case, the inhibitor ligand was docked to the receptor model using the protein-ligand docking method Rosetta GALigandDock [61]. The ligand atomic coordinates found in complex crystal structures were extracted and used to prepare for ligand docking. The ligands were protonated, and the AM1-BCC partial charges were calculated using the tools provided by
openbabel, Antechamber in the AMBER suite, and UCSF Chimera [62]. The ligand information was converted to the parameter format that is compatible with the Rosetta generic potential. The initial position of the ligand to initiate docking was determined by superimposing the complex crystal structure to the sampled protein backbone. Protein-ligand docking was performed by allowing the side chains that are within 5Å from the ligand to be flexible. The receptor models were optimized in advance using Rosetta FastRelax with high constraints on each backbone. We ran 20 parallel docking runs for each receptor model and ligand pair, and the combined results were analyzed.
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