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Images often contain both too much and not enough information. When an image is cluttered and contains many irrelevant details, this extra information can make it challenging to learn which parts are necessary, and how to act accordingly. At the same time, an image is a narrow 2D slice of a 3D world. This means that factors such as object occlusions and a limited field of view necessarily limit the amount of information available at any given time. These two problems, informational clutter and partial observability fundamentally concern the agent’s access to information. When the agent has too much information, it must learn to discard that which is irrelevant. When it does not have enough, the agent must come up with information gathering actions to acquire the information that it lacks. We explore these issues in a variety of sequential decision making problems in which an agent must repeatedly interact with an environment in order to accomplish some objective. These settings include goal-conditioned object retrieval in a simulated kitchen, part-based assembly problems using LEGO bricks, and escaping giant monsters in the first-person video game DOOM. In all of these settings, we show that by carefully considering an agent’s access to information, we can significantly improve its performance.
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INTRODUCTION

In humans, vision is by far the most information-rich sensory modality with estimates that around ninety percent of the information flowing into the brain is visual \[73\], and that around half of the cerebral cortex is involved in processing visual information of some kind \[46\]. Despite the fact that so much information comes in through our eyes, not all of this information is relevant. The world is a visually noisy place, and our brains constantly throw away information in order to help us achieve our objectives without drowning us in unnecessary details.

However, discarding irrelevant details is not the only way that our brain shapes our understanding of the visual world. When some important information is missing, we take actions in order to gather the information we need. These information gathering actions can be as simple as glancing in the direction of some object we wish to pick up, or as complex as building a particle accelerator to inspect the behavior of the fundamental building blocks of matter. These actions are necessary because vision only provides a partial observation of the world. We have a limited field of view and cannot see through solid objects, so we must move ourselves and the world around us to see the full picture.

These two techniques, discarding informational clutter and taking information gathering actions, operate together to meticulously curate the visual information that makes its way to our higher reasoning systems. This curation is an interactive process. In order to reason about what information is currently available and make plans for what to seek out in the future, we must have some concept of time and memory for keeping track of what information we have collected so far. Sequential decision making provides us with the mathemati-
cal and machine learning tools necessary to build and reason about these systems.

In this dissertation, we will explore the curation of visual information across several sequential decision making problems.

In Part I we show that in goal-conditioned environments, providing the goal information early in the visual processing stream can allow an agent to discard irrelevant information more quickly, which allows it to make better decisions with smaller networks.

In Part II, we discuss a new problem that we have built called Break and Make in which an agent must disassemble a previously unseen LEGO assembly in order to gather enough information about it to be able to build it again from scratch. This problem is challenging because it requires an agent to learn how to inspect and gather information about a complex object, and also perform precise building actions for accurate reconstruction. We have developed a model that uses a stack-based memory structure to build a set of instructions for itself to use during reassembly. We show that this model, combined with various training improvements, outperforms baseline approaches that use RNNs and Transformers to keep track of past observations, and is able to reconstruct assemblies with more than forty bricks.

In Part III we explore the challenges related to providing supervision for agents operating from partial observations. We show that experts operating in the same environment, but under a different observation space can provide counter-productive demonstrations that cause the learning agent to drastically underperform relative to the best-in-class policy under the agent’s observation space. To address this we have developed a new learning algorithm that combines reinforcement learning with imitation learning to seek out missing information that an expert may be using to make decisions.
NOTATION AND FORMAL DEFINITIONS

In this chapter we will write down the formal definitions we will use throughout this document.

2.1 MARKOV DECISION PROCESS

A Markov Decision Process (MDP) is a basic description of an interactive problem. Formally an MDP is a discrete-time process consisting of a set of states $S$, a set of actions $A$, a transition function $T$ and a reward function $R$. At each time $t$, the agent receives a state $s_t \in S$ and must take an action $a_t \in A$. The system then transitions to a new state $s_{t+1} = T(s_t, a_t)$ and the agent receives a scalar reward $r_t = R(s_t, a_t, s_{t+1})$. Both the transition function and reward function may be stochastic. We will primarily deal with finite-horizon episodic MPDs. In these settings the agent is initialized with $s_0$ drawn from a fixed starting distribution $S^{\text{init}}$ and continues until a terminal state $s_{\text{term}}$ is reached.

A crucial assumption of an MDP is that the transition and reward functions are Markovian. This means that they only depend on the current state $s_t$ and action $a_t$ (and possibly the following state $s_{t+1}$ in the case of the reward function) but not on any of the prior states or actions. The distribution of future states and rewards is independent of past states, given the present state $s_t$.

2.2 PARTIALLY OBSERVABLE MARKOV DECISION PROCESS

A Partially Observable Markov Decision Process consists of a Markov Decision Process along with an additional set of observations $\Omega$ and an observation function $O$. In this setting an agent does not have access to the state $s_t$, but instead receives a possibly stochastic and lossy
observation $o_t = O(s_t)$ with $o_t \in \Omega$. The fact that these observations can be lossy means that we may be required to consider not just the most recent observation, but also several past observations in order to act optimally in these settings. See [56] for a thorough treatment of POMDPs.

2.3 Trajectory

A trajectory is a history of states, actions, and rewards that have been collected for some number of time steps after interacting with an environment.

$$\tau_t = \{(s_1, a_1, r_1) \ldots (s_{t-1}, a_{t-1}, r_{t-1}), s_t\}$$

In a POMDP, a trajectory will contain observations instead of states.

$$\tau_t = \{(o_1, a_1, r_1) \ldots (o_{t-1}, a_{t-1}, r_{t-1}), o_t\}$$

2.4 Policy

A policy is a possibly stochastic function $\pi$ that computes actions after making observations in an environment. A policy could be a learning agent $\pi_L$ or an expert $\pi_E$ or any other function that produces actions. Due to the Markov property of MDPs, a policy in an MDP can make a fully informed decision based only on the current state $a_t = \pi(s_t)$. Because this property does not hold for observations in a POMDP, it is not enough for a policy with partial observations to operate on a single observation, but must instead consider either a distribution over states (belief) if the state space is finite and known, or as is most often the case, a trajectory of observations up to the present time $a_t = \pi(\tau_t)$. 
2.5 RETURN AND VALUE

The return of a trajectory $G(\tau) = \sum_{l=1}^{[\tau]} r_l$ is the sum of all rewards encountered during that trajectory. The value function of a policy $V_\pi(s) = \mathbb{E}_{\tau \sim \pi|s_1=s} G(\tau)$ is the expected value of the return of a trajectory that starts in state $s$ and continues by sampling actions according to the policy $\pi$. We write $V_\pi^{\text{init}}$ to be $\mathbb{E}_{s \sim S^{\text{init}}} V_\pi(s)$, the expected value when acting according to $\pi$ after starting from states sampled from the initial state distribution. The goal of a training algorithm is to produce a policy $\pi^*_L$ that maximizes $V_{\pi_L}^{\text{init}}$. 
In Part I we show that when an image contains too much information, finding out what part of it is irrelevant and quickly throwing it away allows us to be more efficient and use smaller models to achieve similar task performance. We show this in a goal-directed environment where an agent in a simulated kitchen receives an image of the scene and a list of items it should pick up. We show that considering the list of items early in the visual processing stream allows the model to discard unnecessary information, which in turn reduces the number of network parameters that are necessary to complete the task. This contains material originally published as “Early Fusion for Goal Directed Robotic Vision” at IROS ’19[130].
EARLY FUSION FOR EFFICIENT DECISION MAKING

3.1 INTRODUCTION

Robotics has benefited greatly from advances in computer vision, but sometimes the objectives of these fields have been misaligned. While the goal of a computer vision researcher is often “tell me what you see,” the roboticist’s is “do what I say.” In goal directed tasks, most of the scene is a distraction, extra information that can and should be discarded as soon as possible. When grabbing an apple, an agent only needs to care about the table or chairs if they interfere with accomplishing the goal. Additionally, when a robot learns through grounded interactions, architectures must be sample efficient in order to learn visual representations quickly for new environments. In this work we show how inverting the traditional perception pipeline: Vision $\rightarrow$ Scene Representation + Goal $\rightarrow$ Action to incorporate goal information early into the visual stream allows agents to jointly reason and perceive: Vision + Goal $\rightarrow$ Action, yielding faster and more robust learning.

We focus on retrieving objects in a 3D environment as an example domain for testing our vision architectures. This task includes vocabulary learning, navigation, and scene understanding. Task completion requires computing action trajectories and resolving 3D occlusions from a 2D image which satisfy the user’s requests. Fast and efficient planners work well in the presence of ground-truth knowledge of the world [110]. However, in practice, this ground-truth knowledge is difficult to obtain, and we must often settle for noisy estimates. Additionally, when many objects need to be collected or moved, the planning problem search space grows rapidly.
Unlike computationally expensive modern vision algorithms, we are interested in training perception algorithms with a more natural source of supervision, example demonstrations and imitation learning, in lieu of expensive large scale collections of labeled images. This is particularly important for developing agents that learn new object classes on the fly (e.g. when being integrated into a new environment). Our work is most closely related to recent advances in instruction following and visual attention [77, 79], but we do not provide explicit supervision for object detections or classifications. Finally, we will make the assumption that goals are specified by a simple list of object IDs, so as to avoid the ambiguity introduced by natural language commands.

3.2 Related Work

Processing strategies for goal-directed visual search have been an important area of study in psychology, neuroscience and computer vision for many years [124, 140]. Early work in this area drew on the observation that human and primate vision seems to be at least partially driven by goal-directed top-down signals [29, 30].

More recently there has been a proliferation of works examining goal directed visual learning in simulated worlds [2, 17, 19, 35, 43, 152] which each aim to bring different amounts of language, vision and interaction to the task of navigating a 3D environment. This has also been attempted in real 3D environments [39]. Importantly, in contrast to our work, these approaches often pretrain as much of their networks as possible. [43] do not pretrain for their RL based language learning. Their work does not address learning with occlusion or larger vocabularies. In parallel, the robotics literature has investigated grounding instructions directly to robotic control [7, 8, 74, 78, 121, 152], a domain where data is expensive to collect.

Training end-to-end visual and control networks [66], has proven difficult due to long roll outs and large action spaces. Within reinforcement learning, several approaches for mapping natural language instructions to actions rely on reward shaping [77, 79] and imitation
In order to test the performance of Early Fusion we built a simulated robotic task in which the objective is to collect objects in a 3D scene as efficiently as possible. The agent is presented with a cluttered scene...
and a list of requested objects. Often there are multiple instances of the same object, and there can be unrequested objects blocking the agent’s ability to reach a target. This forces the agent to reason about which object is closest and remove obstructions as necessary. The list of requested objects that remain in the scene is presented to the agent at every time step, to avoid conflating scene understanding performance with issues of memory. The goal (Fig. 1 and 3) is to train an agent to optimally collect a list of objects from a cluttered counter.

3.3.1 Simulation Environment: CHALET

Our environment consists of a tabletop setting with randomly placed objects, within a kitchen from the CHALET [146] house environment. Every episode consists of a randomly sampled environment which determines the set of objects (number, position, orientation and type) in addition to which subset will be requested. When there is more than one instance of a particular object, collecting any instance will satisfy the collection criteria, but one may be closer and require fewer steps to reach. Fig. 2 shows the sixteen object types that we use for this task (six from CHALET and ten from the YCB dataset).

The objects are chosen randomly and placed at a random location (x,y) on the table with a random upright orientation (θ). Positions and orientations are sampled until a non-colliding configuration is found. A random subset of the instances on the table are used for the list of requested objects. This process allows the same object type to
be requested multiple times if multiple of those objects exist in the scene. Additionally, random sampling means an object may serve as a target in one episode and a distractor in the next. The agent receives 128x128 pixel images of the world and has a 60° horizontal field of view, requiring some exploration if a requested object is not in view.

Our agent consists of a first-person camera that can tilt up and down and pan left and right with additional collect, remove and idle actions. Each of the pan and tilt actions deterministically rotate the camera 2° in the specified direction. The collect action removes the nearest object that is within 3° of the center axis of the camera and registers the object as having been collected for the purposes of calculating the agent’s score. This region is visualized in Fig. 3 as a magenta circle in the center of the frame. The remove action does the same thing as collect, but does not register the item as having been collected. This is used to remove superfluous items occluding the requested target. Finally, the idle action performs no action and should only be used once all requested items have been collected. All actions require one time step, therefore objects which are physically closer to the center of the camera may take more time steps to reach if they are occluded. For example, in Fig. 3 the peach (orange box) requires fewer steps to collect than the Jello box (blue box) because the banana and Rubik’s cube must be removed first. The precision required to successfully collect an object makes this a difficult task to master from visual data alone.

Figure 3: Collecting the Jello (blue box) requires more steps than the peach (orange box) due to occluding objects. An object may be collected if it is within the magenta circle.
In our task, models must learn to ground visual representations of the world to the description of what to collect. How to best combine this information is a crucial modelling decision. Most multimodal approaches compute a visual feature map representing the contents of the entire image before selectively filtering based on the goal. This is commonly achieved using soft attention mechanisms developed in the language [4] and vision [3, 80, 108] communities.

Attention re-weights the image representation and leads to more informative gradients, helping models learn quickly and efficiently. Despite its successes, attention has important limitations. Most notably, because task specific knowledge is only incorporated late in the visual processing pipeline, the model must first build dense image representations that encode anything the attention might want to extract for all possible future goals. In complex scenes and tasks, this places a heavy burden on the initial stages of the vision system. In contrast, we present a technique that injects goal information early into the visual pipeline in order to build a task specific representation of the image from the bottom up. Our approach avoids the traditional bottleneck imposed on perception systems, and allows the model to discard irrelevant information immediately. Our system may still need to reason about multiple objects in the case of clutter and occlusion (e.g. target vs. distractor), but its perception can ignore all objects and details that are not relevant for the current task.

Below, we briefly describe the three models (Figure 4) we compare: Traditional approaches with delayed goal information (Late Fusion & Attention Map) versus our goal conditioned Early Fusion architecture.

3.4.1 Late Fusion

Late Fusion constructs a single holistic representation of the entire image via a stack of convolution and pooling layers before concatenating an embedding of the requested objects in order to predict an
action. An object embedding is computed using a simple linear layer designed to turn a one-hot encoding of the object into a dense representation. The complete request for multiple objects is computed as a sum of these individual object embeddings. This design forces the vision module to store semantic and spatial information about every object in the scene so the final fully connected layers can ground target objects and reason about actions.

### 3.4.2 Attention Map

We test traditional attention mechanisms over image regions. As with Late Fusion, the first step of this model is to pass the image through a stack of convolution layers. Rather than concatenate the request embedding directly onto the resulting representation, these models first compute an attention map over the spatial dimensions of the convolution output. This is accomplished by comparing the embedded target vector with each region of the convolutional feature map via a simple dot product. This provides a weight to each region which can then be used to form the final image representation $I = \sum_i \alpha_i h_i$. Next, $I$ is concatenated to the request to make an action decision. We test two attention models: Softmax Attention Map which is defined above and Attention Map which is unnormalized. Using a softmax leads to a peakier distribution which focuses the model on fewer regions of the image (see Fig. 8).

In contrast to the Late Fusion model, the attention mechanism provides a filter on extraneous aspects of the image to simplify the con-
trol processing. In these models the grounding from image features to goal objects is done with a direct comparison operator (the dot product). These models are widely used for Visual Question Answering (VQA) problems on static images. We also explored more complex models [108] for computing attention maps, but found this traditional version worked the best in our setting and provided a strong baseline for comparison. In our results, we follow [72] and append spatial grids to the first layer of this network to encode spatial knowledge. This extra information proved necessary for the attention models to compete with Early Fusion. We found that these spatial grids did not aid nor hinder Late Fusion.

3.4.3 Early Fusion

Finally, our Early Fusion approach concatenates the request embedding to every region of a convolutional filter map. This feature is then processed normally by a set of convolution kernels that have been augmented to account for the extra channels. Fig. 5 shows this process. All further processing in the network is computed normally. The model’s subsequent convolution and fully connected layers may filter the visual information according to the goal description that is now combined with the visual input. This results in an image representation which contains only the necessary information for deciding the next action, effectively gaining the benefits of a bottleneck while dispersing the logic throughout the network. Critically, this means that the network does not have to build a semantic representation of the entire image (See Section A.1 in the Appendix for details).

Two important results of this architecture are: 1. Because the goal information is incorporated early, the network can learn to ground the image features to the goal objects at any point in the model without additional machinery (like attention); and 2. The model can compute and retain the spatial information needed for its next action without requiring the addition of a spatial grid. These benefits allow us to obviate the complexity of other approaches, minimize parameters, and outperform other approaches on our task. One counter-argument
against this approach is that it is task-specific and therefore requires a large dataset of images paired with goal information. This runs against current trends in deep learning that leverage large unlabeled datasets to pretrain foundation models which can be used on downstream tasks. Training a goal-directed foundation model is a remaining open problem, given the scarcity of goal-directed data available in the wild. There is, however, some overlap with very recent large vision and language models\[1\] that make predictions about images and text using more modern Transformer architectures.

3.4.4  *Imitation Learning*

All models are trained with imitation learning using an oracle with direct access to the simulator’s state. Similar to DAgger [95] and Scheduled Sampling [6] we use an alternating two-step training process. In the first step, we roll out trajectories using the current model while collecting supervision from the expert. In the second step we use batches of recent trajectories to train the model for a small number of epochs. We then repeat this process and collect more data with the improved policy[7]. We found that for our item retrieval problem this was faster to train than a more faithful implementation of DAgger which would train a new policy on all previous data at each step, and offered significant improvements over behavior cloning (training
on trajectories demonstrated by the expert policy). We found that collecting 50 trajectories in each roll-out step, and then training on the most recent 150 trajectories for three epochs in each training step produced the best results.

Rather than teach our agents to find the shortest path to multiple objects, which is intractable in general, we design our expert policy to behave greedily and move to collect the requested object that would take the fewest steps to reach (including the time necessary to remove occluding objects).

3.4.5 Implementation Details

Since our goal is to construct a lightweight network that is fast to train and evaluate, we use a simple image processing stack of four convolution layers. While this is small relative to models trained for state-of-the-art performance on real images, it is consistent with other approaches in simple simulated settings [101]. All convolutions have $3 \times 3$ kernels with a padding of one, followed by $2 \times 2$ max-pooling, a ReLU nonlinearity [33] and batch normalization [48]. This means each layer produces a feature map with half the spatial dimensions of the input. The convolution layers are followed by two fully connected layers, the first of which uses a ReLU nonlinearity and Dropout [111] and the second of which uses a softmax to produce output controls. The number of convolution channels and hidden dimensions in the fully connected layers vary by experiment (see Section 3.5.2). All of our models are optimized with Adam [59] with a learning rate of $1e^{-4}$, and trained with dropout [111]. The training loss was computed with cross-entropy over the action space.

Images Our images are RGB and $128 \times 128$ pixels, but as is common practice in visual episodic settings [81] we found our models performed best when we concatenated the most recent three frames to create a $9 \times 128 \times 128$ input. We used black frames as padding in the first two frames when prior frames were not available.
3.5 Experiments

We tested all four models on a series of increasingly cluttered and difficult problems. We also tested these models with varying network capacity by reducing the number of convolution channels and features in the fully connected layers. In all of these experiments, our Early Fusion model performs as well or better than the others, while typically training faster and with fewer parameters.
Figure 7: Ablation analysis showing the effect of the number of convolution channels and fully-connected hidden units on network performance. Note that the scale of the x-axes in these plots varies due to longer training times for smaller networks to converge. Dashed Early Fusion lines plot the performance of the model with half the reported number of filters to include a comparison ensure where model has fewer parameters than the attention based approaches.

3.5.1 Varying Problem Difficulty

To test models on problems of increasing difficulty, we built three variations of the basic task by varying clutter and the number of requested items. In the simplest task (SIMPLE), each episode starts with four instances randomly placed on the table and one object type is requested. Next, for MEDIUM eight instances are placed and two are requested. Finally, for HARD twelve instances are placed and three are requested. Note that as the clutter increases, the agent is presented with not only a more complicated visual environment, but must also work in a more complex action domain where it is increasingly important to use the remove action to deal with occluding objects. The agent’s goal is to collect only the requested items in the allotted time. To evaluate peak performance for these experiments we fixed the number of convolutions and hidden layer dimensions in the fully connected layers to 128.

Each episode runs for forty-eight steps, during which it is possible for the agent to both successfully collect requested objects and erroneously collect items that were not requested. We therefore measure task completion using an F1 score. Precision is the percentage of collected objects that were actually requested, and recall is the percent-
Figure 8: Attention visualizations for Attention Map and Softmax Attention Map models in the kitchen environment. Targets are indicated here with magenta boxes in the top row.

age of requested objects that were collected. The F1 score is computed at the end of each episode. In addition, we report overall agreement between the model and the expert’s actions over the entire episode. Figure 6 plots the results of all four models on each of these problems as a function of training time.

**Simple** Except for the Late Fusion model, which performs poorly in all scenarios, all models are able to master the easiest task. The Early Fusion and Softmax Attention Map models learn quickly, but Attention Map eventually catches up to them. The failure of the Late Fusion baseline on this task shows that even the simplest version of this problem is non-trivial.

**Medium** The intermediate problem formulation is clearly more difficult, as no models are able to perform as well on it as the easiest problem. The Early Fusion model gains a small but significant improvement in performance while Softmax Attention Map and Attention Map are slightly worse, but comparable to each other.
This case contains more cluttered images and more complex goal descriptions. The Early Fusion model is clearly superior; it learns significantly faster than the other models and results in higher peak performance.

It is also worth comparing the Attention Map and Softmax Attention Map models. While these models perform similarly on these tasks, the Softmax Attention Map model learns faster than the Attention Map model on the easiest task, but slightly slower on the more difficult ones. We posit that the softmax focuses the attention heavily on only a few regions, which is useful for sparse uncluttered environments, but less appropriate when the network must reason about multiple objects in different regions.

Fig. 8 provides a comparison of attention maps. Unsurprisingly, the Softmax Attention Map model produces a sharper distribution around the requested objects, but both methods correctly highlight the objects of interest. In this work, we have limited our definition of clutter to 12 items per scene, in part for ease of visualization and compute time.

3.5.2 Varying Network Capacity

Having demonstrated that Early Fusion is at least as powerful as attention based approaches while being simpler (no grid information or attention logic), we explore how these approaches perform on varying parameter budgets. Real-time and embedded systems require efficiency both when training and during inference. Since Early Fusion removes irrelevant information early in the processing pipeline, we expect it to require less network capacity than the other methods. To test this claim, we re-run our Medium difficulty setting (because attention models performed well) and compare performance when models have access to 256, 128, 64, 32, or only 16 channel convolutions and fully connected layers, reducing our model sizes by several orders of magnitude.

In Fig. 7, training time increases for small networks, but Early Fusion is able to quickly achieve around the same final performance
regardless of the extremely small network capacity. This allows for dramatically more efficient inference and parameter/memory usage. In contrast, other models degrade substantially as the network size decreases. Note that after 50,000 trajectories it appears that attention based models are still slowly improving, but there is a stark contrast in learning rates. In particular, for the smallest models (16) we see that Attention Map, even after training for twice as long as Early Fusion, still has half the performance.

Because attention mechanisms collapse their final representations, they have a smaller fully connected layer and therefore fewer parameters for the same number of channels. To account for this, we have also included a dashed orange line in Fig. 7 labeled early fusion (1/2 channels) which shows the performance of Early Fusion with half the channels as the other models and fewer parameters. Again smaller Early Fusion networks outperform and learn faster than the other approaches.

3.5.3 Generalization

To measure generalization we conduct experiments in which the agent is trained on a subset of the possible request combinations and then tested on unseen requests. Here the agent is trained with 128 different two-item combinations, and then tested on a held out 128 two-item combinations (Rows 1 and 2 below). In this setting, the agent generalizes to unseen item pairs, indicating that the agent is not merely memorizing these combinations, but learning to recognize the structure of requests composed of individual objects.

<table>
<thead>
<tr>
<th></th>
<th>Agreement</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-Item Train</td>
<td>0.8918</td>
<td>0.9215</td>
</tr>
<tr>
<td>Two-Item Test</td>
<td>0.8695</td>
<td>0.8938</td>
</tr>
<tr>
<td>Three-Item Test</td>
<td>0.8140</td>
<td>0.8243</td>
</tr>
</tbody>
</table>

In the second experiment, the same agent was tested on a random collection of three-item combinations to determine if the agent can
generalize to higher counts than during training (Row 3). The agent is surprisingly robust to this variation.

3.6 CONCLUSION

Goal directed computer vision is an important area for robotics research and efficient training of high performing models with minimal footprints are essential for in situ learning. We take one step in this direction by showing how Early Fusion is ideal for the simulated robotic object retrieval task, and preferable to traditional attention based approaches. Future work should investigate how our approach and analysis can be generalized to on-device learning.

It is also worth noting that in the time since this work was originally published, Transformers[125] have become a dominant architecture across a variety of applications. Transformers are able to consume a heterogeneous mix of data and are well suited to the kinds of goal-driven visual problems discussed here. Transformers neatly avoid the question of early vs. late fusion by allowing the data processing stream to pay attention to all information at each layer. In this setting, the goal information could be passed to a visual transformer as an additional token which allows the tokens representing visual information to pay attention to this goal information whenever is appropriate. This allows the network to automatically learn when and how to fuse information while processing sensory information.
In Part II we move from the cluttered kitchen environments, where each image contained too much information, to a new LEGO assembly problem where a single image is not enough to describe an entire structure. This is fundamentally a problem of partial observability. The agent, when looking at a LEGO assembly from the outside has no way of knowing its internal structure. The agent must therefore take steps to disassemble and inspect the assembly’s internal components in order to gain a better understanding of it. This allows us to study in detail an important strategy in decision making under partial observations: compensating for the lack of information in a single observation by combining the information from a number of subsequent observations. In other words using memory. In the following chapters we will discuss the Break and Make problem in more detail, then see two different approaches to memory on this problem: sequence modelling using LSTMs and Transformers to keep information about an entire sequence of actions and observations, and a more tailored approach called InstructioNet that uses a stack-based memory structure to more carefully present the model with a series of goals to achieve. This contains material originally published as “Break and Make: Interactive Structural Understanding Using LEGO Bricks” at ECCV ‘22[132] and additional unpublished material that is currently in submission.
4.1 INTRODUCTION

The physical world is made out of objects and parts. Buildings are made out of roofs, rooms and walls, chairs are made out of seats, backs and legs, and cars have doors, wheels and windshields. The ability to reason about these parts and the structural relationships between them are a key component of our ability to build tools and shelters, solve complex organizational problems and manipulate the world around us. Building part-based reasoning capability into intelligent agents has been a long-standing goal of the computer vision, robotics and broader AI communities.

Due to the complexities of physical structures, part-based reasoning often allows for only partial observation of a particular structure or mechanism. While a single image may tell you a lot about a car, it does not tell you about its internal construction and wiring. In order to gain that information, you must physically inspect it, possibly even removing panels or components in order to get a better view.

We have recently proposed Break and Make, a challenging new problem designed to investigate this kind of interactive structural reasoning using LEGO bricks. This problem is designed to simulate the process of reverse engineering: taking apart a complex object to learn more about its structure, and then using this newfound knowledge to put it back together again. This task is naturally divided into two phases. In the first Break phase, a learning agent is presented with a previously unseen LEGO model and has the opportunity to disassemble and inspect it in order to observe its internal structural and hidden components. After this, in the second Make phase, the agent is presented with an empty scene and must use the information gathered during the Break phase to rebuild the model from scratch. Both
phases must be completed using visual action primitives designed to simulate the LEGO construction process. These actions require an agent to reason not only about individual bricks, but also the connection points between them. Figure 9 shows an example of an expert completing this task on a four brick model.
In order to facilitate research on this challenging problem, we provide a dataset of 1727 ethically-sourced fan-made LEGO models with generous public licensing. These models range in size from 5 to 7302 individual bricks and use a library of 1790 distinct brick shapes. We also include a set of augmentations and a random model generator in order to provide more examples for large-scale training. Finally, we provide a 3D simulator and interactive learning environment with an OpenAI gym interface designed to train agents on this problem. Our simulator is compatible with a file format commonly used in the LEGO fan community, and is therefore capable of displaying and manipulating a wide range of models found online.

The Break and Make problem presents a difficult challenge for a number of reasons. First, the interchangeable nature of LEGO bricks and the large number of distinct brick shapes results in a very large state and action space. Second, this problem requires precise memory in order to bridge the long-term temporal distance between observations in the Break phase and reconstruction actions that must be taken in the Make phase. Third, this problem also requires precise spatial reasoning in order to carefully place bricks in the correct location using a visual observation and action space. Finally, it is difficult to provide direct supervision for this problem, even with accurate information from the simulator. This stems from the fact that it is not possible to directly compute which observations are necessary to capture the structural details of a model. We are however able to provide noisy supervision using a custom planner that reasons over visual observations. This planner generates a series of actions and observations that will feasibly disassemble and reassemble the model, but it comes with no guarantee that an agent equipped with only the visual observations from the sequence would have enough information to make the necessary decisions.


4.2 RELATED WORK

4.2.1 Understanding Compositional Structures

Interactive scene understanding and reasoning about compositional structure has origins in the early days of AI. An early example is Winograd’s SHRDLU system [139] that used language instructions to interactively stack virtual blocks and answer questions posed by a human operator.

More recently researchers have introduced a number of interactive environments such as RoboThor[21], Chalet[147], iGibson[106], Habitat[103, 119] and MultiON[134] designed to simulate indoor environments for embodied learning agents. Many tasks have been proposed for these environments, such as goal-directed navigation [151], interactive question answering [20, 36] and instruction following [107]. While many of these tasks and environments offer some degree of object manipulation, most of these interactions involve only a small number of object classes, and do not require the agent to reason about complex compositional structures. In contrast LTRON requires an agent to reason in detail about these structures and how to build them from a library of 1790 unique parts.

In the non-interactive domain, researchers have released a number of simulated tasks and datasets [10, 69, 83] designed to provide access to a diverse set of objects with increasing detail, part structure and complexity. Others such as CLEVR [52], CLEVERER [148], and CATER [32] are designed around answering questions about object relationships in images and videos. In these settings, it is easy to procedurally generate a large dataset using randomization, but it has been difficult to generate datasets with large object and relationship vocabularies. Researchers have also taken great effort to annotate natural images and videos with detailed attributes [27], parts [129] and relationships [61].

Scene understanding via active or interactive perception is a classic way for robots and embodied agents to explore and model their environment. Researchers have investigated varying levels of detail
and semantics in this space\cite{75, 93, 100, 114, 115, 127}. Previously it has been difficult to explore objects with fine-grained part structure in these settings due to the difficulty in collecting and annotating this data. LTRON provides complex models in an interactive environment, allowing agents to collect large amounts of data for researching complex cluttered environments with compositional structures. Another recent line of work explores learning physical properties of the world either from observations of rigid body interactions \cite{141–143} or unsupervised physical interaction with a robot \cite{28}. While we do not provide explicit rigid body dynamics in LTRON, we allow agents to explore extremely detailed physical structures with complex part-interactions at a scope that has not been practical in the past.

### 4.2.2 Building 3D Structures

In robotics, there has been a long-standing interest in enabling robots to build or assemble structured objects. Several authors have explored assembling IKEA furniture \cite{63, 70, 112, 150}. Others \cite{47, 102} have used Deep Reinforcement Learning and Learning from Demonstration methods to teach robots high precision assembly tasks using a real robot. While LTRON does not offer the realistic dynamics necessary to support traditional robotic manipulation, it does offer a high degree of scene complexity and compositionality which allows researchers to explore fine-grained spatial reasoning.

Recently construction and object-centric reasoning have become important topics in the reinforcement learning and AI community. Multiple datasets \cite{53, 137} have been developed to train agents to build and reason about geometric forms using CAD software. While they support a small number of primitive-based modelling tools, our building environment supports constructing models from over one thousand discrete brick types. Other recent works \cite{5, 31} have used reinforcement learning for block-stacking problems, and to create structures designed to achieve goals such as connecting or covering other blocks. Finally MineDojo\cite{26} provides an open world exploration and building platform in Minecraft.
Researchers have also investigated the task of generating programs to describe and/or assemble shapes out of low level primitives \([54, 84]\) and reason about the relationships between them \([45]\).

LEGO bricks are popular construction toys that are often an early entry point for children to learn about building. They are also an excellent abstraction for real-world construction problems, which has led other researchers to explore using LEGO for various construction problems. Several approaches have been proposed to automatically construct LEGO assemblies from a reference 3D body \([58]\). For example, multiple authors \([62, 88]\) have suggested methods for automated reconstruction based on genetic and evolutionary algorithms. Duplo bricks have also been used for tracking human demonstrations and assembly \([38]\). Lego bricks have also been used for reconstruction on mobile phones\([68]\).

In contrast to these approaches, recent works have suggested data-driven deep learning approaches for LEGO problems based on generative models of graphs \([122]\), and image to voxel reconstruction \([64]\). Similar to Break and Make, Chung et al. \([16]\) propose a method for assembling LEGO structures from a reference image using interactive learning. Unlike LTRON these approaches use a use only a limited number of bricks, and do not support the large variety of bricks in the LEGO universe. Most similar to our work, Wang et al.\([133]\) build LEGO structures from existing instructions. Our setting is more challenging because the agent must interactively learn about a previously unseen LEGO assembly rather than assuming instructions are already provided. Furthermore, the action space in LTRON is more difficult as it requires the agent to use a 2D cursor to interact with the scene and contains assemblies with bricks attached to the sides of objects, that cannot be described using simple stacking.

4.3 TASK AND DATA

The Break and Make task requires an agent to learn how to inspect a LEGO assembly using rendered images, and then use the information gathered in this way to rebuild the assembly from scratch. Both
the inspection phase and the construction phase are inherently interactive problems that require multi-step reasoning due to the ambiguities resulting from occlusions and the iterative nature of the building process. Many LEGO bricks have groups of similar neighbors which may appear identical under partial occlusion. Furthermore, complex structures often contain interior bricks that are not visible at all unless outer bricks are removed. These two factors mean that for many assemblies, there is no single viewpoint that completely captures an entire structure. Therefore in order to solve this problem an agent must often consider multiple viewpoints and take apart the assembly in order to fully understand it.

4.3.1 LEGO Bricks

A LEGO brick describes the shape and connection-point structure of a single LEGO part. While most LEGO bricks are a single rigid shape, some such as ropes and connector hoses are flexible. LTRON currently does not support these flexible components, so they are removed from all models before training. Some other bricks have moving parts, but in this case we break each of these into a separate brick shape for each moving component. We use polygon meshes extracted from the LDdraw [50] package to represent all bricks. The color of a brick is represented as a single integer that refers to a specific RGB color value in a lookup table, which is consistent with LDdraw conventions.

Each brick also contains a number of connection points. These describe how bricks may be connected to each other. The prototypical connection point is the short cylindrical stud that covers the top of many bricks in a rectangular grid, and the corresponding holes that cover the bottom. However, there are a large number of additional connection point types that exist in the LEGO universe, including technic pins, axles, clips, poles and ball/socket joints. In developing LTRON we have tried to faithfully represent as many of these as possible in order to provide a rich action space for interactive learning. Each of these connection points has a number of attributes related to
its physical dimensions and compatibility with other bricks. One important attribute of all connection points is **polarity**, which describes whether the connection point is an extrusion (positive polarity) or cavity (negative polarity). We use part metadata from the LDCAD software package in order to detect these connection points on bricks and provide manipulation actions for them.

We refer to a collection of multiple bricks and their 3D locations as an **assembly**. Mathematically, this can be modelled as a set tuples $a = \{b_1, b_2, \ldots b_n\}$ where each tuple $b_i = (s_i, c_i, R_i, t_i)$ represents an **instance** of a single brick. Each of these instances $b_i$ contains a brick shape index $s_i \in \mathbb{N}_{\text{shapes}}$, a color index $c_i \in \mathbb{N}_{\text{colors}}$, a 3D rotation $R_i \in \text{SO}(3)$ and a 3D translation $t_i \in \mathbb{R}^3$. The relative placement of the instances, combined with their shapes and the connection points associated with those shapes allow us to construct a set of **connections** describing a pair of connection points that are in very close proximity to each other and are mutually compatible.

### 4.3.2 Break and Make

The break and make task requires an agent to fully inspect a previously unseen LEGO assembly, then use its history of observations to build it again from scratch. This is presented as a two phase problem. In the first "Break" phase, the agent must disassemble and gather detailed information about a new assembly. Then when it takes a special "Phase" action, the scene is cleared and the agent must rebuild the assembly from scratch. At each time step the agent receives a visual observation of the scene and must choose a high-level manipulation action, for example "Remove Brick" or "Rotate Brick," as well as low-level action parameters such as the rotation direction, and a 2D cursor location that the agent can use to specify which brick it wants to interact with. See Section 4.3.3 for details on the high level actions. Access to this fine-grained control makes this an exceptionally challenging interactive problem, as spatial information from the break phase must be remembered with enough detail to produce extremely precise actions during the make phase. In order for a neural network
to produce actions for this environment, it must produce two discrete distributions over the high level actions and action parameters, and also a heatmap over the image to predict the cursor location. See Sections 5.3.1 and 5.5.1 for details on how models can be built for this environment.

4.3.3 Interface

There are two versions of the LTRON environment interface. The first, LTRON V1 was introduced along with the sequential prediction models in Section 5.3. LTRON V2 was introduced with the InstructionNet model in Section and offers some simplifications and improvements over the original interface. LTRON V1 provides two virtual work spaces. The first, which we refer to as the table work space contains the agent’s work in progress towards inspecting or assembling a model. The second work space, which we refer to as the hand contains only a single brick that the agent is about to place, or has just removed from the table workspace. Each workspace provides a 2D image rendered from a camera viewpoint that can be controlled by the agent. The table is rendered at 256 × 256 pixels and the hand is rendered at 96 × 96 pixels. When updating the interface in LTRON V2, we removed the hand workspace and instead opted for a single workspace containing the in-progress model. We also found that 128 × 128 pixels was sufficient when rendering this workspace, and drastically improved training efficiency. In addition, LTRON V2 introduces a number of technical improvements over LTRON V1. These updates provide better collision checking and support for a larger number of connection point styles than was available previously. Below we describe the actions available in the LTRON environment and describe the differences between V1 and V2. Figure 10 shows the components of the LTRON V1 action space, while 11 shows how the manipulation components have been updated in LTRON V2.

Many of the actions below require the agent to select one or more connection points on bricks in the hand or table workspace. To do this the agent must specify a 2D location in screen space, and the
Figure 10: The six different high-level actions in LTRON V1.

polarity of the connection point it wishes to select. This is similar to the Alfred dataset[107] and AI2 THOR 2.0[60] which allow interaction with objects using pixel-based selection. LTRON V1 reduces the size of this action space by downsampling the resolution of this selection space by 4 to 64 × 64 for the table and 24 × 24 for the hand. LTRON V2, on the other hand uses a full resolution cursor space of 128 × 128.

Remove: The agent must select a valid connection point in the table workspace. If the brick can be removed without causing collision, the associated brick instance is removed from the table workspace. In LTRON V1, the removed brick replaces any brick instance currently in the hand workspace.

Attach: In LTRON V1, the agent must specify valid and compatible connection points on one brick in the hand workspace and another in the table workspace. If the brick may be placed without collision, the brick in the hand is removed and placed into the table workspace attached to the specified connection point. If the table workspace is empty and there is no destination connection point to select, the agent
may select a valid connection point in the hand workspace alone. This will remove the brick from the hand workspace and add it to the table workspace by placing the specified connection point at the origin. In LTRON V2, the agent must specify both connection points in the table workspace, since there is no hand workspace.

**Add Brick**: The agent specifies a shape id and color id that it wishes to add to the assembly in progress. In LTRON V1, a new brick with the specified shape and color replaces any brick instance currently in the hand workspace. In LTRON V2, the hand workspace no longer exists, so the new brick is placed in the table workspace, in a floating location above the existing assembly that is computed using the bounding box of existing bricks, or at the origin if no bricks are present.

**Rotate**: The agent must select a valid connection point on a brick in the table workspace. If rotating the brick will not cause collision, the brick is rotated by the a specified discrete angle about the primary axis of the connection point.

**Translate**: In LTRON V2, we added a Translate action mode which allows the agent to shift a brick by a fixed amount, using the cursor to select a connection point and specifying a discrete direction and offset value. We found this useful for helping the agent recover from small mistakes.

**Rotate Camera Left/Right/Up/Down/Frame**: In some cases it may be necessary to view an assembly from different viewpoints in order to effectively manipulate it, so we provide five actions for each workspace that the agent can use to manipulate the camera. The first four rotate the camera up, down, left or right about a fixed center point. Rotating left and right rotates by 45 degrees about the scene’s up-axis, while rotating up and down alternate between a downward viewing angle 30 degrees above the center point and an upward viewing angle 30 degrees below the center point. The fifth Frame camera action moves the camera’s fixed center point to the centroid of the current brick assembly.

**Switch Phase**: Finally there are two additional actions that switch from the Break phase to the Make phase, and that end the episode
when the agent is finished building. Switching from the Break phase to the Make phase clears both workspaces.

4.3.4 Dataset

We provide three sources of scene files to train and evaluate agents on these tasks. The first is a set of fan-made reproductions of official LEGO sets that have been uploaded to the Open Model Repository (OMR) [51]. The second is a set of randomly constructed (RC) assemblies that we have generated with the LTRON simulator by attaching bricks together at random, designed as a large source of unstructured assemblies from a common distribution. Note that there are two versions of this data, one corresponding to LTRON v1 and another corresponding to LTRON V2. The difference is that an update in LTRON V2 it necessary to regenerate the randomly constructed data to ac-
count for a more precise collision checker. The final set of scene files are randomly constructed vehicles (RC-V). Like the randomly constructed assemblies, these were designed to use a smaller set of bricks from a common distribution, but are much larger models and contain a more recognizable structure.

The OMR contains 1727 files that are incredibly diverse, ranging in size from 5 to 7302 bricks. The sets come from over fifty distinct product categories such as “City,” “Castle,” and “Star Wars” that have been released over a span of several decades and use 1790 distinct brick shapes. These files have many properties in common with other naturally occurring data sources such as a long tail of increasingly rare bricks, and edge-cases that are difficult to model. This is a blessing to researchers who are interested in building models that can handle complex data distributions, and a curse to those looking for quick progress. In general these models are much larger than we are presently able to train on. Both the mean and the median number of bricks in a scene is more than one hundred, which is too large for the methods we consider in the next chapter. In order to generate a large amount of training data with smaller scenes, we have sliced these models into compact connected components using the connection points to find groups of connected bricks. In all cases we have used a master train/test split on the original files to inform the train/test on all slices of those files. Table 1 shows the train test splits for these slices. See the supplementary material for more details on the statistics, slicing procedure and cleaning process of this data.

In contrast to the OMR data above, our randomly constructed (RC) models are built by iteratively selecting brick shapes and colors at random and attempting to connect them to other bricks using randomly selected compatible connection points. This provides a much larger source of data that is in many ways easier to use for training, but unfortunately has many qualitative differences from the more natural OMR data. For example OMR scenes with a similar number of bricks tend to be much more compact than our randomly generated files as a byproduct of the human designers’ preferences for tightly fitting configurations. Similarly, the OMR scenes exhibit more
symmetry, and more high-level structure such as clearly identifiable walls and branching structures. Despite these issues, this randomly constructed data is still very useful as a way to explore how the problem becomes easier as we reduce the number of brick shapes.

Our randomly constructed vehicles (RC-V) were generated with a series of scripted rules defining distributions over the vehicle dimensions, swappable components such as tires and windshield shapes, and optional features such as wings, headlights and helicopter blades. When combined, these distributions have over 21 bits of entropy defining the shape of the vehicle and 29 bits of entropy defining its color combinations. These models vary in size from 19 to 73 bricks, making them substantially larger and more complex than the random construction data. Examples of these vehicles can be seen in Figure 12.

4.4 Evaluation

The Break and Make task requires a learning agent to visually inspect a LEGO assembly in order to gather enough information to then build it again from scratch. In order to assess the capability of a learned model, it is necessary to compare the generated assembly that it builds with the target assembly it is trying to copy. We provide four different metrics that attempt to estimate various aspects of the agent’s success.

F1b score: The first metric is an F1 score over bricks in the two assemblies which we refer to as F1b. This metric ignores pose and simply measures whether the agent was able to add the correct bricks to
its estimated assembly regardless of how they are connected together. For this metric, we first remove pose information from the generated assembly $\hat{a}$ and the target assembly $a^*$ to produce a multi-set of brick shape and colors $m^* = \{(s_{0}^*, c_{0}^*), \ldots, (s_{n}^*, c_{n}^*)\}$ for the target assembly and another $\hat{m} = \{(\hat{s}_{0}, \hat{c}_{0}), \ldots, (\hat{s}_{n}, \hat{c}_{n})\}$ for the assembly the agent generated. We can then compute true positives, false positives and false negatives as:

\[ TP_b = m^* \cap \hat{m}, \quad FP_b = \hat{m} - m^*, \quad FN_b = m^* - \hat{m} \]

We then use these three quantities to compute an F1 score. An example showing the true positives, false positives and false negatives in an example scene are shown in Figure 13. Getting a score of 1.0 on this problem is necessary to rebuilding the assembly correctly, but it is not sufficient. This metric is still useful though because it allows us to categorize errors. If the agent was not able to rebuild the structure, but was able to identify the necessary bricks for that structure, then it may give us guidance for which aspect of the system needs the most improvement.
Figure 13: True positives, false positives and false negatives under the F1\textsubscript{b} metric.

Figure 14: True positives, false positives and false negatives under the F1\textsubscript{a} metric.

\textbf{F1\textsubscript{a} score:} Unlike F1\textsubscript{b}, F1\textsubscript{a} includes pose and is designed to measure the accuracy if the entire assembly. In this metric, we first define a rotation threshold $\theta_\epsilon$ and a distance threshold $d_\epsilon$ and say that two bricks $i$ and $j$ are \textit{aligned} iff they have the same shape $s_i = s_j$ and color $c_i = c_j$ and their centers are close $||t_i - t_j|| < d_\epsilon$ and the geodesic distance between their orientations is close $G(R_i, R_j) < \theta_\epsilon$. An example is shown in Figure 14. Note that while our action space is discrete, there are many bricks that contain connection points at odd angles. Connecting bricks to these connection points results in a wide variety of possible orientations that a brick can assume. Rather than dealing with this large, but discrete space of orientations directly, we instead use these thresholds with fairly tight tolerances for computing similarity.
Given that we care more about the *relative* position of bricks to each other, than their *absolute* position in the scene, we first compute a single rotation $R_0$ and translation $t_0$ that bring as many bricks in $\mathbf{a}^*$ into alignment with $\mathbf{ã}$ as possible. We then consider each brick in $\mathbf{ã}$ to be a true positive if it is aligned with another brick in $\mathbf{a}^*$ and consider it to be a false negative otherwise. Any brick in $\mathbf{a}^*$ that is not aligned to a brick in $\mathbf{ã}$ is a false negative. We then use these quantities to compute $\text{F}_1_{\mathbf{a}}$.

**AED**

![Estimated vs. Ground Truth](image)

*Figure 15: Example of edits considered by the AED metric.*

**Assembly Edit Distance (AED):** While this $\text{F}_1_{\mathbf{a}}$ metric gives us a useful measure of similarity between two assemblies, it is possible that it may over-penalize some small mistakes. Consider the case where a long chain of bricks has been reconstructed correctly except for a single mistake in the middle. Because of the single rigid transform $R_0$ and $t_0$, we can only align either the top half or the bottom half of the reconstruction $\mathbf{ã}$ with the target assembly $\mathbf{a}^*$, and will incur a massive penalty for this single mistake. To mitigate this, we introduce Assembly Edit Distance (AED): we compute $R_0$ and $t_0$ as before, but once this is done, we mark all bricks that are aligned under this transformation and remove them from their respective assemblies. We then repeat this process with the remaining bricks and count how many rigid alignments must be computed until either the scene is empty, or the remaining bricks cannot be aligned because their shapes or colors do not match. We then add an additional edit penalty of 1, representing a single edit to remove the brick, for each brick in $\mathbf{ã}$ left at the end of this process, and a penalty of 2, repre-
senting an edit to add the brick to the assembly and an edit to move it into place, for each brick in \( a^* \) left at the end of the sequence. An example is shown in Figure 15.

\[
F_{1e}
\]

Figure 16: True positives, false positives and false negatives under the \( F_{1e} \) metric.

**\( F_{1e} \) score:** An added bonus of the AED metric is that it can be used to compute a matching between each brick in the generated assembly \( \hat{a} \) and the target assembly \( a^* \). This matching allows us to compute one final metric: an \( F1 \) score over edges (\( F_{1e} \)), or connections between two bricks. We consider every pair of bricks that are connected to each other in the generated assembly \( \hat{a} \) to be a true positive edge if both of those bricks have been matched to a brick in the target assembly \( a^* \) and the matching bricks in the target assembly are also connected to each other. Otherwise the connected pair is a false positive. Any connected pair in the target assembly \( a^* \) that is not matched in this way is a false negative. Like \( F_{1b} \), this metric can be considered necessary but insufficient, but again it is useful because it lets us characterize the errors made during the build process. An example is shown in Figure 16. If the agent was not able to determine the correct spatial alignment of the bricks, but is able to connect the right bricks together, then it may tell us the agent is struggling with the precise placement necessary to align bricks correctly. This is similar to a metric used in Visual Genome [61], but uses our iterative matching edit distance to compute assignment and has no action/attribute labels on individual edges.
4.5 CONCLUSION

LTRON and the Break and Make challenge offer an ideal environment to study a number of important technical problems in Machine Learning and Artificial Intelligence. First, LTRON provides an ideal environment for studying partially observable conditions that arise from complex physical structures. Second, the LTRON simulator offers an environment to explore interactive building and construction problems at a level of detail and granularity that has not previously been possible. Finally Break and Make provides an ideal setting to explore interactive learning algorithms designed for long-term credit assignment, as agents must connect low-level actions taken during disassembly and inspection with reward signals collected in the distant future during reassembly.
SEQUENTIAL PREDICTION MODELS AND INSTRUCTIONNET

5.1 INTRODUCTION

The Break and Make problem introduced in Chapter 4 is designed to train agents to understand and build complex structures using LEGO assemblies. In this problem, an agent must learn to build a previously unseen assembly by actively inspecting it. To do this the agent is given access to an interactive simulator that allows it to disassemble the structure in order to reveal hidden components and see how everything fits together. Once it is confident that it knows the structure, the agent is presented with an empty scene and must build the model again from scratch. This problem is designed to simulate a reverse engineering problem. The agent must take apart a complex structure in order to learn how to make it. By training agents to effectively rebuild these systems, we can discover new tools for understanding and building intelligent systems that can reason about complex structures.

The Break and Make problem is quite challenging, as it requires long-term memory, and interaction with a complex visual environment using a 2D cursor-based action space. In this chapter we describe progress that has been made on this problem. We first show that approaches using sequential prediction models based on Transformers and LSTMs can achieve modest success on small assemblies. These models were trained using LTRON V1.

We then discuss a new model InstructioNet for this problem that uses an explicit memory to store a stack of self-curated instruction images. InstructioNet slowly adds to this memory by iteratively disassembling part of the model, then saving its most recent observation to the top of this instruction stack. This stack provides the model with
a series of short-term visual targets to use when reassembling the model later on, just like a real-world LEGO instruction book. When rebuilding the model the agent only has to reason about its current observation and the page of the instruction stack that it is currently working on. Once the agent’s current assembly matches this instruction, it can turn the page and get a new short-term target to work towards. Figure 17 shows a successful example of this on the RC-Vehicles dataset. InstructioNet was trained using LTRON V2. While this slightly complicates direct comparison between the sequential prediction models and InstructioNet, the relative improvement of InstructioNet is larger than can be plausibly explained by the differences between LTRON V1 and V2.

In addition to this memory-based model, we also detail several practical components that are either necessary or improve training performance in this space. These include online imitation learning, conditional action heads and new loss functions for the dense 2D cursor-based action space.

5.2 RELATED WORK

5.2.1 Memory

Memory structures for interactive problems have been studied for decades. Early attempts at implicit (problem-agnostic) memory structures include simple RNNs[55, 98] and more complex variants such as LSTMs[44] and GRUs[14]. These methods propagate information forward in time using specialized network architecture. Neural Turing Machines [37] use a learned external memory module to read and write to long term storage. Recently attention-based transformers[126] have become one of the most popular ways to build neural networks that rely on past information to make future decisions. While transformers are quite effective, they are computationally expensive for large sequences of observations, which limits their use for very long-term memory.
in contrast to implicit memory structures, explicit memory uses some knowledge of the environment or task in order to build a structure more appropriate to the problem. this can come in the form of geometric or topological map building such as in SLAM[15, 42, 65], semantic maps in embodied navigation[34] or more complex struc-
Figure 18: The first half of the make phase of InstructioNet completing the Break and Make task on a previously unseen example from RC-Vehicles. The make phase of this sequence is shown in Figure 17. The second half of the make phase is shown in Figure 19.

...structures that combine multiple components[11]. Our InstructioNet uses an explicit memory structure designed around the intuitive understanding that assembling a structure can be completed in the reverse order of disassembling it. This motivates the use of a stack that allows...
Figure 19: The second half of the make phase of InstructioNet completing the Break and Make task on a previously unseen example from RC-Vehicles. The first half of this sequence is shown in Figure 18. The break phase is shown in Figure 17.

the agent to sequentially build up a series of experiences, and then pop them off one-by-one in reverse order later.

5.2.2 Inverse-Graphics

Reconstructing geometry and reasoning about 3D structures from images has been an important issue in research fields such as computer-aided design[23, 145] and robotics [12, 63, 113]. In particular, prior works such as [67, 138] use 3D shapes while [82, 87, 149] use images to guide the inverse inference process. However, when building com-
plex structures such as LEGO models, it is challenging to generate a set of sufficient visual images to predict the reconstruction without dynamically interacting with the object or the environment.

5.3 Sequential Prediction Models

5.3.1 Architecture

Our sequential prediction models use LSTM and Transformer sequence-based models to keep track of the entire sequence of observations in order to make informed decisions later. These models were built using the LTRON V1 interface.

The most competitive of these models, which we refer to as StudNet are based on the popular Transformer[125] architecture. In this model, the input images are first broken into $16 \times 16$ pixel tiles similar to the VIT architecture[22]. The model then extracts features from each tile using a learned linear layer and two positional embeddings, one that encodes the tile’s XY coordinates in the image and another that encodes the tile’s frame id in the temporal sequence. We unroll the XY coordinates of the image into a single one-dimensional coordinate space and concatenate the coordinates of the table image and the hand image so that a single index can be used to determine which image the tile belongs to and its 2D location. These tile features are then fed into a transformer that uses GPT-style[89] causal masking to prevent tokens that occur early in the sequence from paying attention to later tokens.

Transformer models notoriously require very large memory due to the $N^2$ attention mechanism that allows for long-range connectivity between tokens in the sequence. In order to make this architecture tractable on the long sequences of tokens produced by LTRON, we employ a simple but effective data compression technique: at each step we only include image tiles which have changed since the previous frame. In the first frame, we also remove all tiles that contain only the solid background color. Given that manipulating a single brick usually only changes a small portion of the image, this results
in substantial savings. In addition to the image tiles, we provide a
token that specifies the current phase (Break or Make).

The Break and Make task requires an agent to take both discrete
high-level actions as well as select low-level pixel locations to assem-
ble and disassemble bricks. We model this using five separate heads: a
mode head that selects one of the primary action types (see Figure 10)
to take at each step, a shape selector head and color selector head that
are used when picking up a new brick, and a table location and hand
location heatmap that is used to select pixel locations for brick inter-
action. The shape and color heads are linear layers that project from
the transformer hidden dimension to the number of shapes and col-
ors used in a particular experiment. Unfortunately we cannot decode
a dense heatmap for the pixel locations directly from the tokens com-
ing out of the transformer encoder because our compression strategy
throws many of these tokens away. We experiment with two different
decoder styles to address this issue.

The first, which we refer to as StudNet-A uses a separate trans-
former decoder layer. This layer receives a dense positional encoding
as the query tokens, and the output of the encoder as the key and
value tokens resulting in a dense output. Although some details dif-
fer, this is similar to the Perceiver IO[49] and MAE[40] models that
do primary computation at a lower resolution and use cross-attention
to expand to dense output when necessary. We decode at 16 × 16 res-
olution and upsample to 64 × 64.

The second decoder, which we refer to as StudNet-B, feeds the
input images through a small convolutional network to produce a
64 × 64 feature map for the table and a 24 × 24 feature map for the
hand. In our experiments we use the first layer of a Resnet-18[41] for
this. Two additional heads, one for the table workspace and another
for the hand workspace, compute a single feature from a per-frame
readout token, and use dot-product attention with the convolutional
feature map to produce a heatmap of click locations.

We also use an LSTM baseline. This model takes guidance from
the ALFRED Dataset [107] which similarly requires an agent to rea-
son about high level actions as well as pixel-based selection. In this
network, the images from both the table and hand workspaces are fed through a Resnet-18 backbone \cite{he2016deep}, and are then concatenated and passed to an LSTM. The output of this LSTM is then decoded using five heads. The first three produce the mode, shape and color actions. The second and third heads tile the LSTM feature to match the shape of the table and hand resnet features, then upsample these with UNET-style \cite{ronneberger2015u}/FPN \cite{lin2017feature}-style lateral connections from the image encoder to produce a dense feature that is used to select cursor locations. In experiments we use two versions of this model, one trained from scratch, and another where the Resnet-18 backbone has been pretrained on a pixel-labeling task designed to densely predict brick shapes and colors. The network structure for these models can be found in Figure \ref{fig:model}

\subsection{Training}

We train the sequential prediction models above using behavior cloning on offline sequences. In order to generate these sequences, we have developed a visual planner that interfaces directly with LTRON. This planner uses hidden state information combined with rendered occlusion maps to reason about which bricks are currently visible in the scene and plan assembly and disassembly sequences accordingly. While this information allows the planner to determine which bricks can be manipulated, it does not strictly guarantee that the visual information acquired during the planning process is enough to unambiguously resolve the full 3D structure of the scene, or correctly identify the shapes of every brick. This is due to the fact that many brick
shapes look identical to others when viewed from certain angles or under partial occlusion, and so it may be important to change the camera viewpoint or disassembly order to resolve these ambiguities. Due to the large number of brick shapes, we have not attempted to exhaustively catalogue when and how these ambiguities arise for every combination of brick shapes. Therefore the planner currently has no way of knowing when these conditions occur.

The visual planner can be quite slow and uses a two-stage process that requires reasoning over groups of individual actions. Both of these issues make it difficult to use the planner as an expert for methods such as DAgger\cite{96} that require the expert to produce labels for sequences generated by the model. We therefore do not attempt to solve Break-and-Make using these approaches at the present time, and limit ourselves to methods that can train on a static dataset. Building improved planners with the ability to quickly provide high-quality actions would be beneficial for this problem.

5.4 SEQUENTIAL PREDICTION EXPERIMENTS

5.4.1 Break and Make Results

We evaluate the baseline models on the Random Construction and Sliced OMR datasets at three fixed scene sizes: two bricks, four bricks and eight bricks. While these scenes are quite small compared to the complete models in the Open Model Repository, they often require dozens of interaction steps to complete and present a challenging problem.

On the random construction data with six brick types and six colors, all models make substantial progress on small scenes. Table 2 shows the models’ performance on each of these tasks under the four metrics described in Section 4.4. Note that performance drops substantially as the scenes get larger.

The Sliced OMR dataset contains 1790 brick shapes and 98 colors making it structurally and visually significantly more challenging than the random construction dataset. Table 3 illustrates that all of the
models we tested score significantly lower on this dataset. In particular our StudNet-A transformer architecture fails to correctly learn to switch from disassembling to rebuilding the LEGO models and thus scores very poorly across all of our metrics. Our StudNet-B architecture shows the best overall performance, demonstrating that progress can be made even on the most challenging 8 brick dataset. This illustrates not only that Break-and-Make is a fundamentally hard problem, but also that its difficulty can be regulated by the dataset selection while maintaining the same action space and problem structure. This allows future work to make meaningful progress on simple datasets like Random Construction and then progress to ever more difficult datasets.

Given the relatively low performance of the models presented here on the break and make task, we also conducted several experiments designed to discover which part of this problem is most difficult.

Table 2: Test results of our four models on randomly constructed assemblies across three scene sizes. See Section 4.4 for details on metrics.
5.4 SEQUENTIAL PREDICTION EXPERIMENTS

Open Model Repository (OMR)

<table>
<thead>
<tr>
<th></th>
<th>F1_b ↑</th>
<th>F1_e ↑</th>
<th>F1_a ↑</th>
<th>AED ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC-2</td>
<td>0.43</td>
<td>0.33</td>
<td>0.31</td>
<td>2.76</td>
</tr>
<tr>
<td>LSTM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretr. LSTM</td>
<td>0.45</td>
<td>0.34</td>
<td>0.33</td>
<td>2.86</td>
</tr>
<tr>
<td>StudNet-A</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>3.99</td>
</tr>
<tr>
<td>StudNet-B</td>
<td>0.36</td>
<td>0.18</td>
<td>0.29</td>
<td>3.74</td>
</tr>
<tr>
<td>RC-4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM</td>
<td>0.10</td>
<td>0.03</td>
<td>0.07</td>
<td>7.67</td>
</tr>
<tr>
<td>Pretr. LSTM</td>
<td>0.04</td>
<td>0.01</td>
<td>0.03</td>
<td>8.16</td>
</tr>
<tr>
<td>StudNet-A</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>8.08</td>
</tr>
<tr>
<td>StudNet-B</td>
<td>0.14</td>
<td>0.02</td>
<td>0.12</td>
<td>8.30</td>
</tr>
<tr>
<td>RC-8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>16.01</td>
</tr>
<tr>
<td>Pretr. LSTM</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>15.97</td>
</tr>
<tr>
<td>StudNet-A</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>16.01</td>
</tr>
<tr>
<td>StudNet-B</td>
<td>0.05</td>
<td>0.00</td>
<td>0.04</td>
<td>16.05</td>
</tr>
</tbody>
</table>

Table 3: Test results of our four models on sliced Open Model Repository assemblies across three scene sizes. See Section 4.4 for details on metrics.

5.4.2 Automatic Brick Selection

In order to test various components of this system, we first modified the environment to provide the correct "Add Brick" actions (selection of brick shape and color to insert into the scene) automatically when necessary. If numbers on this experiment improved dramatically, this would indicate that the models were having difficulty remembering the brick shapes and colors that were observed during the Break phase. For the sake of space, we ran this experiment on the randomly constructed 2-brick assemblies using the StudNet-B model. As shown in Table 4 this yields a very small performance gain. This result, taken together with the fact that the $F_{1b}$ score strongly outperforms the $F_{1a}$ score in almost all experiments indicates that remembering the brick shape and color, and learning when to insert them is not a primary source of error.
### 5.4.3 Detection

We also extracted frames from the random 2-brick assemblies and trained a single-frame FCOS\([123]\) detection model with additional heads to predict 3D position and orientation. This is designed to determine if estimating the 3D pose of the bricks in a single frame is a possible point of failure. To evaluate this model, we use an AP score where we consider an estimated brick to be a true-positive match with a ground truth brick if their shapes and colors match, and their poses are within 30 degrees and 8mm of each other. In this setting a ResNet50 backbone scores 0.97 AP, a ResNet18 backbone scores 0.96 AP and a transformer backbone scores 0.81 AP. These results indicate that estimating the identities and poses of the bricks in a single frame is also not a major challenge.

Taken together, these automatic brick selection and detection results provide indirect evidence for the hypothesis that the most challenging part of this problem is the need for spatially-precise long term memory, and a large interactive action space.

### 5.4.4 Fine Tuning

We also conducted an experiment to test whether a network trained on random construction assemblies could be fine-tuned to the OMR assemblies. Due to the mismatched number of brick shapes and colors, we trained new color and shape heads for the OMR data. As shown in Table 5 performance actually gets slightly worse, except for edit distance, which improves slightly.

---

### Table 4: Test results when providing ground truth brick insertion operations (bottom) compared to original performance (top).

<table>
<thead>
<tr>
<th>Ground Truth Insertion</th>
<th>F1_b</th>
<th>F1_c</th>
<th>F1_a</th>
<th>AED</th>
</tr>
</thead>
<tbody>
<tr>
<td>StudNet-B Original</td>
<td>0.87</td>
<td>0.77</td>
<td>0.57</td>
<td>1.30</td>
</tr>
<tr>
<td>StudNet-B GT-Insert</td>
<td>0.88</td>
<td>0.84</td>
<td>0.57</td>
<td>1.12</td>
</tr>
</tbody>
</table>

- F1_b: F1 score for brick identification
- F1_c: F1 score for color matching
- F1_a: F1 score for pose matching
- AED: Average edit distance
5.4.5 *Human Baseline*

In order to make sure the Break and Make task is possible using the interface provided, we also conducted a small user-experiment. Using a rudimentary interface, we were able to perfectly reconstruct 8 out of 10 randomly sampled scenes from the Random Construction 2 dataset. The two failures contained a single placement mistake each which could not be fixed within the maximum episode length. This would yield $F_{1b}: 1.0$, $F_{1e}: 1.0$, $F_{1a}: 0.90$ and an AED: 0.2, which is far better than any of the baseline models. This shows that the task is feasible, and that there is substantial room for improvement in the approaches here.

5.4.6 *Qualitative Examples*

Figure 21 shows ten randomly chosen target assemblies and assemblies predicted by the Studnet-B model on each dataset. Very few examples are completed precisely correct. In the random 2-brick, 4-brick and the OMR 2-brick examples, the agent is able to build an assembly using the correct bricks but fails to connect them correctly. The model largely fails to build anything resembling the target for the random 8-brick and OMR 4-brick and 8-brick scenes. This clearly demonstrates the difficulty of this problem even in simple settings, and shows how the problem becomes more difficult as the number of bricks per scene increases, and the total number of bricks used in the dataset increases. See the supplemental video for an example of a successful episode on a 2-brick model generated with the Studnet-B model.

<table>
<thead>
<tr>
<th>Pretrain/Fine Tune</th>
<th>$F_{1b}$</th>
<th>$F_{1e}$</th>
<th>$F_{1a}$</th>
<th>AED</th>
</tr>
</thead>
<tbody>
<tr>
<td>OMR 2 Brick</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>StudNet-B Original</td>
<td>0.36</td>
<td>0.18</td>
<td>0.29</td>
<td>3.74</td>
</tr>
<tr>
<td>StudNet-B Finetune</td>
<td>0.29</td>
<td>0.11</td>
<td>0.25</td>
<td>3.32</td>
</tr>
</tbody>
</table>

Table 5: Test results when using a model pretrained on the Random-2 dataset and fine-tuning on OMR-2 (bottom) compared to training from scratch on OMR (top).
5.5 INSTRUCTIONET MODELS

5.5.1 Architecture

Our new model InstructioNet uses the LTRON V2 interface, and works by storing an explicit stack of instruction images in order to
remember the structure of an assembly at various stages of deconstruction. To do this, we augment the action space discussed in the previous section with two additional Push Instruction and Pop Instruction actions. Push takes the current image from the simulator and adds it to the top of the instruction stack, while Pop removes the top image from the instruction stack.

Our learned policy takes in the current image from the simulator as well as the top image of the instruction stack. During the Break phase when the agent is trying to gather more information about the LEGO assembly, the agent can compare these two images and see if they are similar. If they are, then the agent should disassemble the model further. Otherwise, the agent should take the Push action to store the new information that has just been gathered. After completing this process several times, the agent should have an instruction stack with an image of the fully completed assembly on the bottom, and increasingly disassembled images as you move closer to the top. At the start of the Make phase, the agent will be presented with an empty scene, so the current image from the environment will be empty, while the top of the instruction stack will contain the last brick the model saw during the disassembly process. The agent must then build until the assembly in the current image matches the assembly in the top instruction image. When they match, the agent can take the Pop action and will then reveal a new instruction image with slightly more of the original assembly remaining. In this way, the model only needs to reason about two images at a time, which greatly reduces the complexity of the policy.

The learned policy is implemented using a modified vision transformer[22] with multiple heads that are responsible for different components of the action space. Like the StudNet baselines, this model tokenizes the workspace and the instruction images into $16 \times 16$ pixel patches. Given that the LTRON V2 environment produces images that are $128 \times 128$ pixels, this results in 64 tokens per image. The patches from both images are passed through a single linear layer and added to a learned positional encoding. The model then concatenates a single decoder token and a binary embedding of the current phase
(Break or Make) for 130 total tokens. The transformer consists of 12 blocks with 512 channels and 8 heads each. Note that because the model only needs to consider two images at the same time, it is not necessary to employ the compression trick that discards unchanged tiles in this model.

To compute an action, the output of the decoder token is then passed through a set of decoder heads to predict distributions for the action mode such as Remove, Attach, or Rotate Brick and mode-specific parameters such as Rotate Direction when performing a Rotate action or Brick Shape and Color when inserting a new brick. In order to predict 2D cursor click and release locations, the 64 output tokens of transformer blocks 3,6,9 and 12 that correspond to the current image are combined using two separate DPT[91] decoders to produce dense feature maps at the resolution of the original input image. We found it beneficial to condition these click locations on the high level action and parameters sampled from the initial decoder heads. This is accomplished by passing the sampled high level actions to an embedding layer and adding the resulting feature to the output of the decoder token. This value is then used to compute a distribution over click locations using dot product attention over the dense features computed by the DPT decoder. This conditional structure is similar to models used in game AI with complex action spaces [128]. Figure 22 shows our policy model and how these components fit together.

Figure 22: Architecture of the InstructioNet model.
5.5.2 Training

When developing LTRON V2, we have built a fast expert in LTRON V2 that can provide online supervision for trajectories generated by the learning model during training. This allows us to train the InstructionNet model using online imitation learning similar to DAgger[96]. This is in contrast to the planner used to train the baselines in LTRON V1, which uses an expert that is too slow for online labeling and can therefore only be used to generate a single static dataset. Note that while our new expert is much faster, it is weaker and is not able to construct plans in cases where the agent makes too many mistakes or deviates too far from the target assembly. In these cases, we simply terminate the training episode early. In many cases, there are multiple possible best actions that the expert could suggest. When this happens, one of them is selected at random.

The online training algorithm alternates between generating new data by acting in the environment according to either the expert or the learning model, and then training on a randomized subset of the data generated over the past several iterations. When generating data, a fixed percentage of the environment steps are generated by sampling actions according to the expert, and the rest are sampled by acting according to the agent. For our main experiments, we found that a mix of 75% expert-generated and 25% model-generated data worked well. Note that regardless of which model is controlling the simulator, the expert’s actions are always used for supervision. Incorporating trajectories generated by the agent in this way allows the model to learn to recover from its mistakes: when the model takes an inappropriate action it will reach part of the state space that would not have been encountered if acting according to the expert, yet seeing the expert’s advice in these states shows the model how to correctly recover from this behavior.

As noted by Czarnecki et al. [18], this method of using the model to generate data with direct supervision from the expert can be unstable. This instability occurs frequently when the data distribution shifts as the model gets better at some parts of the state space and learns to
take different actions. This problem is exacerbated in settings with long trajectories where many nearby frames appear similar to each other. If proper care is not taken, the model can quickly overfit to the data it has most recently seen and catastrophically forget prior examples. The original DAgger algorithm addresses this by periodically retraining the entire model on all data collected so far. Unfortunately, this is somewhat impractical for long training runs with millions of steps. To mitigate this issue we maintain a replay buffer and train on data randomly sampled from this experience. Algorithm 1 provides the pseudo-code we use to train our model.

**Algorithm 1 Online Training**

```
Require: LTRON Environment Env
Require: Expert \(\pi^*\)
Require: Total Steps \(N_{\text{steps}}\)
Require: Epoch Rollout Steps \(N_{\text{steps/epoch}}\)
Require: Epoch Train Steps \(N_{\text{train/epoch}}\)
Require: Max Dataset Size \(C\)
Require: Expert-guided percentage \(\alpha\)

\[\pi_0 = \text{InitializePolicy()}\] \(\triangleright\) Initialize the Policy

\[D = {}\] \(\triangleright\) Initialize an empty dataset

\[o = \text{ResetEnv}(\text{Env})\] \(\triangleright\) Get the first observation

while \(i < N_{\text{steps}}\) do

\[\text{for } j = 1 \text{ to } N_{\text{steps/epoch}} \text{ do}\] \(\triangleright\) Collect data

\[a^* \sim \pi^*(o)\] \(\triangleright\) Sample action from expert

\[a \sim \pi_0(o)\] \(\triangleright\) Sample action from Learner

if \(j/N_{\text{steps/epoch}} < \alpha\) then

\[o = \text{StepEnv}(\text{Env}, a^*)\] \(\triangleright\) Execute expert’s action

else

\[o = \text{StepEnv}(\text{Env}, a)\] \(\triangleright\) Execute learner’s action

end if

Append\((D, (o, a^*))\) \(\triangleright\) Add experience to D

if \(|D| > C\) then

Evict(D) \(\triangleright\) Evict the oldest entry from D

end if

end for

\[\text{for } j = 1 \text{ to } N_{\text{train/epoch}} \text{ do}\] \(\triangleright\) Train

\[(o, a^*) \sim D\] \(\triangleright\) Sample a batch

\[\text{Train}(\pi_0(o), a^*)\] \(\triangleright\) Train learner with expert action

end for

\[i = i + N_{\text{steps/epoch}}\]

end while
```
We also experimented with several approaches to computing losses for the cursor click and release locations in the InstructioNet model. During online training, we would like the click-and-release decoders to each produce a distribution over locations that can be sampled in order to generate a variety of training data. To compute the probability of clicking on a particular pixel \( p(i, j) \), the dense raw value \( x_{i,j} \) predicted at that pixel location is normalized using a standard softmax:

\[
p(i, j) = \frac{\exp(x_{i,j})}{\sum_{i',j'} \exp(x_{i',j'})}
\]

When the expert’s action suggests clicking on a particular LEGO connection point in the scene, there are usually multiple “acceptable” pixels that correspond to the same connection point which complicates the choice of loss function that we use.

One option is to use binary cross-entropy loss using the mask of acceptable pixel locations as a target. This assumes a different probabilistic interpretation of the output, one where multiple pixels can be chosen at the same time instead of just one, but still may be a useful way to encourage the model to put a high probability on the acceptable pixels. This loss function encourages the model to increase the probability of all acceptable pixels, without considering the cross-pixel relationships.

Another option commonly used in keypoint detection is to construct target heatmaps using a small Gaussian distribution around correct locations and supervise the output values using a mean-squared-error loss \([9]\). We opted against this as it does not lend itself well to softmax sampling, and may add probability mass outside the desired pixel boundaries. However, we can use the mean-squared-error loss to simply push all acceptable pixels toward a large positive constant, and all unacceptable pixels towards a large negative constant. Here we used a constant such that if only one pixel in the image assumed the positive constant, and all others assumed the negative constant,
the probability of selecting the single pixel in the softmax would be 0.999. For 128 × 128 pixel images, these constants are ±8.3.

Finally, we consider a loss function in which the probability of acceptable pixels is summed and the probability of unacceptable pixels is summed forming a new two-way distribution. We then supervise this new distribution to maximize the probability of choosing an acceptable pixel using cross-entropy. This loss can be expressed as:

$$L = -\log \sum_{i,j} y_{i,j} \frac{\exp x_{i,j}}{\sum_{i',j'} \exp x_{i',j'}}$$

This allows the model to place probability mass on any of the acceptable pixels while decreasing the probability mass of all unacceptable pixels. We find that this loss function empirically outperforms the others and discuss these findings in Section 5.6.3.

5.6 Instructionet Experiments

5.6.1 Break and Make Results

To evaluate the effectiveness of the InstructioNet model, we trained it on our modified version of the Break and Make task using the randomly constructed assemblies and vehicles discussed in Section 4.3.4. In order to focus on construction ability and avoid the confounding issues of long-tailed part distributions, we did not train on the Open Model Repository (OMR) data. Table 6 shows the performance of our model on these datasets compared to the reported numbers of the LSTM, Studnet-A, and Studnet-B baselines from [132]. Note that due to the updated observation space and the small changes to the random construction data due to the improved collision checker, these models should not be considered to have been trained in the same environment, and so the comparisons are only approximate. Also note that while both LTRON V1 and LTRON V2 allow for camera rotation, we found that rotating the camera was not necessary to successfully reassemble the models in the datasets considered here, so we used a fixed camera angle for all InstructioNeg experiments. Regardless of
these differences, the InstructioNet model is able to reconstruct large models with much greater accuracy than was previously possible, and the large performance gap clearly demonstrates a new level of capability. Note that we were not able to train the LSTM and Studnet methods on the new RC-Vehicles data as they require the entire history of past frames to make each decision. The RC-Vehicles assemblies can take over 150 steps to correctly disassemble and reassemble, which are much larger sequences than we could effectively train on available hardware.

<table>
<thead>
<tr>
<th></th>
<th>$F_{1b}$</th>
<th>$F_{1c}$</th>
<th>$F_{1a}$</th>
<th>AED</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RC-2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>InstructioNet</td>
<td><strong>0.98</strong></td>
<td><strong>0.95</strong></td>
<td><strong>0.93</strong></td>
<td><strong>0.18</strong></td>
</tr>
<tr>
<td>LSTM</td>
<td>0.61</td>
<td>0.38</td>
<td>0.43</td>
<td>2.16</td>
</tr>
<tr>
<td>Studnet-A</td>
<td>0.90</td>
<td>0.86</td>
<td>0.58</td>
<td>1.11</td>
</tr>
<tr>
<td>Studnet-B</td>
<td>0.87</td>
<td>0.77</td>
<td>0.57</td>
<td>1.30</td>
</tr>
<tr>
<td><strong>RC-4</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>InstructioNet</td>
<td><strong>0.80</strong></td>
<td><strong>0.69</strong></td>
<td><strong>0.71</strong></td>
<td><strong>2.39</strong></td>
</tr>
<tr>
<td>LSTM</td>
<td>0.41</td>
<td>0.09</td>
<td>0.13</td>
<td>7.25</td>
</tr>
<tr>
<td>Studnet-A</td>
<td>0.56</td>
<td>0.29</td>
<td>0.24</td>
<td>5.80</td>
</tr>
<tr>
<td>Studnet-B</td>
<td>0.64</td>
<td>0.34</td>
<td>0.25</td>
<td>5.48</td>
</tr>
<tr>
<td><strong>RC-8</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>InstructioNet</td>
<td><strong>0.68</strong></td>
<td><strong>0.62</strong></td>
<td><strong>0.63</strong></td>
<td><strong>6.30</strong></td>
</tr>
<tr>
<td>LSTM</td>
<td>0.02</td>
<td>0.00</td>
<td>0.02</td>
<td>16.05</td>
</tr>
<tr>
<td>Studnet-A</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>15.87</td>
</tr>
<tr>
<td>Studnet-B</td>
<td>0.38</td>
<td>0.14</td>
<td>0.12</td>
<td>13.90</td>
</tr>
<tr>
<td><strong>RC-Vehicles</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>InstructioNet</td>
<td><strong>0.59</strong></td>
<td><strong>0.51</strong></td>
<td><strong>0.53</strong></td>
<td><strong>43.36</strong></td>
</tr>
</tbody>
</table>

Table 6: InstructioNet compared against the LSTM and Studnet baselines. See Section 4.4 for details on these metrics. Note that these methods were not trained on exactly the same data, and are therefore not directly comparable. See 5.6 for details on the direct comparability of these methods.

In addition to the average F1 scores shown in Table 6, we also show a histogram of the distribution of F1 scores for the InstructioNet model on the RC-Vehicles dataset in Figure 23. This data shows that around five percent of the examples are reconstructed perfectly according to the $F_{1a}$ score, while over 20 percent achieve an $F_{1a}$ score
of over 0.8. As shown in Figure 24, a score of 0.8 corresponds to only a few small mistakes.

![Figure 23: Histogram of InstructioNet F1 scores on the RC Vehicles Data.](image)

### 5.6.2 Online Training

In order to show the effectiveness of online training using sequences of actions and observations generated by the learning model, we also train a model on sequences generated only by the expert on the RC-2 and RC-4 datasets. The results are shown in Table 7. While these models make significant progress on these tasks, they consistently underperform relative to the default mixture.

<table>
<thead>
<tr>
<th></th>
<th>F1_b ↑</th>
<th>F1_e ↑</th>
<th>F1_a ↑</th>
<th>AED ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>α 0.75</td>
<td>0.98</td>
<td>0.95</td>
<td>0.93</td>
<td>0.18</td>
</tr>
<tr>
<td>α = 1.0</td>
<td>0.97</td>
<td>0.93</td>
<td>0.90</td>
<td>0.29</td>
</tr>
<tr>
<td>RC-4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>α 0.75</td>
<td>0.80</td>
<td>0.69</td>
<td>0.71</td>
<td>2.39</td>
</tr>
<tr>
<td>α = 1.0</td>
<td>0.77</td>
<td>0.68</td>
<td>0.66</td>
<td>2.88</td>
</tr>
</tbody>
</table>

Table 7: InstructioNet trained with the default split of expert-guided and model-guided data (α = 0.75) compared with a separate model trained with only expert-guided data (α = 1.0). See Section 4.4 for details on metrics.

### 5.6.3 Loss Functions

We evaluate the effectiveness of our cursor loss function by comparing it against the binary cross entropy and constant regression methods discussed in Section 5.5.3. We find that even on the two-brick models, the summed-probability loss outperforms these other tech-
niques. The results are shown in Table 8. Note that due to the difference in magnitude between these losses, we adjusted the learning rates in an attempt to achieve the best results possible. We found that both benefited from a higher learning rate of $5 \times 10^{-4}$ rather than the default $5 \times 10^{-5}$ used for the summed-probability loss.

<table>
<thead>
<tr>
<th></th>
<th>$F_{1b}$</th>
<th>$F_{1e}$</th>
<th>$F_{1a}$</th>
<th>AED</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Summed CE</td>
<td>0.98</td>
<td>0.95</td>
<td>0.93</td>
<td>0.18</td>
</tr>
<tr>
<td>BCE</td>
<td>0.91</td>
<td>0.72</td>
<td>0.72</td>
<td>0.92</td>
</tr>
<tr>
<td>MSE</td>
<td>0.91</td>
<td>0.50</td>
<td>0.66</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 8: InstructioNet trained with the default summed cross-entropy loss compared with Binary Cross Entropy (BCE) and large constant regression (MSE). See Section 4.4 for details on metrics and Section 5.5.3 for loss function details.

5.6.4 Conditional Action Generation

We also test the importance of sequentially conditioning the action heads on one another as discussed in Section 5.5.1 by training a new model where these conditional connections are cut. This corresponds to cutting the magenta connections coming out of the Action Head, Parameter Head and Click Head in Figure 22. We found that cutting these connections leads to training instability where after a certain point the model loses its ability to effectively use the cursor to connect bricks together. In light of this, we report results after 1.7M frames, right before the instability occurs in addition to the default 2.6M frames after the instability occurs. We also report an evaluation of the default model at 1.7M frames for comparison. Note that even before training became unstable, the model without the conditional connections was significantly underperforming the default model. Table 9 shows these results.
5.6 InstructionNet Experiments

We also test the extent to which direct image comparison enables our results. To evaluate this, we retrained our model on the RC-V dataset, but with the camera in each frame rotated about the center of the assembly by $\pm 0.1$ radians, and translated by $\pm 10$ LDU in X, Y, and Z. This means that when comparing the current simulator image with the top image of the construction stack, they will be viewed from slightly different viewpoints, and will not be aligned pixel-by-pixel. For reference, we also report numbers for the original model that was trained without camera motion evaluated on data with camera motion. The results of this experiment is shown in Table 10. Clearly these shifts in viewpoint negatively impact performance in a substantial way even when retrained on this data (see row Motion(T)), though the model is still able to achieve some success. We hypothesize that this decrease in performance is due to the difficulty of accurately comparing small offsets at low resolution. The problem becomes much worse when evaluating the model that was not trained with camera motion on data that contains camera motion (see row Motion(Unt)). In this case the model completely fails given that it was only ever trained on neatly aligned images.

5.6.5 Camera Motion

Given that our model only requires the current simulator image, the top image of the instruction stack and the current phase, we also ex-
To explore the success of the model in a setting where we use the expert to generate the instruction stack during the break phase, but then do assembly with a learned agent using the expert’s instruction stack as input. In this case, the task is more similar to a standard construction task where the agent is given a book of instructions up front. This is similar to building IKEA furniture from paper instructions. Note that the models used here are not retrained, but use the same checkpoints from our main results. The improvement in performance when using the expert instructions aligns with the fact that the model sometimes fails to complete the Break phase on its own. Having access to the expert instructions and starting each episode in the Make phase removes these failure cases. Unsurprising the gap shrinks for smaller models where the overall performance is higher. While it is theoretically possible that the distribution of expert instructions differs from that which is typically produced by the agent, to the extent that this distribution shift exists, it does not appear to be hindering the results here. The result of this experiment is shown in Table 11.

### Hyperparameters

Unless otherwise mentioned, we used AdamW with a learning rate of $5 \times 10^{-5}$, $\beta_1 = 0.9$, $\beta_2 = 0.95$ and weight decay of 0.1. For RC-8 and RC-V, the learning rate was cut to $1 \times 10^{-5}$ after 15.8M frames. Table 12 shows the training hyperparameters for Algorithm 1 used to train the models for each dataset.

<table>
<thead>
<tr>
<th>RC-V</th>
<th>$F_{1_b}$</th>
<th>$F_{1_c}$</th>
<th>$F_{1_a}$</th>
<th>AED</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Motion</td>
<td>0.59</td>
<td>0.51</td>
<td>0.53</td>
<td>46.36</td>
</tr>
<tr>
<td>Motion (Trained)</td>
<td>0.45</td>
<td>0.29</td>
<td>0.33</td>
<td>56.37</td>
</tr>
<tr>
<td>Motion (Untrained)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>78.75</td>
</tr>
</tbody>
</table>

Table 10: InstructioNet with the default training approach (No Motion) compared against a model trained under small camera motion (Motion(Trained)) and the model trained on no motion, but evaluated under camera motion (Motion (Untrained)).
<table>
<thead>
<tr>
<th></th>
<th>F1b ↑</th>
<th>F1e ↑</th>
<th>F1a ↑</th>
<th>AED ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>0.98</td>
<td>0.95</td>
<td>0.93</td>
<td>0.18</td>
</tr>
<tr>
<td>Expert</td>
<td>0.99</td>
<td>0.96</td>
<td>0.96</td>
<td>0.17</td>
</tr>
<tr>
<td>RC-4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>0.80</td>
<td>0.69</td>
<td>0.71</td>
<td>2.39</td>
</tr>
<tr>
<td>Expert</td>
<td>0.86</td>
<td>0.77</td>
<td>0.76</td>
<td>1.94</td>
</tr>
<tr>
<td>RC-8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>0.68</td>
<td>0.62</td>
<td>0.63</td>
<td>6.30</td>
</tr>
<tr>
<td>Expert</td>
<td>0.83</td>
<td>0.75</td>
<td>0.75</td>
<td>4.39</td>
</tr>
<tr>
<td>RC-V</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>0.59</td>
<td>0.51</td>
<td>0.53</td>
<td>46.36</td>
</tr>
<tr>
<td>Expert</td>
<td>0.71</td>
<td>0.63</td>
<td>0.65</td>
<td>33.81</td>
</tr>
</tbody>
</table>

Table 11: InstructioNet evaluated on both Break and Make, and on Make alone using instructions generated by the expert.

5.6.8 Qualitative Evaluation

Figure 24 shows twelve representative failure and success cases of our model on the RC-Vehicles dataset sorted by their F1a score. Example A shows a case where the model fails to complete the Break phase due to a small ornament on top of the car that the model does not realize it needs to remove. In examples B, C, and D the model successfully completes the Break phase, but then struggles to complete the early part of the model. In example E, the model initially placed the wings correctly, but then misclicked as it was placing a later piece and inadvertently moved one of the wings to the wrong location and it was not able to recover. In example F, the model incorrectly built

<table>
<thead>
<tr>
<th></th>
<th>RC-2</th>
<th>RC-4</th>
<th>RC-8</th>
<th>RC-V</th>
</tr>
</thead>
<tbody>
<tr>
<td>N_{steps}/epoch</td>
<td>2.6M</td>
<td>7.9M</td>
<td>19.7M</td>
<td>19.7M</td>
</tr>
<tr>
<td>N_{steps/epoch}</td>
<td>8K</td>
<td>8K</td>
<td>8K</td>
<td>32K</td>
</tr>
<tr>
<td>N_{train/epoch}</td>
<td>16K</td>
<td>16K</td>
<td>16K</td>
<td>65K</td>
</tr>
<tr>
<td>C</td>
<td>32K</td>
<td>32K</td>
<td>32K</td>
<td>131K</td>
</tr>
<tr>
<td>α</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 12: Hyperparameters used to train InstructioNet on different datasets.
Figure 24: Examples of reconstructions from our InstructioNet model trained on the RC-Vehicles dataset. The top right overlay shows the target assembly, while Break or Make indicates which phase the sequence ended in. These examples were chosen to present a diverse array of failure and success cases. See Section 5.6.8 for descriptions of these failure cases and Section 4.4 for an explanation of the evaluation metrics.

the front grille and fails to either undo its mistakes or move on. In example G, the model misplaced one brick in the back of the car and was also not able to correct its mistake. Examples H and I show cases where the model almost completely reconstructs the assembly, but gets hung up on the small ornamental details on the roof. Example J
shows a case where the model accidentally inserted two of the same brick with different colors. Finally, examples K and L show an almost perfect reconstructions where one brick in the middle of the model is incorrect (K) or misplaced (L).

5.7 Conclusion

Interactive scene understanding and construction domains remain a challenging problem for AI agents. We have demonstrated substantially improved performance on the Break and Make problem, using a model with explicit instruction memory. The failure modes of this approach suggest that performance could be improved by working on solutions that avoid getting stuck while disassembling and reassembling. While our approach is successful, it requires an online expert which can provide explicit instructions not only for the inspection and reconstruction process but also for the process of storing and retrieving memory. This limits the utility of this method in real-world settings, where an online expert may not be available. The InstructionNet approach may not be appropriate for problems that do not follow our assumption that assembly can be completed by approximately reversing the disassembly process. Nevertheless the advantage of this method over prior approaches which considered the entire observation history points to the effectiveness of considering only a portion of memory at a time when making decisions.

This approach also shows the value of curating the visual information, and presenting the model with only the data necessary to solve immediate problems. This is in contrast to the sequential model baselines which require the full history of observations at each time step and therefore need to sift through much more data. In addition to the gains from curating the available information, this has important practical computational benefits as well. The InstructionNet model was able to train and evaluate on much larger models than was previously possible precisely because it only accepts two images at a time and does not require simultaneously processing an entire sequence’s worth of data.
While Part I and II considered cases where an agent received either too much, or not enough information, in Part III we instead deal with uncertainty and the question of what to do when you are unsure of whether or not your agent has enough information to accomplish some objective given the data or expert you are using to train it. To explore this we consider the sequential decision making problem of learning from an expert that has access to more information than the learner. For many problems this extra information will enable the expert to achieve greater long term reward than any policy without this privileged information access. We call these experts “Impossibly Good” because no learning algorithm will be able to reproduce their behavior. However, in these settings it is reasonable to attempt to recover the best policy possible given the agent’s restricted access to information. We provide a set of necessary criteria on the expert that will allow a learner to recover the optimal policy in the reduced information space from the expert’s advice alone. We also discuss our approach ELF-Distill that can be used in cases where these criteria are not met and environmental rewards must be taken into account. This contains material originally published as “Impossibly Good Experts and How to Follow Them” at ICLR ’23[131]
Sequential decision making is one of the most important problems in modern machine learning theory and practice. Reinforcement learning from an environmental reward signal is a powerful but unwieldy tool for attacking these problems. In contrast, imitation learning can be much more sample efficient and empirically easier to train than reinforcement learning, but requires a powerful expert that can either provide an offline dataset of instructions or online supervision. In many practical settings, these experts have access to more information than the learning agent. This can occur when using human demonstrators to train robots that have inferior sensors, or in simulated environments where a synthetic expert uses hidden simulator information to train an agent. In these settings, it is possible that the expert’s additional information makes it more powerful than any learning agent that does not have access to the hidden information. We call these experts “Impossibly Good” and show that learning from them using techniques that do not incorporate environmental rewards can cause the agent to drastically underperform the optimal policy in the reduced information space.

For example, consider a simulated robot tasked with retrieving a cell phone in an unknown apartment consisting of multiple rooms. The robot observes the world using a camera and is not given the location of the phone in advance, so it must explore each room in order to find it. Because this is a simulated environment, we can construct an expert that knows not only the location of the phone, but also the exact layout of each room and can compute the shortest path from the robot to the phone. We can then use this expert to construct a
large corpus of training data across any number of apartments and phone locations. While these demonstrations may be optimal according to the expert that knows the phone’s location, they crucially do not provide any demonstrations of the exploratory behavior that is necessary for the robot which must rely on its more limited sensors.

At test time, the robot may need to explore many empty rooms before finding the one that contains the phone, but the expert has always walked directly to the goal and so it has never shown the robot what to do when encountering an empty room. In this case the expert is impossibly good because on average, it can reach the phone much faster than any agent that does not have access to the map, but must explore each room one by one. While we may be able to learn some important skills from this expert, we are crucially missing demonstrations of other necessary behavior, and so learning from this expert’s advice alone may cause the robot to fail.

Our goal in these settings is to find an algorithm that retains the efficiency of imitation learning, while incorporating just enough reward feedback from the environment to achieve success. To address this, we introduce a new technique called ELF-Distillation (Explorer Learning from Follower). The key insight of this approach is to train one follower policy using the advice of the impossibly good expert alone, and then use the estimated long-term value of this policy to drive exploration of a second explorer policy using reward shaping. These two policies are trained jointly so that the explorer policy can be used to inform the distribution of states from which the follower must learn.

In order to study these problems, we have constructed a suite of Minigrid[13] and Vizdoom[144] environments that clearly demonstrate the challenges of learning from impossibly good experts. While these are toy problems, they are quite challenging for many strong baselines and related approaches, and allow us to clearly demonstrate the necessary concepts in a setting that avoids confounding implementation details.
6.2 Impossibly Good Experts

In order to study learning from an expert with more information than the learning agent, we use the framework of Partially Observable Markov Decision Processes (POMDPs), [56], a generalization of Markov Decision Processes (MDPs) [117] to situations where an agent must make decisions using limited observations. The goal in these settings is to sequentially make decisions in discrete time based on feedback from the environment in order to maximize a reward signal. See Chapter 2 for details, and make particular note of the non-Markovian nature of POMDP observations, which requires policies to act over trajectories instead of single observations.

In our setting, a learning agent’s policy $\pi_L$ is a differentiable function mapping a trajectory to a normalized distribution over actions. We define $\pi_L(\tau)$ as the agent’s action distribution after witnessing the history $\tau$. We also define the model class $\Pi_L$ to be the set of all possible learnable policies. During training we assume access to an expert policy $\pi_E$ which is a non-differentiable function that also maps a trajectory to a normalized distribution over actions.

In order to reason about agents and experts that have different information, we consider a POMDP with two separate observation functions. The first $\sigma_L = O_L(s)$ produces an observation that the agent sees, while the second $\sigma_E = O_E(s)$ produces an observation that the expert sees. This allows us to reason about a trajectory in the underlying state space $\tau_S$ and map it to a corresponding trajectory of observations for the agent $\tau_L$ and a separate trajectory of observations for the expert $\tau_E$.

$$\tau_S = \{ (s_1, a_1, r_1), \ldots, (s_N, a_N, r_N) \}$$

$$\tau_L = \{ (O_L(s_1), a_1, r_1), \ldots, (O_L(s_N), a_N, r_N) \}$$

$$\tau_E = \{ (O_E(s_1), a_1, r_1), \ldots, (O_E(s_N), a_N, r_N) \}$$

The observational trajectory $\tau_L$ represents what the learning agent observes while interacting with the environment, while the state tra-
A trajectory $\tau_S$ represents the ground truth state of the world which is unknown. For non-deterministic observation functions we use $O_L(o_L|s)$ and $O_L(\tau_L|\tau_S)$ to represent the probability of a state $s$ or state space trajectory $\tau_S$ producing an observation $o_L$ or observation trajectory $\tau_L$.

We assume a model-free setting in which the states, observation functions, transition dynamics and reward dynamics are all unknown to the learning algorithm. Instead during training, the algorithm interacts with the environment, and receives observations and a scalar reward in the form $\{o_L, o_E, r\}$ with the assumption that $o_L$ and $o_E$ were generated from the same unknown state $s$. The learning algorithm also has access to an expert $\pi_E$ that can produce advice in the form of a suggested action $a_E \sim \pi_E(\tau_E)$. At test time the agent will not receive the expert’s observations $o_E$ or have access to the expert’s advice $a_E$, and so it must learn to make decisions using trajectories of $o_L$ alone.

We consider the episodic setting with a set of terminal states $s^{\text{term}}$. When a terminal state is reached, the environment informs the agent that the episode has ended using a special observation $o^{\text{term}}$ and resets $s$ using an unknown initial state distribution $S^{\text{init}}$. We write $\tau_L \sim \pi_L$ to refer to a trajectory generated by initializing according to $S^{\text{init}}$ and repeatedly sampling actions from $\pi_L$ until a terminal state is reached. We also write $p_{\pi_L}(o_L)$ and $p_{\pi_L}(\tau_L)$ as the probability of observing $o_L$ and $\tau_L$ respectively when acting according to $\pi_L$ from the initial state distribution. We will also use $P_{\pi_L}$ to refer to the set of trajectories $\tau$ that have nonzero probability when acting according to $\pi_L$ from the initial state distribution.

In our setting, the goal of the learning algorithm is to learn a policy $\pi_L(\tau_L)$ using the reward signal $r$ and expert advice $a_E$ during training in order to maximize $V_{\pi_L}^{\text{init}}$ during test time. An agent-optimal policy $\pi_L^*$ is one that achieves the greatest value when starting from the initial state distribution compared to all other policies in the model class $V_{\pi_L^*}^{\text{init}} \geq V_{\pi_L}^{\text{init}} \forall \pi_L \in \Pi_L$. Note that while this agent-optimal policy is the best policy achievable with limited information, it may still underperform the expert $\pi_E$ that has more information.
We now have the tools to formally state the impossibly good criterion. We say an expert $\pi_E$ is impossibly good iff

$$V^{\text{init}}_{\pi_E} > V^{\text{init}}_{\pi_L}$$

(1)

This means that an expert is impossibly good if in expectation it achieves a greater value from the initial state distribution than the best policy in the model class $\Pi_L$.

6.3 HOW NOT TO FOLLOW THEM

In this section we consider learning from an impossibly good expert using Behavior Cloning and DAgger, two common techniques that use expert demonstrations as a learning signal. We first describe these methods, then show examples designed to demonstrate their success and failure modes when learning from impossibly good experts. We then provide formal criteria for determining when these methods are capable of finding the agent-optimal policy $\pi_L^*$ from demonstrations provided by $\pi_E$. Note that Swamy et al. [118] have also recently provided conditions under which an agent with restricted information may achieve expert level performance from demonstrations. Rather than considering cases where expert performance may be achieved, our goal is instead to give conditions for learning the best policy possible in cases where achieving expert performance is impossible. Finally we show that in some environments, the agent-optimal policy $\pi_L^*$ cannot be recovered from expert advice alone.

**Behavior Cloning** is an off-policy technique in which the expert $\pi_E$ generates a static dataset of trajectories prior to training. The algorithm then iteratively samples batches of state-action transitions from this dataset and trains the learning agent to match the expert’s demonstrations. Behavior Cloning is known to suffer from covariate shift [97], a condition in which errors made by the model during test time can quickly take the agent outside of the distribution of states encountered during training. Despite this limitation, Behavior Cloning
enjoys widespread popularity due to its simplicity and ability to perform well on some problems [109].

**DAgger** Ross, Gordon, and Bagnell [97] is an on-policy method designed to overcome the covariate shift of Behavior Cloning. Recently Swamy et al. [118] has shown that on-policy methods such as DAgger can improve an agent’s performance when learning from an expert with more information. Instead of generating a static dataset by acting according to the expert $\pi_E$, DAgger iteratively collects batches of data by acting according to the learning agent $\pi_L$ and simultaneously recording the expert’s advice in each visited state. After collecting a batch of data, the agent is trained to replicate the expert’s advice on all data collected so far. This allows the agent to train on states that may not be visited by the expert, but are necessary to recovering from mistakes made by the learner.

Diagrams of the examples in this section are found in Figure 25. In these environments, the state space, action space and state-action transition function consist of a directed graph of nodes representing the location of the agent. The state space also contains a random variable $X$ that is uniformly sampled from $\{0, 1\}$ at the start of each episode and remains fixed until termination. The expert observes the value of $X$ at the start of the episode, while the agent only observes $X$ after reaching certain nodes in the graph. Transitions between nodes are deterministic, and both expert and agent observe the node they currently occupy. In all examples there are two terminal nodes, one which produces a reward of 1 when $X = 0$ and the other which produces a reward of 1 when $X = 1$. The agent also receives a small reward penalty $-\epsilon$ at each step to encourage faster solutions.

Due to the deterministic transition function and the fact that $X$ is fixed for each episode, we can simplify $\pi_L$ to be a function of the current node and the remembered value of $X \in \{0, 1, ?\}$ rather than an entire trajectory of observations. We also assume the expert $\pi_E$ acts optimally according to its observations.

First consider Example I. Here, the agent sees the value of $X$ as soon as it visits B. This allows the agent-optimal policy $\pi_L^*$ to always know which terminal reward to transition to from B. An agent in this
example must learn distributions for observations $\pi_L(A, \cdot)$, $\pi_L(B, 0)$ and $\pi_L(B, 1)$. Because the expert $\pi_E$ takes the same path as the agent-optimal policy, it will generate correct training examples for these distributions. Using Behavior Cloning to match these examples will recover $\pi_L^*$.  

Example II in Figure 25 shows a case where Behavior Cloning fails. To see this, note that when generating data, the expert will travel from A to B when $X = 0$ and from A to C when $X = 1$. Under the agent’s observation function $O_L$, these correspond to $(A, ?)$, $(B, 0)$ and $(C, 1)$. Now consider the agent-optimal behavior in this example. Because of its limited information, the agent must take the first step without knowing the value of $X$. Sometimes it will reach $(B, 0)$ or $(C, 1)$ which it has seen in the training data, but other times it will reach $(B, 1)$ or $(C, 0)$ which it has never seen. In these cases, the optimal behavior is to backtrack to A where it will encounter either $(A, 0)$ or $(A, 1)$, remembering the value of $X$. From these observations, the agent now has enough information to guarantee reaching $(B, 0)$ or $(C, 1)$ and achieve the terminal reward. Note though that data generated by acting according to the expert did not provide demonstrations for what to do when observing $(B, 1)$ or $(C, 0)$ so we cannot hope to recover this optimal behavior.

On the other hand, we can show that DAgger can recover $\pi_L^*$ in this example. Now data is generated by the learning agent $\pi_L$, and as we just saw, it has no way to decide whether to transition to B or C at the first step. This means that unlike Behavior Cloning, the observations $(B, 1)$ and $(C, 0)$ will exist in the training set. For these observations,
the optimal behavior according to the expert $\pi_\varepsilon$ is to backtrack to A and continue down the opposite branch so these labels will be provided along with the corresponding observations. These labels are also optimal according to $\pi_\varepsilon^*$, so this extra data will allow DAgger to recover the agent-optimal policy.

Finally Example III in Figure 25 shows a case where DAgger will fail to recover $\pi_\varepsilon^*$. Now the problem is not only data coverage, but also the instructions received by the expert. Similar to Example II, the expert will always tell the learner to transition to B or C from the initial observation $(A, ?)$. However, due to the information asymmetry, the agent-optimal policy $\pi_\varepsilon^*$ must first visit D in order to discover the value of X before backtracking to A and continuing to B or C as appropriate. Even if some uncertainty in the agent’s policy causes it to visit D while generating data, the labels for $(A, ?)$ will never tell the agent that this is the correct behavior.

These examples have given us two intuitive conditions that must be met in order for these methods to recover $\pi_\varepsilon^*$. The first is that all observations that are encountered when acting according to the agent-optimal policy $\pi_\varepsilon^*$ must be encountered during training. The second condition is that the expert $\pi_\varepsilon$ must instruct the agent to take correct actions according to $\pi_\varepsilon^*$. We now generalize these intuitions into a formal set of conditions that must be met in order for these methods to recover the agent-optimal policy $\pi_\varepsilon^*$ in a simplified learning model.

Consider a dataset $D$ generated by acting according to an arbitrary generation policy $\pi_D$ and sampling labels $a_\varepsilon$ from $\pi_\varepsilon$. Also consider a learning policy $\pi_L$ that memorizes the empirical distribution of expert recommendations for each trajectory $\tau_L$ in the dataset $D$.

$$\tilde{\pi}_L(a|\tau_L) = \frac{\sum_{|D|}^{|D|} I_{\tau_L=a_\varepsilon}}{\sum_{|D|}^{|D|} I_{\tau_L=a}}$$

(2)

**Theorem 1.** The empirical policy $\tilde{\pi}_L$ will recover $\pi_\varepsilon^*$ as $|D| \to \infty$ iff the following conditions hold:

1. (Coverage) $\rho_{\pi_D}(\tau_L^*) \neq 0 \ \forall \ \tau_L^* \in P_{\pi_\varepsilon^*}$
2. (Correctness) \( \mathbb{E}_{\tau_S \sim \pi_D} \pi_{\epsilon} (O_{\epsilon} (\tau_S)) O_{\pi} (\tau^*_L | \tau_S) = \pi_{\epsilon}^* (\tau^*_L) \forall \tau^*_L \in P_{\pi_L} \)

The proof is in Appendix D.1.

The first condition states that all policy input trajectories that have nonzero probability of being visited under the agent-optimal policy \( \pi_L^* \) must also have non-zero probability under the dataset sampling policy \( \pi_D \). This corresponds to the intuition developed from the examples above that during training we must visit all states that the agent-optimal policy needs to learn about.

The second condition states that the distribution of expert advice for the state trajectories \( \tau_S \) which map to agent observation trajectories \( \tau^*_L \) must be equal to \( \pi_{\epsilon}^* (\tau^*_L) \) for all trajectories with nonzero probability of being visited under the agent-optimal policy \( \pi_L^* \). This corresponds to the intuition developed earlier that an expert must tell the agent to act according to \( \pi_L^* \) in order to recover \( \pi_L^* \).

Next we show it may not be possible to learn the agent-optimal policy \( \pi_L^* \) from expert demonstrations alone regardless of the dataset generation policy \( \pi_D \).

**Theorem 2.** There exist environments with impossibly good experts that violate the correctness condition in Theorem 1 regardless of the dataset distribution policy \( \pi_D \).

*Proof.* Example III in Figure 25 is a proof by example.

In this environment \( \pi_{\epsilon}^* (A \rightarrow D | (A, ?)) = 1.0 \). However, \( \pi_{\epsilon} (A \rightarrow D | \tau_{\epsilon}) = 0 \forall \tau_{\epsilon} \) so there is no \( \pi_D \) that can sample states mapping to \( \tau_{\epsilon} \) that will cause \( \pi_{\epsilon} (\tau_{\epsilon}) \) to produce the labels required to learn \( \pi_{\epsilon}^* \).

This result shows that in some cases it is impossible to learn the agent-optimal policy \( \pi_L^* \) from the labels generated by an impossibly good expert alone, regardless of the rollout policy \( \pi_D \) that generates the dataset.
6.4 HOW TO FOLLOW THEM

In the previous section, we have shown that it is possible to construct an environment with an impossibly good expert such that the learner cannot recover the agent-optimal policy when learning from the expert’s advice, regardless of the dataset generating distribution $\pi_D$. Paradoxically, this means we must treat advice from these experts as sub-optimal from the agent’s perspective, even though they come from an expert that can achieve higher reward than any policy we can learn. In light of this result, it is natural to ask if we can improve this situation by incorporating environmental reward into our learning algorithm.

The literature on imitation learning [90] and policy distillation [99] provides many useful tools that can be used to learn from sub-optimal experts. We describe these methods using the unifying distillation framework of [18]. In this setting, distillation algorithms consist of two steps. The first step rolls out a set of $N$ state-action-reward transitions $D = \{(\tau_1, a_1, r_1), \ldots, (\tau_N, a_N, r_N)\}$ using a dataset generation policy $\pi_D$ ($q_0$ in Czarnecki et al. [18]). In the second step, the parameters $\theta$ of the learner’s policy $\pi_L$ are then updated in proportion to

$$E_{\pi_D} \left[ \sum_{i=1}^{[D]} -\nabla_\theta \log \pi_L(a_i|\tau_i) \hat{R}_i + \nabla_\theta l(\pi_L(a_i|\tau_i), \pi_E(a_i|\tau_i)) \right] \quad (3)$$

These steps are repeated until performance converges or some other stopping criterion is met. The update rule in Equation 3 can be thought of as mixing a reinforcement learning objective based on a non-differentiable multi-step return $\hat{R}_i = \sum_{i=t}^{[\tau_i]} \hat{r}_i$ with a single-step differentiable loss function $l$. The reward term $\hat{r}_i$ can be the environmental reward $r_i$, or any other term we choose that assigns greater value to some behavior that we want to encourage. The loss $l$ is more restrictive because it must be differentiable, but provides a powerful way to inject direct supervision into the training process. By varying our choice of $\pi_D$, $\hat{r}_i$ and $l$ we can arrive at several different distillation algorithms as shown in Table 13. Here the functions $H(\pi_E, \pi_L)_i$ and $KL(\pi_E, \pi_L)_i$ re-
spectively refer to the cross entropy and KL divergence between the expert and agent for the current observational history $\tau_i$.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$\pi_D$</th>
<th>$l$</th>
<th>$\hat{r}_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Policy Gradient</td>
<td>$\pi_\mathcal{E}$</td>
<td>0</td>
<td>$r_i$</td>
</tr>
<tr>
<td>Teacher Distill</td>
<td>$\pi_\mathcal{E}$</td>
<td>$H(\pi_\mathcal{E}, \pi_\mathcal{L})_i$</td>
<td>0</td>
</tr>
<tr>
<td>On-Policy Distill</td>
<td>$\pi_\mathcal{L}$</td>
<td>$H(\pi_\mathcal{E}, \pi_\mathcal{L})_i$</td>
<td>0</td>
</tr>
<tr>
<td>On-Policy Distill+R</td>
<td>$\pi_\mathcal{L}$</td>
<td>$H(\pi_\mathcal{E}, \pi_\mathcal{L})_i$</td>
<td>$r_i$</td>
</tr>
<tr>
<td>N-Distill +R</td>
<td>$\pi_\mathcal{L}$</td>
<td>$H(\pi_\mathcal{E}, \pi_\mathcal{L})_i$</td>
<td>$-H(\pi_\mathcal{E}, \pi_\mathcal{L})_{i+1} + r_i$</td>
</tr>
<tr>
<td>Exp. Match. Rew. +R</td>
<td>$\pi_\mathcal{L}$</td>
<td>0</td>
<td>$\alpha I_{a_i} - \beta I_{-a_i} + r_i$</td>
</tr>
<tr>
<td>ADVISOR</td>
<td>$\pi_\mathcal{L}$</td>
<td>$H(\pi_\mathcal{E}, \pi_\mathcal{L})_i w_i$</td>
<td>$r_i (1 - w_i)$</td>
</tr>
<tr>
<td>ELF</td>
<td>$\pi_\mathcal{L}$</td>
<td>0</td>
<td>$r_i + v_{\mathcal{F}}(\tau_{i+1}) - v_{\mathcal{F}}(\tau_i)$</td>
</tr>
</tbody>
</table>

### 6.4.1 Policy Gradient

Policy Gradient is a general class of reinforcement learning algorithms [57, 104, 105, 136]. Applying policy gradient methods to our problems essentially throws away the expert advice and learns from environmental rewards alone.

### 6.4.2 Teacher Distill and On-Policy Distill

Teacher Distill and On-Policy Distill are the names used by Czarnecki et al. [18] for versions of the Behavior Cloning and DAgger [97] algorithms adapted for the distillation framework where data is continually generated online. These algorithms do not include an $r_i$ term, and so will not be able to recover $\pi^*_\mathcal{L}$ in all cases.

### 6.4.3 On-Policy Distill+R

On-Policy Distill+R combines the single step loss term from On-Policy Distill with the environmental reward used in Policy Gradient. The motivation is that if On-Policy Distill attempts to follow the expert,
and Policy Gradient seeks high environmental reward, then combining them seeks to do both.

### 6.4.4 N-Distill+R

N-Distill+R is also from Czarnecki et al. [18] and is similar to COSIL [86], but adapted to the distillation framework. Unlike COSIL, N-Distill+R uses cross entropy rather than the KL Divergence, but these are identical for deterministic experts, which is the setting we assume in our experiments. The other difference is that N-Distill+R uses the cross entropy term from the first time step as a differentiable loss rather than rolling it into the reward signal, which improves performance. This method is also similar to On-Policy Distill+R except that it augments the reward using future agreement with the expert. This encourages the model to not only take actions that the expert immediately agrees with, but also to seek out states in which it is easy to agree with the expert in the future.

### 6.4.5 Expert Matching Reward+R

Expert Matching Reward+R removes the single-step loss term and instead assigns a fixed scalar $\alpha$ to the reward $r_i$ when the agent’s actions agree with the expert and negative reward $-\beta$ when the actions disagree.

### 6.4.6 Teacher Distill + PPO

Teacher Distill + PPO is similar to DAPG [90] and first trains an agent with Teacher Distill for a fixed number of time steps, then refines this policy using reinforcement learning. This is a popular technique used to learn robot behavior from human demonstrations.

All methods mentioned so far that attempt to learn from both the expert advice and the reward signal suffer from a common problem: they all attempt to balance reward seeking and expert following be-
behavior uniformly across all sequences of observations, and do not attempt to explicitly discover where following the expert yields high reward and where it does not.

6.4.7 ADVISOR

ADVISOR from Weihs et al. [135] attempts to address this by dynamically interpolating between imitation and reinforcement learning signals using a weighting factor $w_i = e^{-\alpha KL(\pi_E, \pi_{aux})_i}$, where $\pi_{aux}$ is an auxiliary policy trained to follow the expert in every state using the information available to the agent. This weighting factor estimates how closely the agent can follow the expert given the information it has at the current time step. Unfortunately, the ability to follow the expert at a given state is not strictly indicative of states that require exploration. See Example IV in Figure 26 for a demonstration of a failure case for ADVISOR. In this example, nothing prevents the auxiliary policy $\pi_{aux}$ from replicating expert behavior at A, meaning the ADVISOR loss will strongly favor the imitation learning signal at this location which encourages the transition from A to B. Unfortunately, however, the agent-optimal action is to first travel from A to C in order to learn the value of X, then backtrack to A and continue to the goal. Because ADVISOR is able to reproduce the expert’s behavior at A, it will ignore the transition to C, and will be unable to gather the necessary information.

![Example IV](image)

Figure 26: An example environment where ADVISOR cannot recover the agent-optimal policy $\pi^*_E$. 
6.4.8 ELF-Distill

ELF-Distill is our new technique which overcomes the limitations of the previous methods. Pseudocode is shown in Algorithm 2. The key insight is to train two policies jointly: a follower $\pi_F$ which attempts to learn how to follow the expert, and an explorer $\pi_L$ that attempts to maximize environmental reward using the follower’s value function as reward shaping.

Algorithm 2 ELF-Distill

Require: $N_{\text{steps}}$
Require: Expert $\pi_E$
Require: Horizon $T$
Require: Target value $v$
Require: Dataset Sizes $N_{DF}, N_{DL}$ and training Times $N_{TF}, N_{TL}$

$\pi_F = \text{InitializePolicy}()$ ▷ Initialize the Follower
$v_F = \text{InitializeValue}()$ ▷ Initialize Follower’s Value Estimate
$\pi_L = \text{InitializePolicy}()$ ▷ Initialize the Explorer

for $i = 1$ to $N_{\text{steps}}$ do
    $D_F = {}$ ▷ Initialize the Follower Dataset
    for $j = 1$ to $N_{DF}$ do ▷ Collect $N_{DF}$ trajectories
        $t \sim \{1, \ldots, T\}$ ▷ Choose a random switching Time
        $\tau_1, \ldots, \tau_t \sim \pi_L$ ▷ Sample a new trajectory using $\pi_L$ until $t$
        $\tau_{t+1}, \ldots, \tau_T \sim \pi_F$ ▷ ...and $\pi_F$ afterward
        $a \sim \pi_E(\tau)$ ▷ Sample expert actions for the trajectory
        Append($D_F, (\tau, a, t)$) ▷ Add trajectory to $D_F$
    end for
    for $j = 1$ to $N_{TF}$ do ▷ Train $\pi_F$ for $N_{TF}$ steps
        $\tau, a, t \sim D_F$ ▷ Sample a trajectory from $D_F$
        $\text{SupervisePolicy}(\pi_F, \tau, a)$ ▷ Train follower from expert
        $\text{SuperviseValue}(v_F, \tau, t)$ ▷ Train value from rewards after $t$
    end for
end for

Initialize $D_L = {}$. ▷ Initialize the Explorer Dataset

for $j = 1$ to $N_{DL}$ do ▷ Collect $N_{DL}$ trajectories
    $\tau \sim \pi_L$ ▷ Sample a new trajectory using $\pi_L$
    $a \sim \pi_L(\tau)$ ▷ Sample expert actions for the trajectory
    $\hat{r}_t = r_{\tau t} + v_F(\tau_{t+1}) - v_F(\tau_t)$ ▷ Reshape rewards
    Append($D_L, (\tau, a, \hat{r})$) ▷ Add trajectory to the dataset
end for

for $j = 1$ to $N_{TL}$ do ▷ Train $\pi_L$ for $N_{TL}$ steps
    $\tau, a, \hat{r} \sim D_L$ ▷ Sample a trajectory from $D_L$
    $\text{ReinforcePolicy}(\pi_L, \tau, \hat{r})$ where $v_F(\tau) < v$
    $\text{SupervisePolicy}(\pi_L, \tau, a)$ where $v_F(\tau) \geq v$
end for
end for
The follower is trained using a distillation that samples data according to a switching policy that rolls out experience according to the explorer $\pi_L$ for a random number of time steps, then allows the follower $\pi_F$ to take over. This rollout behavior is also used in AggreVaTe [94] and allows us to learn to follow the expert from states visited by the explorer that would not normally be visited by the follower. We also train a value function $v_F$ on the second half of the trajectory that is rolled out according to the follower. The follower’s distillation uses cross entropy to the expert’s advice as the single-step loss function $l$ with no reward term.

The explorer is trained using policy gradients with reward shaping that encourages the explorer to visit states with high value according to the follower’s learned value function. The reward term $\hat{r}_i = r_i + v_F(\tau_{i+1}) - v_F(\tau_i)$ uses the follower’s learned value function $v_F$ as potential-based reward shaping [85]. This is referred to as Teacher V Reward in Czarnecki et al. [18] and is related to Sun, Bagnell, and Boots [116]. The single-step loss function is 0 unless the follower’s value function $v_F(\tau)$ is greater than a target value $v$ in which case it uses cross-entropy to the follower’s distribution. This accelerates learning in states where the follower has already learned to reach high returns.

Training proceeds in an alternating fashion, first training the follower on new data generated by the switching policy, then training the explorer on new data generated using the explorer (on-policy). It is necessary to keep training the follower because the explorer may reach states in the middle of training that would not be visited otherwise, and it is important to build accurate value estimates for them as well.

At test time, the follower is no longer necessary and can be discarded. The only purpose of the follower is to discover where the expert is reliable and where it isn’t in order to overcome the limitation of trying to find good global mixing rules for reward seeking and expert following behavior. In this way the follower policy is similar to the auxiliary policy in ADVISOR, but it is used by the algorithm in a much different way. Rather than guiding exploration using the
follower’s ability to replicate the expert in a given state, we instead use the follower’s value estimate, which encourages the learner to visit states where following the expert leads to high long-term reward. This avoids important failure cases such as the one shown in Section 6.4.7.

6.5 MINIGRID ENVIRONMENTS AND TRAINING DETAILS

![Minigrid Maps](image)

**Figure 27: Minigrid Maps**

6.5.1 Environment

The goal of the minigrid environments is to reach the door that matches the color of one or more balls placed in the scene. At the beginning of each episode all balls in the scene set to be either blue or red, and they remain that color for the entire episode. There is one door per color and its location is fixed for all time. The expert knows in advance the color of the balls and provides the agent with direct supervision to reach the correct door, but does not consider the agent’s ignorance of the ball color. Without taking further exploratory action to find the balls first, the agent cannot determine which door to go to and will always underperform compared to the expert. In order to succeed, the agent must deviate from the instructions provided by the expert in order to gather the information necessary to complete the task.
The agent gets a reward of $1 - 0.01|\tau|$ for entering the correct door for an episode. During training the expert demonstrations are provided by computing a shortest line path from the agent to the correct door without bothering to visit locations where the balls are located.

Visibility is strictly limited and the agent can only view the $3 \times 3$ tiles directly in front of them. While these environments are small, they are quite challenging due to the sparse reward and the need to automatically learn the color-matching behavior.

### 6.5.2 Model

All minigrid methods train the same small model that takes a $3x3$ grid with two channels representing object type (wall, door, etc) and a single color. The model automatically remembers the color of balls that it has seen in the past. The field of view of the agent is a $3x3$ grid of tiles. The input to the network is provided as integer indices, so we use three embedding layers to construct a $3x3$ 16-channel representation of the observed object type, another $3x3$ 16-channel representation of the observed object color and a $1x1$ 16-channel representation of the remembered ball color (a third "grey" color is used when the ball has not been observed yet). The feature for the remembered ball color is tiled to $3x3$ and these features are added together and flattened. The model then uses two fully connected layers with 256 channels each and ReLU activations. A policy head consists of another 256-channel linear layer followed by a Tanh activation and a linear projection to the number of actions 7. A value head is the same except it projects to a single value. ELF distill trains two policies, so it has one network for each. ADVISOR has an additional auxilliary head.

### 6.5.3 Training

Each method was trained on $2^{20} \approx 1$M frames. When training ELF-Distill, both the follower and explorer were trained on $2^{19} \approx 500$K frames, so that the total frames observed during training was equal
to the other methods. All methods were trained with 10 different random seeds in each environment. PPO [105] was used as the loss function to maximize reward in all algorithms with a $\tilde{r}_1$ term.

### 6.6 VizDoom Environments and Training Details

![VizDoom Maps](image)

**Figure 28: Vizdoom Maps**

#### 6.6.1 Environments

Our two VizDoom [144] were built with the free SLADE Doom editor. The goal of these environments is to escape the room without getting destroyed by a cyborg demon. The agent must act using first-person visual data, and memory of the past. The native resolution of the environment is $320 \times 240$ RGB pixels which we rescale to 84x84 grayscale channels. The game engine runs at a very high frequency, so we use a frame skip of 8 to avoid making decisions at too fine of a granularity. The agent has access to four actions: WALK FORWARD, TURN LEFT, TURN RIGHT and USE which both opens doors and pushes the switch to end the level. The damage settings have been tuned so that a single hit from the monster guarantees instant death. Although the agent can be seen carrying a pistol, it is purely decorative, and the agent has no ability to fight back against the monster.
The agent gets a reward of 2 for completing the level successfully, a reward of -2 for getting blown up, and a reward of 0 if neither happens before the maximum number of 72 frames. We also give the agent an exploration bonus based on how far it moves away from the nearest location it has been before, and a small negative reward of -0.001 at each time step. We also use early-termination, stopping an episode if the agent tries to walk forward, but makes no progress (hitting forward while pointing directly at a wall), switches between looking left and looking right three times in a row, or if the agent pushes the USE button twice in a row when not in front of a door or switch. These help avoid long trajectories of meaningless behavior in early episodes. If any of these early termination conditions are triggered, the episode ends with a small penalty of -0.05 for the agent.

6.6.2 Training

Each method was trained on $2^{21} \approx 2M$ frames. As with Minigrid, we train each component of ELF-Distill with half that number so that the total number of training frames are comparable. All methods were trained with 3 different random seeds in each environment. As with Minigrid, PPO was used as the loss function to maximize reward in all algorithms with a $\hat{r}_l$ term.

6.7 Experiments

In order to evaluate ELF-Distill, we compare it against the baselines in Section 6.4 on several challenging Minigrid [13] and Vizdoom [144] environments with partial information. Figure 29 shows the results with diagrams of the environments.

The goal of the Minigrid environments is to reach a door that has the same color as a set of balls hidden in various locations in the environment. Observations are provided as a restricted top-down view of the gridworld. In this setting memory is handled for the agent by au-
Figure 29: ELF Distill compared against seven baselines on eight Minigrid and two Vizdoom environments designed to require various levels of deviation from an impossibly good expert’s advice. The inset image of each plot shows a diagram of the environment.

tomatically remembering the color of the last ball seen and presenting as an additional observation variable. See Section 6.5 for details.

The goal of the Vizdoom environments is to navigate safely to an exit point without getting blown up by a cyborg demon. Each map has two exits, one of which is randomly guarded by the monster. The agent must find a window that allows it to see which exit the monster is guarding and take the alternate route. Unlike Minigrid, agents in these Vizdoom environments are provided with a first-person view from the player’s perspective, and must remember relevant past observations using a recurrent network. See Section 6.6 for details.

From the experiments shown here, we can see Elf-Distill performing comparably or better than all other baselines. Note that ADVISOR also performs quite well, except for a few environments (Early Explore 2, Early Explore 3, Monster Room 2) where the issues pointed out in Section 6.4.7 severely impact performance.
6.8 LIMITATIONS

Because the explorer policy relies on value estimates from the follower policy, it is possible for biases in those estimates to cause poor explorer performance. This is especially true early in the training process before the follower’s value function has had time to learn to differentiate good and bad states. This can be exacerbated by the fact that the follower’s state coverage is determined by the explorer due to the switching policy used to collect training data for the follower. This can lead to situations where the follower underestimates the value of a particular state, which causes the explorer to visit it less often, which then causes the follower to get less training data for that state and therefore fail to recover from its initial error.

This suggests that it may be beneficial to use a training schedule that devotes more samples to the follower early on in order to provide better estimates of the value function, and more samples to the explorer later once this value function is well modelled.

Taken to an extreme, this would suggest training the follower alone for half of the training step budget, then freezing it and training the explorer. Unfortunately, this will not be ideal in many circumstances, as the explorer’s policy is used to determine which states are necessary for the follower to learn. However, it may be possible to automatically decide when to allocate training resources to the follower or the explorer if the quality of the follower’s value function can be estimated online.

6.9 CONCLUSION

Imitation learning remains a powerful tool for sequential decision making problems. Unfortunately when experts have more information than the policies that learn from them, the experts may be impossibly good, and their behavior and performance cannot be replicated by any learning algorithm. We have shown that in these settings, it may still be possible to recover the optimal policy in the limited information space using only the expert’s advice, but that this
is not guaranteed as we have shown by providing counter-examples. To address this, we have introduced ELF-Distill, a training method that uses the estimated value function of a policy trained from expert demonstrations to guide exploration for a second reinforcement learning agent. We have shown that this algorithm outperforms several distillation baselines that incorporate both environmental reward and expert demonstrations on a set of challenging Minigrid and Vizdoom environments.

The success of ELF-Distill shows progress in an area where we, as the problem designers, may not be sure if the agent has enough information to follow the supervision we are giving it. Unfortunately this comes at the high price of mixing in reinforcement learning, which is typically much more computationally expensive, and challenging to implement than imitation learning. However, we have also shown that this requirement is unavoidable, and that there are environments in which learning from the advice of an impossibly good expert will always lead to suboptimal behavior.
CONCLUSION

Vision is a rich source of information for agents operating in sequential decision making problems, but it does not come cheaply. It is often incredibly noisy and computationally expensive to process. We have shown that using contextual goal information to filter clutter early in the visual processing stream can save precious computational resources and allow an agent to do more with less.

We have also seen that visual information is often incomplete. When working with complex assemblies in the LTRON environment, no single view of the structure is sufficient to fully understand all of its parts. The only way forward with these partial observations is to use them to accumulate information over time to form a complete picture of the task at hand. This requires memory, and we have shown that structuring our memory so that it is tailored to the task at hand can greatly improve performance in these settings.

Finally we have seen that providing supervision in partially observable problems also requires caution and careful analysis of potential differences between the agent and expert’s observation spaces. We have shown that when the expert knows more than the agent it’s advice can be counterproductive and lead the agent to drastically underperform the best in class model. We have developed ELF-Distill, which combines imitation learning and reinforcement learning to address these issues.

Taken together these findings demonstrate the importance of carefully curating the information available to a learning agent, and training agents to be able to curate this information themselves. In this dissertation, several of the solutions we have proposed for these issues have been tailored to the specific environment that agent was operating in. A general solution to episodic memory, learning what sensory data to keep and how to access it over long-horizon tasks, is
an important open problem that is of crucial importance to long-term autonomy. Solving this general problem would begin to unlock our capability to build agents that operate in changing environments for months or years on end. I hope that this work is a productive step in this direction.
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A.1 INFORMATION RETENTION

We have argued above that knowing the request allows the network to discard information about irrelevant objects in the scene. To investigate how much information is retained in the intermediate stages of the network we use the hidden states from models trained on the {\sc simple} task and assess whether they can be used to predict the correct action for a new query that is different than the one they were conditioned on. This is implemented by freezing the original model, and training a new set of final layers with a second conditional (Figure 30). In this experiment, we use the Late Fusion model as a proxy for the layer prior to attention in those models.

We find that if the same request is fed to both the original network and the new branch, we achieve performance comparable to the orig-
nal model (dotted lines). On the other hand if mismatched requests are fed into the two branches all models suffer a substantial degradation of performance, with most unable to collect a single object (solid lines). Both Early Fusion and the attention models have completely removed irrelevant information, while Late Fusion approaches appear to only retain much of the irrelevant information.
B.1 Simulator Details and Performance

The LTRON simulator uses native Python along with the Splendor-Render rendering package that provides a python interface for OpenGL rendering. The speed of the simulator is dependent on the size and complexity of the scene, but for the scenes used in the experiments here, the simulator runs at over 100fps on an Nvidia 2080ti graphics card, and can be parallelized. The simulator also supports headless EGL rendering for use on clusters that do not have graphical sessions. LTRON is not as heavily optimized as some other 3D environments such as Habitat 2.0 [119], but the simulator speed was fast enough not to be a bottleneck during experiments.

B.2 Statistics

We source brick shapes from the LDRAW[50] database, which contains over ten thousand official bricks. However, many bricks in the official parts list are not used in any of the models in the OMR dataset. Thus while LTRON supports over ten thousand individual bricks, only around four thousand are used in the files that we slice to produce our training data.

As one might expect, the distribution of part usage has a long tail of increasingly rare brick shapes. To illustrate this, we plot the log of the individual brick usage counts against the log of the rank of these counts. These diagrams are frequently used in language applications to demonstrate long-tail distributional statistics. Figure 31 illustrates the usage distribution.

In order to measure how common various combinations are we also compute statistics of brick bigrams which consist of two bricks that
Figure 31: Distribution of brick frequency in the OMR data with examples of various common and rare bricks. The x-axis is the log-rank of each brick shape sorted by frequency with the most common brick on the left and the least common on the right. The y-axis is the log-frequency of each class. The most common brick is a simple connector pin which is used over 18,000 times throughout the dataset. There are around one hundred classes with one thousand or more examples, and over five hundred classes with one hundred or more examples. There is also a long tail of rare bricks, with more than half of all classes occurring less than ten times.

are attached to each other with the same relative transform between them. In total we have 222,679 bigrams where the most common one occurs 1,471 times in the data. The bigrams also have a long tail of increasingly rare combinations as seen in Figure 32.

Figure 32: The distribution of brick bigrams—two brick types and an associated transform—in the data included in LTRON.

B.3 data preprocessing

When working with data from the Open Model Repository, we have taken several steps to make the data more manageable for the learning agent.
First we have blacklisted several bricks that are very large that would not fit into the default screen viewport.

Second, many of the brick shapes in the LDRAW repository represent small changes and variations that have been made to different bricks over the years. Where possible, we have collapsed multiple brick shapes that represent only minor variations into a single class by replacing variations with a single canonical version of a part. This further reduced the number of shapes in our dataset from over four thousand to 1790. Figure 33 shows examples of bricks that have been collapsed into a single category.

![Figure 33: Examples of brick variants in the LDRAW repository. Note the red brick has slightly rounded corner compared to the blue brick. The thick section between the two connection points is slightly thicker in the green brick than the yellow. The shape of the clips is slightly thinner in the grey brick than the orange. As a preprocessing step we replaced each of these categories with a single canonical version when using these bricks for Break and Make.](image)

Third, for each model in the Open Model Repository, we have computed all connected components in the model and split out each as a separate file. These connected components represent groups of bricks that are all attached to each other using the connection points that LTRON currently supports. This is important as many official LEGO sets contain multiple detached components, for example a single racing set may contain two separate cars.

Finally, once we have these connected components, we slice them into smaller components in order to generate many examples of small scenes for training. When slicing we aim to keep the models as small and compact as possible, so we use a simple greedy algorithm that selects the first brick in the scene, then looks at other bricks it is connected to and selects the one that minimizes the largest axis of the bounding box of the new model, and repeats this process until
the desired number of bricks has been selected. These bricks are then broken out as their own new model file and removed from the scene. Then this process is repeated until nothing remains of the original model. This process ensures that the resulting sliced models have similar distributional statistics as the original data, not only in terms of individual brick usage, but also local neighborhood structure.

### B.4 Symmetry

Many LEGO bricks exhibit rotational symmetry about a one of the three primary X, Y, Z axes. We have generated a table describing these symmetries by automatically analyzing the shape of each brick in order to take symmetry into account when scoring the final models. In order to compute this table, we render a depth map of each brick from six canonical directions (+/- X,Y,Z). We then rotate each brick by 90, 180 and 270 degrees about each of the X, Y and Z axes and re-render these depth maps. We mark any transformation that produces approximately identical depth maps as a symmetry.

![Several examples of models from the Open Model Repository. Each model in the bottom row has over eight hundred bricks, each of which can be individually manipulated within LTRON.](image-url)
The LTRON environment makes substantial use of data collected from the internet. Whenever working with data that comes from external sources, it is important to protect individuals’ privacy and respect the intellectual property rights of the original authors.

To our knowledge, LTRON does not pose a substantial privacy risk to individuals. The only personally identifiable information contained in LTRON is a name or pseudonym of the individual author of a particular file from the Open Model Repository. These authors have chosen to make their names public, and have requested attribution through Creative Commons licensing when using their work, so the inclusion of their name is not a privacy concern.

Intellectual Property is an important consideration for this project as each of the scene files included in LTRON represent a substantial investment of time and effort by the original authors. We have therefore only included files that have clear and unambiguous open licensing terms. Fortunately the Open Model Repository contains over a thousand high-quality files with generous Creative Commons licensing. LTRON is interoperable with other user-generated content that can be found scattered throughout various community forums. In most cases these do not contain explicit licensing terms, so we have not included this data for distribution and have not used these files in our experiments. In the future, we may augment LTRON with more data when and if we are able to secure open licensing agreements with individual authors.

LEGO is an official trademark of the LEGO Group which is not affiliated with this dissertation or the authors, and has not endorsed or sponsored this work. To our knowledge, all LEGO material in LTRON has been generated either by the fan community or this paper’s authors, and are therefore not under copyright or other intellectual property protection by the LEGO Group.
Here we include details on the logical procedure used to generate expert actions. At each time step, the expert has access to the current assembly $\hat{A}$ and the target assembly $A$. We also keep track of a list of assemblies $\bar{A}$ that correspond to each time an instruction image was pushed onto the instruction stack. Algorithm 3 shows the procedure for generating expert actions. We use the shorthand $|A|$ to refer to the number of bricks in an assembly. The subroutine matching$(A, B)$ computes the single transform that best aligns the assemblies $A$ and $B$ and creates a lookup table between bricks that match under the alignment. The subroutine matching_statistics$(m, A, B)$ takes a matching and a lookup table $m$ and two assemblies and computes a set of true positives $t_p$, false positives $f_p$ and false negatives $f_n$. It also returns the disconnected true positives $d_p$ which are bricks in the estimated assembly that match the shape and color of a brick in the ground truth assembly, but is not in the correct pose and is not connected properly, as well as connected true positives $c_p$ which are bricks that match the shape and color of a brick in the ground truth assembly, but are not in the correct pose, but do have at least one connection point connected correctly. The REMOVE, ROTATE, and ASSEMBLE require that an appropriate connection point is visible for cursor selection. If one is not, TERMINATE EARLY is returned instead.

During the Break phase, this expert provides advice that removes one brick at a time, then pushes a new instruction image until no more bricks remain. It then switches to the make phase. During the Make phase, the expert will add a new brick and move it into place until the current assembly matches the assembly that was stored with
Algorithm 3 Online Expert

Require: Current Assembly $\hat{A}$
Require: Target Assembly $\tilde{A}$
Require: Stack of Instruction Assemblies $\bar{A}$
Require: Current Phase $p$

Compute assembly matching $m, T = \text{match}(\bar{A}_{\text{top}}, \tilde{A})$

$t_p, d_p, c_p, f_p, f_n = \text{match_statistics}(m, \bar{A}_{\text{top}}, \tilde{A})$

$m_p = d_p \cup c_p$

if $|f_n| > 1$ or $|m_p| > 1$ or ($|m_p|$ and $|A| \neq |\bar{A}_{\text{top}}|$) then

Return TERMINATE EARLY

end if

if $p = \text{Break}$ then

$r = |\bar{A}_{\text{top}}| - |\hat{A}|$

if $r > 1$ or $r < 0$ then

Return TERMINATE EARLY

else if $r = 1$ then

Return PUSH INSTRUCTION

else if $|\tilde{A}| = 0$ then

Return SWITCH TO MAKE PHASE

end if

else

if $\hat{A} = \bar{A}_{\text{top}}$ then

Return POP INSTRUCTION

else if $\hat{A} = \tilde{A}$ then

Return DONE

end if

end if

end if

if $|f_p| > 0$ then

Return REMOVE($f_p$)

else if $|f_n| > 0$ then

Return INSERT($f_n$)

else if $|c_p| > 1$ then

Return ROTATE($c_p$)

else if $|d_p| > 1$ then

if orientation_correct($d_p$) then

Return ASSEMBLE($d_p$)

else

Return ROTATE($d_p$)

end if

end if

end if
the top instruction image, then pop that image off the stack. When rolling out using the learning agent, the expert is capable of recovering from incorrectly inserted bricks (by removing them), incorrectly placed bricks (by moving them). However it is not able to handle situations where the current assembly differs from the assembly corresponding to the top of the instruction stack by two or more bricks.
D

IMPOSSIBLY GOOD EXPERTS AND HOW TO FOLLOW THEM

D.1  PROOF OF THEOREM 1

Recall that the policy \( \tilde{\pi}_L \) is computed using the empirical distribution of a dataset \( D \) sampled from a rollout policy \( \pi_D \):

\[
\tilde{\pi}_L(a|\tau_L) = \frac{\sum_{|D|} \mathbb{I}_{\tau_L = \tau_L, a_M = a}}{\sum_{|D|} \mathbb{I}_{\tau_L = \tau_L}} \tag{4}
\]

We want to show:

The empirical policy \( \tilde{\pi}_L \) will recover \( \pi_L^* \) as \( |D| \to \infty \) iff the following conditions hold:

1. (Coverage) \( \rho_{\pi_D}(\tau_L^*) \neq 0 \) \( \forall \ \tau_L^* \in P_{\pi_L^*} \)

2. (Correctness) \( \mathbb{E}_{\tau_S \sim \pi_D} \pi_L(O\epsilon(\tau_S))O_L(\tau_L^*|\tau_S) = \pi_L^*(\tau_L^*) \) \( \forall \ \tau_L^* \in P_{\pi_L^*} \)

\textbf{Proof.} We first show that the coverage condition is necessary, and then show that the correctness condition is necessary and sufficient when the coverage condition holds.

The coverage condition is necessary: If the coverage condition does not hold, for at least some observation histories \( \tau_L \), the denominator of Equation 4 will be:

\[
\sum_{|D|} \mathbb{I}_{\tau_L = \tau_L} = 0
\]

This will result in an undefined distribution for \( \tilde{\pi}_L \) at some trajectories that are encountered while acting according to \( \pi_L^* \). Undefined behavior is not optimal according \( \pi_L^* \) so this shows that the coverage condition is necessary to recover \( \pi_L^* \).
The correctness condition is necessary and sufficient when the coverage condition holds: Because the dataset $D$ is sampled according to $\pi_D$, as $|D| \to \infty$, the empirical distribution of expert recommendations in Equation 4 becomes:

$$\tilde{\pi}_L(\tau_L) = \mathbb{E}_{\tau_S \sim \pi_D} \pi_E(\tau_S) O_L(\tau_L|\tau_S) \forall \tau_L \in \mathcal{P}_\pi_D$$

If the coverage condition holds, then $\mathcal{P}_{\pi_L^*} \subseteq \mathcal{P}_{\pi_D}$. This allows us to extend the expression above to $\mathcal{P}_{\pi_L^*}$, the set of trajectories with nonzero probability under $\pi_L^*$:

$$\tilde{\pi}_L(\tau_L) = \mathbb{E}_{\tau_S \sim \pi_D} \pi_E(\tau_S) O_L(\tau_L^*|\tau_S) \forall \tau_L^* \in \mathcal{P}_{\pi_L^*}$$

This means that if the correctness condition holds:

$$\tilde{\pi}_L(\tau_L) = \mathbb{E}_{\tau_S \sim \pi_D} \pi_E(\tau_S) O_L(\tau_L^*|\tau_S) = \pi_L^*(\tau_L^*) \forall \tau_L^* \in \mathcal{P}_{\pi_L^*}$$

This shows that the agent-optimal policy can only be recovered if the distribution over labels generated by the expert $\pi_E$ under the sampling distribution of the state space, match the agent-optimal policy $\pi_L^*$ wherever the states map to $\tau_L^*$.

### D.2 Discussion of elf-distill experiments

#### D.2.1 Minigrid

Our eight MiniGrid Environments belong to five categories. In all environments we colored the walls so that the agents with their very limited field of view could find their way around.

**Single Branch** was designed to mimic Example I in Figure 25. In order to reach any door, the agent must pass by the balls. This is the easiest case, and the only one in which Teacher Distill can do better than 0.5. PPO is often successful here, but often takes longer to reach the goal than methods that use the expert. Here we see a common fail-
ure mode of Expert Matching+R in that the agent learns a state-action loop for which the agent agrees with most of the expert’s actions, but disagrees with a few of them. This allows the agent to continuously cycle and gain infinite reward according to it’s reshaped reward objective that attempts to maximize agreement with the expert while failing to complete the task.

**Backtrack** are two environments, one larger than the other designed to mimic Example II in Figure 25. This time a ball is placed near each door so that if the agent heads to the wrong one initially, it can backtrack to the other. On-Policy Distill often reaches the correct goal, but does not perform as well as reward seeking approaches due to ambiguous expert advice before the balls have been observed. We also see Teacher Distill then PPO perform well in the smaller version, but it takes a long time to learn. PPO performs much worse on this task. ELF-Distill, ADVISOR, On-Policy Distill+R and N-Distill+R all perform very well on these problems, with ELF-Distill underperforming the others in a few cases.

**Early Explore** are three environments of different sizes designed to mimic Example III in Figure 25. Here the ball is placed on a separate hallway that is not on the path to any door. An algorithm must incorporate environmental rewards to be successful here. Here ELF-Distill clearly dominates all other methods, although the problem becomes more difficult the further the agent has to explore from states suggested by the expert. ADVISOR performs well on the first environment, but fails at the other two due to the issues pointed out in Section 6.4.7.

**Late Explore** is similar to Backtrack in that the balls are near the doors. However in this case, they are far enough away that they will not be observed by an agent that walks directly to the door. Here ELF-Distill and ADVISOR dominate, with On-Policy Distill+R and N-Distill+R also making progress.

**Open** places the balls and doors in opposite corners of the room with most of the space freely navigable. ELF-Distill outperforms all others, while ADVISOR also makes progress.
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D.2.2 Vizdoom

Our Vizdoom environments were designed to provide a more challenging visual scenario for training agents from impossibly good experts.

**Monster Room 1** Here the agent must exit a small room with two doors to enter a large room with windows where the agent can check for the existence of monsters. The agent can then exit the level by going back to the original room and opening the door to the empty room and proceeding to the exit. Only ELF-Distill and ADVISOR are able to reliably complete this task.

**Monster Room 2** In the second Monster Room, the agent starts outside of the room with two doors. Because the expert knows where the monster is, it will always tell the agent to proceed to the room with two doors. This causes problems for ADVISOR, which will latch onto this predictable expert signal without knowing what to do once it has to make a decision about which door to enter. ELF-Distill is the only method to reliably make progress on this task.
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