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As datacenter networks evolve to support higher bandwidths and lower latency, delivering this performance to applications is an increasing challenge. Software packet-processing overheads and high-cost hardware data paths are main contributors to this challenge. Offloading packet-processing work from host CPU cores to the network interface controller (NIC) is one compelling solution. While existing hardware offloads are limited in flexibility, SmartNIC devices with an integrated system-on-chip (SoC) are fully programmable. However, achieving efficiency improvements using SmartNICs depends on specific architectural features, and efficient interfaces which only some devices provide. Additionally, SoC resources are inherently limited, and host-NIC communication still relies on high-overhead PCI Express transfers. This suggests that distributed systems must be carefully integrated with SmartNIC resources and interfaces, in order to benefit from these devices. Looking forward, new standards for cache-coherent interconnects have the potential to simplify host-NIC communication. These interconnects bring devices into the CPU’s coherence domain, promising high performance and simpler sharing semantics.

This thesis makes the argument for tight integration of datacenter systems and NICs at multiple levels, with the goal of increasing performance and efficiency. First, we conduct a measurement characterization of the SoC SmartNIC design space, with the goal of understanding opportunities for performance and efficiency gains. Second, we present Xenic, a case study of integrating SmartNIC resources with the design of a distributed transaction processing system. By considering the NIC resources and interfaces in its system design, Xenic accelerates performance and minimizes the use of high-cost data paths. Finally, we present CC-NIC, a NIC interface design optimized for emerging cache-coherent interconnects. CC-NIC demonstrates that integrating the NIC interface into the CPU’s coherence domain offers the potential to improve throughput, latency, and CPU packet-handling efficiency.
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GLOSSARY

• **CLX**: Intel Cascade Lake server CPU platform.

• **CXL**: The Compute Express Link interconnect standard, encompassing CXL.cache, a protocol for cache-coherent host-device interaction.

• **Descriptor**: One work unit submitted to the NIC, representing a packet transmit or receive operation.

• **Doorbell**: The host’s signal to the NIC, indicating the presence of new packets to transmit.

• **ICX**: Intel Ice Lake server CPU platform.

• **Loopback**: A network configuration in which packets are routed from transmit to receive queues on a single NIC, either via internal NIC settings or a wire connection between ports.

• **NIC**: Network interface controller.

• **OCC**: Optimistic concurrency control, a protocol providing distributed transaction semantics.

• **One-sided RDMA**: Remote direct memory access operations allowing remote memory reads and writes to be handled by the target server’s NIC (see RDMA).

• **Packet buffer**: A pre-allocated memory region which contains packet data sent or received by the NIC.
• **PCIe (PCI Express)**: Peripheral Component Interconnect Express, the host-device peripheral interconnect utilized by today’s NICs and SmartNICs.

• **RDMA**: Remote Direct Memory Access, a NIC hardware functionality which allows the NIC to serve memory access requests without CPU involvement.

• **RPC**: Remote Procedure Call.

• **RX**: Receive.

• **SoC**: System on Chip.

• **SPR**: Intel Sapphire Rapids server CPU platform.

• **TCP**: Transmission Control Protocol, a standard reliable transport network communication protocol.

• **Two-sided RDMA**: A send-receive message passing interface, with network transport and packetization performed by the NIC (see RDMA).

• **TX**: Transmit.

• **UPI**: Ultra Path Interconnect, a cache-coherent interconnect typically applied between Intel CPUs in multi-socket servers.
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INTRODUCTION

Datacenter systems are evolving rapidly, to meet the growing demands of cloud workloads. At each datacenter server, network interface controller (NIC) bandwidths are increasing, doubling Ethernet link rates with each new NIC hardware generation \[68, 67, 64, 63, 67, 65\]. Switch latencies are decreasing, with the potential for sub-microsecond communication between servers within a datacenter rack. However, delivering this level of performance to applications is a growing challenge. Server CPU core performance has not kept up with network link rates, and communication between the server CPU and NIC has become the largest factor contributing to network latency within a rack \[77\]. These trends suggest a need to revisit datacenter network communication in order to reduce costs at the end-host.

A wide range of existing efforts aims to reduce datacenter packet-processing costs. These include optimizations to hardware data paths, such as allowing the NIC to directly populate CPU caches \[36\]. Other optimizations target host-NIC metadata, applying alternate data structure layouts for low-latency, low-throughput scenarios \[68, 67\]. Packet-processing costs may be further decreased, by offloading tasks traditionally performed by the host CPU to the NIC itself: for instance, splitting large buffers into TCP segments and routing flows to specific queues. A significant development to this end is remote direct memory access (RDMA) \[68, 70\], a NIC functionality which exposes remote read, write and message-passing primitives to the application. All packet handling is performed in NIC hardware, and at the target of a remote read or write, the NIC itself executes the memory access without CPU involvement.

While these offloads and optimizations make progress towards packet-processing cost reduction, they are limited in scope and flexibility. Optimizations to host-NIC data paths are fundamentally constrained by the underlying PCI Express (PCIe) interconnect. While PCIe bandwidth
has increased alongside network bandwidth, the protocol’s host and device access mechanisms have not evolved, and latency remains high. Meanwhile, added offloading capabilities make host-device interactions increasingly complex. Likewise, transport, RDMA, and network function offloads are valuable in certain use cases, but their fixed functionalities do not fit all applications’ packet-processing needs. It is often difficult to express distributed systems protocols in terms of the limited RDMA primitives; the underlying network transport applied by RDMA hardware is also inflexible. Similarly, while hardware offloads such as TCP segmentation reduce packet-processing cycles, their benefits are limited to specific cases, e.g. large transmit payloads.

**Acceleration with Programmable SmartNICs**  Emerging SmartNIC devices are a compelling solution, offering customizable, efficient packet processing, while also reducing host CPU burden. These devices integrate programmable compute units with the NIC, applying a multithreaded system-on-chip (SoC) [67, 8, 64, 63, 85, 76]. Typically, current SmartNICs apply the Arm (formerly, ARM) CPU architecture. Adding a programmable SoC to the NIC brings multiple benefits. First, the tight integration of the SmartNIC SoC cores and the Ethernet interface increase efficiency relative to interfacing with a conventional PCIe-attached NIC. Second, SmartNIC SoCs apply specialized hardware units to accelerate common packet-handling work. Third, in the context of cloud service providers, host CPUs are a precious resource; shifting network functionality onto SoC cores frees host cores for customer workloads.

SmartNICs also pose challenges, given their inherent limited resources and added complexity. Offloading work to a SmartNIC SoC requires careful consideration of the SoC’s small memory and compute capacities relative to the host server. SmartNICs increase complexity, with host-to-SoC and SoC-to-NIC data paths in addition to the traditional host-NIC interface. Host-SoC communication across PCIe comes at a high cost; PCIe latency and its limited transfer protocol are primary challenges to offloading any tasks that share resources between the host and SoC. While SmartNICs offer the potential for significant gains, applying them requires software systems which navigate this added complexity. Specifically, distributed systems must be designed with awareness of the NIC SoC and its data paths. Data structures and protocols must maximize use of the
tightly-integrated SoC and NIC resources, while minimizing host-SoC and host-NIC traversals.

**Tight Coupling with Coherent Interconnects**  Emerging coherent interconnect standards have the potential to make host-NIC and host-SmartNIC data paths more efficient. These include Compute Express Link (CXL) [12], UCIe [109], and UPI [89]; all allow external devices to participate in the host CPU’s cache coherence domain. These interconnects represent a step towards the tight integration of compute and network interface, much like the integrated SmartNIC SoC and network controller. Coherent interconnects have different performance characteristics and semantics relative to PCIe. The high performance of these new interconnect standards is compelling as a means of improving packet rates and host-NIC latency. Additionally, coherence between the host CPU and peripheral devices has the potential to address a critical difficulty of applying SmartNICs—sharing data between the host and SoC. However, today’s host-NIC interfaces are designed around the properties and mechanisms of PCIe, which are entirely different from sharing data across coherent caches. This suggests that in order to effectively apply coherent interconnects to NICs and SmartNICs, it is necessary to revisit the interface design, namely shared metadata structures, signaling, and packet memory management. A redesigned interface enables us to attain benefits from a tightly integrated host and NIC, by optimizing for the high-performance interconnect and its new forms of cache interactions.

**1.1 Thesis Statement and Contributions**

In this thesis, we demonstrate increasing performance and efficiency by applying programmable SmartNICs, and by leveraging tight coupling between compute cores and the network interface. Figure 1.1 shows the datapaths and scope considered in this thesis.

First, we conduct an evaluation of the varied design space of SmartNICs, to understand the implications of current SoC-NIC integration approaches and host-SoC data paths. We identify opportunities for SmartNICs to deliver a net performance and efficiency gain, and measure the hardware features which provide these gains. This study demonstrates that some, but not all, SmartNIC architectures create potential to accelerate networked systems. Additionally, specific
SmartNIC features serve as an example to be learned from, for future host-NIC interfaces. In particular, eliminating PCIe communication, in favor of tightly coupled core-to-NIC datapaths and efficient metadata management, enables higher-performance packet-transfer interfaces.

Given these results, we next focus on SmartNIC SoCs, and the integration of SoC resources and data paths with the design of a distributed system. We present Xenic, a distributed transaction processing system designed to leverage SmartNIC resources for increased throughput, lower latency, and core savings. Xenic is a case study of applying specialized data structures, protocols, and selective offloading, to attain these benefits. Xenic’s design overcomes the challenges of SmartNIC integration, including limited SoC resources and high-cost PCIe communication.

Third, we explore the additional benefits to be achieved by replacing the PCIe host-NIC interface, to achieve tighter cache integration of the host-NIC data path. We present CC-NIC, a NIC interface design for cache-coherent interconnects. CC-NIC shows throughput and latency improvements, as well as reduced CPU utilization, over today’s PCIe interfaces. CC-NIC shows
the benefits of tighter integration between the host and NIC for typical packet queue interactions.

1.2 Published Works


1.3 Thesis Outline

The remainder of this thesis is organized as follows. Chapter 2 discusses the current state of the art for datacenter NICs, as well as existing approaches to acceleration in hardware and software. Chapter 3 is a measurement study of current SoC SmartNICs, with the goals of identifying opportunities for accelerating systems, and understanding which hardware features are responsible for increased performance and efficiency. In Chapter 4, we present Xenic, a distributed transaction system designed to leverage SmartNICs for performance and efficiency. In Chapter 5, we present CC-NIC, a host-NIC interface design for coherent interconnects, which achieves high throughput, low latency, and core savings relative to existing PCIe NIC interfaces. Finally, Chapter 6 describes conclusions and future work.
Chapter 2

BACKGROUND

Datacenter network speeds, together with application demands, have increased rapidly over recent years. This is evident in the doubling of Ethernet bandwidth with between NIC generations from major hardware vendors [68, 64, 63, 67, 65]. The bandwidth of the PCI Express (PCIe) interconnect has also doubled with each subsequent protocol version [84], tracking network bandwidth. However, the PCIe protocol itself has remained largely similar across these generations. Recent work evaluating PCIe host-NIC communications [77] finds that host-to-NIC latency is a high proportion of overall network latency within a datacenter rack. Thus, addressing PCIe inefficiencies has potential to substantially improve datacenter network latency. This evaluation also finds that PCIe may impose a bottleneck on packet rates, even when PCIe bandwidth is over-provisioned relative to the Ethernet link. In addition to these latency and throughput challenges, the flatter growth of CPU core performance [96] results in a critical need to reduce the CPU cost of network-intensive applications. The following sections discuss the range of hardware and software efforts to address these challenges.

2.1 Reducing Software Overheads

Kernel-bypass software frameworks such as the Data Plane Development Kit (DPDK) [14] and ibverbs [82] aim to reduce overheads by providing user-space applications with direct, poll-mode access to NIC queues. This avoids the latency cost of interrupts and user-kernel crossings to handle network communication. Instead, the user-space process maps NIC queue memory and device registers. These frameworks provide a consistent programming interface atop a range of vendor-specific NIC driver implementations. With DPDK, applications are entirely responsible for constructing packets and must implement any transport protocol they use. Unlike the traditional
Linux sockets interface, DPDK does not include any transport protocol or packet construction functionality. This adds complexity to application development, but brings the benefit of delivering raw hardware performance of the NIC to applications. In particular, DPDK applications may operate on packet data without the overheads of copying data between kernel and user space, or interrupt-based signaling. This approach has enabled new transport protocol designs optimized specifically for kernel-bypass application interfaces, such as mTCP [40], TAS [46], Snap [62], and Homa [75], among others [94, 98, 30, 57]. mTCP and TAS provide a kernel-bypass implementation of TCP (Transmission Control Protocol), a standard protocol for reliable, in-order communication. Other designs, such as Homa, replace TCP with alternate designs to further reduce communication overheads, or replace the operating system’s sockets abstraction with specialized application interfaces.

Another line of work aims to reduce the bookkeeping work involved in handling per-packet NIC metadata [19, 88] to minimize cycles spent on each packet. These provide a simplified or optimized software interface at the driver level, maintaining the same NIC hardware. For example, PacketMill [19] optimizes the translation of vendor-specific metadata formats written by the NIC into generic structures utilized by DPDK. TinyNF [88] provides a simplified software interface for request-response protocols, which avoids buffer management bookkeeping work. These systems achieve performance improvements by eliminating software overheads at the driver level, but they remain limited by the PCIe NIC hardware-software interface. These systems do not change the interconnect communication which occurs between the host server and the NIC.

### 2.2 Optimizing Hardware Communication Paths

Efforts to optimize host-NIC communication paths include Intel’s Data-Direct IO [36], which allows NIC-initiated PCIe transactions to be served by cache instead of DRAM. Research prototypes call for tighter [72, 31, 32], and more flexible [116, 20], cache integration with NIC data paths. These systems demonstrate performance benefits to providing direct data paths between the CPU cache and NIC. However, they stop short of bringing the NIC into the CPU’s cache coherence domain. These designs instead still apply PCIe transfer primitives and thus, they do not
enable new forms of host-device interaction, or improve upon PCIe performance.

NICs such as the Nvidia Connect-X series enable alternative data transfer mechanisms to minimize packet transmission latency [70, 68]. This latency optimization, known as Blueflame in the context of Connect-X NICs, only applies to low-throughput scenarios. NIQ [22], a research prototype NIC interface, demonstrates a similar approach, which involves consolidating and inlining signaling, metadata, and packet data to reduce interconnect communication. As with Blueflame, these strategies improve latency. However, they are limited to specific scenarios, such as low-throughput small packet workloads.

2.3 Pushing Packet-Handling Functionality to the NIC

NIC hardware vendors, as well as wide-ranging research efforts, have proposed mechanisms for offloading packet-handling work to the NIC. This may involve accelerating existing transport protocols, such as TCP transmit segmentation offloads and TCP large receive offloads [64, 8, 67], or implementing packet-parsing engines in NIC hardware to steer flows to queues [7, 66, 64]. Remote direct memory access (RDMA) [68, 27, 43] pushes all transport and packet-handling work to the NIC, exposing memory read and write primitives; the target-side NIC performs the reads and writes, consuming no CPU cycles. Numerous distributed system designs [16, 44, 11, 113, 42, 74, 41, 2] leverage RDMA interfaces to attain CPU and latency savings.

In general, both RDMA and transport offloads require the transport protocol itself to be implemented in NIC hardware. This restricts flexibility, as transport and packetization are no longer software-defined. Further, RDMA provides a fundamentally different programming model of remote memory reads and writes, as opposed to packet transmit and receive. Consequently, applications and their data structures must be designed to use these remote memory access operations, in order to achieve CPU bypass benefits. RDMA-optimized data structures [15, 16, 113, 74] often require extraneous data to be transferred over the network for simple remote accesses, and may also increase the complexity of local accesses. In some cases, these costs of supporting RDMA result in lower overall performance [44]. Overall, offloading remote accesses to the NIC via RDMA can increase performance and save CPU cycles. However, the fixed hardware implementation of
RDMA operations, typically supporting only simple read and write accesses, limits their applicability.

### 2.4 SmartNICs

Programmable NICs, known as SmartNICs or DPUs, place a programmable SoC [67, 8, 64, 63, 85, 76] or FPGA [21, 69, 1, 115, 18, 89] on the NIC itself. The onboard compute serves as a target for offloading work, such as network functions or other infrastructure tasks, from the host CPU. Unlike fixed-function hardware offloads, SmartNICs inherently provide the ability to define customized work in software or FPGA logic. The SmartNIC’s programmable compute raises the question of when it is beneficial to perform packet-processing work on NIC cores as opposed to host CPU cores. In some scenarios, such as cloud service providers, moving network infrastructure tasks off of the host CPU is fundamentally valuable because it frees CPU cores for paid customer workloads. This is a key motivation behind existing work in the SmartNIC space, in particular systems which offload network functions to SmartNICs. ClickNP [52], Catapult [21], Panic [56], and others [26, 3, 91, 102, 101, 50, 33, 71, 99] apply SmartNIC resources to perform various packet-processing functions.

Beyond shifting work from host cores to NIC cores, SmartNICs also have the potential to improve system performance and compute efficiency. Handling packets at the NIC avoids traversing the host-NIC interconnect, and specialized functionality at the NIC, such as packet-processing accelerators, may also be beneficial. A range of recent work targets these benefits, with both generalized interfaces for offloading and application-specific designs. FlexNIC [45], Floem [87], and iPipe [59] consider SmartNICs as a target for application-level offloading, providing frameworks for applications to utilize SmartNIC resources. Additional research works explore applying SmartNICs to specific applications, such as key-value stores [51, 60, 45] and distributed file systems [48]. Our work builds upon these ideas. We consider the potential for performance and efficiency gains enabled by SoC SmartNICs in Chapter 3. Given the specific SmartNIC hardware interfaces which show potential for performance gains, in Chapter 4, we pursue application-level offloading to maximize performance and efficiency via SmartNIC resources.
Chapter 3

SMARTNIC BAKE-OFF: UNDERSTANDING PERFORMANCE OPPORTUNITIES

First, we explore the potential for SmartNICs to increase the performance and efficiency of networked systems. Given the wide range of SmartNIC designs currently available, we aim to identify the specific architectural features which present opportunities and challenges to systems acceleration. SoC SmartNICs support the ability to offload arbitrary work to cores on the NIC. The latest devices generally provide an operating system abstraction to do so, by running embedded Linux on the SmartNIC’s Arm SoC. While this software environment is similar across most current SmartNICs, the interfaces and datapaths differ.

Shifting work off of host cores and onto NIC cores can provide several benefits: for instance, in the cloud environment, offloading frees host cores for customer use instead of managerial networking tasks. But, placing work on the SoC cores does not inherently improve performance or the net CPU efficiency of a system. The same work could also be handled by increasing the host CPU core count, rather than adding complexity at the NIC. Furthermore, offloading may introduce new overheads, arising from the SoC’s lower-power cores, its limited on-board memory, and the PCIe communication required to transfer data to and from the host.

Achieving acceleration through offloading depends on specific properties of the SmartNIC. In particular, some SmartNICs have the potential to increase overall system performance and efficiency by placing compute closer to the Ethernet interface. In terms of latency, this means eliminating communication over the host-to-NIC PCIe interconnect. In terms of throughput efficiency, some devices implement specialized accelerators and network TX/RX interfaces on the NIC SoC, which can support packet-handling at a lower CPU cost. However, not all SmartNICs deliver these benefits; they are the product of efficient interfaces at the NIC SoC, the design of
Table 3.1: Set of measured SmartNIC devices, and their hardware specifications. We refer to each device by its bolded name in the following experiments.

<table>
<thead>
<tr>
<th>SmartNIC</th>
<th>Ethernet</th>
<th>PCIe</th>
<th>SoC CPU</th>
<th>On-board DRAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marvell Octeon CN10K</td>
<td>1×200G, 2×50G</td>
<td>5.0×8</td>
<td>24×ARMv9 2.2GHz</td>
<td>48GB DDR5</td>
</tr>
<tr>
<td>Marvell LiquidIO 3 (LIO3) CN9130</td>
<td>2×50G</td>
<td>4.0×8</td>
<td>24×ARMv8.2 2.2GHz</td>
<td>16GB DDR4</td>
</tr>
<tr>
<td>Nvidia Bluefield 3 (BF3) B3220</td>
<td>2×200G</td>
<td>5.0×16</td>
<td>16×ARMv8.2+ 2.2GHz</td>
<td>32GB DDR5</td>
</tr>
<tr>
<td>Nvidia Bluefield 2 (BF2) MT42822</td>
<td>2×100G</td>
<td>4.0×16</td>
<td>8×ARMv8 2.0GHz</td>
<td>16GB DDR4</td>
</tr>
<tr>
<td>Broadcom Stingray PS1100R</td>
<td>1×100G</td>
<td>3.0×16</td>
<td>8×ARMv8 3.0GHz</td>
<td>8GB DDR4</td>
</tr>
</tbody>
</table>

which varies considerably between platforms.

Thus, we begin with a measurement study of current SmartNIC SoCs to understand the extent to which these devices provide opportunities for performance and efficiency gains. In Section 3.1, we survey a set of current-generation SmartNIC platforms, and characterize SoC compute and on-board memory performance. Then, in Section 3.3, we measure the potential for performance and efficiency gains across platforms. We find that the potential for gains depends on tightly-integrated interfaces at the Arm SoC, in particular, the core-to-Ethernet TX-RX interface. This provides the opportunity to accelerate systems, by eliminating PCIe communication and making use of these efficient interfaces. To understand the design features leading to performance improvement, we perform a deep dive into SoC datapaths in Section 3.4, comparing Ethernet interfaces across SmartNICs. SmartNIC datapaths show benefits to tighter core-to-NIC coupling, relative to host PCIe datapaths. In Section 3.5, we conclude with insights which motivate the work in subsequent chapters of this thesis.

3.1 Survey of SmartNIC Platforms

Our measurement characterization considers a set of recent SoC SmartNICs released from a range of vendors, listed in Table 3.1. We focus on current-generation devices with at least 100Gbps of Ethernet bandwidth. These devices cover the range of SoC integration approaches available today. Specifically, the Bluefield and Stingray SmartNICs apply a switch-based off-path [59] model, while the Octeon and LiquidIO devices apply a on-path architecture, where the SoC interposes on all
inbound and outbound traffic. In the following sections, we compare these approaches, as well as the hardware performance of the SmartNICs, with a series of benchmark experiments.

### 3.2 Experimental Setup

For all measurements in this chapter, we apply the following server setup.

**Server specifications.** We perform measurements on the Intel Ice Lake server platform. Each server has dual 3.1GHz Xeon Gold 6346 CPUs (32 hyperthreads and 36MB LLC per socket). Each CPU has $12 \times 16$GB DDR4 DRAM. The CPU provides PCIe 4.0×16 peripheral interfaces, to which the NICs are attached. This PCIe interface provides 256Gbps of link bandwidth. For compute benchmarks, we provide the additional CPU comparison point of an Intel Xeon Gold 5218. This CPU has 32 hyperthreads at 2.3GHz, and 22MB LLC per socket, in a server with $6 \times 8$GB DDR4 DRAM per socket.

**Software environment.** Each server runs Ubuntu 18.04. For each SmartNIC SoC, we deploy the respective vendor-provided Linux operating system release. The Bluefield SmartNICs run Ubuntu by default; Marvell and Broadcom devices apply customized compiler toolchains and variants of embedded Linux. We use the DPDK 23.03 framework for all network experiments, to demonstrate kernel-bypass networking performance at both the host and SmartNICs. DPDK includes updated, open-source driver implementations for each NIC. For packet-processing benchmarks, we use included DPDK tools such as the `testpmd` performance-testing utility. Additionally, we implement a customized workload generator based on `testpmd`. This application transmits timestamped UDP packets, with configurable batching and rate-limiting, and measures roundtrip echo time for each received packet. Unlike the built-in DPDK tools, this enables latency profiling.

---

1The LiquidIO 3 and Octeon CN10K devices both contain an Octeon SoC, part numbers CN9130 and CN10624 respectively. For simplicity, we refer to the devices by their product names, LiquidIO and Octeon.
Network setup. Since our measurements focus on internal NIC datapaths, we aim to minimize network impacts on latency or packet rates. Thus, we perform network measurements with a direct-attach copper QSFP cable between the two Ethernet ports of each NIC. For the Octeon, which has a singular QSFP port, we instead connect a loopback module. This has the same effect of directing transmitted traffic to the NIC’s receive path. We observe comparable TX-RX latency with the loopback module, and with a cable between the Octeon’s dual 50Gbps SFP ports. The loopback module allows us to test the device at its maximum Ethernet bandwidth.

3.2.1 SoC Compute and Memory Performance

To provide context for the SoC capabilities of each SmartNIC, we begin with benchmarks of core and memory performance. These SoC benchmarks focus on compute capability and do not involve network communication. We compare the SmartNICs listed in Table 3.1, as well as two recent mid-range Intel server CPUs described in Section 3.2, Cascade Lake Xeon Gold 5218 (32 hyperthreads at 2.3GHz, 22MB LLC per socket) and Ice Lake Xeon Gold 6346 (32 hyperthreads at 3.1GHz, 36MB LLC per socket). To measure compute performance, we use the standard Coremark benchmark [17], reporting average throughput score using default runtime settings. This
Figure 3.2: On-board memory throughput of sequential reads, with 1GB per-thread working set. Blue bars show the two newest SmartNIC platforms; gray bars denote the Intel server CPUs for comparison.

benchmark demonstrates performance of synthetic operations relating to typical network stack computation, such as state machine processing, checksum calculation, and list access.

Figure 3.1 shows Coremark benchmark throughput for (a) single-threaded runs and (b) multi-threaded runs utilizing all threads of each CPU. The two most recent SmartNIC platforms, Octeon and Bluefield 3, approach the single-threaded and multi-threaded performance of the Intel server CPUs. This is a notable improvement over the previous generation of platforms. Relative to the server CPUs, the lower Bluefield 2 and Stingray core count (8 for both devices) result in lower multi-threaded performance. The LiquidIO 3 has 24 cores, but throttles when all cores are active, which also results in lower multi-core performance.

As with compute performance, The Bluefield 3 and Octeon platforms also demonstrate on-board memory bandwidth competitive with server-class CPUs. Using the pmbw memory access benchmark [6], we measure the sequential read throughput with all threads of each device accessing private 1GB arrays. Figure 3.2 shows these results. The Bluefield 3 and Octeon platforms again overcome a major limitation of the earlier-generation SmartNICs, by providing DRAM bandwidth approaching that of the server CPU.

In Figure 3.3, we use pmbw to measure single-threaded sequential memory access latency with
varied array sizes. This benchmark performs simple access patterns, such as sequential and random reads, to measure bandwidth and latency. We use standard 64b load instructions (as opposed to vector loads), implemented in an unrolled loop to avoid any compiler optimization impacts. Our sequential access workload shows the latency profile of each device’s cache hierarchy. As access sizes exceed the size of each cache level, accesses are served by the next cache level or DRAM.

The results suggest that access latencies of on-board DRAM and SoC cache are comparable to the host, with the significant exception of the Bluefield 2 and 3 platforms. These devices have smaller cache capacities, and show higher latency than all other platforms, for random access patterns above cache capacity. Both the Bluefield 2, with DDR4 memory, and the Bluefield 3 with DDR5, show higher latency.

This suggests that offloading tasks to the Bluefield SoC may result in increased latency, relative to other SmartNICs and the server CPUs. Even tasks entirely self-contained to the SoC resources may be penalized by high DRAM access latency. On the other hand, the LiquidIO, Octeon, and Stingray devices show similar or lower latencies relative to the server CPUs, across the range of access sizes.
3.3 SmartNIC Packet-Processing Performance

In the following sections, we focus specifically on the Octeon and Bluefield 3 platforms. These are the most recent devices, and they show leading performance, in terms of compute, memory bandwidth, and Ethernet link rates (§3.1). Importantly, these devices represent two opposing areas of the SoC SmartNIC design space. The Bluefield is an off-path SmartNIC, with distinct datapaths and network traffic flows from the on-path Octeon platform [59].

The off-path Bluefield architecture centers around an internal switch, which directs traffic between the device’s Ethernet TX/RX hardware, the host PCIe interface, and the on-board SoC’s Arm PCIe interface. This allows traffic to be directed to either the host or Arm, e.g., by MAC address. However, in both cases, the packets cross a PCIe NIC interface; either between the NIC and host, or the NIC and the Arm SoC. While the SoC’s PCIe link is internal to the SmartNIC, it applies the same software interface and PCIe semantics as the host. This suggests from a core utilization perspective, the Arm interface has no inherent efficiency benefit. In Section 3.3.2, we compare the core-to-NIC interfaces of the Bluefield Arm and host, as well as the Octeon interface discussed below. Another challenge of the off-path design is communication between the host and SoC. This may involve packet TX/RX or RDMA operations, which are routed through the internal SmartNIC switch, or reads and writes via a PCIe DMA engine exposed to the SoC. We measure these datapaths in Sections 3.3.1 and 3.3.3.

The on-path Octeon architecture applies specialized integration between the SoC cores and Ethernet MAC. The SoC directly interfaces with the hardware Ethernet TX/RX queues, as well as specialized hardware modules for flow steering and packet buffer management. The interface between the SoC and Ethernet is not a PCIe link, but instead a specialized interface leveraging FIFO instructions, shared memory, and hardware registers for communication. A similar interface applies for PCIe packet transfers; the SoC utilizes a PCIe DMA engine and hardware-defined packet queue interface. This architecture requires that each packet is handled by SoC cores. Even for traffic unrelated to offloaded functionality, the SoC must transfer packet buffers between the Ethernet and PCIe queue interfaces. This results in software overhead on all traffic passing through
Figure 3.4: Latency of datapaths from Ethernet to host memory, through the Arm SoC and bypassing it. We compare on-path Bluefield and off-path Octeon platforms.

the NIC. However, unlike off-path NICs, this design creates the potential for efficiency improvement by moving work to the SoC: by eliminating PCIe packet transfer and handling work on the NIC itself, or replacing host network stack traversal with simple SoC-initiated DMA accesses. In Sections 3.3.1 and 3.3.3, we measure the performance potential of these offloaded operations. Also, the SoC’s hardware-accelerated TX/RX interface creates the potential for higher-efficiency packet handling relative to the host’s PCIe NIC interface. In Section 3.3.2, we measure the efficiency of this specialized Ethernet interface at the SoC.

3.3.1 SmartNIC Latency Reduction Potential

In order to achieve latency reduction through SmartNIC offloading, there must be a latency benefit to handling packets at the SoC instead of the host. Specifically, latency must be lower between the SoC cores and Ethernet interface, than between the host cores and Ethernet. This includes hardware data transfer latency of the core-to-NIC interconnects, in addition to the latency of signaling and metadata communication required to send and receive traffic. For traffic which is not fully offloaded to the SmartNIC SoC, and instead requires host processing or memory access, the latency of SoC-to-host and Ethernet-to-host data paths is also important to consider. Given
the architectural differences between on- and off-path SmartNICs, latency savings potential varies considerably between SmartNICs.

In Figure 3.4, we compare latency for the Bluefield and Octeon devices. We measure roundtrip latency of individual datapaths between the host, SoC, and Ethernet controller. We use the setup described in 3.2 to measure host-Ethernet and SoC-Ethernet latency with DPDK traffic, with both NICs configured for an Ethernet TX-RX loopback. For both devices, we also show cumulative latency of Ethernet-to-host traffic which passes through the SoC. For SoC-to-host communication, we measure latency of SoC-initiated reads of host memory performed using each SoC’s DMA engine. DMA read accesses are a single PCIe transfer, as opposed to the multiple data and metadata transfers required for packet TX-RX. This operation represents a scenario where an offloaded operation requires access to host memory, but not a full host network stack traversal.

The Bluefield results show that its off-path design does not have potential for latency reduction: direct traffic to the host (4.0us roundtrip) has lower latency than traffic to the SoC (4.5us). In contrast, the Octeon SoC shows lowest overall core-to-NIC latency with Ethernet traffic targeting the SoC (3.0us). This suggests that with the on-path Octeon architecture, handling network traffic on the SoC can reduce latency. However, the on-path architecture requires all traffic to be processed by the SoC; the minimum Ethernet-to-host latency is the sum of the Ethernet-to-SoC and SoC-to-Host latencies. With the Octeon, this cumulative latency is 0.5us higher than the Bluefield’s direct Ethernet-to-Host path. The Octeon SoC’s potential to reduce latency comes at the cost of increased latency and SoC utilization for non-offloaded traffic.

The resource limitations of SmartNICs, namely their small on-board memory capacity, also pose a challenge to potential performance gains. Tasks exceeding the SmartNIC memory capacity, or those which require data sharing with host-side threads, inherently require SoC access to host memory. As such, the latency of SoC-to-host datapaths is important. SmartNICs typically implement a PCIe DMA engine for the SoC to perform transfers to and from host memory. To avoid a latency penalty for offloaded operations requiring host memory access, this DMA engine must support low-latency transfers (and line-rate throughput, discussed in §3.3.3). Not all SmartNICs achieve this; the Bluefield in particular demonstrates high overhead for SoC-to-host
DMA transfers. As shown in Figure 3.4, Bluefield SoC-to-host DMA accesses incur similar latency (3.7us for 64B memory read) to direct-to-host Ethernet traffic (4.0us for 64B packet TX-RX). This suggests that offloaded work which performs a single host memory access has at least 8.2us of cumulative latency, more than double the direct host-to-Ethernet latency. On the other hand, the Octeon SoC performs PCIe DMA read accesses to host memory with 1.5us minimum latency, closer to the physical interconnect latency of PCIe.

Overall, attaining latency reduction benefits is nontrivial. For the Octeon platform, the latency of host TX/RX is higher than with the direct Ethernet-to-host path of the Bluefield, and the SoC cores impose on all inbound and outbound traffic. To achieve an overall latency improvement, a significant proportion of traffic must therefore be handled on the SmartNIC SoC.

### 3.3.2 SmartNIC Ethernet TX/RX Efficiency

Beyond latency reduction, the integration of the SoC and Ethernet interface creates the potential for greater packet-handling efficiency relative to the host’s PCIe interface. Since the PCIe interface has greater bandwidth than the NIC’s Ethernet line rate, this does not necessarily enable higher overall throughput. But, an efficient interface increases per-core throughput, CPU cycles per TX/RX operation, and reduces the need for batching. In Figure 3.5, we compare maximum

![Figure 3.5: Per-thread packet rate with 64B packets and a wire loopback, varying TX/RX batching factor, for three interfaces: Octeon Arm, Bluefield 3 Arm, and Bluefield 3 Host.](image-url)
per-thread TX-RX packet rates for the cases in Figure 3.7. We use the DPDK testpmd workload in flowgen mode, sending packets to a thread-local TX queue and receiving them at a corresponding RX queue via wire loopback. In a polling loop, each flowgen thread receives a batch of packets from a private RX queue, immediately releasing the buffers, and transmits a batch of packets, created by allocating packet buffers and copying headers from a packet template. By focusing on small packets, we demonstrate the efficiency of the signaling and descriptor metadata for each packet transfer, as opposed to the bulk data transfer (which, in this workload, does not consume CPU cycles).

We measure a range of TX/RX batching factors to understand the impact of both per-packet and per-batch costs. Typical PCIe NIC interfaces (such as that of the Bluefield SoC and host) use a doorbell to signal each transmit batch. The Octeon uses specialized instructions to submit descriptors, without doorbell signaling, as well as hardware instructions to allocate and release packet buffers.

Our results show that the Octeon SoC’s Ethernet interface is more efficient than that of the Bluefield SoC, achieving greater per-thread packet rates across the range of batching factors: 2.4× without batching, and 1.1× with a batching factor of 64. The Octeon also outperforms the host’s Ethernet interface by 1.8× without batching, although the performance gap closes at batching factors of 32 and above. These results suggest that with the Octeon, offloading creates not only the potential for latency reduction, by avoiding PCIe traversals, but also potential to reduce the CPU cycles and batch sizes for a given packet rate. In Section 3.4, we perform further measurements of the Octeon descriptor and buffer management interfaces, to identify the source of these efficiency gains.

3.3.3 Line-rate SoC to Host Communication

SoC-to-host access performance is another important factor influencing a SmartNIC’s capability for performance gains. Apart from completely self-contained tasks, fully offloaded to the SoC with no host data sharing, all other offloading requires SoC-to-host communication. Additionally, for on-path platforms, the SoC handles all Ethernet traffic. This means that SoC-to-host transfer
Figure 3.6: Arm-initiated DMA read (a) and write (b) throughput relative to payload size, for Octeon/LiquidIO and Bluefield 3 platforms.

paths are critical to overall performance, and these interfaces must be able to sustain network line rates. Figure 3.6 compares the DMA engine performance of Bluefield and Octeon/LiquidIO platforms, with a range of packet-sized payloads. While both devices can saturate PCIe bandwidth under some conditions, e.g., large 64KB reads and writes, there is a substantial discrepancy in performance at lower sizes typical of packet payloads. For this experiment only, we measure the LiquidIO SmartNIC’s Octeon CN9130 SoC, instead of the newer Octeon CN10K SoC. The two SoCs share the same DMA engine hardware; we measure the LiquidIO because it is a PCIe card form factor which can be installed into a host server, unlike the Octeon CN10K development board.

The Octeon DMA engine achieves at least 97.9% of its maximum throughput with all sizes 128B and above. In contrast, the Bluefield 3 DMA engines achieve only 1.4% (writes) and 0.9% (reads) of peak throughput with 128B sizes, 8.5% (writes) and 6.0% (reads) with 1KB sizes. Achieving peak throughput requires individual transfer sizes to be 16KB or larger. Since 16KB is significantly greater than typical network MTUs, this suggests offloaded applications will be bottlenecked by the DMA engine if even a small proportion of packets trigger SoC accesses to host memory. This severely limits the ability to share data between the SoC and host on a per-request or per-packet basis. On the other hand, the Octeon DMA engine can keep up with network line rate across the range of packet sizes. Offloaded functionality on the Octeon SoC may therefore perform per-
Table 3.2: The sequence of operations for DPDK packet TX and RX, and the associated communication on the Octeon and Bluefield Ethernet interfaces.

In this section, we perform additional measurements with the goal of quantifying the CPU efficiency gains of the Octeon’s hardware-accelerated descriptor and buffer management. Table 3.2 summarizes the sequence of operations which take place in a basic scenario of transmitting and receiving a packet. We compare Bluefield (which is representative of typical PCIe NIC interfaces) with the Octeon’s interface.

At a high level, PCIe NICs handle buffer management with a software data structure, while the Octeon provides a NPA (Network Pool Allocator) hardware-managed buffer pool. The Octeon interface simplifies buffer management at the software level; each allocate and release is a load or store instruction to the NPA’s corresponding hardware register, instead of a concurrent data structure update. This reduces CPU data structure management costs associated with the buffer pool, avoiding software synchronization between cores. The Octeon Ethernet interface automatically frees completed TX buffers, and allocates blank RX buffers, via the NPA pool. Similarly, PCIe NICs apply a descriptor ring structure to handle submit work to the device and handle completions. The Octeon interface avoids the PCIe descriptor ring, including the associated head and
tail registers. Instead, descriptors are buffered in SoC scratchpad and pushed to the Ethernet interface with the LMTST 128B store instruction. SoC cores poll for the next RX packet by loading an SoC register managed by the scheduler component of the Ethernet interface.

In the following subsections, we perform experiments comparing these designs. First, we evaluate overall CPU cost of TX workloads (§3.4.1). This demonstrates the cumulative gains from hardware buffer and descriptor management, and from the integration of these features (i.e., direct NIC access to the buffer pool). Then, we measure descriptor handling (§3.4.2) and buffer management (§3.4.3), individually.

3.4.1 SoC Descriptor Submission

To compare the Octeon and Bluefield designs, we measure a transmit-only workload, measuring cycles per packet across a range of batching factors. As in §3.3.2, we use 64B packet sizes to focus on the metadata efficiency of the interface. Figure 3.7 shows these results for the Bluefield SoC, Bluefield host, and Octeon interfaces.

Our measurements show that the Octeon descriptor interface achieves the lowest cycle count per transmit operation. This is true across batching factors and core counts; the Octeon interface shows the greatest CPU cycle savings with low batching factors and high core counts. The Blue-
field SoC interface requires up to $3.0 \times$ more cycles per transmit in the unbatched scenario. Comparing cycles per TX in batched versus unbatched cases for each platform, the Bluefield interface shows $5.7 \times$ cycle overhead for unbatched TX packets, compared to $2.3 \times$ with the Octeon interface. Overall, these results demonstrate CPU efficiency gains arising from tighter coupling between the cores and NIC. The Octeon’s direct interface to manage descriptors and packet buffers, relative to traditional PCIe descriptor rings, achieve greater packet handling efficiency at a lower CPU cost. In the next sections, we compare the performance of descriptor and buffer handling, in isolation, between the two platforms.

3.4.2 Descriptor Submission

PCIe NIC interfaces, such as the Bluefield’s SoC and host interfaces, instead apply a descriptor ring with doorbell registers for signaling. The host first writes a batch of TX descriptors into a ring buffer in local writeback memory. Then, it signals the availability of new descriptors to the device by writing the updated ring tail index to the device’s doorbell register via PCIe memory-mapped IO (MMIO). This MMIO store triggers the device to read new entries from the host’s descriptor ring in a subsequent PCIe transfer. The device indicates transmit completion by incrementing the descriptor ring’s head index, allowing the host to release the buffers to the software-managed pool data structure. The Octeon implements a proprietary instruction, LMTST, to submit up to
4 descriptors (128B total) to an Ethernet transmit queue. Each individual descriptor contains the packet address and metadata such as data length and checksum offload flags, with a total size of 32B. After the transmission is completed, the buffer is returned to its hardware-managed packet pool (discussed in §3.4.3). Relative to PCIe interfaces, the Octeon’s descriptor submission mechanism reduces interconnect communication, by eliminating the need for separate doorbell and ring accesses. It also reduces software bookkeeping work to handle completions, and avoids the PCIe MMIO datapath and its uncacheable and write-combining memory modes.

To compare these designs, we measure a transmit-only workload, measuring cycles per packet across a range of batching factors. As in previous experiments, we use 64B packet sizes to focus on the metadata efficiency of the interface. To isolate descriptor handling performance, we pre-allocate a set of packet buffers, equal to the configured batching factor, and repeatedly submit the same packet buffers. We disable freeing of completed TX buffers by the NIC driver. This eliminates buffer management and payload accesses from the critical path, isolating TX descriptor submission and completion work. Figure 3.8 shows these results for the Bluefield and Octeon interfaces, measuring both single-threaded TX packet rates and cycles per TX.

These results show benefits to the Octeon descriptor push mechanism, especially in scenarios with low batching. The Octeon descriptor submission performance approaches its maximum with batching factors 8 and above. The Bluefield’s PCIe descriptor ring requires higher batching, up to 128 packets per doorbell, to achieve its peak. This suggests that the PCIe doorbell and other per-batch work is expensive, but can be amortized with high enough batching factors. With batching of 64 and above, the Octeon and Bluefield show similar single-thread packet rates, and the Bluefield consumes fewer cycles per packet. However, the Octeon’s interface is substantially more efficient than the Bluefield at lower batching factors: with 8 packets per burst, the Octeon achieves a 6.6× higher packet rate (89% of its maximum), with just 87% fewer cycles per packet relative to the Bluefield.
3.4.3 Hardware and Software Packet Buffer Management

Next, we compare the Octeon NPA hardware-managed buffer pool with the DPDK \texttt{rte\_mempool} software buffer pool structure utilized by the Bluefield and all other NICs within the DPDK framework. Like descriptor submission, the Octeon buffer pool makes use of a proprietary instruction to allocate or release a batch of up to 128 buffers at once. The \texttt{rte\_mempool} software pool is a concurrent queue data structure, and a thread-local cache to reduce sharing.

Since it is not possible to configure each interface to change buffer management features, we measure buffer management in isolation using the DPDK \texttt{mempool\_perf} performance test. This is a multi-threaded workload, where each thread repeatedly allocates, holds, and then releases, a batch of buffers. This is representative of a typical network application, where each thread has a working set of packets being processed at a given time. On the Octeon SoC, we repeat the benchmark with the hardware and software pool implementations. Figure 3.9 shows pool throughput for each case.

In the single-threaded scenario, software pool operations are local data structure manipulations, but with multi-core accesses, atomic operations and synchronization between cores are necessary. The software pool performs well with one thread, showing higher throughput than the hardware pool. However, total throughput of the software pool drops substantially when multiple threads are introduced, due to the synchronization required for correct allocation and freeing.
behavior. Since multiple threads are required to saturate the Octeon and Bluefield Ethernet interfaces, these multi-threaded software overheads apply to any throughput-oriented workloads. With the hardware pool, sharing is handled transparently by the underlying buffer management hardware, and throughput scales with core count. With all threads performing buffer management operations, hardware pool throughput is up to $40.2 \times$ (batch size 4) and $8.3 \times$ (batch size 32) greater. These results indicate that, as with descriptor management, hardware acceleration of NIC buffer management creates the potential for more-efficient NIC packet handling, relative to software buffer pools designed for today’s PCIe NIC interfaces.

An additional benefit of hardware buffer management, not captured in this microbenchmark, is enabling the NIC to directly allocate RX buffers, and release TX buffers, instead of relying on driver software to do so. This behavior is demonstrated in the overall packet-handling performance measurements (§3.3.2, §3.4.1).

### 3.5 Conclusions

Together, these experiments motivate the remainder of the thesis in two ways:

1. In Section 3.3, we find that SmartNICs can provide an opportunity for accelerating systems performance, and reducing CPU load, beyond simply shifting work to the NIC cores. This opportunity includes latency reduction by eliminating PCIe communication, and making use of the tightly integrated SoC packet-handling data paths. We pursue this idea in Chapter 4.

2. As measured in Section 3.4, the Octeon SoC-NIC interface suggests that there remains substantial room to improve PCIe host-NIC interfaces. It is possible to achieve greater packet handling performance and efficiency, through tighter integration of the core-to-NIC datapaths. We extend this tight integration to the host’s peripheral interfaces in Chapter 5.
Chapter 4

XENIC: SMARTNIC-ACCELERATED DISTRIBUTED TRANSACTIONS

Distributed transactions, though a valuable programming model, are a challenging workload in the datacenter environment. Providing replication and serializability requires coordination between multiple shards of data with multiple replicas of each shard. Together, these guarantees incur a high communication cost, making the practicality of the distributed transaction model contingent on the performance of datacenter networks [16, 44, 114].

Recent developments in hardware and software acceleration have increased the performance of distributed transaction systems. Kernel-bypass networking reduces both the latency of network transfers and the end-host processing overhead. RDMA further cuts server processing costs by offloading simple memory operations from the server CPU to the NIC itself. One-sided RDMA enables reads, writes, and atomic operations on a remote server’s memory without involving the remote server’s CPU and with lower latency than operations that traverse the host networking stack. By expressing the transaction commit and replication protocol in terms of one-sided RDMA operations, the server-side computation involved in performing transactions can be eliminated, avoiding software network stack overheads [15, 16, 114].

A critical limitation of current RDMA NICs, however, is their small set of memory access primitives: read, write, fetch-and-add, and compare-and-swap. Applying these RDMA primitives to a distributed system typically requires significant design trade-offs in terms of data structures and protocol logic. For instance, a remote hash lookup using one-sided RDMA reads necessitates multiple network roundtrips for a hash miss; this can be mitigated by reading multiple buckets at once, but we then waste bandwidth to improve latency [15]. Likewise, one-sided RDMA supports only a request/response message pattern, limiting options for protocol communication. Often, these compromises negate the benefits of hardware offloading. In the context of distributed
transactions, using RPCs for some [113] or all [44] remote operations can lead to higher performance than fully applying one-sided RDMA. Ultimately, the limited applicability of one-sided RDMA limits the potential for performance benefit.

SmartNICs provide a path forward. These devices integrate compute cores and memory into the network interface, plus accelerators for common packet-processing functions. In particular, on-path (“bump in the wire”) SmartNICs offer flexible compute cores on the packet data path, suggesting a new approach to hardware-accelerated distributed transactions. The SmartNIC’s cores enable remote data structure accesses without network or RPC overhead. The on-board DRAM allows for maintenance of metadata state on the NIC itself, eliminating unnecessary PCIe memory accesses. When PCIe DMAs are required, the NIC can batch these operations to reduce overhead. Finally, the NIC can handle arbitrary protocol logic at both the source and remote target of a request, implementing flexible, multi-hop, network communication.

Given these potential benefits, we conduct a performance characterization of SmartNIC packet processing to identify the challenges and opportunities of using SmartNICs to accelerate distributed systems protocols. We find that the SmartNIC’s software-based packet processing comes at a performance cost relative to hardware-supported RDMA. Therefore, a SmartNIC solution would only be effective if the NIC programmability can be used to significantly optimize communications over the wire and PCIe. Further, the NIC’s limited resources pose a challenge. The NIC cores have low computational power relative to host cores, and the on-board memory is small. Careful placement of state and logic is critical to benefit from the NIC’s limited resources. Operations must be interleaved and aggregated to effectively utilize NIC compute, PCIe, and network bandwidth.

Armed with these insights, we design Xenic, a SmartNIC-accelerated transaction processing system. Xenic adapts the protocol of prior designs to benefit from a stateful, asynchronous SmartNIC execution model. First, Xenic employs a co-designed data store that resides in host and SmartNIC DRAM, conforms to the SmartNIC’s restrictions, and provides fast access to host-based data via indexing hints on the SmartNIC. Second, Xenic maintains temporary synchronization state on the SmartNIC to optimize concurrency control mechanisms. Third, Xenic takes advantage of
the SmartNIC’s flexible communication primitives and a function shipping interface [13, 16] to implement multi-hop (i.e., non-request-response) distributed concurrency control optimizations that lead to lower latencies and higher throughputs. Finally, Xenic achieves communication efficiency by asynchronously aggregating work at all inputs and outputs of the SmartNIC. The batched, asynchronous execution model enables high utilization of network bandwidth and the PCIe DMA engine.

We implement Xenic using Marvell LiquidIO SmartNICs [64] and compare it to well-optimized RDMA- and RPC-based designs using Mellanox CX5 RDMA NICs [68]. Our evaluation focuses on the TPC-C, Retwis, and Smallbank transaction benchmarks. On a 100Gbps network, Xenic demonstrates a $2.42 \times$, $2.07 \times$, and $2.21 \times$ peak throughput increase relative to the best-performing RDMA and RPC alternatives, for the three respective benchmarks, with 59%, 42%, and 22% improvements in median latency, while saving 2.3, 8.1, and 10.1 threads per server.

4.1 Background & Related Work

4.1.1 RDMA NICs

Modern datacenter NICs commonly implement a hardware-accelerated remote memory interface known as RDMA. An application uses RDMA by registering regions of host DRAM with the local NIC to enable remote access. There are two categories of RDMA operations:

**One-sided RDMA** operations are simple memory manipulations that are handled fully by the RDMA NIC. The target server’s NIC parses the request, issues a PCIe DMA to read or write the host memory region, and sends a response over the network. One-sided verbs utilize connection-based transport. Three one-sided RDMA verbs are supported by mainstream RDMA NICs: (a) READ a remote memory address, copying the requested data over the network, (b) WRITE data from a local buffer to a remote address, returning a completion ack, and (c) ATOMIC compare-and-swap or fetch-and-add a remote buffer, returning the result.

**Two-sided RDMA** provides an efficient send/receive interface for message passing. Two-sided operations involve the host CPU on both sending and receiving ends. On the receiving end,
the host CPU must poll for received messages, handle the buffer contents, and release the buffers to receive later messages. Two-sided RDMA offers a lightweight message-passing abstraction to support an RPC-based system but does not provide the CPU-bypass properties of one-sided RDMA.

4.1.2 Distributed Transactions

We target serializable distributed transactions over a replicated key-value store. The keyspace is partitioned, with designated primary and backup replicas for each partition. Recent work in this space assume persistent memory or battery-backed DRAM for fault tolerance and a separate service off the critical path to handle reconfiguration [16, 44, 113].

Commit Protocol

Recent research systems share a similar commit protocol design, extending optimistic concurrency control (OCC) [108] with primary-backup replication for availability [16, 44, 11, 113]. Each transaction consists of a set of keys to read and a set of key-value pairs to write. The coordinator issues a series of operations for each transaction:

1. In the Execute phase, the coordinator reads all read-set objects from the objects’ primary replicas. Writes are buffered locally at the coordinator, and the coordinator contacts the primary for each write-set key to lock the object. If a lock is already held, the transaction aborts.

2. In the Validate phase, the coordinator again reads each read-set value from its primary. If any value has changed after being read in the execution phase (determined using version counters), or its lock is held, the transaction aborts. Otherwise, the transaction will commit.

3. In the Log phase, the transaction record is written to a log on each write-set backup replica. The write-set updates are applied to the backup shards in the background.
4. In the Commit phase, the coordinator applies the new write-set values to the primary replicas, increments the objects’ version counters, and unlocks the objects.

**RDMA-assisted Distributed Transactions**

Recent systems use RDMA to accelerate the commit protocol, both by using one-sided verbs to reduce host involvement and two-sided verbs to implement low-latency RPCs.

**FaRM [16]:** FaRM’s design prioritizes the use of one-sided RDMA. In particular, FaRM applies a Hopscotch hash data structure, enabling remote key lookups with a single one-sided READ. The Hopscotch structure incurs a high bandwidth overhead, as a neighborhood of multiple objects must be read for a single lookup. Further, key insertion also requires displacement of existing objects, which cannot be done efficiently using one-sided RDMA primitives. Thus, FaRM can fully offload execution and validation phase reads using one-sided RDMA, but it consumes remote CPU cycles for all other operations. To acquire write locks, to log transaction records, and to commit write objects, FaRM applies an RPC protocol based on one-sided WRITEs to pairwise message logs on each server. The servers poll logs and handle requests, sending back responses using the same mechanism.

**FaSST [44]:** Instead of pursuing the CPU and latency savings of one-sided RDMA, FaSST implements a lightweight two-sided RPC protocol for all remote operations. With an RPC model, no specialized data structure is required since lookups and insertions occur locally at the RPC handler. This avoids the read amplification and insertion complexity of FaRM’s hash structure. FaSST also consolidates multiple operations into a single RPC: one RPC can lock a write-set object and retrieve a read-set value, providing performance benefits at the cost of host core usage.

**DrTM+R [11]:** DrTM+R aims to handle all remote operations with one-sided RDMA. This is accomplished with separate locking schemes for local and distributed transactions: remote locking uses one-sided ATOMIC operations, and local locking uses hardware transactional memory (HTM). DrTM+R addresses the incompatibility of RDMA ATOMICs with host CPU atomic instructions by applying an HTM procedure for each local key operation, and instead of optimistically reading and performing a validation check, the coordinator locks all keys in a transaction.
**DrTM+H [113]:** DrTM+H uses both one-sided RDMA and two-sided RPCs, performing a phase-by-phase selection of one-sided versus two-sided options to maximize performance. Like FaRM, DrTM+H uses one-sided RDMA to read remote records during the execution/validation phases and to write backup log entries. Writes during the execution and commit phases are done via RPCs. The RPC protocol makes use of two-sided RDMA, like FaSST, instead of FaRM’s one-sided RDMA message logs. DrTM+H stores objects in a standard open hash table and achieves one-sided lookups in a single roundtrip by storing at each coordinator the remote memory address of each key, incurring a memory cost. Ultimately, DrTM+H exploits the CPU savings of one-sided RDMA to a limited extent while using two-sided RPCs for all other work. This selective use of one-sided RDMA shows a performance benefit relative to the purely two-sided alternative.

### 4.1.3 SmartNIC-based Systems

Emerging programmable NICs, or SmartNICs, represent another promising approach to reducing host processing overheads. By offloading computations onto a NIC-side multi-core processor [67, 8, 64, 85, 76] or an FPGA [21, 69, 1, 115, 18], we can not only save server CPU cores but also achieve lower request latency and higher overall energy efficiency.

A SmartNIC has become a cost-effective computing unit for stateful packet processing, as the programmable components require only a modest amount of chip logic. For example, the Pensando Elba chip devotes less than 30% of its die for sixteen 2.8GHz ARM cores and the accompanying memory controller [65, 86], with the majority of the chip logic consumed by flow processing engines (e.g., Broadcom’s TruFlow [7], Mellanox’s ASAP2 [66], and Pensando’s P4 [86]). Moreover, the enclosed processors and ASIC-based accelerators consume much less power than a Xeon-based solution when performing line-rate traffic processing (e.g., the Pensando NIC consumes less than 25W [65]).

Thus, there is a growing body of research on SmartNICs, with a significant focus on the offloading of network functions [52, 21, 56, 26, 3, 91, 102, 101, 50, 33, 71]. There is also work on generic frameworks for offloading [45, 87, 61, 59] and individual case studies focused on accelerating specific applications (e.g., key-value storage offloads [51, 60]). Our work is along these
lines and examines the utility of SmartNICs in accelerating distributed transactions, an application that has traditionally been optimized using RDMA. Crucially, unlike prior efforts that focus on network functions or complete offloads of applications, we pursue a design where the NIC and the host are closely coupled, with shared data structures and a fine-grained division of application logic.

4.2 SmartNIC Performance Analysis

We perform an experimental characterization to identify the opportunities and challenges of using SmartNICs for distributed transactions. Building upon the experimental results in Chapter 3, we focus on SmartNICs that enclose a system-on-chip (SoC) multi-core processor. These SmartNICs offer the potential for hardware acceleration while, unlike RDMA, delivering a flexible, programmable interface. We provide a performance evaluation of the 2x50GbE Marvell LiquidIO 3 CN3380 SmartNIC. The LiquidIO has 24 ARMv8 cores running at 2.2GHz, 16GB of on-board DDR4 DRAM, and an 8-lane PCIe 3.0 interface. We compare the LiquidIO to the 100GbE Mellanox CX5 (MCX516A-CCAT) RDMA NIC. We detail our server specifications in §4.4.

The following sections, build upon the opportunities for performance gains discussed in Chapter 3. We focus specifically on applying LiquidIO 3 SmartNICs as an alternative to CX5 RDMA NICs. In Section 4.2.1, we compare latency of CX5 hardware-handled RDMA accesses, and software remote operations, targeting SmartNIC and host memory, implemented on the LiquidIO SmartNIC. In Sections 4.2.2 and 4.2.3, we compare RPC throughput between the LiquidIO cores and the host cores via the CX5 NIC, and evaluate the performance gains enabled by batching. Finally, in Sections 4.2.4, we measure the LiquidIO DMA engine performance, to understand its capability of facilitating offloaded host memory accesses.

4.2.1 NIC and Host Access Latency

In Figure 4.1, we present a roundtrip latency comparison of remote operations for the LiquidIO and CX5 NICs. For the LiquidIO, we measure operations initiated on the source host server via DPDK and operations initiated on the source NIC cores. For both sources, we measure the end-to-
end latency of operations executed on the remote NIC, such as a NOP (NIC RPC case), DMA reads and writes to host memory (Read/Write cases), as well as two-sided operations handled by DPDK on the target-side server (Host RPC). For RDMA, we perform comparable experiments with the CX5 NIC, demonstrating READ and WRITE verbs, as well as two-sided RPCs using SEND/RECV verbs with the RPC framework from DrTM+H [113]. All cases use a 256B data payload; latency is similar for smaller sizes.

Our measurements show a latency penalty for the SmartNIC software packet pipeline. RDMA operations, which leverage specialized hardware, demonstrate lower latency than the equivalent operations implemented in target-side LiquidIO and initiated from the host CPU. While the SmartNIC’s software overhead poses a challenge, the ability to reduce costly PCIe operations presents an opportunity for performance improvement. Both devices show a significant cost for PCIe operations, with two-sided host RPCs incurring the highest latency. For the LiquidIO, operations local to the NIC cores (e.g., NIC RPC with NIC source) outperform all operations involving PCIe accesses. Operations initiated from the NIC, avoiding the latency cost of a host-side DPDK roundtrip, outperform two-sided RDMA RPCs. These observations suggest the LiquidIO has the potential for latency improvement over two-sided RDMA without sacrificing the software flexibility of RPCs.

Figure 4.1: Roundtrip latency for LiquidIO SmartNIC remote operations originating from the host and from the NIC (a), and for CX5 RDMA (b). 256B data buffer used for all measurements.
Figure 4.2: Remote memory write throughput, targeting SmartNIC DRAM (a) and host DRAM (b), with and without batching enabled. CX5 RDMA WRITE throughput is also shown for comparison.

4.2.2 NIC and Host RPC Throughput

To compare packet-handling throughput between NIC and host cores, we implement a minimal echo RPC handler in a host DPDK application and in the LiquidIO firmware. For this experiment, RPC requests and responses consist of 80B UDP packets. We send requests from 5 remote servers to the target server and measure total response throughput. First, we deploy the host RPC handler on the target server, using 16 threads with dedicated RX/TX queues (enough to reach maximum throughput) and a packet burst size of 64. Second, we repeat the experiment with the same configuration but instead deploying the RPC handler on 16 NIC threads. In both cases, further increasing the thread count did not increase throughput. We measure an average host RPC throughput of 23.0Mops/s and an average NIC RPC throughput of 71.8Mops/s. This suggests that the NIC cores, though wimpier in computational performance (see §4.2.5), demonstrate higher packet-handling efficiency than the host-side alternative. Handling RPCs on the NIC cores, therefore, creates the potential for throughput improvement, in addition to latency reduction, relative to host RPCs.

4.2.3 Batching Optimizations

Using read and write microbenchmarks, we consider the potential of aggregation and batching at all stages of the packet pipeline. We apply a software batching layer at the NIC’s PCIe TX/RX
queues, Ethernet packet output, and DMA engine. We measure throughput for remote DMA writes to host memory and remote writes to the LiquidIO’s on-board memory, with and without batching. To compare against the CX5, we measure RDMA WRITE throughput, applying doorbell batching [70] of up to 64 requests (more batching did not increase throughput). Figure 4.2 shows throughput for remote memory writes at a range of 16-256B buffer sizes, with and without batching. Reads demonstrate similar performance. We find that batching enables efficient bandwidth utilization for small remote memory operations. With batching disabled, throughput is consistent across the range of buffer sizes, 9.0-10.4Mops/s for both NIC and host memory targets. Batching network and PCIe transfers results in a throughput increase of up to $22 \times$ for NIC memory writes and $7.0 \times$ for host memory writes. For operations on remote NIC memory, throughput scales to the usable network bandwidth for all write sizes. For operations on host memory, throughput is limited by the DMA engine for requests smaller than 64B; larger requests saturate the usable network bandwidth. For CX5 RDMA, we observe 13.5-15.0Mops/s across the range of buffer sizes, lower than the respective batched LiquidIO operations. 16-256B RDMA writes do not saturate network bandwidth, even with extensive doorbell batching. This indicates that application-level doorbell batching is insufficient to achieve high throughput with small RDMA operations.

4.2.4 DMA Performance

To understand the performance characteristics of the LiquidIO’s DMA hardware, we measure DMA throughput (Figure 4.3a) and latency (Figure 4.3b) for singular and vectored host memory accesses at a range of sizes. The DMA engine provides 8 hardware request queues; we initiate DMAs on 8 NIC cores, with each core assigned a dedicated queue. The DMA engine supports vectors of up to 15 reads or writes; we measure with individual requests and full vectors.

Our throughput measurements indicate that using vectored submission to batch DMAs improves throughput for the range of request sizes, up to the hardware maximum of 8.7Mops/s. Full vectors do not increase submission or completion latency relative to single-buffer requests. Instead, vectored operations may amortize the request submission time, up to 190ns, across up to 15 memory operations. Finally, we observe that the significant DMA completion latency, typically
Figure 4.3: DMA engine throughput (a), and latency (b), with individual requests and with full 15-element vectors. For latency, solid bars denote submission time and hatched bars denote completion time.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Cores</th>
<th>ARM</th>
<th>Xeon</th>
<th>×</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coremark</td>
<td>multi</td>
<td>4530</td>
<td>14771</td>
<td>3.3</td>
</tr>
<tr>
<td>DPDK hash_perf</td>
<td>multi</td>
<td>349.8s</td>
<td>108.1s</td>
<td>3.2</td>
</tr>
<tr>
<td>DPDK readwrite_lf_perf</td>
<td>multi</td>
<td>179.6s</td>
<td>52.5s</td>
<td>3.4</td>
</tr>
<tr>
<td>Coremark</td>
<td>single</td>
<td>14294</td>
<td>29193</td>
<td>2.0</td>
</tr>
<tr>
<td>DPDK memcpy_perf</td>
<td>single</td>
<td>325.8s</td>
<td>174.4s</td>
<td>2.0</td>
</tr>
<tr>
<td>DPDK rand_perf</td>
<td>single</td>
<td>7.5s</td>
<td>2.9s</td>
<td>2.6</td>
</tr>
<tr>
<td>DPDK hash_perf</td>
<td>single</td>
<td>186.5s</td>
<td>84.0s</td>
<td>2.2</td>
</tr>
</tbody>
</table>

Table 4.1: Benchmark results for the NIC ARM and host Xeon cores, with relative the per-thread performance for the Xeon versus ARM.

up to 1295ns for reads and 570ns for writes, must be hidden to efficiently utilize the NIC cores.

4.2.5 SmartNIC Core Performance

We compare the performance of the ARM and Intel Xeon Gold 5218 CPU cores using the Coremark benchmark [17] and relevant performance tests in DPDK’s test suite. We measure single-threaded performance and per-thread performance for workloads utilizing all cores. Table 4.1 shows the results. For the LiquidIO’s 2.2GHz 24-thread ARM CPU, we measure a Coremark throughput score of 108724 or 4530 per thread. The host-side 2.3GHz, 32-thread Xeon’s score is 472691, with per-thread throughput 3.26× higher than that of the LiquidIO. While the Xeon’s
throughput scales with its 32 threads, the LiquidIO’s per-thread Coremark throughput is substantially lower with all cores active. Running Coremark on one thread of each CPU, we observe higher relative throughput on the ARM, with a smaller 2.04\times difference. The DPDK tests, demonstrating hash table, random number, and memcpy workloads, show a similar single-threaded (1.99\times to 2.60\times) and multi-threaded (3.24\times to 3.42\times) performance difference.

4.2.6 Opportunities

Our measurements suggest that the SmartNIC’s software-based packet processing comes at a latency cost relative to RDMA. Despite this, we identify three optimization opportunities. The first is using the SmartNIC cores for stateful remote operations without host RPC overhead or one-sided RDMA limitations. NIC cores can handle protocol logic with the flexibility of an RPC design. NIC cores are also a valuable target for function shipping; logic can be pushed to NIC cores to eliminate PCIe roundtrips, exploit low-latency NIC-to-NIC communication (§4.2.1), and efficient packet-handling (§4.2.2). The second is using the SmartNIC memory to serve remote operations without PCIe overhead. With co-designed data structures spread across the host and NIC, we can use NIC memory to avoid PCIe latency. We can use PCIe DMAs to access host memory with lower latency than RPCs (§4.2.1), and high throughput potential relative to one-sided RDMA (§4.2.3). The third is leveraging the SmartNIC’s efficient hardware interfaces, which show high throughput with software-defined asynchronous (§4.2.4), batched (§4.2.3) operations.

4.3 Design

Xenic provides a distributed, replicated database in server DRAM with a transactional interface. Each node acts as a transaction coordinator, a primary replica of one database shard, and a backup replica for \( f \) other shards, if we use a replication factor of \( f + 1 \). A coordinator application, running on each node, initiates transactions. The commit protocol utilizes the coordinator’s local ("coordinator-side") SmartNIC, and the ("server-side") SmartNICs at remote primary and backup nodes. Xenic is designed to benefit from SmartNICs in the following ways:
• **Stateful offloads:** Xenic implements its transaction commit protocol as a set of stateful operations on the coordinator- and server-side SmartNICs. By storing temporary transaction state, e.g., locks, in SmartNIC memory, Xenic avoids PCIe roundtrips and host RPCs on the critical path.

• **Co-designed data store:** Xenic’s data structures are spread across the host and SmartNIC memory. All key-value objects are stored in server DRAM, supporting local memory access at the server. For remote access, Xenic utilizes server-side SmartNIC memory to avoid PCIe reads for hot objects. By storing lightweight location metadata on the distribution of objects in host memory, Xenic can minimize the latency and size of DMAs for cold objects.

• **Distributed multi-hop OCC protocol:** Like prior systems [15, 16], Xenic uses function shipping [13]. But, Xenic can target SmartNICs and employ non-request-response protocols, unlike RDMA-based systems. This not only reduces PCIe operations but also enables flexible OCC communication protocols that reduce network communication.

• **Runtime support for asynchronous and batched communication:** Xenic performs all work asynchronously and aggregates operations at all inputs and outputs. By implementing an asynchronous, batched operation model, Xenic efficiently utilizes the limited SmartNIC cores. By batching work across PCIe DMAs, packet IO, and Ethernet transmissions, Xenic achieves high bandwidth utilization.

4.3.1 **Co-designed Data Store**

Xenic’s data store is a co-designed hash structure residing in host and SmartNIC DRAM. All key-value objects are stored in host memory. The following factors drive this design choice. First, the host application may retrieve objects via local memory access, not requiring communication with the SmartNIC. Second, the host memory size is typically much larger than that of the SmartNIC memory. Finally, the host’s memory can be battery-backed to provide durability (as is the case in
FaRM [16]). We optimize the host-side structure for efficient lookups and reads from the SmartNIC via PCIe DMA. Local transactions’ lookups, insertions, and writes are performed on the host via local memory access.

The SmartNIC hash structure serves as a caching index of the host data store. It maintains fine-grained distribution metadata for regions of the host hash structure, enabling low-cost lookups via PCIe DMA. Given the latency of PCIe, we target lookups with a common-case single DMA read and low bandwidth overhead. In addition to storing lookup metadata, the SmartNIC structure maintains transaction metadata for key-value objects accessed by ongoing transactions.

This design leads to three possible cases for lookups: first, the host can perform lookups in its local memory; second, the SmartNIC can serve remote lookups of hot objects via its cache; third, upon a cache miss, the SmartNIC can retrieve objects in host memory via a low-overhead DMA read.

Figure 4.4: Overview of the Xenic data store, showing data and metadata placement. Overflow is omitted for simplicity.
Data Structures

The Xenic data store applies three structures. The host-side hash table (see §4.3.1) contains all key-value objects. The NIC hash table (see §4.3.1) caches hot objects and stores metadata. It is not a complete index of the host hash structure but instead a cache with location hints to facilitate efficient DMA lookups on the host-side hash table. The NIC table also stores transaction commit metadata, e.g., lock state, for ongoing transactions. Placing this metadata in NIC memory brings it closer, in terms of latency, to inbound remote accesses, while the on-path NIC architecture keeps it on the data path of outbound local requests. Figure 4.4 shows the layout of the host and SmartNIC hash structures. Finally, a host memory log (see §4.3.2) stores recently committed transactions. The NIC efficiently appends transactions’ write sets to the log, and the host applies the updates to the host-side structure off the critical path.

Robinhood Hash Table

Xenic’s host-side hash structure is a closed hash table adopting the Robinhood hash table design [10], with several modifications to achieve efficient operations in the SmartNIC context. The Robinhood design is a form of closed hash table applying linear probing, which aims to reduce the cost of lookup probing by displacing existing objects as new ones are inserted. The insertion procedure attempts to even out the displacement of objects in the table: the distance of each object from its initial hash position. Objects with a comparatively low displacement are moved further as later insertions take place. The insertion probing function accomplishes this by checking the displacement of each element it reaches in the table. If the existing element’s displacement is less than the current displacement of the element to be inserted, it swaps the existing element with the one to be inserted; thus, it steals the "displacement wealth" from well-placed elements and hands it out to other elements. Probing continues until reaching an empty slot, where the element to be inserted is placed.

This swapping procedure results in low probing distance variance throughout the hash table, even at high occupancy. While the insertion cost is higher than simply probing for an empty
slot, the uniformity of probing distance improves lookup efficiency. This is important for lookups in the context of high-latency, throughput-limited memory access, i.e., PCIe DMA. Unlike other swapping designs, such as Cuckoo hashing, the Robinhood design prioritizes the locality of objects mapping to the same hash position. As a result, typical lookups read a single, contiguous region of memory instead of multiple disjoint buckets. This is crucial in the context of remote memory access, where the initiation cost of reading disjoint addresses is higher than that of a single buffer.

Xenic imposes a global limit on maximum displacement, $D_m$. Xenic divides the table memory into fixed-size segments, and for each segment, a linked overflow bucket may be allocated if necessary. If displacement reaches $D_m$ during insertion, the object to be inserted is instead appended to the overflow bucket corresponding to its initial hash position. This allows Xenic to limit the cost of insertion and deletion. While prior Robinhood implementations typically apply tombstones to ensure an erased entry does not prematurely end probing, Xenic uses a simpler approach. Xenic simply swaps an overflow element over the deleted element, if one exists. If no overflow element exists, Xenic performs a backward shift; size is limited by $D_m$.

**DMA-Consistent Swapping** When Robinhood insertion swaps a table element, the existing element is replaced with the object to be inserted and buffered until the next swap occurs. A concurrent DMA read could therefore miss the existing element. Xenic addresses this by building a copy list and performing swaps starting from the last (free) element. This ensures an existing object is never removed from the table. Xenic must also guarantee consistent DMA reads for objects spanning multiple host cache lines. In this case, Xenic surrounds swaps with transactional memory instructions ($\text{XBEGIN}$, $\text{XEND}$), causing the swap to abort and retry if there is a concurrent DMA. Because the NIC caches objects returned in a DMA read, the host retries an aborted swap without continued contention. Xenic stores large objects above 256B outside the host hash table to avoid swapping large object payloads and reduce DMA lookup cost. Instead, the hash table contains pointers, which the NIC can use to retrieve the value via a single-object DMA read.
**SmartNIC Caching Index**

Xenic uses NIC memory to maintain lookup metadata for the host-side hash table, as well as transaction metadata for objects actively involved in transactions. For each segment of the host-side table, Xenic allocates a NIC *index entry*. An index entry contains a cache of objects that map to the corresponding host-side segment, transaction metadata (lock, version number) for those objects, and a *known displacement* value, $d_i$, for objects mapping to the corresponding host-side segment. Xenic implements a fixed-size set of cache positions for each index entry, with chained overflow pages allocated as necessary.

The NIC index also enables efficient host memory lookups when a cache miss occurs. Each NIC index entry maintains the highest known displacement $d_i$ of objects mapping to the entry’s host-side segment as well as an overflow address if objects in the segment have reached the displacement limit. Lookups require reading a region of the table in host memory, from the key’s initial hash position to its actual displacement. While this actual displacement value is unknown until reaching the key, $d_i$ serves as an effective location hint for locating a key with a single DMA read.

The NIC’s $d_i$ values may be invalidated by concurrent insertions performed in host memory: inserting one object may move another object beyond the corresponding $d_i$ maintained at the NIC. To address this, the NIC reads $d_i + k$ additional elements beyond its known displacement, up to the limit $D_m$. While insertions will invalidate $d_i$ values somewhat regularly (e.g., 6% of insertions at 90% occupancy), $d_i$ is rarely increased by more than one (e.g., only 0.2% of insertions at 90% occupancy); therefore, we set $k = 1$ based on experimentation. If the NIC does not read the item within $d_i + k$ entries, the NIC performs a second, adjacent DMA read up to the limit, $D_m$. If $d_i$ is already equal to $D_m$, the NIC instead reads the segment’s overflow page.

Insertions, deletions, and cache eviction make use of the transaction protocol and its metadata to ensure consistency between the SmartNIC index and the host structure (§4.3.2).
Data Structure | Objects Read | Roundtrips
--- | --- | ---
Xenic Robinhood, $D_m = 8$ | 3.43 | 1.07
Xenic Robinhood, $D_m = 16$ | 4.13 | 1.04
Xenic Robinhood, $D_m = 32$ | 4.84 | 1.02
Xenic Robinhood, no limit | 6.39 | 1
FaRM Hopscotch, $H = 8$ [15] | > 8 | 1.04
DrTM+H Chained, $B = 4$ | 4.65 | 1.16
DrTM+H Chained, $B = 8$ | 8.81 | 1.10
DrTM+H Chained, $B = 16$ | 16.96 | 1.06

Table 4.2: Average number of objects read and number of roundtrips per lookup, at 90% occupancy.

**Lookup Efficiency**

We compare the efficiency of lookup operations to the hash table designs of FaRM and DrTM+H. The three designs share similar priorities; each is optimized for remote hash lookups via remote memory access. All three designs perform updates using local memory operations at the target, and their insertion procedures prioritize placing objects mapping to the same hash value within a small, contiguous area of memory. This enables common-case remote lookups with one remote memory read at the cost of reading multiple objects per lookup. FaRM applies a Hopscotch hash table; like Robinhood, the Hopscotch table is a variant of linear probing. This design ensures that any element must be located within a fixed neighborhood size $H$, with $H = 8$ in FaRM's published results. A remote lookup first reads the neighborhood of $H$ elements, and if the object is not found, issues a second read of the corresponding overflow bucket, resulting in an additional roundtrip. DrTM+H applies a simpler hash design, with a closed array of $B$-element fixed-size buckets and additional linked buckets allocated as necessary. A remote lookup traverses bucket links until finding the object.

We measure remote lookup performance at 90% table occupancy, comparing to FaRM’s published results at the same occupancy. Table 4.2 shows the mean number of objects read and mean roundtrips per lookup for 8 million uniform-random keys. FaRM’s design reads $H = 8$ objects per lookup in the common case, with a second roundtrip necessary for 4% of keys; average overflow
read size is not published. DrTM+H reads at least $B$ keys for each lookup, and due to its chained placement policy, often incurs multiple roundtrips traverse the chain. Xenic dynamically bounds the size of lookup reads based on hints stored in the NIC index. At high occupancy, and with a similar 4% overflow utilization to FaRM, Xenic’s average read size is 48% lower than that of FaRM. If we disable overflow buckets and do not limit displacement, Xenic still achieves 20% fewer object reads per lookup than FaRM while also eliminating the overflow roundtrip.

FaRM and DrTM+H both perform remote hash lookups across the network via RDMA. Xenic instead performs remote lookups at the target-side NIC. RDMA lookups impose an end-to-end bandwidth cost and a full network roundtrip penalty if multiple reads are needed. Xenic’s lookups, in contrast, consume only PCIe bandwidth and incur only PCIe access latency. Likewise, Xenic’s remote lookups are always performed at the target NIC rather than at any remote client. This creates the opportunity for the NIC to cache objects and metadata for the host-side structure. While DrTM+H also applies index caching, it must store remote object addresses for each remote primary at each coordinator. DrTM+H’s approach is limited in scalability, given its memory overhead, and lacks an efficient mechanism for cache invalidation.

4.3.2 Transaction Protocol

We first describe Xenic’s distributed transaction commit procedure, then we detail special transaction cases and Xenic’s respective optimizations. Xenic applies function shipping to offload execution logic from the host server to the coordinator-side SmartNIC (§4.3.2). Further, Xenic extends OCC with distributed, multi-hop protocol variants to increase communication efficiency based on a transaction’s access pattern (§4.3.2). While Xenic targets distributed transaction workloads, where common-case transactions involve remote data shards, we ensure the SmartNIC optimizations do not add communication complexity to purely local transactions. §4.3.2 outlines Xenic’s fast path for local transactions.

Figure 4.5 shows the components of each Xenic node. The coordinator application, running on each host, initiates all transactions and handles commits and aborts. We summarize the execution of a distributed, read-write transaction:
Figure 4.5: Xenic design overview, showing one server. Solid lines indicate local memory access; dashed lines indicate PCIe transfers.

1. A host coordinator thread A initiates the transaction, determining the initial read-set and write-set objects. The coordinator may either generate the transaction or poll a request queue from an external application thread B. It assigns a transaction ID (node index and sequence number), then sends the transaction state, including its read-set and write-set objects, to its local SmartNIC.

2. A coordinator-side SmartNIC thread C then issues remote EXECUTE requests to each primary involved, specifying the shard’s read-set and write-set keys. The request is received by a server-side SmartNIC thread D, which performs a lookup for each read- and write-set key in its local-memory index i. If any key exists and is locked, the NIC returns an abort response. Otherwise, the NIC allocates an index entry, if necessary, and acquires a lock for each write-set key. The NIC then retrieves the values and version numbers of the read-set keys. As described in §4.3.1, cached values are retrieved from SmartNIC memory.
i, and cache-miss reads retrieve the value from host memory ii via PCIe DMA. Finally, the coordinator sends a response containing the read-set values and versions.

3. After receiving successful Execute responses from all primaries, the coordinator SmartNIC updates its transaction state with the returned read-set values and sends the transaction state via PCIe to the host. The host coordinator performs an application-level function to generate write-set values given the read-set values and sends these writes to its NIC. For a multi-shot transaction, the coordinator may issue subsequent execute requests to read and/or lock additional keys until execution is finished.

4. The coordinator-side SmartNIC issues a Validate request to the primary of each read-set key, except for those locked for writing. The request includes the version number for each key obtained by Execute. The primary NIC retrieves the current version for each key in its index i, and returns commit if the version numbers match and no keys are locked. Otherwise, the NIC returns abort, which is propagated to the application and other primaries.

5. After receiving successful Validate responses, the transaction completes if it is read-only. For read-write transactions, the coordinator replicates the write set to each shard’s backup replicas using a Log request with the shard’s key-values and version numbers. The NIC for each backup handles the Log request by appending it to a hugepage of host memory reserved for logging iii via DMA write. The NIC responds after the DMA completes.

6. After receiving all Log responses, the coordinator-side NIC reports a Committed outcome to the host, and issues a Commit request to each primary, with write-set key-values and version numbers. The primary NIC appends the Commit request to the host-memory log iii. Then, it applies the new values to cached entries in the index and updates the write version numbers. Once the DMA completes, the NIC releases the write-set locks and sends an ack response. The write-set objects are pinned in the NIC’s index cache and cannot yet
be evicted. This ensures NIC lookups will not read a stale object before the host applies the Commit writes to its hash structure.

7. The host-side Robinhood worker threads poll the log for entries written by the NIC. The host threads asynchronously handle requests by applying Log write sets to the backup shards in host memory and Commit write sets to the primary shard. The host application appends a log ack to traffic between the host and the NIC, allowing the NIC to reclaim log space and unpin cache entries for committed writes.

Fault Tolerance

Xenic applies the reconfiguration and recovery design of FaRM without additional requirements. To do so, we ensure that (a) lock state is maintained in only one location (SmartNIC memory) and rebuilt upon recovery, (b) Xenic’s host-side hash table maintains the same set of objects as that of a static hash table, and (c) operations are executed in the same sequence across the coordinator, primaries, and backups as in FaRM’s protocol, with log records written to host memory before a Log operation or Commit operation returns an acknowledgement.

Given these similarities, FaRM’s recovery protocol applies to Xenic as follows. Xenic uses a typical Zookeeper-based cluster manager to determine membership. Each node holds a lease with the cluster manager, and lease expiration triggers reconfiguration. Only primaries maintain lock state, so when a primary fails, a backup is promoted to become the new primary, and the lock state is reconstructed. While other shards may proceed, each node of the recovering shard scans its log for transactions that have not yet been acknowledged as committed to the primary. These recovering transactions’ write-set keys are communicated to the new primary, which acquires locks on each object. Once all locks are set, the shard can serve new transactions. Meanwhile, the replicas communicate to ensure each recovering transaction is either aborted or fully applied to all replicas before its associated locks are finally released.
**SmartNIC Function Shipping**

Offloading execution logic from the host to the coordinator-side NIC provides an opportunity for latency reduction, eliminating all but one coordinator PCIe roundtrip. We apply function shipping [13, 15, 16]; while FaRM used it between hosts, we use it to move execution from the host to the NIC. Xenic implements function shipping by adding an optional, application-defined data field to each transaction state entry maintained on the NIC. This data consists of the application’s external state, if any, required for a transaction’s execution. Second, Xenic provides an abstract interface for execution logic. This interface exposes the transaction’s read and write sets and the external state associated with the transaction. When a transaction request is initially sent from the host to its coordinator-side NIC, any external state data is attached to the request and buffered at the NIC. When the transaction’s Execute responses are received by the coordinator-side NIC, the execution logic is invoked, transforming the transaction’s read and write sets based on the current objects and external state. If execution adds keys to the transaction, coordinator issues Execute requests for the new keys, collects responses, and repeats the execution function. Otherwise, the coordinator proceeds to commit the transaction. Offloading execution requires performing execution logic on the NIC and sending associated application state to the NIC, potentially incurring additional NIC CPU load and PCIe bandwidth utilization. Offloading execution is feasible only when the object manipulation is not computationally intensive and the application state is small, i.e., when it does not introduce the NIC cores or PCIe bandwidth as a performance bottleneck.

**Multi-Hop OCC Communication**

Xenic additionally applies function shipping to reduce commit protocol network communication. By leveraging point-to-point operations between NICs, in addition to the standard coordinator-server pattern, Xenic can reduce commit messages and message delays based on a transaction’s access pattern. When the coordinator-side NIC receives a transaction request, it determines the optimal execution node based on any remote accesses in the read and write sets. If commit com-
Figure 4.6: Commit messages for a transaction writing to local and remote shards, with execution (a) performed at the coordinator $P_1$, and (b) shipped to remote $P_2$ to minimize communication.

Communication can be simplified by performing execution at a remote primary NIC, Xenic applies function shipping to invoke execution remotely and uses multi-hop requests to reduce communication. For instance, transactions writing to the local shard and one remote shard are executed at the remote primary NIC. Figure 4.6 shows communication with coordinator execution and only request-response operations (a) and the optimized communication pattern enabled by shipping execution to the remote primary NIC (b). In the optimized case, the $P_2$ NIC performs execution, then issues Log requests to the backup NICs, and the backups send Log responses to the coordinator-side $P_1$ NIC. By shipping execution to the remote primary NIC, Xenic eliminates a network message delay from the commit protocol. Xenic handles remote execution with the same function shipping mechanism as in the coordinator offload optimization. We limit remote execution to transactions involving a single execution round, where all keys are specified in the initial request. We implement multi-hop commit operations for all single-shard transactions and transactions involving the local shard and one remote shard.

Local Transactions

Local write transactions execute optimistically on the host, accessing objects in the host-side hash structure. After execution, the host sends the transaction state to its coordinator-side SmartNIC for replication. Before issuing Log requests, the coordinator-side NIC acquires write-set locks.
in its index and aborts if any lock is already held. Otherwise, the NIC proceeds with the commit protocol. This adds no network or PCIe overhead for committed transactions. Local read transactions require no PCIe communication, performing reads and VALIDATE logic locally at the host-side hash table.

### 4.3.3 SmartNIC Operations Framework

We apply our performance analysis to design an efficient framework for Xenic’s SmartNIC commit operations. First, our results show that PCIe DMAs have significant submission and completion latency (§4.2.4). To achieve high core utilization, NIC cores must perform work while awaiting DMA completion. Second, we find substantial throughput opportunities in batching DMA submissions (§4.2.4). Submitting full vectors to the DMA engine amortizes submission cost, without adding completion latency, and increases maximum throughput. Combining batched DMA submission with batched Ethernet transmission (§4.2.3) results in high network utilization, with potential for improved throughput over one-sided RDMA. Individual commit operations, however, typically do not fill a 15-buffer DMA vector or an Ethernet MTU and do not have work to perform while awaiting DMA completion. For this reason, we must interleave commit operations and aggregate work at the point of DMA submissions, NIC-to-NIC, and NIC-to-host communications.

**Asynchronous Operations**

Xenic implements continuation-passing, asynchronous operations to interleave work, and to minimize blocking for DMA completions. Each NIC core maintains two vectors for pending read and write DMAs, respectively. Transaction operations insert entries (NIC/host addresses, size) into the read and write vectors, along with a callback function to be executed upon DMA completion. This callback may produce a network output, e.g., a Log acknowledgement, or further manipulate NIC state, e.g., unlocking objects after COMMIT writes are transferred to host memory. When a NIC core is idle, or when the DMA vector fills, it is submitted to the core’s assigned DMA engine. The DMA engine writes a completion status byte once it has performed the DMA. Each
core tracks in-flight DMAs using a core-local ring buffer, mapping completion byte addresses to the associated batch of callback work.

**Opportunistic Batching**

Xenic runs a burst-oriented polling loop on each NIC core, applying the NIC’s hardware flow engine to route flows to cores. Each loop iteration handles a burst of Ethernet traffic and a burst of DMA completions, accumulating DMA requests and their callbacks in the pending read/write vectors. After handling the burst, the NIC submits any DMA requests and collects all outbound NIC-to-host and NIC-to-NIC packet transmissions. The NIC core uses a gather-list for each destination and performs an aggregated Ethernet or PCIe packet transmission. This allows Xenic to combine as many outputs as possible into each packet.

Xenic’s batching approach allows the SmartNIC to aggregate communication whenever there is sufficient traffic between two nodes. PCIe communications are batched separately, and do not always achieve full batches; for instance, a read-heavy workload largely served by the SmartNIC cache results in few PCIe accesses. However, this scenario does not result in lower performance because cache hits to SmartNIC memory are lower-cost than DMA lookups.

**Limited SmartNIC Resources**

The SmartNIC’s compute and memory capacities are small relative to the host server. Xenic is designed with this in mind, allowing workloads to appropriately utilize the SmartNIC. First, Xenic selectively applies function shipping to execute transactions on NIC cores. This is applied on a per-transaction basis via a user annotation. Doing so allows the NIC to execute latency-critical transactions, reducing PCIe crossings, while the host executes compute-heavy or predominantly local transactions. Second, Xenic uses SmartNIC memory to cache objects, adapting to available capacity. When caching is ineffective, due to the access pattern or cache eviction policy, the need for DMA lookups increases. These misses incur PCIe bandwidth overhead (§4.3.1), potentially becoming a bottleneck. Decreasing probing distance sufficiently, say by expanding the host-side hash memory, reduces PCIe overhead and allows lookups to reach network throughput.
Other SmartNIC Platforms

Xenic relies on SmartNIC hardware characteristics to reduce latency. First, handling a remote request on the SmartNIC must be lower latency than doing so with a host RPC. Some off-path SmartNICs demonstrated higher latency when directing traffic to the SmartNIC cores versus sending requests directly to the host with an RDMA NIC. Second, the SmartNIC must have an efficient mechanism for host memory access. SmartNICs that rely on an RDMA interface between the NIC cores and host memory showed prohibitively high latency, precluding Xenic’s latency reduction goal. If the SmartNIC hardware does not show latency reduction potential, using SmartNICs may not be justifiable over a host-only design. In contrast, with a platform meeting these requirements, Xenic can improve both latency and throughput.

4.4 Evaluation

We implement Xenic using LiquidIO 3 SmartNICs. We extend the generic NIC firmware to add transaction-processing logic, written in C using DPDK and the LiquidIO hardware interfaces. The host-side coordinator also uses DPDK. Our testbed consists of 6 servers, each with Intel Xeon Gold 5218 CPUs (16 cores, 32 hyperthreads, 2.3GHz) and 96GB DDR4 DRAM. Each server contains a 2x50GbE Marvell LiquidIO 3 (CN3380), with 24 2.2GHz ARM cores, 16GB DDR4 DRAM, and a PCIe 3.0 x8 interface. We utilize both links of the NIC for a per-server total network bandwidth of 100Gbps. Each server also contains a 100GbE Mellanox CX5 (MCX516A-CCAT) NIC with a PCIe 3.0 x16 interface for comparison.

4.4.1 Comparisons

We evaluate Xenic with case studies of the TPC-C [107], Retwis [92, 117, 104], and Smallbank [28] benchmarks. We use each benchmark to compare performance against recent work in hardware-accelerated distributed transactions, measuring per-server average throughput and median latency. We focus on versions of DrTM+H [113] for this comparison, a well-optimized research system applying a hybrid of one-sided RDMA and two-sided RPCs to maximize performance. In
addition to its hybrid design, DrTM+H provides additional versions representing alternate decisions in the RDMA design space. We compare the following configurations:

- **DrTM+H** is the best-case combination of one-sided and two-sided operations for each protocol phase. One-sided operations are typically used for execution reads, validation, and logging. DrTM+H avoids remote data structure traversals by caching addresses for remote objects.

- **DrTM+H with no remote caching (NC)** matches DrTM+H but disables the coordinator’s remote address cache. This configuration demonstrates the impact of RDMA hash traversal for Execute reads.

- **FaSST** involves two-sided RPC operations exclusively, emulating the design by Kalia et al. [44]. This version performs remote data structure lookups via host RPC, and where possible, consolidates multiple operations (e.g., reading and locking) into individual RPCs.

- **DrTM+R**. This configuration emulates DrTM+R’s use of one-sided RDMA, retaining the OCC protocol of DrTM+H [113].

Of the open-source related work, only DrTM+H implements the TPC-C benchmark. However, DrTM+H’s support is limited to a simplified version of the TPC-C workload, consisting of new order transactions, instead of the typical mix of five types, and using a customized access pattern. We evaluate Xenic using this workload for comparison with the DrTM+H configurations (§4.4.2). Xenic supports the full TPC-C workload, which we evaluate separately (§4.4.3). DrTM+H provides a Smallbank implementation; we migrate their code to Xenic and implement Retwis on both systems. For the three benchmarks, we discuss host and NIC resource utilization (§4.4.6). Finally, we evaluate key aspects of Xenic’s design and their contributions to throughput and latency (§4.4.7).
Figure 4.7: Throughput per server and median latency for (a) TPC-C New Order, (b) TPC-C, (c) Retwis, and (d) Smallbank benchmarks.
Case Study: TPC-C New Order

The TPC-C benchmark simulates a warehouse order processing system with nine tables and a range of object sizes up to 660B. We first evaluate the performance of TPC-C’s new order transaction, the predominant transaction of the five types in the TPC-C specification. Because DrTM+H only supports the new order transaction, not the full workload, we use this benchmark to compare performance with DrTM+H and evaluate the full workload mix in §4.4.3. Each new order selects 5-15 items, updates stock counts, and writes order line-item records. The coordinator picks items from partitions chosen uniformly at random; this matches the DrTM+H authors’ evaluation, creating a strenuous remote access pattern. Three of the tables are accessed by transactions across the cluster, while the others are B+ trees local to their respective coordinators; all tables are replicated. We deploy TPC-C on the 6-server testbed with a replication factor of 3 (2 backups for each primary) at the scale of 72 warehouses per server. Figure 4.7a shows the results.

Xenic achieves an average peak throughput of 1.19M txn/s per server, a 2.42× improvement over DrTM+H, the best alternative. While both systems saturate network bandwidth, DrTM+H requires multiple network operations for each TPC-C stock object to retrieve the value, then lock and validate. Xenic can lock and read a remote object in one remote operation, reducing bandwidth consumption and latency. Xenic effectively aggregates work at the SmartNIC, further allowing throughput to scale. Xenic’s throughput is 3.81× greater than DrTM+H with coordinator-side caching disabled, showing the overhead of DrTM+H’s remote lookups. Although RPCs avoid these one-sided RDMA inefficiencies, handling all operations with host RPCs limits FaSST’s throughput to 232k txn/s, even when utilizing all host threads.

At low load, Xenic’s median latency is 59% below that of DrTM+H, the lowest-latency alternative. While DrTM+H applies one-sided RDMA for reads, this requires separate remote operations to read, lock, and validate a remote object, limiting latency savings. Xenic can perform these functions with a single remote request while reducing latency relative to a host RPC. The latency penalty of FaSST’s RPC approach is high for this benchmark since FaSST handles RPCs on the same threads performing compute-intensive B+ tree operations. At 95% of peak throughput,
FaSST shows high latency: 2.2× that of DrTM+H and 4.0× that of Xenic.

### 4.4.3 Case Study: TPC-C

The full TPC-C workload consists of five transaction types, including *new order*. We deploy the full workload mix at the same scale as §4.4.2, configured to match the standard benchmark specification. Like prior implementations [114], we chop the long-running local transaction logic into multiple database transactions. Xenic ships execution of the *new order* and *payment* transactions to the NIC; other transactions execute on the host. Per the specification, we measure throughput as the rate of *new order* transactions per second within the full workload mix; this is approximately 45% of the overall transaction throughput. Figure 4.7b shows the result.

Xenic achieves peak throughput of 541k new orders per second per server, saturating the network. With *new order* transactions comprising 45% of the workload, the other transactions consume bandwidth and limit throughput to approximately half that of the *new order* workload in §4.4.2. In the standard TPC-C configuration, only ~10% of *new order* and 15% of *payment* transactions access a remote warehouse’s objects; this results in a median latency of 25μs at low load, below that of the modified *new order* workload.

Of the related work, DrTM+R and FaRM implement the full TPC-C workload. While neither system is open-source, DrTM+R’s authors provide a throughput evaluation at the same scale as our testbed: 6 servers with 3-way replication [11]. With a 56Gbps network, DrTM+R’s evaluation reports 150k new orders per second per server, fully utilizing the network bandwidth (a higher per-server throughput than FaRM). Because DrTM+R’s throughput is limited by network bandwidth, we deploy Xenic with a similar network configuration to compare throughput with this published result. For Xenic, we use one 50Gbps link per server, instead of two, and run TPC-C at a scale of 384 warehouses to match DrTM+R. In this experiment, Xenic achieves a peak throughput of 322k new orders per second per server, 2.1× higher than DrTM+R. This is a smaller increase than Xenic’s 2.7× improvement for the modified *new order* workload. The full TPC-C workload involves a higher frequency of local transactions, which only utilize the network for replication (Log operations). Xenic does not improve efficiency for these transactions relative to DrTM+R.
4.4.4 Case Study: Retwis

We evaluate the Retwis benchmark [92, 117], representing a Twitter-like application. The benchmark includes a mix of transaction types, with 50% read-only transactions and 1-10 keys per transaction. Unlike TPC-C, minimal coordinator-side computation is involved in performing transactions. Relative to Smallbank, objects are moderately larger (64B versus 4B values), accessed with a Zipf distribution, $\alpha = 0.5$, with a higher proportion of read-only transactions. We deploy Retwis with a replication factor of 3 and 1 million keys per server. Figure 4.7c shows the results.

Xenic shows a $2.07 \times$ peak throughput increase relative to DrTM+H and 42% lower median latency at low load. As with TPC-C, both systems fully utilize network bandwidth, while Xenic achieves higher efficiency. DrTM+H’s hybrid design improves the performance of Retwis’ read-only transactions, but its use of one-sided RDMA multiplies the number of requests for read-write transactions. This imposes a throughput and latency cost; we evaluate this impact on Retwis throughput in §4.4.7. Given the minimal computation involved in the benchmark, FaSST nears the peak throughput of DrTM+H without fully utilizing the host CPU. However, its RPC design results in consistently higher latency, with a minimum median latency $2.12 \times$ higher than that of Xenic.

4.4.5 Case Study: Smallbank

The Smallbank benchmark represents simple transactions on a database of account balances, with small 12B objects. 15% of transactions are read-only, and the remainder involves additions and subtractions of balances, with up to 3 keys per transaction. 90% of transactions access 4% of keys, resulting in relatively low contention. We deploy Smallbank at a comparable scale to our related work: 2.4M accounts per server, with a replication factor of 3. Figure 4.7d shows the results.

We observe a peak throughput of 12.0M txn/s per server with Xenic, $2.21 \times$ the maximum throughput of DrTM+H. Both systems saturate network bandwidth at peak throughput. Xenic delivers throughput improvement through protocol and communication efficiency. Smallbank’s
workload of 12B key-value objects presents a significant opportunity for batching. Given the small object sizes, minimizing the metadata overhead of each remote request is especially critical for bandwidth efficiency. The software flexibility of Xenic’s commit operations enables higher bandwidth utilization, and its aggregation of remote requests enables aggressive batching.

However, Smallbank’s small remote operations also demonstrate the best-case latency potential of one-sided RDMA, and DrTM+H performs optimal one-sided READs due to its pointer cache. Xenic shows 21.5% lower minimum median latency than DrTM+H, achieving competitive performance by eliminating PCIe accesses, utilizing NIC memory for transaction metadata, and caching hot objects. As in the other benchmarks, Xenic’s commit protocol requires fewer remote operations per key than that of DrTM+H. For most Smallbank transactions, Xenic reduces communication via function shipping; we evaluate this optimization in §4.4.7.

### 4.4.6 SmartNIC Resource Utilization

To study utilization, we measure the minimum number of cores to run each benchmark at peak throughput, with Xenic, DrTM+H, and FaSST. We run each benchmark and decrease thread count until throughput drops below 95% of its maximum. For Xenic, we repeat this analysis with NIC cores. Table 4.3 shows the result. We find that Xenic requires few host threads for Retwis and Smallbank: 2 application threads to initiate transactions and handle completions, and 3 worker threads to apply writes to the primary and backup tables. TPC-C, however, requires 18 host threads due to its compute-intensive local B+ tree manipulations, which are performed on both host application threads and worker threads (to apply updates to each backup). Smallbank and

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Xenic Norm. (Host, NIC)</th>
<th>DrTM+H</th>
<th>FaSST</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPC-C NO</td>
<td>21.7 (18, 12)</td>
<td>24</td>
<td>32</td>
</tr>
<tr>
<td>Retwis</td>
<td>9.9 (5, 16)</td>
<td>18</td>
<td>24</td>
</tr>
<tr>
<td>Smallbank</td>
<td>9.9 (5, 16)</td>
<td>20</td>
<td>28</td>
</tr>
</tbody>
</table>

**Table 4.3: Normalized thread count, for Xenic, DrTM+H, and FaSST. NIC thread count is scaled by NIC/host Coremark score ratio.**
Figure 4.8: Retwis per-server throughput (a) and Smallbank median latency (b), sequentially enabling key aspects of Xenic’s design.

Retwis offload all execution to the NIC, resulting in higher NIC utilization; TPC-C instead shows higher host utilization.

To compare cumulative utilization across host and NIC processors, we use the Coremark benchmark to normalize computation power. We use the ratio of the NIC’s per-thread Coremark score to that of the host: 0.31×. This clearly is an approximation as the relative power is workload-dependent (§4.2.5). With this approximation, we report that relative to DrTM+H, Xenic saves 2.3 threads for TPC-C, 8.1 threads for Retwis, and 10.1 threads for Smallbank. In all cases, Xenic achieves higher throughput and core savings relative to FaSST and DrTM+H. Xenic’s lower utilization suggests that exploiting wimpy NIC cores close to the NIC’s hardware interfaces enables higher overall computation efficiency.
4.4.7 Impact of Optimizations

To evaluate how Xenic’s design features contribute to improvements in throughput and latency, we begin with a baseline design and sequentially enable features. The Xenic baseline resembles DrTM+H, implementing the same set of remote operations. We impose the same restrictions that arise from DrTM+H’s use of one-sided RDMA; in particular, we use separate requests to read, lock, and validate objects.

In Figure 4.8a, we enable a series of throughput-oriented optimizations and measure their impact on Retwis’ throughput relative to the baseline and to DrTM+H. Despite their similar protocol, the Xenic baseline shows 10% lower throughput than DrTM+H. The NIC cores are saturated, with the NIC’s software packet processing limiting throughput. Adding Xenic’s optimized remote commit operations reduces the number of remote requests; this increases throughput by 1.47×. Adding aggregated Ethernet transmissions facilitates higher bandwidth utilization, for an overall 1.98× increase. Finally, we enable asynchronous NIC execution, batching DMAs across multiple operations, to amortize overhead and minimize blocking time. This results in a cumulative 2.30× peak throughput increase, 2.07× relative to DrTM+H.

Next, we evaluate latency-oriented optimizations and their impact on Smallbank’s median latency. Figure 4.8b shows these measurements. Relative to DrTM+H, the Xenic baseline latency is 1.37× higher. As in §4.2.1, the LiquidIO demonstrates consistently higher latency than the CX5 for comparable remote memory accesses, explaining this latency difference. Enabling Xenic’s optimized commit operations, reducing the number of requests involved per transaction, improves latency by 20%. By shipping execution to the coordinator SmartNIC, Xenic eliminates intermediate coordinator-side PCIe traversals during each transaction, further reducing latency, 32% below the baseline. Smallbank’s workload of 1-2 shard transactions presents the opportunity to further reduce latency by shipping execution to remote SmartNICs and applying optimized communication patterns. This achieves a 42% latency reduction over the baseline, 22% below DrTM+H.
4.5 Conclusion

We argue that SmartNICs offer an opportunity for high-performance, hardware-accelerated distributed transactions, without the trade-offs that define RDMA systems. Using measured performance characteristics to inform our design, we build Xenic, a transaction processing system leveraging on-path SmartNICs. Xenic employs a co-designed data store spread across the NIC and the host, an asynchronous and batched execution model, and flexible communications to improve efficiency. With three benchmarks comprising a range of workloads, we compare Xenic against RDMA-based systems. Our results show that despite software overheads relative to RDMA, Xenic effectively applies the SmartNIC to increase throughput and reduce latency.
A wide range of new interconnects is emerging for accelerators, disaggregated memory, and multi-GPU systems. PCI Express (PCIe) [84] has long been the standard interconnect between a server and peripheral devices, such as the network interface controller (NIC). While PCIe bandwidth has increased substantially over the seven protocol generations, its interface for host-device communication has remained consistent. Now, new interconnect specifications [12, 109, 9, 81, 110, 80] propose to either replace or build upon the PCIe physical layer, while providing fundamentally different data paths and communication abstractions between the host and the peripheral.

A key attribute of these interconnects is allowing the host and devices to participate in coherence protocols. Hosts can access devices through the processor’s highly optimized cache hierarchy, and devices can participate in the CPU’s cache coherence protocol while accessing memory. These interconnects enable devices to be integrated into the host processor’s coherence domain in different settings. For instance, Compute Express Link (CXL) [12] targets devices housed on expansion cards, Ultra Path Interconnect (UPI) [24, 34] is an inter-socket interconnect that also allows for the integration of hardware devices (e.g., Intel Agilex FPGA [89, 49]), and Cache Coherence Interconnect for Accelerators (CCIX) [9] proposes a coherent interface for chiplet-based systems.

Coherent device access to shared memory is a powerful programming model for data sharing, providing semantics not available with the typical read/write primitives of PCIe transactions. PCIe uses specialized data paths for transfers between the CPU and the device: CPUs access devices using memory-mapped I/O (MMIO) transfers that bypass the cache. Devices access host state using direct memory access (DMA). DMAs traditionally target data in host DRAM and place DRAM on the critical path for device access, although newer platforms add a limited form of cache
interactions [36]. In contrast, coherent interconnects integrate with the CPU’s existing, highlyoptimized memory data path. UPI, CCIX, and CXL directly interface with the coherence protocol and the L2 cache state, handling cache ownership and data transfers to a peripheral. This not only results in a shorter data path to the CPU core (as the device can target L2 instead of LLC or DRAM) but also enables the device to poll locally on cache-coherent state. Likewise, CPU accesses to the device can utilize the caching memory path instead of MMIO.

Coherent interconnects thus represent a fundamental change in host-device communication, offering new benefits and posing challenges. This paper aims to understand the value of coherent interconnects in the context of NICs. While many emerging interconnect specifications are in flux, we apply existing UPI hardware as a means to explore cache-coherent host-NIC interface designs and develop principles that could apply across a range of interconnects.

We first study today’s PCIe-based NICs, identifying the unique tradeoffs that PCIe imposes on NIC interfaces. PCIe limits the use of shared data structures and imposes CPU overheads for host-initiated interconnect operations. Today’s NIC designs, therefore, aim to minimize host PCIe overheads at the expense of transmission latency by introducing additional signaling trips and batching. The impact on packet latency is significant: the host-NIC loopback latency on a Mellanox CX6 NIC is 2.1us at low load and 6.0us at 80% load, almost an order of magnitude higher than switch traversal.

The streamlined datapaths of coherent interconnects can improve latency for existing NIC interface designs. But, we observe performance is highly sensitive to the access pattern on both sides. The producer-consumer patterns typical of existing NIC interfaces incur significant overheads without an optimized combination of access instructions, data ownership, and cache-line layout decisions. Achieving optimal communication requires data structures specifically designed for coherence. Finally, caching must be carefully managed; data and metadata may be retained in remote caches longer than needed, triggering expensive remote communication upon a future local access. Thus, redesigning the host-NIC interface is required to fully take advantage of coherent interconnects, and doing so allows us to benefit from the new signaling and sharing interactions made possible by coherence.
We present CC-NIC, a host-NIC interface optimized for coherent interconnects. We redesign all aspects of the host-NIC interface (namely, data structures, layouts, and signaling) to take advantage of the new data paths and cache interactions supported by coherent interconnects. To design CC-NIC, we consider the space of access type, layout, homing, and prefetching decisions, for each element of the interface. Our redesign not only offers improved latency but also delegates certain buffer management tasks to the NIC, thus reducing host-side costs.

We demonstrate the performance of CC-NIC over UPI on Intel’s Ice Lake and Sapphire Rapids server platforms. CC-NIC demonstrates a packet rate of 1.5Gpps and a minimum TX-RX latency of 494ns. Latency under 80% load is 716ns, an even greater reduction relative to PCIe NICs. Compared to an interface matching a current PCIe NIC, on the same UPI link, our proposed design achieves a 3.3× throughput improvement and 52% minimum latency reduction, in addition to decreased latency under load and terabit bandwidth saturation. We evaluate key-value store and RPC workloads; both show that CC-NIC saturates network bandwidth with up to 50% fewer application threads versus PCIe NICs.

We present CC-NIC as a case study of optimizing coherent host-device interactions. The design of CC-NIC can be applied to other coherent interconnects. Our evaluation shows that CC-NIC’s design benefits hold, maintaining consistent relative improvement, across varied interconnect performance characteristics.

5.1 Dissecting the PCIe Host-NIC Interface

We first analyze the host-device interface of today’s PCIe NICs. Our goal is to understand how the characteristics of PCIe drive the interface design of existing NICs. In §5.1.1, we describe the packet queue interface and its data structures in the context of PCIe. Then, in §5.1.2, we measure the performance of PCIe access mechanisms. We discuss how these performance characteristics lead to tradeoffs in §5.1.3—the tradeoffs ultimately dictating the design of PCIe NIC metadata structures, data transfer, and buffer management.
5.1.1 The Host-NIC Interface

In this section, we focus on packet transmit (TX) and receive (RX) queues, the main transfer interface between host and NIC. This interface is consistent across a wide range of NICs and consists of the following components:

**Packet buffers** store the data payloads transmitted to or received by the NIC. Buffers are pre-allocated memory chunks. A pointer to each buffer is inserted into a *buffer pool* data structure, typically a queue. Allocating and releasing packet buffers involve dequeuing or enqueuing a pointer from the buffer pool. Packet buffers also include application-level metadata, e.g., length of the packet’s headers, etc. Although the driver may use this metadata, it is not transferred to the NIC. The address communicated to the device is the start of the packet payload, which is typically cache-aligned and placed after any application metadata.

**Descriptors** represent the work requests. Each descriptor contains the address of a corresponding packet buffer. Typical descriptors are 16B, including 8B of tightly-packed metadata, such as the data length. They are organized into a ring buffer implemented as a circular array. On the TX path, the driver writes a descriptor for each submitted TX packet. The descriptor is derived from the driver’s configuration state and the per-packet metadata in the TX buffer. The address and packet length are critical components of the TX descriptor; the NIC must have these values before it can access the packet from the host. On the RX path, the host first posts RX descriptors to provide the NIC with blank packet buffers. After the NIC writes a received packet into the RX buffer, it overwrites the descriptor with RX metadata (e.g., completion status).

**Head and tail registers** serve as signals to coordinate the producer-consumer relationship between the host and NIC. Registers are typically 32 or 64-bit values representing the producer and consumer positions of the ring array. After writing a TX descriptor, the host makes the descriptor available to the NIC by incrementing the TX tail register. When the NIC receives the tail value, it reads and handles packet descriptors up to the new tail index. After the NIC transmits a packet, it signals completion to the host by incrementing the TX head. The host handles transmit completions by returning the freed packets to the buffer pool, reclaiming descriptor ring space.
For the receive path, the host allocates blank RX buffers from the pool, writes their addresses to the RX descriptor ring, and then increments RX head to signal the presence of new RX buffers. When the NIC receives packet data, it uses blank RX buffers at the RX tail index and notifies the host of RX packet availability by incrementing the RX tail. The host handles descriptors up to the RX tail index by returning the RX buffers to the application. In summary, the host writes the TX tail to submit TX packets to the NIC and writes the RX head to submit blank buffers to the NIC. The NIC writes the TX head to indicate transmit completions and writes the RX tail to indicate newly received packets.

5.1.2 PCIe Microbenchmarks

We now perform a measurement characterization of host-device accesses to understand how PCIe performance dictates host-NIC interface designs. While existing work has identified PCIe limitations [77, 116, 22, 94, 95], we aim to understand the extent to which performance limitations hold on current server platforms and NIC interfaces.

**PCIe interconnect latency.** PCIe presents an asymmetric interface to the device and the host. Figure 5.1a shows the mechanisms for transfers initiated by the host and by the device: MMIO and DMA, respectively.

Host-to-NIC reads and writes are performed via memory-mapped IO (MMIO). The device
exposes a memory area mapped into the host address space as an uncacheable (UC) or write-combining (WC) memory type. This allows the host to issue loads and stores to the device, which are executed as PCIe read and write transactions. The UC and WC memory types do not provide cache coherence or operate within the cache hierarchy. Instead, CPU loads always require a PCIe roundtrip, resulting in expensive accesses. On the ICX CPU platform, targeting an Intel E810 NIC (testbed described in §5.4.1), we measure a median MMIO read latency of 982ns (8B) and 1026ns (64B AVX512).

PCIe devices read and write host memory using Direct Memory Access (DMA). DMAs may be significantly larger (e.g., 4KB) than the 64B MMIO write-combining buffer size and typically access standard writeback host memory. While conventional PCIe NICs do not expose DMA latency statistics, we expect DMA roundtrip latency to be comparable to that of MMIO. SmartNICs that provide a low-level DMA controller interface, such as Marvell’s LiquidIO [64], show a minimum DMA read latency of at least \(1 \mu s\) [59, 97].

**Implication:** The high latency of MMIO and DMA accesses suggests that each PCIe roundtrip contributes significantly to overall packet latency. Host-NIC data structures should also be designed to minimize high-cost CPU operations such as polling or reading across the PCIe bus (MMIO loads).

**MMIO write throughput.** Unlike loads, MMIO stores are posted, so a store does not incur a PCIe roundtrip delay from the host’s perspective. However, MMIO writes are still expensive in the context of both UC and WC memory types. The UC memory type bypasses host caches altogether, so each MMIO access results in a PCIe transfer. To preserve ordering, only one MMIO access may be in flight between the CPU core and PCIe root, thus limiting throughput. The WC memory type offers more flexibility via write-combining store buffers, which can merge contiguous stores within a 64B-aligned region into a single PCIe transfer. This can reduce PCIe protocol overhead but complicates write ordering since writes may be buffered for an arbitrary time before being flushed. To ensure writes are flushed, it is necessary to issue a fence instruction, e.g., sfence, or ensure that each 64B buffer is completely filled in sequential order. These flush
conditions make it difficult to achieve fine-grained control over PCIe write ordering.

Figure 5.2 compares the write throughput of WC MMIO accesses to a device, WC-mapped local DRAM, and writeback DRAM. We run this experiment on the ICX platform, targeting the E810 NIC for MMIO accesses using a single thread. We repeat the experiment with write sizes between 64B and 8KB, issuing an sfence barrier after each write.

With the WC data path, writing to both PCIe MMIO and DRAM, we find that the barriers, which may be needed to ensure ordering, impact throughput. This is not the case with WB DRAM, where throughput is consistent regardless of barrier frequency. Our results suggest that the MMIO WC data path cannot achieve high throughput without extensive batching. Near-maximum single-threaded throughput requires writing at least 4KB per barrier; with 64B packets, this means a batching factor of 64. This batched throughput is still only 76% of singleton 64B WB performance.

**Implication:** The WC and UC data paths are throughput-limited relative to standard write-back memory. Our measurements represent a NIC design that uses MMIO for bulk data/metadata transfer, unlike the signaling-only MMIO operations of current NICs. For streaming writes using the WC datapath, the barriers required to ensure ordering and flush to the device limit throughput.
MMIO write-combining latency. WC memory also introduces the limitation of a fixed number of store buffers. When all WC buffers are occupied, issuing a store within a 64B region not already buffered results in stalling until a buffer is flushed. Figure 5.3 shows the cumulative latency of $N$ 32-bit MMIO stores to the E810 and CX6 NICs, up to $N = 64$. Latency remains uniform and low ($< 20$ ns) until $N = 24$, where all WC buffers are utilized for the $N$ stores. Beyond that, store latency is at least 15× greater and increases with $N$, as store buffers are flushed on the critical path.

*Implication:* When the MMIO data path is used for bursts of small stores, limited store buffer availability leads to expensive, high-latency accesses. This represents a NIC interface design that applies MMIO stores for metadata transfer, e.g., submitting descriptors to the device.

5.1.3 PCIe NIC Interface Design

The nature of PCIe and its performance characteristics impose constraints on the host-NIC interface. We identify three issues:

1. Since PCIe is not a coherent interconnect, local data structure updates must be communicated or signaled with explicit PCIe transactions.
2. PCIe operations incur high latency, so reducing the number of interconnect traversals is critical to achieving low-latency packet transmissions (§5.1.2).

3. Data and metadata writes over PCIe are expensive for the CPU in terms of both throughput and high-latency stalls (§5.1.2, §5.1.2).

The above issues define the performance tradeoffs imposed by the PCIe interface. An ideal design would achieve high packet throughput, low latency, and high CPU efficiency, but the PCIe prevents us from achieving all three goals simultaneously. Today’s PCIe NICs prioritize CPU efficiency and throughput at the expense of latency by making the following design decisions:

**Data structures are host-local, and updates are explicitly signaled.** The host maintains packet buffers and descriptor rings in its local memory (as opposed to device MMIO) to reduce the CPU overheads for data structure access and updates. Requests to transmit a packet and newly received packets are signaled explicitly to the NIC. Other arrangements (e.g., host or NIC polling across the PCIe) waste PCIe bandwidth for each polling access and consequently are not used. For instance, in the transmit path, the host writes TX packets and TX descriptors into host memory and writes only a TX signal to the queue tail register maintained on the device side via MMIO. This results in a tradeoff: minimal data transfer over MMIO at the cost of extra interconnect roundtrips to read descriptors and packets from host memory.\(^1\)

**Descriptor transfer is batched.** Given the host-side CPU stalls for MMIO writes to uncacheable NIC-side registers, the host may enqueue a large group of descriptors per MMIO register signal. This batching optimization again trades off latency for CPU efficiency.

**The host handles all buffer management.** The PCIe read-write interface, without cache coherence, limits the sharing of data structures between host and NIC. The synchronization mechanisms that support multi-core pool accesses are incompatible with PCIe reads and writes. Thus, the host performs all buffer management. This includes pre-allocating RX buffers to be used by the NIC and freeing completed TX buffers after NIC transmission. This results in additional

---

\(^1\text{Some NICs, e.g., the CX6, implement an alternative data path that writes descriptors over MMIO; however, this is typically enabled only for low-throughput, latency-critical workloads.}\)
5.2 System Design for Coherent Interconnects

In this section, we describe the design of CC-NIC, a host-NIC interface optimized for cache-coherent interconnects such as UPI. First, in §5.2.1, we contrast a cache-coherent interconnect with PCIe, given our analysis of today’s NIC interface designs. Then, we discuss the CC-NIC design in terms of metadata structures (§5.2.2), data accesses (§5.2.3), and packet buffer management (§5.2.4).

We present the design of CC-NIC as a series of empirically-backed design decisions, with the eventual design having the following desirable properties: (1) low-latency packet transmissions through the use of cache-to-cache transfers and hardware-supported signaling, (2) high throughput for data and descriptor communications using the efficient write-back datapath, and (3) reduced CPU management overheads realized by sharing buffer management and optimizing

bookkeeping communication over PCIe and also limits the NIC from performing memory optimizations based on the properties (such as size) of received packets.

In the Evaluation, §5.4.3, we provide end-to-end measurements of PCIe NIC latency, throughput, and core utilization.
Figure 5.5: TX path accesses for (a) the Intel E810, and (b) the CC-NIC interface. Numbers denote access order.

```c
int ccnic_buf_alloc(struct ccnic_pool *pool, struct ccnic_buf **bufs, unsigned count);
void ccnic_buf_free(struct ccnic_pool *pool, struct ccnic_buf **bufs, unsigned count);
int ccnic_tx_burst(int txq_index, struct ccnic_buf **bufs, unsigned count);
int ccnic_rx_burst(int rxq_index, struct ccnic_buf **bufs, unsigned count);
```

Figure 5.6: The core CC-NIC data plane interface, maintaining the semantics of DPDK mempool and ethdev APIs.
buffer placements for both TX and RX paths. Figure 5.4 summarizes the design features of CC-NIC, discussed in the following sections. Figure 5.5 compares the host and NIC TX path accesses for CC-NIC and the Intel E810, a typical PCIe NIC. CC-NIC provides a data plane interface analogous to DPDK’s mempool and ethdev APIs, with burst semantics to enable batched TX/RX and buffer management operations. Figure 5.6 shows the core software interface.

5.2.1 Contrasting Coherent Interconnects and PCIe

Coherent interconnects, such as UPI and CXL, are tightly integrated with the CPU’s memory data paths. Cross-interconnect accesses may target DRAM and caches (see Figure 5.1b). The coherence protocol manages shared cache state, transferring lines into local caches when memory is accessed. The protocol ensures a writer gains exclusive control of a cache line before writing, invalidating any copies in remote caches. The protocol allows multiple caches to share reader access to a line, and lines may be forwarded between caches.

Overall, coherent interconnects provide a fundamentally different interface from PCIe. The coherence abstraction enables new forms of signaling and data structure sharing without the constraints of the PCIe read and write interfaces. Coherent interconnects integrate with the memory datapath and cache hierarchy, unlike PCIe MMIO, and also provide a symmetric interface, avoiding the tradeoffs between MMIO and DMA operations. However, cross-interconnect transfers depend on cache presence and coherence states, in terms of latency, memory controller requests, protocol metadata overhead, and roundtrips. There are limited means of manipulating these cache line states and caching behavior in general. As a result, implementing NIC data structures in the context of a coherent interconnect leads to both opportunities and challenges. We identify three factors that call for a different design:

1. Coherence enables interface signaling and shared data structures. PCIe NICs typically implement TX signaling with a separate mechanism, MMIO, from data and metadata DMA transfers. This results in an extra interconnect roundtrip to retrieve TX metadata via DMA after receiving the signal. Cache coherence performs signaling in hardware: when
the remote side performs a write, the coherence protocol will invalidate any locally cached copy and fetch the new value upon subsequent access. Further, a coherent interconnect also enables the use of shared data structures between host and NIC, thus allowing for shared management of the buffer pool.

2. **CC-NIC has to choose between different data transfer mechanisms and homing options.** Coherent interconnects provide a diverse set of transfer mechanisms. For instance, CC-NIC can target write-back memory in addition to the cache-bypass data path and home data structures on either the host or the NIC, thus providing it with multiple transfer options to choose from. Cross-interconnect data transfers and cache state transitions also depend on the current cache residency of an object, possible prefetching, and the cache states caused by previous accesses. As a result, small objects, e.g., signals and descriptor metadata, are highly sensitive to layout.

3. **CC-NIC has to carefully manage caching.** The coherence protocol exchanges cache line ownership across the interconnect. Therefore, a remote access may result in additional communication when a later local access is performed. This is specifically problematic for producer-consumer workloads. For instance, the typical TX path transfers metadata and data from the host to the NIC, then the NIC performs the data transmission, and the data is not needed again by the NIC. In the coherent interconnect context, retaining the packet buffer or descriptor in the NIC-side cache is unhelpful; it adds overhead to subsequent host accesses that would have to perform remote cache invalidations. This suggests that minimizing overhead requires selectively invalidating cached data, which is unsupported on typical x86 platforms, or re-designing the data structures to avoid this access pattern.

5.2.2  **Metadata Structures**

In this section, we discuss the key questions that inform CC-NIC’s handling of metadata, such as TX/RX descriptors.
How can we take advantage of cache coherence to reduce software overhead? Cache-coherent interconnects provide an underlying hardware mechanism to transfer and signal the availability of new data, via cache state transitions. This avoids the need for software-based signaling via head and tail index registers. To this end, CC-NIC applies an inlined signal in the descriptor, implemented as a flag indicating whether the descriptor is ready for consumption or free. Integrating the signal and descriptor eliminates a cache line transfer per signal and saves a cross-socket cache line access delay, as shown in Figure 5.7. For transmission, instead of polling a register containing the queue tail index, the NIC polls the next descriptor in the ring. The descriptor metadata includes a ready flag, which the host sets after other descriptor fields are written. Once the flag is set, the NIC receives the signal and the descriptor content in one access.

Event-driven implementation. A coherent NIC ASIC could further optimize signaling communication by directly handling coherence protocol messages. Instead of accessing descriptors through the cache polling abstraction, the device would directly take action in response to snoop messages received over the interconnect. Handling the coherence messages as signals avoids the scalability limitations of software-based polling in the presence of large queue counts.

What is the ideal data path for metadata transfers? Since a coherent interconnect may retrieve data from DRAM or multiple levels of the cache hierarchy, we measure the performance
Figure 5.8: Local and cross-UPI access latency for Sapphire Rapids and Ice Lake hosts with various cache states.

of each transfer case to understand performance implications for signaling communication. Figure 5.8 shows the median access latency of a 64B-aligned object in various cache states for both local and remote (cross-UPI) memory on Ice Lake (ICX) and Sapphire Rapids (SPR) server platforms. We find that accessing remote uncached DRAM incurs approximately twice the latency of local DRAM access. Accessing data cached in remote L2 is faster: 171ns on SPR and 114ns on ICX for memory homed on the remote socket ($rh$ case), and slightly higher for memory homed on the local socket ($lh$). In these cases, the remote CPU has written to and retained a line in its L2 cache in the $M$ (modified) state, and then the local reader accesses the address. When an $M$-state object exists in a remote L2 cache, it cannot exist in any other L2, so there is always a local L2 miss. With reader-homed memory, the reader’s L2 miss causes a speculative memory read in addition to the remote request to the writer’s cache. This speculative read is unneeded and causes lower performance when an object is reader-homed, increasing bus utilization with spurious traffic. Regardless of homing, remote L2 accesses are faster than a remote DRAM access, suggesting that cache-to-cache transfers achieve the best-case latency.

CC-NIC applies these observations in its design. CC-NIC places metadata structures in writer-homed memory: the TX descriptor ring is host-homed, and the RX ring is NIC-homed. It enhances the possibility of cache-to-cache transfers by utilizing write-back memory with regular caching accesses instead of nontemporal stores that target memory. However, the working set size of the
Figure 5.9: UPI pingpong experiment showing median latency with different memory layout choices.

NIC interface affects performance, as do prefetch accesses (see §5.2.3).

**How does memory layout affect metadata?** NIC metadata, such as descriptors and signals, exhibit a producer-consumer access pattern in which each descriptor is written by one side and read by the other. For instance, TXDs are written by the host and RXDs by the NIC. Performance depends on the access pattern of a cache line, as this determines the protocol communication necessary to ensure coherence.

We use a pingpong microbenchmark to analyze producer-consumer accesses. We run a single thread on both sockets, accessing two shared 64-bit registers. The first thread increments the first value, while the second thread polls. The polling thread increments the second register after reading the updated value. We report roundtrip time, from writing the first register to reading the same value in the second register. Figure 5.9 shows median latency with both registers allocated in separate cache lines; both homed on the same socket (S0/S1 cases); both homed on the respective reader/writer sockets (Rd/Wr); and both co-located on one cache line (S0C/S1C). In the S0/S1 and Rd/Wr cases, each register exists on a separate cache line written by one CPU and read by the other. These correspond to PCIe NIC signaling, where host-to-NIC registers exist in the MMIO address space and NIC-to-host registers in write-back memory.

With separate cache lines, we find that writer-homed memory yields the lowest latency, con-
sistent with Figure 5.8. These scenarios all show 1.7 – 2.4× higher latency than when the values are on one cache line, homed on either socket. Co-locating producer and consumer structures on a single cache line achieves the best overall latency. With separate cache lines, each read transfers a cache line over the interconnect, and each write incurs another roundtrip to invalidate the reader cache. The co-located case instead uses one cache line for two-way communication. The 1.7 – 2.4× latency difference shows the benefit of applying memory layouts that enable this two-way communication. Measuring offcore response perf counters shows a reduction of remote-socket requests from 4 to 2 per pingpong. This indicates reduced interconnect utilization in addition to improved latency.

CC-NIC applies two-way communication for signaling and descriptor transfers. Unlike the PCIe head and tail register layout, the host and NIC communicate by writing and clearing each descriptor and its inlined signal. This results in an access pattern matching the minimum pingpong latency.

**How do we optimize for both latency-sensitive and high-bandwidth regimes?** With inlined signaling, the host and NIC directly poll descriptor ring memory rather than separate registers. This results in the cache line thrashing between sockets when writing and polling a series of descriptors smaller than the 64B cache line. This thrashing increases latency compared to a cache-aligned case where descriptors are padded to 64B. Cache-aligned descriptors result in significant wasted space (e.g., 48 out of 64B), impacting the maximum packet rate. Furthermore, both scenarios prevent batching multiple descriptors per signal, a technique existing NICs typically rely on to maximize packet rate. To address these tradeoffs, CC-NIC implements a balanced solution: it packs bursts of up to 4× 16B descriptors into a cache line, with unused entries zeroed out, and uses one signal per cache line. If the consumer reaches a blank descriptor in the middle of a group, it skips to the next cache line to poll for the subsequent descriptor group. This eliminates wasted space in the high-throughput case while avoiding thrashing in the low-throughput, un-batched case. With one signal per descriptor group, CC-NIC applies batching to utilize each descriptor cache line fully in high-throughput scenarios.
Figure 5.10: Stream transfer experiment comparing UPI throughput with caching and nontemporal accesses.

5.2.3 Data Accesses

Next, we discuss the questions guiding the design of packet data transfer in CC-NIC.

How should we write packet data? We run a streaming write microbenchmark to compare caching and nontemporal store throughput. For each case, we run a writer thread on the local CPU and a reader thread on the remote CPU. The writer thread sequentially writes data to a shared memory region, signaling the reader via a register for each 1MB written. The reader accesses 1MB per signal, copying into a thread-local buffer. We run a copy of the workload on each pair of threads, up to all 16 ICX and 56 SPR cores. Figure 5.10 shows the results using two access types. In the caching case, the writer applies cacheable stores, which follow the typical memory datapath and enter the cache. This results in cross-interconnect cache transfers from the writer to the reader. In the nontemporal case, the writer uses cache-bypassing nontemporal stores to target reader-socket DRAM. This case aligns with the PCIe MMIO datapath, where stores are submitted over the interconnect directly without entering the cache. Our results show that the cache-to-cache transfer path enables higher throughput on both platforms: 1.8× (ICX) and 1.6× (SPR).

Additionally, we measure the maximum achievable interconnect throughput on our platforms using the Intel mlc benchmark utility [38]. This measurement uses a read-only remote access
workload, which shows higher throughput than other patterns. On SPR and ICX, we find a maximum data throughput of 1020Gbps and 443Gbps, respectively. This suggests that the reader-writer streaming workload reaches 91% of best-case read-only throughput by using cache-to-cache transfers.

Based on this result, we apply caching stores to write packet data, both at the host application (while generating TX packets) and at the CC-NIC (while writing inbound RX packets).

**How can we minimize coherence protocol overhead for data transfers?** Packet buffers also demonstrate the producer-consumer access pattern described in §5.2.2; NIC’s TX buffer accesses are read-only, and RX buffer accesses are write-only. Like descriptors, performance depends on underlying coherence state transitions. After the NIC completes a packet transmission, the buffer is likely to remain in the NIC’s local cache. Although the buffer contents are no longer needed by the NIC, when the buffer is next allocated on the host side, writing to the buffer memory requires cross-socket access to invalidate this unnecessarily cached data.

There is no ideal instruction available to purge the consumed buffer memory out of the consumer-side cache. While CLFLUSHOPT does trigger cache invalidation, it is an expensive instruction that must be called on a per-cache-line basis and may incur memory accesses after the invalidation. Other cache control instructions, such as CLWB, do not help, as they do not result in cache invalidation.

Instead, CC-NIC implements a buffer recycling allocator to reuse the most recently freed TX buffers as RX buffers and vice versa. In both cases, the goal is to allocate buffer memory still present in the writer’s cache. CC-NIC’s buffer recycling provides similar application-level semantics to the TX-RX buffer reuse implemented by some PCIe NIC drivers (such as the i40e kernel driver [105]). However, these existing mechanisms are software-only driver optimizations and thus do not affect interconnect communication. CC-NIC’s buffer recycling takes place at both the NIC and the host, and addresses the unique producer-consumer overheads imposed by cache coherence. We implement buffer recycling using host- and NIC-local stacks, which cache free buffer addresses from the pool of packet buffer memory. This technique is suitable for applica-
tions with a single buffer pool for TX and RX traffic, the typical design pattern among DPDK NIC drivers. But, in cases where there are multiple references to the TX buffer payload, and the host retains the TX buffer after transmission (e.g., for potential retransmission), this optimization falls back to standard buffer allocate/release behavior. The CC-NIC buffer allocator is described fully in §5.2.4.

**Where should data be homed?** Our measurements of remote-socket accesses (§5.2.2) demonstrate a latency benefit to homing memory on the writer socket. As a result, CC-NIC places the TX descriptor ring on the host socket and the RX ring in NIC memory. However, we allocate packet buffer memory entirely homed on the host. Since applications may arbitrarily access packet buffer data, placing it in remote memory could have unexpected application-level consequences. Applications may, for instance, submit RX buffers to a TX queue, so writer-homing does not universally apply to packet buffer memory. Instead, CC-NIC’s recycling buffer allocation policy and locality-oriented optimizations, described next, aim to minimize the cost of host and NIC buffer accesses.

**How can we maximize cache locality for packets?** As measured in §5.2.2, maximum remote access performance is achieved when an object is present in remote cache. As such, it is important to maximize the caching of shared data on both the host and NIC sides. Using small packet buffer sizes for small packets reduces the overall memory footprint of the NIC interface. When supported by the application, an MTU-sized buffer, for instance, 4KB, is subdivided into $32 \times 128B$ packet buffers. When the host allocates a buffer to write a TX packet, it selects either a large or small buffer based on the packet data size, if known in advance. The RX side follows the same logic (see §5.2.4). This increases the cache efficiency of small packet transfers. Unlike PCIe NIC drivers, which may inline packet data into the descriptor ring, this approach does not require copying the packet data payload into another location.

Relative to PCIe, cache coherence brings the additional challenge of potential remote prefetching. When buffers are allocated sequentially from a contiguous region of memory, the sequential
access pattern on the consumer side may result in hardware prefetching of the buffer memory just beyond the current packet buffer. These remote prefetches contend with local writes of that same packet buffer before it is submitted to the descriptor ring. This behavior occurs when the NIC handles one posted TX buffer and prefetches subsequent buffer memory while the host is writing to the next buffer allocated sequentially in memory. We avoid this contention by filling the memory pool with buffers such that repeated buffer allocations do not yield sequential memory addresses. This policy avoids unwanted cache state transitions, increasing the efficiency of producer-side packet buffer writes.

5.2.4 Buffer Management

Several of the above design features, including the recycling buffer allocator (§5.2.3), subdividing buffers for small packets (§5.2.3), and cache-aligned descriptor groups (§5.2.2), are critical to CC-NIC’s efficient utilization of the interconnect. Each of these optimizations requires allocating buffers and writing RX descriptors based on the properties of the workload. In a typical PCIe NIC interface, RX buffers are allocated and posted to RX descriptors by the host prior to the actual reception of packets by the NIC. This makes it impossible to apply knowledge of the RX packet burst at the time of assigning buffers to RX descriptors. CC-NIC overcomes this by taking advantage of cache coherence to share the responsibility of buffer management with the host.
Table 5.1: Comparison of PCIe, CXL, and UPI bandwidth.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>GT/s</th>
<th>1 Link GB/s</th>
<th>Max Total GB/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCIe 4.0</td>
<td>16</td>
<td>2.0</td>
<td>31.5 (x16)</td>
</tr>
<tr>
<td>PCIe 5.0, CXL 1.0-2.0</td>
<td>32</td>
<td>3.9</td>
<td>63.0 (x16)</td>
</tr>
<tr>
<td>PCIe 6.0, CXL 3.0</td>
<td>64</td>
<td>7.6</td>
<td>121 (x16)</td>
</tr>
<tr>
<td>Ice Lake UPI</td>
<td>11.2</td>
<td>22.4</td>
<td>67.2 (x3)</td>
</tr>
<tr>
<td>Sapphire Rapids UPI</td>
<td>16</td>
<td>48</td>
<td>192 (x4)</td>
</tr>
</tbody>
</table>

Cache coherence allows the host and NIC to access the buffer pool data structure concurrently without the restrictions associated with simultaneous PCIe DMA and CPU accesses (e.g., lack of atomic operations). A shared buffer pool structure allows the NIC to release TX buffers to the pool after transmission. Likewise, the NIC can allocate RX buffers on demand and write their addresses into the RX descriptor ring. This results in a symmetric design that avoids extra bookkeeping passes over the queues to free completed TX packet buffers and post blank RX packet buffers. Finally, shared buffer management enables CC-NIC’s buffer allocation and descriptor layout optimizations. Figure 5.11 compares CC-NIC’s buffer management design to that of PCIe NICs.

5.3 CC-NIC Implementation

To demonstrate the benefits of the CC-NIC design, we implemented CC-NIC on a dual-socket server where one socket acts as a software NIC. In this implementation, all host-NIC communication occurs over the UPI interface. In addition to being a coherent interconnect that we can experiment with now, UPI also provides bandwidth higher than contemporary PCIe generations (see Table 5.1). Sapphire Rapids CPUs provide a terabit-throughput UPI interface, allowing us to model terabit NIC communication.

We designate one CPU and its local-socket memory as the host and the second socket as the NIC. NIC-socket memory represents coherent device memory, and the NIC cores represent the processing units of the NIC. The software flexibility enables experimenting with data structure designs and communication patterns since we are not restricted by the hardware interfaces of
existing NICs. We believe the software-initiated nature of NIC accesses does not change the host-NIC interactions required to transfer packets; hardware-initiated transfers would map to equivalent coherence protocol operations and show comparable interconnect performance.

To evaluate the PCIe and CC-NIC interfaces in isolation, we focus on loopback performance. Prior work finds that PCIe can contribute the majority of network TX/RX latency observed by the end-host [77]. While these experiments exclude Ethernet transmission, they demonstrate the most significant component of overall latency.

To understand end-to-end throughput and core utilization, we implement a CC-NIC Overlay interface atop a PCIe NIC. With a PCIe NIC installed on the second socket, we utilize overlay threads on the NIC socket to bridge between the CC-NIC UPI interface and a PCIe NIC. These threads poll both UPI TX and PCIe RX queues, copying packet data and writing descriptors between each respective pair of queues. This allows applications running on the first socket to perform network TX/RX via CC-NIC. While overlay packet forwarding adds latency and burns cores on the second CPU, it allows us to measure application throughput and core utilization.

5.4 Evaluation

Our evaluation is guided by the following questions:

1. How does CC-NIC perform relative to PCIe NICs? §5.4.2
2. What performance does CC-NIC achieve on a terabit UPI interconnect? §5.4.3
3. What are the gains from optimizing metadata structures, data accesses, and buffer management? §5.4.4
4. How does batching affect performance? §5.4.5
5. Does CC-NIC’s design increase coherence communication efficiency? §5.4.6
6. Can CC-NIC save CPU cores with a key-value store application and TCP RPC stack? §5.4.7
7. How sensitive is the design to hardware prefetching, interconnect bandwidth, and latency?
§5.4.8, §5.4.9

5.4.1 Evaluation Setup

We use two server platforms with the following specifications. The ICX server is a dual-CPU Intel Ice Lake Xeon Gold 6346, running at 3.1GHz, with PCIe 4.0 support and $3 \times 11.2$GT/s UPI links. Each ICX CPU has 16 cores (32 hyperthreads), 1.25MB per-core L2, 36MB LLC, and $12 \times 16$GB DDR4 at 3200MHz. This server contains two PCIe NICs, an Intel E810-2CQDA2 (E810) and Nvidia ConnectX-6 Dx MT42822 (CX6), both 2×100GbE devices. Our SPR server contains dual Intel Sapphire Rapids CPUs, running at 2.0GHz, with PCIe 5.0 support and 16GT/s UPI. Each SPR CPU has 56 cores (112 hyperthreads), a 2MB per-core L2 cache, 105MB LLC, and $8 \times 64$GB DDR5 at 4800MHz.

We apply these two server platforms to evaluate the following comparison points:

- **CC-NIC on ICX (UPI).** We deploy CC-NIC on the ICX server to compare UPI- and PCIe-based NIC communication on the same CPU platform.

- **CX6, E810 on ICX (PCIe).** For our PCIe NIC measurements on the ICX server, we follow the vendor-published system and driver configuration steps [39, 79] and verify that packet-forwarding performance matches these official DPDK performance reports. We enable standard platform-level optimizations such as DDIO [36].

- **CC-NIC on SPR (UPI).** To measure CC-NIC’s performance across a terabit coherent interconnect, we also deploy CC-NIC on the SPR platform with the above specifications.

- **Unoptimized UPI on SPR, ICX.** To demonstrate coherent NIC performance without CC-NIC’s design features, we implement the Intel E810 NIC interface over the UPI interconnect. We use writeback memory and caching accesses but maintain the E810 data structure layout and register-based signaling. This baseline scenario represents a case where future coherent NICs apply the same software interface as today’s PCIe NICs.
**Loopback setup.** We implement a traffic generator using DPDK [14] to evaluate both CC-NIC and PCIe NICs. Each NIC serves as a loopback between pairs of TX and RX queues. Each application thread configures private queues, allocates TX buffers, and writes full, timestamped payloads for each TX packet burst; it polls RX queues and accesses each RX payload before freeing the buffer. This is more work per packet than minimal RX-TX forwarding due to payload accesses and separate TX and RX flows. We vary TX rates from one inflight packet to the maximum sustainable rate and measure median roundtrip latency and RX data throughput.

**Overlay setup.** We use the CC-NIC Overlay (§5.3) to evaluate per-thread application throughput with the CC-NIC interface. An application uses the CC-NIC UPI interface for TX/RX; remote-socket overlay threads transfer packets between corresponding PCIe NIC queues. As a baseline, the application interfaces directly with the same socket-local PCIe NIC. While the PCIe NIC limits throughput in both cases, this setup allows us to compare CPU utilization.

Our evaluation uses DPDK [14] for high-performance PCIe NIC TX/RX. We implement a traffic generator to evaluate both PCIe NICs and CC-NIC, with each NIC serving as a loopback between TX and RX queues. Each application thread configures private queues, allocates TX buffers, and writes full, timestamped payloads for each TX packet burst; it polls RX queues and accesses each RX payload before freeing the buffer. This is more work per packet than minimal RX-TX forwarding, due to payload accesses and separate TX/RX flows. As a baseline, we verify that an implementation without these overheads matches vendor-published DPDK performance [39, 79]. We run the loopback experiment, varying thread count and TX rates, from one inflight packet to the maximum sustainable rate. Our results show median roundtrip latency and RX data throughput. We use the CC-NIC Overlay (see §5.3) for application-level measurements, to evaluate per-thread application throughput with the CC-NIC interface. As a baseline, we run the application on the PCIe NIC’s socket, using standard DPDK APIs. Then, we apply the CC-NIC UPI interface for application TX/RX; overlay threads transfer packets to and from corresponding PCIe queues.
5.4.2 Performance Comparison Overview

Figure 5.12 shows a comparison of four host-NIC interfaces on the ICX server: the CX6 and E810 PCIe NICs, a naive implementation of the E810 interface over UPI, and CC-NIC. These results show that CC-NIC provides a significant opportunity for latency improvement and higher throughput over PCIe. CC-NIC’s minimum latency is 77% and 86% lower than that of the CX6 and E810. As detailed in §5.4.3, CC-NIC’s latency reduction over the CX6 is more significant when considering latency under load for both large and small packets. CC-NIC also achieves a 1.7× and 4.3× higher peak packet rate than the E810 and CX6. With 1.5KB packets, we observe 1.8× higher data throughput over both PCIe NICs.

The unoptimized UPI (unopt) scenario shows that a coherence-optimized design is critical. This case applies the E810 interface across UPI and achieves lower 64B packet rates than the native PCIe E810 despite a higher-bandwidth interconnect. Relative to CC-NIC, this version shows 79% lower throughput and 2.1× higher minimum latency.

5.4.3 Detailed Performance Comparison

This section compares CC-NIC, CX6, and E810 results on the ICX platform. Figure 5.13 shows throughput-latency profiles for CC-NIC and CX6, with 64B and 1.5KB packet sizes. We also measure CC-NIC on the SPR platform’s terabit UPI interconnect, shown in Figure 5.14.
Figure 5.13: Loopback throughput-latency curves for CC-NIC (UPI) and CX6 (PCIe), with 1-16 ICX host cores, 64B and 1.5KB packet sizes.

Figure 5.14: Loopback throughput-latency curves for CC-NIC on Sapphire Rapids UPI, with 64B and 1.5KB packet sizes.
Latency.  CC-NIC demonstrates low minimum latency and loaded latency relative to both PCIe NICs. We measure a minimum loopback latency of 490ns (ICX) and 650ns (SPR) versus a best-case PCIe latency of 2116ns (CX6) and 3809ns (E810). The latency difference between CC-NIC and the CX6 is more significant when the load is increased. At 80% load, CC-NIC’s 64B latency is 88% lower than the CX6 (85% lower than the E810). With large 1.5KB packets, minimum latency is 76% lower than the CX6 (87% lower than the E810). As with small packets, at 80% load, CC-NIC achieves a greater improvement over PCIe: 88% for both CX6 and E810.

Throughput.  On ICX, CC-NIC demonstrates a maximum 64B packet rate of 330Mpps (169Gbps). This is a substantially higher packet rate than PCIe NICs on the same platform: 192Mpps (E810) and 76Mpps (CX6). For 1.5KB packets, CC-NIC reaches 403Gbps out of a maximum 443Gbps measured data throughput on the interconnect; both PCIe NICs reach their rated 200Gbps line rate on the 252Gbps PCIe link. While the ICX server core count limits CC-NIC’s 64B packet rate, the SPR results demonstrate full interconnect utilization. The SPR CC-NIC loopback reaches a maximum packet rate of 1520Mpps (778Gbps) with 64B packets. Including the descriptor meta-data transferred with each packet, this corresponds to 96% of the measured maximum UPI data throughput. For 1.5KB packets, we measure 986Gbps data throughput or 97% of UPI throughput.

Core count.  With 64B packets, 48 of 56 (SPR) and 14 of 16 (ICX) host cores are required to reach 90% of the maximum rate. Large 4KB packets decrease the core counts to 18 (SPR) and 8 (ICX). Each core accesses full TX/RX payloads, placing a higher burden on the host cores than workloads such as forwarding with header-only accesses. We measure core utilization with application workloads in §5.4.7.
5.4.4 Design Feature Analysis

Next, we evaluate the impact of CC-NIC’s design features. Recent work analyzing data center workloads in the context of transport protocols [75] and data stores [100] emphasize the prevalence of small packets. Thus, we examine small packet workloads and evaluate packet-handling efficiency.

**Signal Inlining.** Figure 5.15a shows the impact of inlining signals into the descriptor ring versus maintaining external queue tail doorbell registers. For 64B packets, inlined signals reduce minimum latency by 37% and increase maximum packet rate by 1.3×.
Descriptor Layout. Using the same workload, we evaluate different descriptor layout choices: the optimized layout (§5.2.2), 16B descriptors equivalent to the E810 NIC (pack case), and the same format with each descriptor padded to a cache line (pad). Figure 5.15b shows the results. Due to the 64B granularity of UPI cache transfers and the direct descriptor polling required for inlined signals, memory layout substantially affects performance. Cache-aligning (padding) each descriptor achieves low latency by avoiding thrashing. Packing singleton 16B descriptors into a cache line improves throughput by 2.9× but causes thrashing as the host and NIC each access multiple signals and metadata fields per line. Finally, the optimized descriptor layout incorporates a single signal and a group of descriptors per cache line. This layout achieves a 3.0× throughput improvement while matching the best-case minimum latency of the padded case.

Buffer Management Optimizations. In Figure 5.16, we evaluate the performance impact of buffer management optimizations. We begin with the optimized design, removing features sequentially. All measurements use 56 SPR cores and 64B packets. First, we disable same-socket buffer reuse and nonsequential allocation (§5.2.3), so all allocations and frees access the buffer pool, not the buffer reuse cache for each core. This is representative of a workload where TX buffers are retained by the application after transmission, not returned to the buffer pool. We observe a 20% throughput reduction in this case. Second, we disable the small buffer optimization (§5.2.3), so each 64B packet is written into a separate 4KB buffer. This results in a larger shared
memory footprint and a further 37% throughput decrease. Finally, we disable shared access to the buffer pool (§5.2.4), instead posting and freeing buffers exclusively on the host side. This change prevents the NIC from adaptively filling RX descriptors based on the available burst count and increases host bookkeeping, decreases maximum throughput by 46%, and increases latency by 1.3×. This final case is comparable to PCIe NIC buffer management.

5.4.5 Batching Effects

Batching is critical to achieving high NIC packet rates. For PCIe NICs, TX batching enables submitting multiple packets with one MMIO doorbell; larger batch sizes reduce the rate of MMIO operations. For CC-NIC, TX batching allows multiple descriptors to be transferred within a single cache line. Host-side RX batching primarily affects access patterns on the descriptor ring and buffer pool, determining whether buffers are handled individually or in bulk. Figure 5.17 shows 64B packet rate at a given host TX/RX batch size, relative to the highest achievable packet rate. We define batch size as the maximum number of buffers transmitted per polling loop iteration, i.e., the TX/RX burst count used in DPDK APIs. We repeat the experiment with CC-NIC and the E810 PCIe NIC, both on the ICX server. We vary the TX batch size while using a fixed RX batch size of 32, and vice versa. For TX, CC-NIC achieves higher packet rates with lower batching factors; the unbatched case shows 27% of peak throughput for CC-NIC versus 12% for the E810. Because

![Figure 5.17: 64B packet rate relative to maximum, varying TX (a) and RX (b) batch sizes, for CC-NIC and E810 (PCIe).](image)
CC-NIC uses lightweight per-cache-line signals instead of MMIO doorbells, the need for large batching factors is reduced; CC-NIC achieves peak packet rates when descriptor cache lines are filled. For poll-mode RX, host-side batching is less crucial to performance since the host does not perform PCIe MMIO accesses and releases RX descriptors lazily. Both NICs show significantly less sensitivity to the RX batch factor: CC-NIC maintains at least 93% of peak throughput across batch sizes, and the E810 achieves at least 63%.

5.4.6 Interconnect Communication

To measure the coherence communication required to facilitate host-NIC interactions, we measure offcore response PMU counters of the NIC CPU. As an additional comparison point, we deploy NIC and host threads on a single CPU. This setting eliminates UPI communication altogether, revealing the interconnect contribution to latency and bandwidth overheads.

Remote Access Counters. We measure offcore response PMU counters of the NIC and host CPU to quantify interconnect communication. Figure 5.18 compares the remote accesses performed by CC-NIC and the unoptimized UPI baseline per 64B TX-RX loopback operation. The figure shows NIC CPU accesses; due to the symmetric TX-RX design of CC-NIC, we observe symmetric host-side access counts. Each remote access consists of a read or read for ownership.
(RFO) interconnect operation. We evaluate singleton and fully-batched (4 descriptors per cache line) cases. The batched case shows a throughput-oriented workload, processing descriptors in bursts of 8 and filling ring cache lines without wasted space. The singleton case represents a low-throughput, low-latency workload, where the host transmits one packet at a time and immediately polls for completion status. This case maximizes contention on shared cache lines, with the host and NIC accessing descriptors and signals simultaneously.

With the batched workload, CC-NIC performs one read access per packet, plus one read and one RFO per descriptor group (0.25 per packet). This suggests that CC-NIC effectively amortizes metadata cache transfers. The unoptimized UPI baseline, which uses register-based signaling, incurs one additional read and two additional RFO accesses per descriptor group. For the singular scenario, each individual packet requires full cache-line transfers for the descriptor, packet memory, and, in the unoptimized version, registers. When we compare batched and singular cases, our results show the importance of efficient descriptor cache-line layouts. Packing multiple descriptors into one cache line (§5.2.2) significantly reduces coherence communication, for both CC-NIC and the unoptimized case. Comparing optimized and unoptimized interface designs with the singleton workload, CC-NIC is able to recycle locally-cached buffer memory (§5.2.3) and avoid separate cache transfers for register signaling (§5.2.2). This reduces interconnect communication, even in the presence of contented host-NIC accesses.

**Same-Socket Comparison.** We deploy CC-NIC and host threads on a single NUMA node to understand the contribution of the UPI interconnect on loopback latency and per-thread throughput. This setting exhibits host-NIC interactions between local CPU cores, eliminating transfers across the UPI physical link. Figure 5.19 shows one-thread 64B loopback performance between host and CC-NIC threads on the same SPR CPU, compared to the cross-UPI deployment used for all other results. Comparing both minimum and loaded latencies shows that the interconnect accounts for approximately 40-50% of TX-RX loopback latency. The increased latency of cross-UPI accesses increases stalling for the host application, which impacts maximum per-thread throughput; the same-socket experiment shows 1.5× greater per-thread throughput.
Figure 5.19: Single-thread 64B loopback performance, comparing CC-NIC thread running on local CPU versus cross-UPI remote CPU.

<table>
<thead>
<tr>
<th>KV store (ads)</th>
<th>PCIe Mops/s</th>
<th>CC-NIC Mops/s</th>
<th>Thread Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>KV store (geo)</td>
<td>37.0</td>
<td>42.3</td>
<td>16 → 8</td>
</tr>
<tr>
<td>TCP echo RPC</td>
<td>17.8</td>
<td>17.9</td>
<td>8 → 4</td>
</tr>
<tr>
<td></td>
<td>58.3</td>
<td>64.6</td>
<td>5 → 3</td>
</tr>
</tbody>
</table>

Table 5.2: Peak throughput and core count for KV Store and TCP Echo RPC applications, comparing CX6 and CC-NIC Overlay interfaces.

5.4.7 Application-level Performance

Table 5.2 summarizes the thread count reduction enabled by CC-NIC for the key-value store echo RPC applications discussed below. We compare the CC-NIC Overlay interface (forwarding to the CX6 PCIe NIC) to the direct interface with the CX6, both on the ICX platform.

Key-Value Store Throughput. We implement a key-value store based on the design of Clique-Map [100], with DPDK’s `rte_hash` table as the index. Server threads poll NIC RX queues to handle get and set RPCs. Gets are zero-copy, applying multi-segment TX (DPDK `extbuf`) to submit the header and object payload to the NIC. This requires two buffer addresses per TX descriptor, increasing host-NIC metadata but avoiding object `memcpy`. We deploy the key-value store on one ICX server with a CX6 NIC, plus two remote clients, enough to saturate the server. We evaluate two production object distributions from Google, `Ads` and `Geo` [100], limiting sizes to a 9600B
Figure 5.20: Throughput versus thread count for key-value store workloads, comparing CC-NIC Overlay and PCIe NIC interfaces.

MTU (truncating the largest 0.01% of Ads). Ads consists of smaller objects; 61% are less than 100B, compared to 13% in Geo. For both, we evaluate 95% gets, 5% sets on 1M objects, following a Zipf access pattern with a coefficient of 0.75.

Figure 5.20 shows key-value request throughput with CC-NIC and CX6 interfaces across the range of application thread counts (hyperthreading enabled). Since all scenarios perform TX/RX via the CX6 NIC, peak throughput is determined by its packet rate. However, the CC-NIC Overlay interface achieves peak throughput with fewer application threads. For Ads, 8 threads saturate throughput with the CC-NIC Overlay interface, compared to 16 with the CX6. The high rate of small objects stresses the host-NIC interface, especially with multi-segment TX. The Geo workload demonstrates a reduction of 8 to 4 threads, showing core savings with a distribution skewed towards larger objects. The UPI 1-1 series uses one overlay thread per application thread. Relative to the direct CX6 interface, the same number of threads access PCIe NIC queues, but this work is offloaded from application threads. This increases per-thread throughput up to 31%, but the overlay thread count limits performance. Comparing CC-NIC to the unoptimized UPI (unopt) baseline shows the benefits of coherence-optimized buffer management: CC-NIC shows a savings of 3 (Ads) and 2 (Geo) threads at peak throughput.
TCP RPC Throughput. We evaluate an RPC server built using TAS [46], a high-performance userspace TCP service. We run the RPC server implemented by the TAS authors, a basic TCP application dynamically linked to TAS, overriding the kernel sockets interface. A set of userspace TAS fast-path threads to handle the TCP data plane via DPDK, achieving state-of-the-art TCP performance. We replace TAS’s fast-path PCIe TX/RX with the CC-NIC Overlay to evaluate the benefits of a coherent NIC interface. We do not offload any aspects of TAS but instead deploy a drop-in replacement NIC interface.

We evaluate a workload of 64B echo RPCs, deploying one application thread and measuring the number of TAS fast-path threads required to achieve 95% peak throughput. In the PCIe baseline case, we run all application and TAS threads on the CX6’s local socket CPU. For the CC-NIC Overlay case, we deploy overlay threads on the CX6 socket and all TAS and application threads on the remote CPU. On a second machine, we run the client application with all threads and a total of 96 flows, enough to saturate the server. Table 5.2 compares RPC throughput with the CC-NIC Overlay and direct CX6 interfaces. Applying the CC-NIC Overlay results in NIC saturation with 3 TAS threads versus 5 with the PCIe interface. The CX6 case shows slightly lower peak throughput due to internal TAS overheads, which increase with the fast-path thread count. Both scenarios are limited to the CX6 NIC packet rate.

5.4.8 Sensitivity to Hardware Prefetching

In Figure 5.21, we compare the impact of hardware prefetching on packet rates for CC-NIC and the unoptimized UPI baseline, on the SPR platform. We enable prefetching on the host, NIC, and both CPUs, measuring packet rate relative to the case of prefetching disabled. We find that the optimized CC-NIC interface is able to benefit from host-side prefetching for small-packet workloads: prefetching increases packet rate $1.2 \times$ for 64B packets. This gain comes from the CPU’s DCU IP Prefetcher and affects packet buffer accesses in particular. Both designs achieve maximum throughput with prefetching enabled on the host CPU only (we use this setting for all other experiments). For the unoptimized interface design, without CC-NIC’s locality-oriented buffer pool optimizations (§5.2.3), prefetching strictly decreases performance by up to 7%. These differ-
ences suggest that the NIC interface design dictates whether prefetching improves performance or increases interconnect overheads.

5.4.9 Sensitivity to Interconnect Performance

We analyze CC-NIC’s sensitivity to interconnect bandwidth and latency by varying the NIC socket uncore frequency. This allows us to study CC-NIC under reduced interconnect performance. However, this approach results in pessimistic measurements, as downclocking the uncore impacts purely local access performance in addition to remote UPI accesses. Across the range of supported uncore frequencies (maximum is the default), we measure host-to-NIC-socket DRAM
access latency and read throughput and loopback performance with CC-NIC and the unoptimized UPI interface. Figure 5.22 shows 64B packet loopback latency relative to access latency, and 1.5KB packet throughput relative to interconnect data throughput, measured on the SPR server.

According to the CXL Consortium, the expected access latency for CXL-attached DRAM is 170-250ns [90]. This range is corroborated by research on CXL.mem prototypes, which finds that CXL.mem load latency is approximately 1.5× higher than cross-UPI remote DRAM [103]. In Figure 5.22a, we observe that CC-NIC’s latency increase closely tracks the increase in host-to-NIC interconnect access latency. With a 1.11× increase in interconnect latency to 211ns (middle of the CXL range), CC-NIC loopback latency increases by 1.13×. CC-NIC maintains its relative improvement over the unoptimized UPI interface, which incurs a 1.16× latency increase. Figure 5.22b shows that performance is also stable over a range of interconnect throughputs. 1.5KB loopback throughput scales well and maintains a consistent improvement over the unoptimized case. When interconnect throughput is set to a minimum of 40%, CC-NIC throughput is 39%.

5.5 Discussion

**Hardware DMA.** Hardware bulk transfers, on both host and NIC sides, can potentially increase efficiency over CPU accesses. While our application-level results (§5.4.7) show that CC-NIC can reduce core utilization without DMA, efficient hardware transfers could benefit large-packet workloads. On-chip DMA engines, such as Intel’s Data Streaming Accelerator [37], are one possible mechanism for CPU-initiated bulk transfers. For device-initiated DMA, a CXL-attached NIC could leverage both CXL.cache for metadata and small packet transfers, plus CXL.io DMA for bulk packet operations.

**Security and Isolation.** We expect coherent host-device interconnect standards to provide mechanisms for protecting and isolating host resources. We expect that current techniques to control PCIe DMA access to the host address space, e.g., IOMMU translation, apply to coherent device accesses. Likewise, the BAR space abstraction of current PCIe devices offers a means of isolation by limiting host-device coherence to a portion of the address space.

**Network Function Workloads.** While we studied workloads involving full packet access,
cache-coherent NICs could bring additional benefits for middlebox workloads like packet switching. Packet-switching through a PCIe NIC incurs unneeded interconnect and memory bandwidth utilization. Even if the application only operates on packet headers, the full packet payload is still transferred to and from host memory. In the case of DDIO, this may result in cache pollution. Instead, a coherent NIC may retain payloads in the NIC cache while the host operates on the header, avoiding interconnect transfers for packet data the host does not access.

5.6 Related Work

TinyNF [88], NIQ [22], PacketMill [19], and others [41, 23, 94, 46, 40, 29, 98, 62, 14] propose optimizations to the host software interface of PCIe NICs through the elimination of driver and stack overheads. Since our work maintains the packet queue model, these optimizations carry to the software stack running atop a coherent NIC interface.

NanoPU [32], Direct Cache Access [31], and Semi-Coherent DMA [72] propose new CPU-NIC data paths. Like our work, these systems demonstrate that tighter integration between the NIC and CPU caches enables higher performance. Rather than propose new data paths, our work leverages the faster paths of an existing cache-coherent interconnect.

Scale-out NUMA [78], and Dagger [49] apply cache coherence in conjunction with new communication models beyond NIC packet RX/TX. Scale-out NUMA enables remote coherent access to host memory by integrating an RDMA-like interface with the cache hierarchy. Dagger applies a UPI-attached FPGA as a target for offloaded RPCs with coherent host access. Our work focuses specifically on optimizing the producer-consumer data transfers associated with packet RX/TX. However, these systems and others [15, 114, 73, 74, 42] apply similar producer-consumer interactions, e.g., RDMA work queues. In the context of a coherent interconnect, the design we propose applies to these data structures.

Prior work on microkernel and shared-memory message passing [5, 93], as well as IO virtualization [111, 112], describes optimizations for producer-consumer accesses in the shared memory setting. With coherent host-device interconnects, these considerations (e.g., optimizing for cache-to-cache transfers) become newly important to host-device interactions. The specific context of
NIC interactions presents new opportunities for optimization and requires a specialized design. For instance, while existing message queue systems optimize for cache alignment, applying it to NIC RX queues requires broader changes to the buffer management system. CC-NIC applies a new combination of design decisions to optimize for the unique properties of both host-device coherence and NIC TX/RX descriptor communication.

Pond [53] and DirectCXL [25] explore CXL as a means of providing disaggregated memory resources. Their analysis of CXL datapath performance pertains to CXL-attached NIC interactions.

5.7 Conclusion

This work makes the case for redesigning the host-NIC software interface in the context of emerging cache-coherent interconnects. These interconnects are capable of high performance, but the interface design of current PCIe NICs performs poorly in the coherent setting. We present CC-NIC, a NIC interface designed to benefit from cache coherence. Our results, modeling CC-NIC over the coherent UPI interconnect, demonstrate high throughput, low latency, and CPU-efficient host-NIC communication.
Chapter 6

CONCLUSION

This thesis makes the case for tight integration of NIC datapaths at multiple levels, to meet the increasing demands of performance and efficiency imposed by today’s workloads.

First, we perform a packet-processing measurement study of current SmartNICs. Our results show benefits to the efficient core-to-NIC data paths and hardware-accelerated packet handling functionality of some devices. These benefits create the potential for latency reduction and reduced CPU utilization by offloading work to the SoC. These efficient interfaces also demonstrate the potential for improvement relative to current PCIe host-NIC interfaces. With these insights, we propose two techniques for accelerating networked systems: coupling system design with SmartNIC resources, and bringing NIC interfaces closer to the server CPU by leveraging coherent interconnects.

Xenic serves as a case study of integrating SmartNIC resources with distributed systems design. Existing approaches to offloading and acceleration for distributed transactions come with significant tradeoffs in terms of network communication efficiency and CPU utilization. SmartNICs are a flexible alternative for accelerating distributed transactions, adding programmable compute cores and on-board memory to the network interface. The design of Xenic includes specialized data structures, transaction protocols, and selective offloading of work to the SmartNIC, to attain these benefits while avoiding challenges of SmartNIC integration: limited SoC resources and high-cost PCIe communication between the host and NIC. By designing Xenic and its data structures with careful attention to the SmartNIC’s resources and data paths, we demonstrate significant improvements in throughput, latency, and core utilization.

CC-NIC, a cache-coherent host-NIC interface design, is a step towards improving upon the high-cost PCIe communication of today’s server architectures. We argue that coherent inter-
connects offer a significant opportunity for performance and efficiency improvement, but the coherence abstraction is not suited to current host-NIC access patterns. We present CC-NIC, a redesigned host-NIC interface, which benefits from the new interactions coherence enables. We implement a CC-NIC prototype using Intel’s coherent UPI interconnect, and demonstrate high packet rates, low latency, and core savings relative to existing PCIe NIC interfaces. Our results also demonstrate the ability to sustain terabit network traffic on currently-available coherent interconnects, which is only possible using the optimized CC-NIC interface design. CC-NIC demonstrates the potential of tighter integration between the host server and NIC, by allowing the device to participate in the server CPU’s coherence domain.

6.1 Future Work

This thesis serves as a foundation for applying SmartNICs to a broader range of networked systems. Future work includes exploring SmartNIC integration of data structures and protocol logic for systems beyond distributed transactions, such as replication and caching services, as well as more sophisticated database designs, such as ordered index structures. Additionally, the methodologies applied to design Xenic could be generalized. This may take the form of a library of optimized host-SmartNIC shared data structures, integrated with an execution environment like the existing iPipe framework [59]. At the same time, emerging coherent interconnects have the potential to simplify host-SmartNIC data sharing. This may be a compelling alternative to the specialized PCIe-friendly data structures required today. A key next step arising from CC-NIC is to explore the additional benefits cache coherence provides to host-SmartNIC interactions. Likewise, CC-NIC’s performance benefits, which arise from tight core-to-NIC coupling, suggest a future where the NIC is closer to the CPU than today’s peripheral cards. Chiplet interconnects, such as UCIe, make this possible at a hardware level. The design of CC-NIC translates to the context of UCIe and other coherent interconnects. The SoC integration designs applied by SmartNICs may also translate to server CPUs, resulting in full hardware integration of the Ethernet controller. This changes the calculation of SmartNIC benefits, by bringing the beneficial architectural features of the SmartNIC SoC to the host server. These developments maintain
the same motivations behind the designs of Xenic and CC-NIC: namely, the performance and efficiency benefits of efficient NIC datapaths.
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