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University of Washingron
Abstract

The Active and Passive Voice are Equally
Comprehensible in Scientific Writing

by Susan Rhodes

Chairperson of the SupervisorS' Committee:
Associate Professor Philip S. Dale
Department of Psychology

The passive voice is typically thought to be wordy, impersonal, and difficult to read.
Although early studies examining the passive voice appeared to show that passive voice
sentences are harder to process and less preferred than active voice sentences, later
studies pointed out a number of communication situations when passive sentences were
not more difficult to process and were indeed preferred to their active counterparts.

The present investigation focused on the use of passive voice in scientific
reports. Three studies were performed. Study 1 focused on the incidence of the use of
passive voice verbs in empirical reports in fields of varying object-orientation
(psychology, botany, and chemistry/physics) and across article report sections
(Introduction, Method, Results, and Discussion) of varying objectivity. The incidence
of passive voice verbs was greatest in the most object-oriented field
(chemistry/physics), second highest in a somewhat less object-oriented field (botany),
and lowest in the least object-oriented field (psychology). Similarly, the objective
article sections (Methods and Results) had a higher percent of passive voice verbs than
the interpretive article sections (Introduction and Discussion).

Study 2 was an empirical investigation designed to assess reading speed and
comprehension for “high-active” vs. “high-passive™ versions of scientific reports. Two
experiments were conducted, each of which included two articles that varied solely in
voice, the “high-active” version having 100% active voice verbs and the “high-

passive” version having 42% passive voice verbs. Subjects read one high-active article




and one high-passive article. After reading each article, they answered 16 multiple-
choice questions designed to test their understanding of the article. Large samples were
used to ensure highly sensitive experiments. For both experiments, there were no
significant differences in either reading speed or reading comprehension due to
differences in voice.

Study 3 compared student lab papers rated by instructors as weak versus strong
to determine which factors, including voice, might account for the differences in
instructor ratings. The analysis revealed difference's' in content development, paper
length, incidence of violations of American Psychological Association guidelines,
organization, and degree of sentence cohesion, all in favor of strong papers. However,
it did not reveal any significant differences in percentage of passive voice verbs used.
Additionally, the pattern of usage in the lab reports was similar to that observed for the
published articles examined in Study 1.

These results have several implications: (a) passive voice verbs are widely
used in scientific writing (Study 1); (b) passive voice verbs are generally used
appropriately, primarily for presenting objective information (Studies 1 and 3);

(c) rhetorically-appropriate passive voice verbs do not elicit lower reading
comprehension scores nor longer reading times than active voice verbs (Study 2), and
(d) the incidence of passive voice verbs in student lab reports did not affect instructor
ratings of paper quality (Study 3). This study demonstrates that passive voice need not
create the kind of problems with which they are commonly associated. It also
demonstrated the usefulness of evaluating linguistic devices such as the passive voice in
stand-alone documents (as opposed to isolated sentences or short passages) and in

specific rhetorical contexts (scientific reports).
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Glossary

The glossary below defines frequently-used terms. Please note that the definitions
are intended to be operational—to explain how the terms are used in this thesis.

Active vs.
Passive
Voice

Actor,
Action,
Action-
receiver

Reversible
vs. Non-
reversible
Sentences

Most English sentences use a SVO (subject-verb-object) structure. In
active voice sentences, the subject corresponds to the actor and the
object corresponds to the action receiver. In passive voice sentences,
the subject corresponds to the action receiver and the actor is
(optionally) included in a by-phrase as a sentence modifier:

subject varb object
) .

actor action action
Red Adair cqpped these oil wells.
subject verb prep. pimase
actor

action receiver action
These oil wells were capped (by Red Adair).

Words can play three key semantic roles in a sentence: actor, action, and
action-receiver. These roles are sometimes confusing because different
authors use different terms to describe them. The actor is the
intentional entity who causes the action, also known as the agent or
logical subject. The action receiver is the entity that the action is
directed toward; it is also known as recipient, acted-upon, or logical
object (see example under Active vs. Passive Voice, above).

A sentence is reversible if the actor and action receiver can change
positions without the production of an anomalous sentence:

Reversible pairs:
Day follows night.
Night follows day.
Night is followed by day.
Day is followed by night.

Non-reversible pairs:

People read books.

Books read people. (anomalous)
Books are read by people.

People are read by books. (anomalous)




Full vs.
Truncated
Passive
Voice

Full (agentive) passives retain the optional by-phrase; truncated
(agentless) passives do not.

These oil well were capped by Red Adgir. (full)
These oil well were capped. (truncated)

Please note that the by-phrase must be agentive, i.e., it must specify the

actor (agent) who does the action, not the instrument used to do the
action, i.e., These oil well were capped by hgnd is not a full passive.

iv




It is dangerous to write about good writing.

— Hebb & Bindra, American Psychologist, 1952




Introduction

A style is a response to a situation. When you call a style bad, . . . you ought to make sure that you
understand the situation it responds to. You may be objecting to the situation, not to the style invented to
cope with it.

— Richard Lanham, Style: An Anti-Textbook, p. 58

The passive voice has long been a controversial sentence construction. Linguists have
varied opinions about its general merit as a rhetorical device and about when and how
it should be used. For example, the venerable Strunk and White (1979) write that “the
active voice is usually more direct and vigorous than the passive” (p-18). Flesch and
Lass (1947) assert that “the passive voice makes sentences weak” (p. 171). However,
not all stylists have adopted such a negative view. Kolln (1991) asserts that “the
passive voice has a place in every kind of writing” (p. 96); Wilkinson (1992) asserts
that “the passive voice is particularly suited to scientific writing” (p.322); Rodman
(1981) and Vande Kopple (1989) also describe the advantages of using passive voice
for describing scientific procedures.

The passive' is also a very old sentence construction. Its use has been
documented in Proto-Indo-European, which is at least 6000 years old (Crystal, 1992).
Its documented use in English dates back at least as early as 1388, when the Bishop
Wyclif, the first translator of the Bible from Latin into English, defined it much as we
would today (Murray, 1933). Jesperson (1974) cites numerous examples of passives in
passages dating back several centuries and discusses its evolution over the last several
centuries. Coetzee (1980) discusses the evolution of passive voice in scientific writing
over the last three centuries. If the passive is such a poor rhetorical choice, why did the
passive originally develop and why does its use persist today? If it were without much
merit as a linguistic construction, wouldn’t it likely have passed into disuse by now?

It was questions like these that spurred my interest in the passive voice,

! The term passive used as either a noun (the passive) or an adjective (passive constructions )in this
paper always refers to the passive voice, which is not to be confused with the word passive as lacking
in dynamism, liveliness, or motivation.

2 [ am not the first to ask this question; linguist Julia Stanley (1975) raises the same question, citing
other linguists (e.g., Lakoff, 1971, and Palmer, 1968) who have done the same.
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especially as it is used in scientific writing. In the last 30 years, textbooks and style
manuals have increasingly discouraged the use of the passive voice, even scientific
textbooks and style manuals (e.g, the widely-used Publication Manual of the American
Psychological Association, 1994). Conway (1981) notes that the authors of twelve
textbooks he surveyed disparaged the use of passive voice verbs. Of the 47 textbooks
and style manuals that Warren (1981) included in his annotated bibliography of sources
that discuss passive voice, 42 (89%) contained negative comments about the passive
voice, characterizing it variously as vague, wordy, irriprecise, impersonal, awkward,
deadening, weak, confusing, or boring. More recently published texts often contain
similar advice (see Study 1 for an example).

However, despite the plethora of advice to avoid writing in the passive, this
advice rests upon rather shaky empirical foundations. Although short, isolated,
narrative active voice sentences (e.g., Jack threw the ball) were shown three decades
ago to require less effort to process than their passive counterparts (The ball was
thrown by Jack), it does not follow—anor has it been empirically demonstrated—that
passive sentences that are longer, contextually-appropriate, and non-narrative are either
processed more slowly or understood less well than active sentences.’ In fact, a
number of subsequent studies have shown that contextually-appropriate passive verbs®
are processed as easily as active verbs.

However, as the literature review demonstrates, there are many empirical
“holes” in the body of research on the passive voice. While some characteristics of the
passive (e.g., transformational properties) have been thoroughly explored, others (e.g.,
the way that passives are used in context) have received less attention. In particular,
little research has been done to determine the effects of voice on reading speed or
comprehension in entire documents. Nor has decades-old research been re-examined
in light of modem research methods or theoretical perspectives.

Despite these gaps in the research, the general public—and much of the
academic community—has acquired the impression that passives cause problems for

3 See the next chapter for a detailed discussion.

* In the interests of simplicity, I often refer to active voice verbs as active verbs and passive voice
verbs simply as passive verbs. I also refer to passive voice verbs as passives.
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readers and should therefore be avoided when possible. This anti-passive view is also
evident in advice given by key arbiters of style (e.g., style manual editors and textbook
authors) who influence writing conventions adopted in academic fields.

I became aware of this curious gap between theory and practice regarding the
passive voice since completing my Master’s degree in technical communication in
1986. I began teaching a writing course that attracted engineers and scientists. I
discovered that many of these writers were puzzled about the reasons they were told by
various sources—books, editors, or bosses— to avoid passives in scientific writing. I
began to wonder myself after reading a number of crystal-clear scientific reports
written in the passive voice.

My first goal in this thesis was to systematically document the history of
empirical research into the passive voice. As far as I can determine, the literature
review presented here constitutes the only recent review article on passive voice
research.

My second goal was to empirically investigate the effect of passive verbs in the
kind of documents where we would most expect to see them, ie., scientific research
reports. When I began this project, I wondered whether passive constructions in
scientific prose were really problematic. My skepticism stemmed from the dearth of
definitive research on this topic. As Rubens (1982) observed, “the grammatical
structure of scientific prose has only been haphazardly studied” (p. 75). I found that
not much had changed since Rubens made this observation sixteen years ago. Few
empirical studies focused on sentence structure within scientific articles; fewer still
specifically examined voice in scientific articles. Most of the studies I did locate (e.g.,
Riley, 1991) were relatively limited in scope or focused only peripherally on passive
constructions (e.g., Paul & Rosner, 1983). Thus, it was clear that an in-depth
investigation of the passive in scientific prose could fill a rather sizable gap in the
research literature.

In the literature review (see next chapter), I summarize passive voice research
conducted from the 1960's to the present. My main goal was to draw together a rather
disparate collection of studies in an attempt to discern patterns that would permit the
formulation of generalizations about the effects of voice in various contexts. In the
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ensuing three chapters, I present the results of three separate studies designed to
examine the use of passive voice in scientific reports. Study 1 focused on the incidence
of passive constructions in published scientific articles in three fields (psychology,
botany, and chemistry/physics) and in different article sections (Introduction, Method,
Results, and Discussion). Study 2 assessed the effects of voice on (a) how quickly
subjects read scientific articles and (b) how well they understood the articles. Study 3
focused on differences in weak vs. strong student lab reports written for psychology
laboratory courses; voice was one of the variables assessed In the final chapter, I
discuss the implications of these studies and directions for further inquiry. I also
speculate about the reasons why passives have become so criticized in the absence of
compelling evidence that they inhibit either reading comprehension or reading speed.




Literature Review

When tracing a line of research on a topic, it is usually possible to find a relatively
cohesive body of literature whose authors heavily cite one another and build on one
another's research. However, the body of research on the passive voice is atypical in a
number of ways. First, it is old—most of the studies reviewed here were performed
during the 1960's and 70's. Second, much of it is fragmented—with the exception of
early studies on transformational grammar (see below), authors performing closely-
related studies do not generally cite one another, even when the studies were done at
practically the same time. Third, there are no recent review articles summarizing the
research. As a result, although some questions on voice have been thoroughly
researched, there are also many areas that have barely been touched, e.g., the effects of
passive constructions on reading comprehension. It is likely that some of these gaps in
the research would not exist if the gaps were better documented.

The purpose of this literature review is to present a detailed account of the
research on the voice of verbs. The subjects in existing studies were either adults or
adults and children; the literature review does not include studies that used only
children (e.g., Turner & Rommelveit, 1968) or special populations as their subjects. I
discuss most of the studies I located, although I excluded studies that offered
incomplete descriptions or that focused on voice only peripherally; I also excluded
several studies that focused exclusively on the effects of voice in speech (e.g.,
Wannemacher, 1974, 1976).

Generally, studies are presented chronologically, in an attempt to trace the
thread of the research from the early 1960's to the present. At the end of the literature

review is a summary of major findings, limitations, and unanswered questions.

Overview

Studies on the passive voice during the 1960's were syntactically motivated—most
focused on determining the psychological validity of Chomsky’s transformational
grammar. But as interest in transformational grammar waned, studies on the passive
voice became more broadly focused, although most studies focused the role of voice as
a semantic, rather than syntactic, variable. By the early 1980, studies on voice
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practically disappeared, perhaps in reaction to the strong backlash against Chomskean
linguistics and those variables most associated with it. In any event, I was unable to
locate any relevant empirical studies published after 1982.

Voice as a Syntactic Variablé in Transformation Grammar Research

In 1957, Noam Chomsky published Syntactic Structures, which set forth a
revolutionary new theory of language: transformational-generative grammar. Central
to his initial theory was the notion that human languége begins with deep structure
mental representations (active, simple, declarative kernel sentences, p. 80) which are
psychologically converted into the complex surface structures by means of grammatical
transformations, e.g., declarative-to-interrogative transformations, positive-to-negative
transformations or active-to-passive transformations.

Psychologists interested in the new cognitive perspective in psychology viewed
transformational grammar as a theory which complemented the emerging paradigm that
human behavior is cognitively motivated, i.e., that it is more than just the product of
behavioral conditioning. The proposition that complex communication starts with
simple mental representations was not only intuitively appealing, but testable. If
simple, active, declarative sentences were more psychologicaily basic than complex,
passive, non-declarative sentences, then the former should be processed with less effort
than the latter.

George Miller (1962) was one of the first psychologists who attempted to test
Chomsky's theory. He hypothesized that people would take longer to perform a
complicated transformation than a simple one. Subjects matched two columns of
sentences, one column of “kernel” sentences to another column of sentences that were
transformed in some way (negative, passive, or negative-passive transformations).
Miller tallied the mean number of sentences matched in one minute. Examining kernel
sentences such as Joe liked the small boy, Miller reported the smallest difference (<=
1.1) for kemnel-to-negative matches (Joe didn't like the small boy), the next smallest
difference ( == 1.5) for kernel-to-passive matches (The small boy was liked by Joe)
and the greatest difference (7= 2.7) for kernel-to-negative passive matches (The small
boy wasn't liked by Joe), although he did not give standards deviations for these means
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or state that these differences were statistically significant.’

Miller's results inspired a large number of studies designed to determine
whether the basic tenet of Chomsky's theory—that kernel sentences are psychologically
most basic—was true. Researchers also wanted to ascertain whether the processing
load imposed by transforming kernel sentences into non-kernel sentences was additive
or multiplicative.

Sentence voice (active or passive) was a popular manipulation in these
experiments because making an active construction passive was thought to add one
additional grammatical transformation to a sentence while holding the meaning of the
sentence constant. Subjects were typically presented with either active voice sentences
(e.8., John threw the ball) or their passive counterparts (The ball was thrown by John),
either alone or in combination with other transformations. Ease of processing was
assessed using a variety of dependent measures: accuracy in the (verbatim) free recall
of active versus passive sentences (Mehler, 1963); time to insert verb-object-subject
sets into active versus passive sentence forms (Tannenbaum, Evans, and Williams
(1964); time to verify the accuracy of pictures matched to active versus passive
sentences (a sentence verification task) (Gough, 1965, 1966; Slobin, 1966); and
animacy and uncertainty of words used to fill in actor-verb-object blanks in active
versus passive sentence forms (Clark, 1965).

Initial studies using isolated sentences as stimuli showed that affirmative
sentences were processed more quickly than negative sentences and that active
sentences were processed more quickly than passive sentences (notably, Miller, 1962;
Miller and McKean, 1964; Tannenbaum, Evans, and Williams, 1964; Gough, 1965),

even when sentence length was controlled for by using truncated passives (Gough,

S It should be noted that this experiment was part of a speech and is described very briefly. Because
no significance tests are given, the results are merely suggestive rather than conclusive. Miller
himself appears to understand the preliminary nature of this study, remarking that “before we spend
too much effort answering . . .[the questions raised by the results], we had better make sure that the
data are correct” (p. 759). The study is reported here only because of its tremendous impact on
subsequent developments in theoretical and experimental psycholinguistics.
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1966).5 These results were interpreted as offering at least tentative support for the
transformational decoding hypothesis—the idea that people understand syntactically
complex sentences by breaking them down into simple, declarative “kemels.”
However, as studies evaluating the transformational model continued, it became
evident that these initial explanations were incomplete.

One line of studies compared the effects of voice and structural complexity on
sentence recall. Martin and Roberts (1966) compared the role of three variables as
predictors of verbatim sentence recall: voice (activé’, passive, and truncated passive),
negation, and Yngve depth (a measure of structural complexity —see Yngve, 1960, for
details). They found that Yngve depth (sentence complexity) was the best predictor of
verbatim recall, in that simple sentences were recalled better than complex sentences,
regardless of sentence voice. Thus, they concluded that “when sentence complexity
and sentence length are controlled, the role of sentence kind [voice] becomes marginal”
(p. 216). Comparing the effects of Yngve depth and voice on retention of individual
sentence words over intervals of 10, 20, 30, and 40 seconds,” Martin, Roberts and
Collins (1968) found that, although steady decrements in retention were observed as
the retention intervals increased, (a) low-Yngve-depth passive sentences were recalled
best at all increments and (b) recall for words in passive sentences was also less
variable than for the other three types of sentences. When Perfetti (1969) varied Yngve
depth and voice using a verbatim sentence recall task, he found no main effect for
Yngve depth. But he did find an interaction between Yngve depth and voice, such that
high Yngve-depth sentences in the active voice and low Yngve-depth sentences in the
passive voice were better recalled than low Yngve-depth passives and high Yngve-
depth actives. This finding led the author to conclude that “there is no simple and
direct relationship between transformational complexity and psychological complexity”

6 A full passive retains the actor in a by-phrase (e.g..The wall was painted by the boys); a truncated
passive does not (The wall was painted). Some researchers (e.g., Danks & Sorce, 1973) have defined
truncated passives differently, designating passives with agentive by-phrases (The wall was painted
by the boys) as full (non-truncated) and those with instrumental by-phrases (The wall was painted by
a brush) as “truncated.” Unless otherwise noted, however, I will use truncated to mean passives
without by-phrases.

7 Subjects counted backward by threes during the retention intervals to prevent rehearsal.




(p. 103).

Wearing (1970) assessed recognition for sentences varying in voice, Yngve
depth, and a new variable: predictability.® Stimulus sentences that were identical or
changed were presented either immediately or after 48 hours; subjects judged them as
new or old. Wearing found that (a) recall for all sentences decreased over 48 hours,
(b) unpredictable sentences were recalled better than predictable ones and
(c) lowYngve-depth (simple) sentences were generally recalled better than high Yngve-
depth (complex) sentences. Voice in isolation did not affect recall although it
interacted with Yngve depth in the same way observed by Perfetti (1969). The authors
of all four studies observed that Chomsky’s theory did not account for their results
because active sentences were not always recalled better than passive sentences. In
fact, three of the four studies found that simple passive sentences were recalled better
than simple active sentences. Sentence complexity, not transformational complexity,
most influenced sentence recall.

Two of the preceding studies examined the recall of sentences over time.
Martin, Roberts and Collins found that sentence recall decreased in as little as 10
seconds after presentation; Wearing (1970) found generally poor sentence retention
after a 48-hour retention interval. Sachs (1967) found similar results, but her study is
particularly notable because it compared the importance of syntactic versus semantic
factors for sentences in connected discourse. Subjects who read 28 short passages’
later heard a probe sentence that was either identical to the sentence in the passage or
that varied either syntactically (ie., changed word order or voice) or semanticaily (ie.,
changed meaning). Subjects judged the probe sentence as either identical or changed,
and the changed sentences as either changed in form or in meaning. The independent
variable was the number of intervening syllables (0, 80, or 160) between the
presentation of the target sentence and the probe. Subjects who heard the probe

* Predictability was operationalized as the likelihood of encountering the situation depicted in the
sentence in the real world. Thus, The weary traveller was soon annoyed by the long delay is
predictable; The ugly boss was grandly entertained by the poor cleaner with Swiss liqueur is
unpredictable (the examples derived from Wearing, 1970).

% Passage length was characterized in terms of total syllables per passage; passages ranged between
27 and 180 syllables long.
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immediately after the target sentence were able to accurately recognize the nature of all
changes, but they did not retain this ability for syntactic changes after 80 and 160
syllables.'® Sachs’ study was the most definitive of several studies that had
demonstrated, over time (ie., after subjects had read some number of additional
syllables), ideas are not retained as short, declarative kemnels."

Other researchers examined the effects of sentence reversibility. Slobin (1966)
found that, for reversible sentences,'? affirmative active voice sentences were verified
as true or false (i.e., as matching or not matching piét’ures depicting the events in the
sentence) more quickly than affirmative passive voice sentences. Affirmative passive
voice sentences were in turn verified more quickly than negative active voice sentences.
This finding was not consistent with the idea that active voice sentences are always
verified more quickly than passive voice sentences. Furthermore, non-reversible
passives were verified as quickly as non-reversible actives (%= 1.39 vs. 1.45 sec.), both
of which were verified more quickly than non-reversible negative sentences that were
either passive or active (x= 1.81 vs. 1.83 sec.). Thus, Slobin observed that “the

difficulty in understanding passive sentences is partly attributable to the problem of

10 Johnson-Laird and Stevenson (1970) replicated these results, finding that subjects alerted to the
fact they would receive a recall test tended to recall sentence syntax; those not alerted performed more
poorly. But both groups showed good retention for semantic content. However, in a later experiment,
Sachs (1974) assessed both auditory and visual sentence memory at intervals of 0, 20, 40, and 80
seconds. She found that, while memory for formal or lexical changes was lost very quickly (by 20
syllables), changes in voice in the visual condition were recognized at better than chance levels,
perhaps because voice switches involve a great deal more re-arrangement of visual stimuli than
lexical or semantic alterations.

1l Later studies found similar results. Anderson (1974) saw excellent verbatim recall of active
versus passive sentences in a short passage only when probe sentences were presented directly after
the stimulus sentences; Perfetti and Goldman (1975) found that verbatim recall after 48 hours was
only 12% and meaning-preserving recall was only 25%. Only one study that varied voice (Wearing,
1972) found no significant difference in sentence retention after a significant (48 hour) delay, although
Wearing’s operationalization of “retention”—number of words recalled, regardless of function—may
have demanded less effort than either verbatim sentence recall or retention of sentence meaning.

12 Herriot (1969) defines a reversible sentence as *‘one in which no semantic rules would be broken if
LO [the logical object] were to become LS [the logical subject] and vice-versa” (p. 166). Thus, The
boy chased the girl is reversible because its inverse—The girl chased the boy—is a semantically
acceptable sentence. However, a sentence like The girl is watering the flowers is not reversible
because its inverse—T he flowers watered the girl—is not semantically acceptable. (See also
Glossary, p. 1.)
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keeping track of which noun is the actor” (p. 226), problem that does not exist for
non-reversible sentences. Herriot (1969) found that sentences that violate pragmatic
expectations (e.g., The bather rescued the lifeguard) were more difficuit to process
than those that do not (e.g., The bather was rescued by the lifeguard), regardless of
voice. In a second experiment, where both unreversed and reversed sentences were
pragmatically appropriate (The tiger attacked the panther versus The panther was
attacked by the tiger), response times were faster for active voice versions. Such
results suggest that passives elicit slower reaction times only for reversible sentences,
an effect not predicted by transformational grammar. "

Researchers also examined the effects of passive truncation. Gough (1966)
found that active sentences (e.g., The girl hit the boy) were verified faster than
truncated passives (The boy was hit). But as Gough himself observed, “a speaker of
English normally uses the active voice to describe events like those used in these
experiments” (p. 495). Martin and Roberts (1966) found that subjects recalled the
same percentage of simple passive and simple active sentences'* (55%), but they
recalled a higher percentage of passives, whether full or truncated, than actives
(FP = 50%, TP = 41%, A = 36%)."* Slobin (1968) examined the effects of truncation
by asking subjects to re-tell stories originally presented using a mix of active, full
passive, and truncated passive sentences.'® Although only 36% of the full passive

sentences remained passive during retelling, 80% of the truncated passives remained

13 L ater experiments elicited similar results for visually-presented sentences. Glucksberg, Trabasso,
and Wald (1973) found that, although passive sentences were verified less quickly than active
sentences, this effect was far stronger for reversible than non-reversible sentences. Moore and
Biederman (1979) found no difference due to voice on detection times for anomalous (mostly non-
reversible) sentences.

14 It is unclear whether the authors used active and passive versions of the same sentences because
they do not provide matching examples. The example they provide for a simple passive sentence is a
negative truncated sentence (They were not prepared for rainy weather).

1S However, because the authors were primarily interested in sentence complexity rather than
sentence voice, they did not indicate whether these differences were statistically significant.

16 One story example is as follows: On the first day of school Bob was introduced to his new
teacher (by the principal), and was given a reading book (by the teacher). He was shown around
the classroom (by the teacher), and all of his friends were happy to see him. When he came home
he was asked (by his father) to tell all about school, and he said it was fun.
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passive. Transformational theory would predict a strong tendency to convert all
passives to actives, not just full passives. Thus, Slobin concluded that “there is no firm
basis for asserting that change of a truncated passive to a corresponding active
constitutes a ‘simplification’ in any psychological sense” (p. 880). Such results, noted
the author, argue for the proposition that truncated passives are not simple
transformations of active voice mental representations.'”'**°

Wright (1969) looked at the effects of matching the voice cf sentences with
questions about those sentences. She asked subjects questions about sentences five
seconds after sentence presentation, varying the voice of both sentence and questions.
She found that subjects made fewer errors when the sentence and question voice
matched than when they did not match; furthermore, the fewest errors were made in the
passive sentence-passive question condition. Transformational theory would predict the

most errors in the passive sentence-passive question condition due to the greater

7 When Wilson (1979) re-analyzed Slobin’s data, he found that full passives were converted to
actives when doing so would place an animate actor at the sentence beginning (e.g., The jewels were
cherished by the artist). Passives in which this was not the case (e.g., The artist was delighted by the
jewels) were not converted to actives, thus demonstrating that a preference for animate sentence
topics may be a key motivator in voice switches; the relationship between voice and animacy is
discussed later in the literature review.

18 Linguistics such as Dagut (1985), Freidin (1975) and Coetzee (1980) have made similar
suggestions. Freidin observes that truncated passives tend to function more like adjectives than verbs
in sentences such as The door was locked. Coetzee goes further, suggesting that the by-phrase
“should be thought of as added rather than deleted” (p. 208). He argues that (a) while there are
languages that have only “truncated” passives, there are no languages that have only full passives;

(b) full passives seem to have developed later in history than “truncated” passives, and (c) children
learn full passives later than “truncated” passives.

1 In a later study, Danks and Sorce (1973) looked specifically at the effects of passive truncation and
the effects of sentence imagery on sentence recall. The authors varied truncation by including a by-
phrase for all sentences, but varying the role played by the by-phrase, which was either agentive (a
full passive) or instrumental (which the authors designated as a truncated passive). Please note that
this definition is somewhat idiosyncratic in that most authors define a truncated passive as one in
which the by-phrase is simply deleted. However, using this approach permits sentences to be
matched on length. Example sentences from each condition include these: high-imagery. full-passive
(The grades were issues by the professor); high-imagery, agent-replaced (The grades were issued by
letter), low-imagery, full passive (The game was played by substitutes); and low-imagery, agent-
replaced (the game was played by permission). High-imagery sentences were better recalled than
low-imagery sentences but full passives were better recalled than truncated passives only for low
imagery sentences, suggesting that the nature of the by-phrase was a less salient factor than image
value.
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number of transformarions necessary to process two passive constructions. When
Layton and Simpson (1975) replicated Wright's (1969) study, they obtained the same
results when sentences were presented in groups of one or two sentences (light memory
load). But for groups of four and eight sentences (heavier memory load), passive
questions elicited more errors for both active and passive questions, leading Layton and
Simpson to conclude that the match-mismatch effect holds only under light memory
load conditions.” _

Clark and Clark (1968) argued that changing the voice of a sentence changes
not only its syntax but its meaning. Although they did not manipulate voice in this
study, they did manipulate semantics independently of syntax by presenting subjects
with sentences with information in or out of temporal order (e.g., fle tooted the horn
before he swiped the cabbage versus He tooted the horn after he swiped the cabbage).
They found that subjects were better able to recall the meaning of sentences in temporal
order than vice-versa; however, transformational complexity did not affect ease of
recall. Concluding that Chomsky’s theory cannot account for these resuls, Clark and
Clark proposed an alternative semantic theory of memory in which semantic
markedness—rather than syntactic “tags”—play a prominent role in helping people to
retail information in memory. Prentice’s (1966) finding that semantically priming the
first (as opposed to the second) noun of a sentence resulted in better verbatim sentence
recall for both actives and passives provided early support for this idea.”

The results of studies described in this section of the literature review call into
question the idea that active sentences are more psychologically basic than passive
sentences. Many showed no consistent advantage for actives over passives, and those
that did tended to use sentences that were (a) reversible, (b) idiomatic only in the active

voice and (c) transformed to full rather than truncated passives.

 The sentences were apparently unrelated, so the results are not applicable to the reading of
connected ideas. Also, the examples provided were The doctor helped the nurse and its .
transformation The nurse was helped by the doctor. Thus, the results are generalizable to reversible
sentences and full passives.

21 Verbatim recall was better for actives than passives, a result primarily due to the tendency of
subjects to convert passives to actives. This result is unsurprising, for all the passives were full
rather than truncated (see discussion of full versus truncated passives later in this chapter).
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It became apparent that the elegant transformational theory set forth in
Syntactic Structures did not account for the results seen in study after study. As
interest in transformational grammar waned,? interest in voice as a syntactic variable
also declined.

Voice as a Semantic and Pragmatic Variable in Sentence Processing Research

Voice did remain of interest to psycholinguists as a semantic variable during
the next decade, primarily for assessing how sentences are encoded, stored, and
retrieved. Clark and Clark were not the only researchers interested in determining
whether the role of voice was purely syntactic. In 1968, Philip Johnson-Laird asked the
question “Does the passive mean the same thing as the active in English?” (1968a,

p. 69). He maintained that it does not—that the passive is utilized in normal English
usage to shift the emphasis from the actor to the action receiver.? Subjects asked to
pictorially represent sentences such as Red follows blue or Red is followed by blue
tended to emphasize subjects more (by making larger drawings of the color in the
subject position), a tendency that was more pronounced when the sentence was passive.
Ina study using similar stimuli, Johnson-Laird (1968b) found that subjects asked to
match sentences to red and blue strips used both voice and sentence position in
deciding which sentences best described strips that varied in color emphasis. The fact
that people perceived and produced passives differently than actives supported
Johnson-Laird’s hypothesis that differences in sentence voice reflect differences in
sentence meaning.

A number of other studies in the next few years supported the idea that people
use shifts in voice to indicate shifts in idea emphasis. These studies showed that people
generally use active sentences to focus on actors and passive sentences to focus on
action receivers (e.g., Homby, 1972; Olson & Filby, 1972; Tannenbaum & Williams,
1968; Trabasso, 1972; Wearing, 1972). Tannenbaum and Williams (1968) showed
junior high students “cue” passages that varied in voice (active or passive) and

2 Gee Harris (1978) for a brief history of transformational grammar research.

B Johnson-Laird uses the terms logical subject for actor and logical object for action receiver; 1 use
actor and action receiver in the interests of clearly distinguishing syntactic roles from semantic roles.







