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Machine learning is currently witnessing a convergence towards large, pre-trained models that are fine-tuned for specific applications such as chat. This process, known as large-scale transfer learning, increasingly produces models that are deployed in real-world applications. It is therefore imperative that large-scale transfer is robust and reliable. Our research towards this goal advances fine-tuning robustness and pre-training reliability. Towards robust fine-tuning, we establish weight-interpolation as a technique to combine specialist models into one general model. We use this method to address the tension between robustness and accuracy that can emerge when fine-tuning. Next, we extend this technique to multiple models fine-tuned with diverse hyperparameters to obtain a new state-of-the-art on ImageNet. Towards reliable pre-training, we address a key obstacle that emerges at large scale—training instability. We uncover a predictive relationship between large updates in the network’s first layer and loss spikes which slow or destabilize learning. Finally, we establish small-scale proxy models as a reliable tool for studying training divergence, allowing us to predict and mitigate instabilities before they emerge. Our results indicate multiple promising directions for future development, from decentralized training to improvements in model architecture.
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2.1 **(Top left)** Zero-shot CLIP models exhibit moderate accuracy on the reference distribution (x-axis, the target for fine-tuning) and high effective robustness (accuracy on the distribution shifts beyond the baseline models). In contrast, standard fine-tuning—either end-to-end or with a linear classifier (final layer)—attains higher accuracy on the reference distribution but less effective robustness. **(Top right)** Our method linearly interpolates between the zero-shot and fine-tuned models with a mixing coefficient $\alpha \in [0, 1]$. **(Bottom)** On five distribution shifts derived from ImageNet (ImageNetV2, ImageNet-R, ImageNet Sketch, ObjectNet, and ImageNet-A), WiSE-FT improves average accuracy relative to both the zero-shot and fine-tuned models while maintaining or improving accuracy on ImageNet. 31

2.2 Samples of the class lemon, from the reference distribution ImageNet [59] and the derived distribution shifts considered in our main experiments: ImageNet-V2 [222], ImageNet-R [112], ImageNet Sketch [260], ObjectNet [17], and ImageNet-A [113]. 33

2.3 The robustness of fine-tuned models varies substantially under even small changes in hyperparameters. Applying WiSE-FT addresses this brittleness and can remove the trade-off between accuracy on the reference and shifted distributions. Results shown for CLIP ViT-B/16 fine-tuned with cosine-annealing learning rate schedule and all models in the top left and top middle plots are fine-tuned with AdamW [169]. Moreover, *regularize to zero-shot* appends the regularizer $\lambda \|\theta - \theta_0\|_2^2$ to the fine-tuning objective, where $\theta_0$ are the parameters of the zero-shot model. 39

2.4 WiSE-FT applied to BASIC-L [202], a ViT-H/14 [71] model pre-trained on JFT-300M [245] and ALIGN [125]. 41
2.5  *(Left)* Zero-shot and fine-tuned models exhibit diversity in their predictions. *(Middle)* On most distribution shifts, the zero-shot model overrides the linear classifier more than it is overridden. The reverse is true for ImageNet (reference). *(Right)* Similarly, zero-shot models are more confident under distribution shift, while the reverse is true on the reference distribution. The margin $\delta_f$ measures the average difference between the largest and second largest unnormalized output for classifier $f$.

2.6 On ImageNet and the main distribution shifts we consider, linearly interpolating between the weights of $\theta_0$ and $\theta_1$ exceeds the baseline of linearly interpolating the accuracies of the two models for all $\alpha$ (Observation 1). Moreover, there exists an $\alpha$ for which WiSE-FT outperforms both the zero-shot and fine-tuned models (Observation 2).

3.1  *Model soups* improve accuracy over the best individual model when performing a large, random hyperparameter search for fine-tuning a CLIP ViT-B/32 model on ImageNet. The *uniform soup* (blue circle) averages all fine-tuned models (green diamonds) in a random hyperparameter search over learning rate, weight-decay, iterations, data augmentation, mixup, and label smoothing. The *greedy soup* adds models sequentially to the model soup, keeping a model in the soup if accuracy on the held-out validation set does not decrease.

3.2 The solution with the highest accuracy is often not a fine-tuned model but rather lies between fine-tuned models. This figure shows loss and error on a two dimensional slice of the loss and error landscapes. We use the zero-shot initialization $\theta_0$ and fine-tune twice (illustrated by the gray arrows), independently, to obtain solutions $\theta_1$ and $\theta_2$. As in Garipov et al. [90], we obtain an orthonormal basis $u_1, u_2$ for the plane spanned by these models, and the $x$ and $y$-axis show movement in parameter space in these directions, respectively.
3.3 The advantage of averaging solutions (y-axis) is correlated with the angle $\phi$ between solutions, while varying hyperparameter configurations between pairs enables a larger $\phi$. Each point corresponds to a pair of models $\theta_1, \theta_2$ that are fine-tuned independently from a shared initialization $\theta_0$ with different hyperparameter configurations. The angle $\phi$ between solutions refers to the angle between $\theta_1 - \theta_0$ and $\theta_2 - \theta_0$ (i.e., the initialization is treated as the origin). Accuracy is averaged over ImageNet and the five distribution shifts described in Section 3.4.1.

3.4 Ensemble performance is correlated with model soup performance. Each point on the scatter plot is a model pair with different hyperparameters. The x-axis is the accuracy when the weights of the two models are averaged (i.e., the two model soup) while the y-axis is the accuracy of the two model ensemble. Ensembles often perform slightly better than soups on ImageNet (left) while the reverse is true on the distribution shifts (right). Each model pair consists of two random greed diamonds from Figure 3.1.

3.5 Model soups improve accuracy when fine-tuning ALIGN.

4.1 Patching open-vocabulary models by linearly interpolating weights. We wish to improve accuracy on tasks where a model performs poorly (patching tasks), without degrading performance on tasks where accuracy is already adequate (supported tasks). When interpolating weights of fine-tuned models and zero-shot (unpatched) models, there are intermediate solutions where accuracy improves on the patching task without reducing accuracy on supported tasks. Results are shown for CLIP models [210], averaged over nine patching tasks (Stanford Cars, DTD, EuroSAT, GTSRB, KITTI distance, MNIST, RESISC45, SUN397 and SVHN [143, 46, 109, 241, 91, 152, 40, 47, 276, 191]) and five supported tasks (ImageNet, CIFAR-10, CIFAR-100, STL-10 and Food101 [59, 144, 47, 29]). We apply PAINT separately on each patching task and average results across experiments. The dashed lines illustrate vertical movement from the unpatched models and horizontal movement from the fine-tuned models.
4.2 **Larger models are easier to patch** (left). For larger models, the unpatched and fine-tuned model are more similar with respect to their representations (center) and weights (right). Model scale is measured in Giga Multiply-Accumulate operations (GMACs). 

4.3 **The frontier of accuracy trade-offs can be recovered by linearly interpolating weights.** Interpolating the unpatched and fine-tuned models recovers the accuracy trade-off of early stopping, regularization towards the initialization, and changes in hyperparameters. Additional details and comparisons can be found in the Appendix.

4.4 **Results are consistent across supported tasks.** For multiple supported tasks, we observe similar accuracy improvements on patching tasks, without substantially decreasing supported task accuracy. Moreover, choosing the mixing coefficients using a different supported task does not substantially decrease combined accuracy on patching and supported tasks (right).

4.5 **Contrasting various strategies for patching on multiple tasks.** On all experiments, ImageNet is used as the supported task while the other nine datasets are used for patching. When data from all patching tasks is available, joint patching yields a single model that is competitive with using ten different specialized models. Weight interpolations greatly mitigate catastrophic forgetting on the sequential case, but do not completely eradicate it. Finally, parallel patching underperforms other patching strategies, but still provides improvements over the unpatched model.

4.6 **Guarding against real-world typographic attacks by patching on synthetic data.** (a) A sample from our real-world typographic attacks test set. A CLIP ViT-L/14 is “tricked” into classifying this image as a dog instead of a cat. (b) Sample of synthetic typographic attack data. (c) Performance on real-world data with unseen classes after patching on only synthetic typographic attacks (curves produced by interpolating between the unpatched and fine-tuned model). (d) Analogous curves for the test set of the synthetic data used for patching.
5.1 In standard multi-node distributed data-parallel fine-tuning, there is synchronization between nodes at each step of fine-tuning. With lo-fi (local fine-tuning), there is no communication between nodes throughout fine-tuning. As a result, each node $k$ independently produces their own model $\theta^k$. Then, lo-fi averages these models once for the final solution $\theta_{\text{lo-fi}} = \frac{1}{n} \sum_{k=1}^{n} \theta^k$. In this four-node fine-tuning run, we show (i) the average accuracy of the individual models $\theta^k$, (ii) the accuracy of $\theta_{\text{lo-fi}}$ at the end of each fine-tuning epoch, and (iii) the accuracy of the baseline which communicates among nodes every step. In particular, we fine-tune the ImageNet-21k pre-trained DeiT-base model from DeiT-III [255] on ImageNet [59] using their code, which uses four nodes.

5.2 We test whether the performance of lo-fi continues to improve when adding more nodes. On the contrary, this experiment suggests diminishing or even negative returns after 4 nodes. This experiment is for fine-tuning DeiT-base as in Table 5.1. Recall that when using four nodes, lo-fi and the baseline observe the same number of images, but lo-fi does not require communication between nodes. When moving beyond 4 nodes as we do in this experiment, lo-fi observes more images than the baseline.

5.3 For the experiment in Table 5.1, lo-fi outperforms the baseline under distribution shift. We wanted to test whether this OOD performance ($y$-axis) could be improved by applying weight averaging techniques to the baseline. We observe that the answer is yes with EMA [249], although this can come at slight cost in-distribution accuracy ($x$-axis). In this plot we try 4 different values of EMA decay $\beta$. Applying EMA to lo-fi had minimal benefit, as did applying WiSE-FT [272] to the baseline. The ImageNet-21k $\rightarrow$ ImageNet transfer setting is not characteristic of those studied in the WiSE-FT paper.

5.4 We fine-tune CLIP ViT-L [210, 71] on ImageNet. In contrast to the DeiT fine-tuning experiments, the models were not pre-trained with stochastic depth and we found better accuracy when fine-tuning without stochastic depth. Instead, we fine-tune for 6, 12, and 24 epochs. lo-fi shows good performance under distribution shift, but on ImageNet requires more epochs to exceed the baseline accuracy unlike in the DeiT experiments.
5.5 We repeat the CLIP ViT-L fine-tuning experiment from Figure 5.4 one two other image classification tasks: WILDS-FMoW [138, 45], a satellite recognition task with a geographic and temporal distribution shift and WILDS-iWildCam [138, 19], a camera trap dataset with a geographic distribution shift. Overall, we find similar results as in Figure 5.4.

5.6 Fine-tuning a language model (left: OPT-125M, right: OPT-1.3B) on Common Crawl with lo-fi closely approaches the performance of the baseline of multi-node fine-tuning with communication. Here, we train four lo-fi workers independently, one per node. The baseline consists of standard data-parallel fine-tuning using four nodes, where there is communication between nodes at every iteration. The $x$-axis shows iterations, which does not take into account that lo-fi may be faster.

5.7 (Left) On an AWS cluster we show on the $y$-axis the wall-clock overhead observed when switching from 1 to 4 nodes using models from the DeiT-III repository [255] and constant per-GPU batch size. 100% indicates that the job becomes twice as slow while 0% indicates no difference switching from 1 to 4 nodes. With the method of overlapping the communication and computation in the backward pass [161], the slow-down is less substantial than we initially expected, especially for larger per-GPU batch sizes. The huge and giant models are deeper and there is more opportunity to overlap communication and computation. (Right) Jobs requiring only one node schedule faster than jobs requiring four nodes on the slurm cluster that we use for these experiments. This plot shows the median per-day wait time averaged over three months of job data on this cluster.

6.1 We introduce SwitchBack, a linear layer for low-precision training. (Left) SwitchBack for int8 training matches the zero-shot ImageNet [59] accuracy of standard bfloat16 training within 0.1 percentage point for CLIP ViT-Huge [210, 71] and outperforms LLM.int8() [62]. (Right) For float8 (fp8) training [184], a baseline which uses tensor-wise quantization diverges for large models while SwitchBack matches the baseline. In these large-model, small-data experiments, our focus is on comparing methods and not final model accuracy, so we use short runs which makes it feasible to run many experiments.

6.1 PyTorch code for SwitchBack
6.2 **StableAdamW** ($\{\alpha_t\}, \beta_1, \beta_2, \epsilon$) .................................................. 106

6.2 **(Left)** Training CLIP ViT-Large models with simulated fp8 precision using tensor-wise quantization for the inputs, weights, and gradients. All methods we try diverge except for using zero-init layerscale [254], which multiplies the output of each self-attention or mlp block with a learnable vector initialized to zero. **(Right)** Examining feature magnitudes (i.e., the average absolute value of the output for transformer block $k$) for CLIP ViT-Huge at the beginning (init) and end of training. This suggest why zero-init layer scale enables float8 training—zero-init layer scale prevents high feature magnitudes which may cause issues for low precision training [62]. Without the intervention, the average feature magnitude becomes large for later blocks. ................................................................. 112

6.3 Loss spikes increase with **model size** for fixed learning rate and batch size. Reducing AdamW $\beta_2$ from its default in PyTorch of 0.999 mitigates loss spikes. Reducing $\beta_2$ too much slows training. ................................................................. 114

6.4 The learning signal can change so that the AdamW second moment estimator $u_t$ is out-of-date and underestimates the squared gradients $g_t^2$. This can be detected if the aggregate quantity $RMS_t = \sqrt{E[g_t^2/u_t]}$ is far from 1. This figure observes a predictive relationship between the event of an RMS spike and a loss spike— we observe a spike in $RMS_t$ 1-8 iterations before a loss spike. For lower $\beta_2$, $RMS_t$ does not deviate far from 1. This result looks at $RMS_t$ for the patch embedding layer only. This predictive relationship is further examined in the Appendix. ................................................................. 116

6.5 Adding update clipping to AdamW mitigates loss spikes and outperforms other interventions such as gradient clipping with norm 1. Code for the AdamW-AdaFactor hybrid we recommend of AdamW + update clipping is in Algorithm 6.2. The left plot shows loss curves for $\beta_2 = 0.99$ while the right displays accuracy ablating over $\beta_2$. .................................................. 117
7.1 Qk-layernorm [58] enables stable training across three orders of magnitude of learning rate (LR) variation. (Top) For transformers with $N$ parameters, we plot the effect of learning rate on final evaluation loss. (Bottom) We use LR sensitivity to summarize the top plot. LR sensitivity measures the expected deviation from the minimum achieved loss when varying learning rate across three orders of magnitude. Qk-layernorm reduces LR sensitivity, but LR sensitivity still increases with model scale.

7.2 The effect of the output logit divergence instability [44] and the z-loss mitigation [44] (Section 7.4.1). Models in this experiment have qk-layernorm [58].

7.3 The effect of warm-up length for different model sizes. Longer warm-up reduces LR sensitivity and loss, especially for the larger models we test. Models in this experiment use qk-layernorm [58].

7.4 Independently scaling LR without also scaling weight decay reduces LR sensitivity. While this was recommended by Loshchilov and Hutter [169], it is not common practice in the default AdamW implementations in popular libraries. Refer to Section 7.4.2 for more detail.

7.5 Independently scaling depth increases LR sensitivity at a faster rate than scaling width, though also produces a model with lower loss at the largest scale we test.

7.6 Predicting the attention logit growth instability via scaling behavior of model characteristics. We extrapolate to predict that a larger model will become unstable at LR 1e-2, and run an experiment to confirm the prediction. Refer to Section 7.4.3 for more information.

7.7 Predicting a potential instability from the scaling behavior of model characteristics. The gradient root mean square (RMS) decreases with num params (left) and learning rate (middle). These trends indicate that hyperparameter adjustment may be required to successfully scale further, as the RMS is approaching the default AdamW $\epsilon$ hyperparameter. If the gradient RMS becomes too small without adjusting $\epsilon$ or weight decay, a layer may collapse. The gradient RMS in the left and middle plot is reported for the first MLP layer of block 0, but we observe similar trends for other layers. Gradient RMS across different blocks is also reported (right). Gradient and update RMS are averaged over the final 500 steps.
8.1 Replacing softmax with relu/seqlen approaches or matches the scaling performance of traditional attention for vision transformers [71] with qk-layernorm [58]. This figure displays results for small to large vision transformers trained on ImageNet-21k [59] for 30 epochs. We report ImageNet-1k accuracy for ImageNet-21k models by taking the top class among those that are in ImageNet-1k, without fine-tuning. Attention with ReLU can be parallelized over the sequence length dimension with less gather operations than softmax attention.

8.2 Replacing softmax with $L^{-\alpha}h$ where $h \in \{\text{relu, relu}^2, \text{gelu, softplus, identity, relu6, sigmoid}\}$ and $L$ is sequence length. We typically observe the best results when $\alpha$ is close to 1. There is no clear best non-linearity at $\alpha \approx 1$, so we use ReLU in our main experiment for its speed.

8.3 The effect of removing qk-layernorm [58] on attention with ReLU and squared ReLU scaled by $L^{-\alpha}$ where $L$ is sequence length. Results are shown for the S/32, S/16, and S/8 vision transformer models [71, 23] trained on ImageNet-21k.

8.4 The effect of using a gated attention unit [117] on attention with ReLU and squared ReLU scaled by $L^{-\alpha}$ where $L$ is sequence length. Results are shown for the S/32, S/16, and S/8 vision transformer models [71, 23] trained on ImageNet-21k.
## List of Tables

<table>
<thead>
<tr>
<th>Table</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>Accuracy of various methods on ImageNet and derived distribution shifts for CLIP ViT-L/14@336px [210]. E2E: end-to-end; LC: linear classifier. <em>Avg shifts</em> displays the mean performance among the five distribution shifts, while <em>Avg reference, shifts</em> shows the average of ImageNet (reference) and Avg shifts. For optimal $\alpha$, we choose the single mixing coefficient that maximizes the column.</td>
</tr>
<tr>
<td>2.2</td>
<td>Beyond robustness, WiSE-FT can improve accuracy after fine-tuning on several datasets.</td>
</tr>
<tr>
<td>3.1</td>
<td><em>Model soups</em> improve accuracy over the best individual model when fine-tuning a JFT-3B pre-trained ViT-G/14 model on ImageNet. Instead of selecting the best model from a hyperparameter sweep during fine-tuning, <em>model soups</em> average the weights of multiple fine-tuned models. To evaluate performance under distribution shift we consider average accuracy on ImageNet-V2, ImageNet-R, ImageNet-Sketch, ObjectNet, and ImageNet-A. Additional details are provided by Table 3.4 and Section 3.4.3.</td>
</tr>
<tr>
<td>3.2</td>
<td>The primary methods contrasted in this work. Each $\theta_i$ is a model found through fine-tuning from a shared initialization. Cost refers to the memory and compute requirements during inference relative to a single model. All methods require the same training.</td>
</tr>
<tr>
<td>3.3</td>
<td>Ablation on multiple methods from Table 3.2 and their variants when when fine-tuning CLIP ViT-B/32 with the random hyperparameter search described in Section 3.4.3. For “Greedy soup (random order)”, we try three random model orders when running the greedy soup procedure (by default, models are sorted by decreasing held-out val accuracy). The “Learned soup” and its variants are descried in the Appendix. The <em>best in best individual model</em> refers to ImageNet accuracy.</td>
</tr>
</tbody>
</table>
3.4 Greedy soup improves over the best individual models obtained in a hyperparameter sweep for ViT-G/14 pre-trained on JFT-3B and fine-tuned on ImageNet, both in- and out-of-distribution. Accuracy numbers not significantly different from the best are bold-faced. Statistical comparisons are performed using an exact McNemar test or permutation test at $\alpha = 0.05$. Avg shift accuracy of the best model on each test set is the best average accuracy of any individual model.

3.5 Performance of model soups on four text classification datasets from the GLUE benchmark [259].

4.1 **PAINT can generalize to unseen classes.** We randomly partition each dataset into tasks $A$ and $B$ with disjoint class spaces of roughly equal size. This table reports how patching on task $A$ affects accuracy on task $B$ for the ViT-L/14 model. In all cases, accuracy on task $B$ improves when patching on task $A$ even though the classes are *unseen* during patching.

4.2 **Patching on task $A$ can improve accuracy on a related task $B$.** For a pair of tasks $A$ and $B$, we report accuracy of the ViT-L/14 on task $B$, after patching on task $A$, finding improvements on seven out of eight cases.

5.1 Comparing lo-fi (no communication during fine-tuning) to the baseline which communicates at each step when fine-tuning the ImageNet-21k pre-trained DeiT-base and DeiT-large model from DeiT-III [255] on ImageNet [59]. Both lo-fi and the baseline use the same number of iterations, which have been tuned for the baseline. Underlined numbers indicate significantly better accuracy according to McNemar’s test with significance level 0.05. Lo-fi matches performance on ImageNet (IN), but can outperform the baseline on some distribution shifts. The shifts we consider are IN-V2 [222], IN-R [112], Sketch [260], and IN-A [113].
5.2 Expanding the comparison between lo-fi and the baseline (Table 5.1) when fine-tuning the ImageNet-21k pre-trained models from DeiT-III [255] on ImageNet [59]. In this four node fine-tuning run, lo-fi removes communication between nodes so that each node produces an independent model. The weights of the models are then averaged at the end to produce the final solution. In this table we bold the highest number and evaluate the following models: i) paper, the fine-tuned models from the DeiT-III paper [255], ii) baseline, which is our improved fine-tuning baseline after hyperparameter turning which requires less epochs of training but achieves slightly higher accuracy than reported in the DeiT-III paper [255], iii) individual node, which is one of the individual node models that is produced by lo-fi, iv) lo-fi, which fine-tunes individual models on each node then averages their weights once at the end, and v) lo-fi ensemble which averages the outputs of the models produced by each node during lo-fi, and therefore requires more cost during inference. In addition to evaluating on ImageNet (IN), the task used for fine-tuning, we also evaluate on the distribution shifts ImageNet-V2 (IN-V2, [222]), ImageNet-R (IN-R, [112]), ImageNet-Sketch [260], and ImageNet-A (IN-A [113]). While more information is provided in Section 5.4.1, this table also displays some hyperparameter changes we made from the default DeiT-III fine-tuning script. Unlike [255], we fine-tune with LP-FT [148], and observe it is better for the baseline to use fewer fine-tuning epochs. Lo-fi observes the same amount of data as the tuned baseline and uses the same hyperparameters with the exception of slightly decreased regularization by lowering stoch. depth [118] drop probability by 0.05 (making the same change to the baseline decreased accuracy). Additional columns track whether the model incurs no additional cost during inference compared to a single model (denoted no extra cost), and also if there is no communication between nodes during fine-tuning (denoted no comms). Overall, lo-fi matches or outperforms the baseline without communication between nodes during fine-tuning.

5.3 For our four-node fine-tuning jobs, we usually partition the 32 GPUs into 4 communication groups, one per-node. This table shows the effect of partitioning the GPUs into groups of different sizes, finding slightly worse performance when the number of groups is large.
Chapter 1

Introduction

Today’s best-performing neural networks result from a two-step procedure: first, \textit{pre-train} a model on a large heterogeneous dataset, next \textit{fine-tune} to further adapt the model to a task of interest. This is also referred to as transfer learning [97, 285, 142, 139]. While transfer learning is not new, it has continued to deliver remarkable success when applied at successively larger scales [210, 33, 202, 195].

While scale has driven progress in transfer learning, it has also uncovered a new and unique set of challenges. For one, researchers have reported \textit{training instabilities} at large scale that did not occur when using the same hyperparameters at small-scale [44, 58]. For another, while large pre-trained models perform well on a broad range of inputs, fine-tuning can deteriorate this robustness.

The goal of this dissertation is to advance large-scale transfer learning as a robust and reliable paradigm in machine learning. Towards this goal we present better algorithms for fine-tuning which improve robustness by interpolating weights (Chapters 2–4). Moreover, we promote pre-training reliability via a mechanistic understanding of the phenomena which underlie training instabilities (Chapters 6–7).

Our exploration in both aforementioned directions also suggests promising areas for improving models. For one, the success of weight-interpolation indicates promise for decentralized learning (Chapter 5), which is essential at scales where accelerators cannot all be co-located. Moreover, our research on understanding instability uncovers a neural network architecture that matches self-attention [257] while presenting new opportunities for parallelism (Chapter 8).
Robust fine-tuning. Our work in this direction began with an open problem raised by several researchers [210, 202, 6]: while fine-tuning increases accuracy on the target distribution, it also reduces performance under distribution shift. This naturally led to the following question: can we design fine-tuning methods which preserve the robustness of the pre-trained model?

Our solution to this problem leverages the observation that fine-tuned models often appear to lie in a single low error region [192]. To improve robustness, we therefore interpolate the weights of the pre-trained and fine-tuned models [272] (Chapter 2). This achieves the best of both worlds: capturing the robustness of the pre-trained model and the in-distribution accuracy of the fine-tuned model. Surprisingly, network weights can be linearly combined despite nonlinear activation functions.

Next, we introduce model soups [273] which generalizes the aforementioned method to interpolate the weights of multiple fine-tuned models (Chapter 3). The conventional procedure for maximizing model performance is to try many different hyperparameters, then select the best model and discard the remainder. Model soups proposes an alternative to this procedure in the context of fine-tuning: we average the weights of multiple fine-tuned models, and are often able to produce a better model with no added inference cost. Model soups achieved state-of-the-art on ImageNet [59] and two datasets from WILDS [138]. Finally, Chapters 4 and 5 apply weight-interpolation for model patching and decentralized training, respectively.

Reliable large-scale pre-training. Scaling up Transformer pre-training has resulted in substantial advancements. However, when training large Transformers, researchers have reported instabilities which slow or destabilize learning [44, 58, 301, 187, 49]. For scale to continue to produce progress, understanding and mitigating transformer training pathologies is critical.

Our work in this direction addresses two types of instabilities, fast loss-spikes (Chapter 6) and slow training divergences (Chapter 7). In both cases, we uncover a mechanistic explanation underlying certain failures.

First, we establish a predictive relationship between large updates in the neural network’s first layer and fast loss-spikes when using the standard Adam optimizer [136]. Large updates occur because the second moment EMA is small compared to the current gradient, e.g., when processing rare token embeddings. This motivates an Adam-AdaFactor [234] hybrid, which we develop and test in Chapter 6. In addition, Chapter 6 advances eight-bit training of large neural networks, a crucial step towards efficiency as pre-training becomes
prohibitively expensive.

Next, we establish small-scale proxy models as a reliable tool for studying slow training divergences at large-scale (Chapter 7). As a highlight, we demonstrate that small-scale experiments can predict when and how a large-scale instability will occur. Moreover, we use small-scale experiments to uncover a new instability that has not previously been reported—vanishing updates due to the Adam $\epsilon$ hyperparameter exceeding the second moment EMA.

**Other directions.** The work we’ve discussed so far is made possible by our research in related directions. Concretely, our work on neural network loss landscapes [216, 269, 271] is foundational for the weight-interpolation approaches we’ve developed for robust fine-tuning. Moreover, our efforts democratizing large-scale pre-training via Open{CLIP, Flamingo, LM} [120, 9, 105] and next-generation large-scale datasets [230, 87] motivated and facilitated our research on pre-training.
Chapter 2

Robust fine-tuning of zero-shot models

2.1 Overview

Large pre-trained models such as CLIP or ALIGN offer consistent accuracy across a range of data distributions when performing zero-shot inference (i.e., without fine-tuning on a specific dataset). Although existing fine-tuning methods substantially improve accuracy on a given target distribution, they often reduce robustness to distribution shifts. We address this tension by introducing a simple and effective method for improving robustness while fine-tuning: ensembling the weights of the zero-shot and fine-tuned models (WiSE-FT). Compared to standard fine-tuning, WiSE-FT provides large accuracy improvements under distribution shift, while preserving high accuracy on the target distribution. On ImageNet and five derived distribution shifts, WiSE-FT improves accuracy under distribution shift by 4 to 6 percentage points (pp) over prior work while increasing ImageNet accuracy by 1.6 pp. WiSE-FT achieves similarly large robustness gains (2 to 23 pp) on a diverse set of six further distribution shifts, and accuracy gains of 0.8 to 3.3 pp compared to standard fine-tuning on seven commonly used transfer learning datasets. These improvements come at no additional computational cost during fine-tuning or inference.

2.2 Introduction

A foundational goal of machine learning is to develop models that work reliably across a broad range of data distributions. Over the past few years, researchers have proposed a variety of distribution shifts on which
current algorithmic approaches to enhance robustness yield little to no gains [250, 186]. While these negative results highlight the difficulty of learning robust models, large pre-trained models such as CLIP [210], ALIGN [125] and BASIC [202] have recently demonstrated unprecedented robustness to these challenging distribution shifts. The success of these models points towards pre-training on large, heterogeneous datasets as a promising direction for increasing robustness. However, an important caveat is that these robustness improvements are largest in the zero-shot setting, i.e., when the model performs inference without fine-tuning on a specific target distribution.

In a concrete application, a zero-shot model can be fine-tuned on extra application-specific data, which often yields large performance gains on the target distribution. However, in the experiments of Radford et al. [210] and Pham et al. [202], fine-tuning comes at the cost of robustness: across several natural distribution shifts, the accuracy of their fine-tuned models is lower than that of the original zero-shot model. This leads to a natural question:

*Can zero-shot models be fine-tuned without reducing accuracy under distribution shift?*

As pre-trained models are becoming a cornerstone of machine learning, techniques for fine-tuning them on downstream applications are increasingly important. Indeed, the question of robustly fine-tuning pre-trained models has recently also been raised as an open problem by several authors [6, 26, 210, 202]. Andreassen et al. [6] explored several fine-tuning approaches but found that none yielded models with improved robustness at high accuracy. Furthermore, Taori et al. [250] demonstrated that no current algorithmic robustness interventions provide consistent gains across the distribution shifts where zero-shot models excel.

In this paper, we conduct an empirical investigation to understand and improve fine-tuning of zero-shot models from a distributional robustness perspective. We begin by measuring how different fine-tuning approaches (last-layer vs. end-to-end fine-tuning, hyperparameter changes, etc.) affect the accuracy under distribution shift of the resulting fine-tuned models. Our empirical analysis uncovers two key issues in the standard fine-tuning process. First, the robustness of fine-tuned models varies substantially under even small changes in hyperparameters, but the best hyperparameters cannot be inferred from accuracy on the target distribution alone. Second, more aggressive fine-tuning (e.g., using a larger learning rate) yields larger accuracy improvements on the target distribution, but can also reduce accuracy under distribution shift by a large amount.
Schematic: fine-tuning CLIP on the reference distribution leads to higher accuracy on the reference distribution but less robustness.

Schematic: our method, WiSE-FT leads to better accuracy on the distribution shifts without decreasing accuracy on the reference distribution.

Figure 2.1: (Top left) Zero-shot CLIP models exhibit moderate accuracy on the reference distribution (x-axis, the target for fine-tuning) and high effective robustness (accuracy on the distribution shifts beyond the baseline models). In contrast, standard fine-tuning—either end-to-end or with a linear classifier (final layer)—attains higher accuracy on the reference distribution but less effective robustness. (Top right) Our method linearly interpolates between the zero-shot and fine-tuned models with a mixing coefficient $\alpha \in [0, 1]$. (Bottom) On five distribution shifts derived from ImageNet (ImageNetV2, ImageNet-R, ImageNet Sketch, ObjectNet, and ImageNet-A), WiSE-FT improves average accuracy relative to both the zero-shot and fine-tuned models while maintaining or improving accuracy on ImageNet.
Motivated by the above concerns, we propose a robust way of fine-tuning zero-shot models that addresses the aforementioned trade-off and achieves the best of both worlds: increased performance under distribution shift while maintaining or even improving accuracy on the target distribution relative to standard fine-tuning. In addition, our method simplifies the choice of hyperparameters in the fine-tuning process.

Our method (Figure 2.1) has two steps: first, we fine-tune the zero-shot model on the target distribution. Second, we combine the original zero-shot and fine-tuned models by linearly interpolating between their weights, which we refer to as weight-space ensembling. Interpolating model parameters is a classical idea in convex optimization dating back decades (e.g., see [227, 205]). Here, we empirically study model interpolation for non-convex models from the perspective of distributional robustness. Interestingly, linear interpolation in weight-space still succeeds despite the non-linearity in the activation functions of the neural networks.

Weight-space ensembles for fine-tuning (WiSE-FT) substantially improve accuracy under distribution shift compared to prior work while maintaining high performance on the target distribution. Concretely, on ImageNet [59] and five of the natural distribution shifts studied by Radford et al. [210], WiSE-FT applied to standard end-to-end fine-tuning improves accuracy under distribution shift by 4 to 6 percentage points (pp) over prior work while maintaining or improving the ImageNet accuracy of the fine-tuned CLIP model. Relative to the zero-shot model, WiSE-FT improves accuracy under distribution shift by 1 to 9 pp. Moreover, WiSE-FT improves over a range of alternative approaches such as regularization and evaluating at various points throughout fine-tuning. These robustness gains come at no additional computational cost during fine-tuning or inference.

While our investigation centers around CLIP, we observe similar trends for other zero-shot models including ALIGN [125], BASIC [202], and a ViT model pre-trained on JFT [71]. For instance, WiSE-FT improves the ImageNet accuracy of a fine-tuned BASIC-L model by 0.4 pp, while improving average accuracy under distribution shift by 2 to 11 pp.

To understand the robustness gains of WiSE-FT, we first study WiSE-FT when fine-tuning a linear classifier (last layer) as it is more amenable to analysis. In this linear case, our procedure is equivalent to ensembling the outputs of two models, and experiments point towards the complementarity of model predictions as a key property. For end-to-end fine-tuning, we connect our observations to earlier work on
Figure 2.2: Samples of the class lemon, from the reference distribution ImageNet [59] and the derived distribution shifts considered in our main experiments: ImageNet-V2 [222], ImageNet-R [112], ImageNet Sketch [260], ObjectNet [17], and ImageNet-A [113].

the phenomenology of deep learning. Neyshabur et al. [192] found that end-to-end fine-tuning the same model twice yielded two different solutions that were connected via a linear path in weight-space along which error remains low, known as linear mode connectivity [82, 190]. Our observations suggest a similar phenomenon along the path generated by WiSE-FT, but the exact shape of the loss landscape and connection between error on the target and shifted distributions are still open problems.

In addition to the aforementioned ImageNet distribution shifts, WiSE-FT consistently improves robustness on a diverse set of six additional distribution shifts including: (i) geographic shifts in satellite imagery and wildlife recognition (WILDS-FMoW, WILDS-iWildCam) [138, 45, 19], (ii) reproductions of the popular image classification dataset CIFAR-10 with a distribution shift (CIFAR-10.1 and CIFAR-10.2) [222, 171], and (iii) datasets with distribution shift induced by temporal perturbations in videos (ImageNet-Vid-Robust and YTBB-Robust) [231]. Beyond the robustness perspective, WiSE-FT also improves accuracy compared to standard fine-tuning, reducing the relative error rate by 4-49% on a range of seven datasets: ImageNet, CIFAR-10, CIFAR-100 [144], Describable Textures [46], Food-101 [29], SUN397 [276], and Stanford Cars [143]. Even when fine-tuning data is scarce, reflecting many application scenarios, we find that WiSE-FT improves performance.

Overall, WiSE-FT is simple, universally applicable in the problems we studied, and can be implemented in a few lines of code. Hence we encourage its adoption for fine-tuning zero-shot models.
2.3 Background and experimental setup

Our experiments compare the performance of zero-shot models, corresponding fine-tuned models, and models produced by WiSE-FT. To measure robustness, we contrast model accuracy on two related but different distributions, a reference distribution $\mathcal{D}_{\text{ref}}$ which is the target for fine-tuning, and shifted distribution $\mathcal{D}_{\text{shift}}$.\footnote{$\mathcal{D}_{\text{ref}}$ and $\mathcal{D}_{\text{shift}}$ are sometimes referred to as in-distribution (ID) and out-of-distribution (OOD). In this work, we include evaluations of zero-shot models, which are not trained on data from the reference distribution, so referring to $\mathcal{D}_{\text{ref}}$ would be imprecise. For clarity, we avoid the ID/OOD terminology.}

We assume both distributions have test sets for evaluation, and $\mathcal{D}_{\text{ref}}$ has an associated training set $\mathcal{S}_{\text{ref}}$ which is typically used for training or fine-tuning. The goal for a model is to achieve both high accuracy and consistent performance on the two distributions $\mathcal{D}_{\text{ref}}$ and $\mathcal{D}_{\text{shift}}$. This is a natural goal as humans often achieve similar accuracy across the distribution shifts in our study [232].

For a model $f$, we let $\text{Acc}_{\text{ref}}(f)$ and $\text{Acc}_{\text{shift}}(f)$ refer to classification accuracy on the reference and shifted test sets, respectively. We consider $k$-way image classification, where $x_i$ is an image with corresponding label $y_i \in \{1, \ldots, k\}$. The outputs of $f$ are $k$-dimensional vectors of non-normalized class scores.

**Distribution shifts.** Taori et al. [250] categorized distribution shifts into two broad categories: (i) synthetic, e.g., $\ell_\infty$-adversarial examples or artificial changes in image contrast, brightness, etc. [110, 25, 24, 92, 5]; and (ii) natural, where samples are not perturbed after acquisition and changes in data distributions arise through naturally occurring variations in lighting, geographic location, crowdsourcing process, image styles, etc. [250, 222, 112, 113, 138]. Following Radford et al. [209], our focus here is on natural distribution shifts as they are more representative of the real world when no active adversary is present. Specifically, we present our key results for five natural distribution shifts derived from ImageNet (i.e., $\mathcal{S}_{\text{ref}}$ is ImageNet):

- ImageNet-V2 (IN-V2) [222], a reproduction of the ImageNet test set with distribution shift
- ImageNet-R (IN-R) [112], renditions (e.g., sculptures, paintings) for 200 ImageNet classes
- ImageNet Sketch (IN-Sketch) [260], which contains sketches instead of natural images
- ObjectNet [17], a test set of objects in various scenes with 113 classes overlapping with ImageNet
- ImageNet-A (IN-A) [113], a test set of natural images misclassified by a ResNet-50 [107] for 200 ImageNet classes.
Figure 2.2 illustrates the five distribution shifts.

**Effective robustness and scatter plots.** To compare the robustness of models with different accuracies on the reference distribution, we follow the *effective robustness* framework introduced by Taori et al. [250]. Effective robustness quantifies robustness as accuracy *beyond a baseline* trained only on the reference distribution. A useful tool for studying (effective) robustness are scatter plots that illustrate model performance under distribution shift [222, 250]. These scatter plots display accuracy on the reference distribution on the $x$-axis and accuracy under distribution shift on the $y$-axis, i.e., a model $f$ is shown as a point $(\text{Acc}_{\text{ref}}(f), \text{Acc}_{\text{shift}}(f))$. Figure 2.1 exemplifies these scatter plots with both schematics and real data. For the distribution shifts we study, accuracy on the reference distribution is a reliable predictor of accuracy under distribution shift [250, 186]. In other words, there exists a function $\beta : [0,1] \rightarrow [0,1]$ such that $\text{Acc}_{\text{shift}}(f)$ approximately equals $\beta(\text{Acc}_{\text{ref}}(f))$ for models $f$ trained on the train set $\mathcal{S}_{\text{ref}}$. Effective robustness [250] is accuracy beyond this baseline, defined formally as $\rho(f) = \text{Acc}_{\text{shift}}(f) - \beta(\text{Acc}_{\text{ref}}(f))$.

In the corresponding scatter plots, effective robustness is vertical movement above expected accuracy under distribution shift (Figure 2.1, top). Effective robustness thereby disentangles accuracy changes on the reference distribution from the effect of robustness interventions. When we say that a model is robust to distribution shift, we mean that effective robustness is positive. Taori et al. [250] observed that no algorithmic robustness intervention consistently achieves substantial effective robustness across the distribution shifts in Figure 2.2—the first method to do so was zero-shot CLIP. Empirically, when applying logit (or probit) axis scaling, models trained on the reference distribution approximately lie on a linear trend [250, 186]. As in Taori et al. [250], we apply logit axis scaling and show 95% Clopper-Pearson confidence intervals for the accuracies of select points.

**Zero-shot models and CLIP.** We primarily explore CLIP models [210], although we also investigate other zero-shot models including ALIGN [125], BASIC [202] and a ViT model pre-trained on JFT [71]. Zero-shot models exhibit effective robustness and lie on a qualitatively different linear trend (Figure 2.1). CLIP-like models are pre-trained using image-caption pairs from the web. Given a set of image-caption pairs $\{(x_1, s_1), \ldots, (x_B, s_B)\}$, CLIP-like models train an image-encoder $g$ and text-encoder $h$ such that the similarity $\langle g(x_i), h(s_i) \rangle$ is maximized relative to unaligned pairs. CLIP-like models perform zero-shot $k$-
way classification given an image \( x \) and class names \( C = \{c_1, ..., c_k\} \) by matching \( x \) with potential captions. For instance, using caption \( s_i = \text{“a photo of a \{c_i\}”} \) for each class \( i \), the zero-shot model predicts the class via \( \text{argmax}_j \langle g(x), h(s_j) \rangle \).

Equivalently, one can construct \( W_{\text{zero-shot}} \in \mathbb{R}^{d \times k} \) with columns \( h(s_j) \) and compute outputs \( f(x) = g(x)^T W_{\text{zero-shot}} \). Unless explicitly mentioned, our experiments use the CLIP model ViT-L/14@336px, although all CLIP models are displayed in our scatter plots.

### 2.4 Weight-space ensembles for fine-tuning

This section describes and motivates our proposed method, WiSE-FT, which consists of two simple steps. First, we fine-tune the zero-shot model on application-specific data. Second, we combine the original zero-shot and fine-tuned models by linearly interpolating between their weights, also referred to as weight-space ensembling. WiSE-FT can be implemented in a few lines of PyTorch.

The zero-shot model excels under distribution shift while standard fine-tuning achieves high accuracy on the reference distribution. Our motivation is to combine these two models into one that achieves the best of both worlds. Weight-space ensembles are a natural choice as they ensemble without extra computational cost. Moreover, previous work has suggested that interpolation in weight space may improve performance when models share part of their optimization trajectory [123, 192].

**Step 1: Standard fine-tuning.** As in Section 2.3, we let \( S_{\text{ref}}^{\text{tr}} \) denote the dataset used for fine-tuning and \( g \) denote the image encoder used by CLIP. We are now explicit in writing \( g(x, V_{\text{enc}}) \) where \( x \) is an input image and \( V_{\text{enc}} \) are the parameters of the encoder \( g \). Standard fine-tuning considers the model \( f(x, \theta) = g(x, V_{\text{enc}})^T W_{\text{classifier}} \) where \( W_{\text{classifier}} \in \mathbb{R}^{d \times k} \) is the classification head and \( \theta = [V_{\text{enc}}, W_{\text{classifier}}] \) are the parameters of \( f \). We then solve \( \text{argmin}_\theta \sum_{(x_i, y_i) \in S_{\text{ref}}^{\text{tr}}} \ell(f(x_i, \theta), y_i) + \lambda R(\theta) \) where \( \ell \) is the cross-entropy loss and \( R \) is a regularization term (e.g., weight decay). We consider the two most common variants of fine-tuning: end-to-end, where all values of \( \theta \) are modified, and fine-tuning only a linear classifier, where \( V_{\text{enc}} \) is fixed at the value learned during pre-training.

\[^2\]For improved accuracy, the embedding of a few candidate captions are averaged, e.g., \( s_i^{(1)} = \text{“a photo of a \{c_i\}”} \) and \( s_i^{(2)} = \text{“a picture of a \{c_i\}”} \) (referred to as prompt ensembling [210]).
Step 2: Weight-space ensembling. For a mixing coefficient \( \alpha \in [0, 1] \), we consider the weight-space ensemble between the zero-shot model with parameters \( \theta_0 \) and the model obtained via standard fine-tuning with parameters \( \theta_1 \). The predictions of the weight-space ensemble \( \text{wse} \) are given by

\[
\text{wse}(x, \alpha) = f(x, (1 - \alpha) \cdot \theta_0 + \alpha \cdot \theta_1),
\]

i.e., we use the element-wise weighted average of the zero-shot and fine-tuned parameters. When fine-tuning only the linear classifier, weight-space ensembling is equivalent to the traditional output-space ensemble \([66, 31, 84]\) \((1 - \alpha) \cdot f(x, \theta_0) + \alpha \cdot f(x, \theta_1)\) since Equation 2.1 decomposes as \((1 - \alpha) \cdot g(x, V_{\text{enc}})^\top W_{\text{zero-shot}} + \alpha \cdot g(x, V_{\text{enc}})^\top W_{\text{classifier}}\).

As neural networks are non-linear with respect to their parameters, ensembling all layers—as we do when end-to-end fine-tuning—typically fails, achieving no better accuracy than a randomly initialized neural network \([82]\). However, as similarly observed by previous work where part of the optimization trajectory is shared \([123, 82, 192]\), we find that the zero-shot and fine-tuned models are connected by a linear path in weight-space along which accuracy remains high (explored further in Section 2.6.2).

Remarkably, as we show in Section 2.5, WiSE-FT improves accuracy under distribution shift while maintaining high performance on the reference distribution relative to fine-tuned models. These improvements come without any additional computational cost as a single set of weights is used.

2.5 Results

This section presents our key experimental findings. First, we show that WiSE-FT boosts the accuracy of a fine-tuned CLIP model on five ImageNet distribution shifts studied by Radford et al. \([210]\), while maintaining or improving ImageNet accuracy. Next, we present additional experiments, including more distribution shifts, the effect of hyperparameters, accuracy improvements on the reference distribution, and experiments in the low-data regime. Finally, we demonstrate that our findings are more broadly applicable by exploring WiSE-FT for BASIC \([202]\), ALIGN \([125]\), and a ViT-H/14 \([71]\) model pre-trained on JFT-300M \([245]\).
### Table 2.1: Accuracy of various methods on ImageNet and derived distribution shifts for CLIP \( \text{ViT-L/14@336px} \) [210]. E2E: end-to-end; LC: linear classifier. **Avg shifts** displays the mean performance among the five distribution shifts, while **Avg reference, shifts** shows the average of ImageNet (reference) and Avg shifts. For optimal \( \alpha \), we choose the single mixing coefficient that maximizes the column.

<table>
<thead>
<tr>
<th>Method</th>
<th>IN (reference)</th>
<th>IN-V2</th>
<th>IN-R</th>
<th>IN-Sketch</th>
<th>ObjectNet*</th>
<th>IN-A</th>
<th>Avg shifts</th>
<th>Avg ref., shifts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero-shot [210]</td>
<td>76.2</td>
<td>70.1</td>
<td>88.9</td>
<td>60.2</td>
<td>70.0</td>
<td>77.2</td>
<td>73.3</td>
<td>74.8</td>
</tr>
<tr>
<td>Fine-tuned LC [210]</td>
<td>85.4</td>
<td>75.9</td>
<td>84.2</td>
<td>57.4</td>
<td>66.2</td>
<td>75.3</td>
<td>71.8</td>
<td>78.6</td>
</tr>
<tr>
<td>Zero-shot (PyTorch)</td>
<td>76.6</td>
<td>70.5</td>
<td>89.0</td>
<td>60.9</td>
<td>69.1</td>
<td>77.7</td>
<td>73.4</td>
<td>75.0</td>
</tr>
<tr>
<td>Fine-tuned LC (ours)</td>
<td>85.2</td>
<td>75.8</td>
<td>85.3</td>
<td>58.7</td>
<td>67.2</td>
<td>76.1</td>
<td>72.6</td>
<td>78.9</td>
</tr>
<tr>
<td>Fine-tuned E2E (ours)</td>
<td>86.2</td>
<td>76.8</td>
<td>79.8</td>
<td>57.9</td>
<td>63.3</td>
<td>65.4</td>
<td>68.6</td>
<td>77.4</td>
</tr>
<tr>
<td>WiSE-FT (ours) ( \alpha=0.5 )</td>
<td>83.7</td>
<td>76.3</td>
<td>89.6</td>
<td>63.0</td>
<td>70.7</td>
<td>79.7</td>
<td>75.9</td>
<td>79.8</td>
</tr>
<tr>
<td>LC, optimal ( \alpha )</td>
<td>85.3</td>
<td>76.9</td>
<td>89.8</td>
<td>63.0</td>
<td>70.7</td>
<td>79.7</td>
<td>75.9</td>
<td>80.2</td>
</tr>
<tr>
<td>E2E, ( \alpha=0.5 )</td>
<td>86.8</td>
<td>79.5</td>
<td>89.4</td>
<td>64.7</td>
<td>71.1</td>
<td>79.9</td>
<td>76.9</td>
<td>81.8</td>
</tr>
<tr>
<td>E2E, optimal ( \alpha )</td>
<td>87.1</td>
<td>79.5</td>
<td>90.3</td>
<td>65.0</td>
<td>72.1</td>
<td>81.0</td>
<td>77.4</td>
<td>81.9</td>
</tr>
</tbody>
</table>

---

**Main results: ImageNet and associated distribution shifts.** As illustrated in Figure 2.1, when the mixing coefficient \( \alpha \) varies from 0 to 1, \( \text{wse} (\cdot, \alpha) \) is able to simultaneously improve accuracy on both the reference and shifted distributions. Table 2.1 presents our main results on ImageNet and five derived distribution shifts. WiSE-FT (end-to-end, \( \alpha=0.5 \)) outperforms numerous strong models in both average accuracy under distribution shift and the average accuracy on the reference and shifted distributions. While future work may lead to more sophisticated strategies for choosing the mixing coefficient \( \alpha \), \( \alpha=0.5 \) yields close to optimal performance across a range of experiments. Hence, we recommend \( \alpha=0.5 \) when no domain knowledge is available.

**Robustness on additional distribution shifts.** Beyond the five distribution shifts derived from ImageNet, WiSE-FT consistently improves robustness on a diverse set of further distributions shifts including geographic shifts in satellite imagery and wildlife recognition (WILDS-FMoW [138, 45], WILDS-iWildCam [138, 19]), reproductions of the popular image classification dataset CIFAR-10 [144] with a distribution shift (CIFAR-10.1 [222] and CIFAR-10.2 [171]), and datasets with distribution shift induced by temporal perturbations in videos (ImageNet-Vid-Robust and YTBB-Robust [232]). Concretely, WiSE-FT (\( \alpha=0.5 \)) improves performance under distribution shift by 3.5, 6.2, 1.7, 2.1, 9.0 and 23.2 pp relative to the fine-
Figure 2.3: The robustness of fine-tuned models varies substantially under even small changes in hyperparameters. Applying WiSE-FT addresses this brittleness and can remove the trade-off between accuracy on the reference and shifted distributions. Results shown for CLIP ViT-B/16 fine-tuned with cosine-annealing learning rate schedule and all models in the top left and top middle plots are fine-tuned with AdamW [169]. Moreover, regularize to zero-shot appends the regularizer $\lambda \|\theta - \theta_0\|^2_2$ to the fine-tuning objective, where $\theta_0$ are the parameters of the zero-shot model.

Hyperparameter variation and alternatives. As illustrated by Figure 2.3, moderate changes in standard hyperparameters such as the learning rate or the number of epochs can substantially affect performance under distribution shift. Moreover, these performance differences cannot be detected reliably from model performance on reference data alone. For instance, while training for 10 epochs with learning rate $3 \cdot 10^{-5}$ and $3 \cdot 10^{-6}$ lead to a small accuracy difference on ImageNet (0.3 pp), accuracy under distribution shift

...

Hyperparameter: optimizer and regularization

Varying LR, number of epochs, and regularization coefficient.

Hyperparameter: terminating training early

Evaluation along optimization trajectory
Select early termination solutions

Weight-space ensembles (varied hyperparameters)

Hyperparameter config

Select early termination solutions

Weight-space ensemble

Hyperparameter: fixing learning rate, varying number of epochs

Hyperparameter: fixing number of epochs, varying learning rate

Hyperparameter: CLIP zero-shot models
Linear fit (CLIP zero-shot models)
Weight-space ensemble (end-to-end)
Table 2.2: Beyond robustness, WiSE-FT can improve accuracy after fine-tuning on several datasets.

<table>
<thead>
<tr>
<th></th>
<th>ImageNet</th>
<th>CIFAR10</th>
<th>CIFAR100</th>
<th>Cars</th>
<th>DTD</th>
<th>SUN397</th>
<th>Food101</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard fine-tuning</td>
<td>86.2</td>
<td>98.6</td>
<td>92.2</td>
<td>91.6</td>
<td>81.9</td>
<td>80.7</td>
<td>94.4</td>
</tr>
<tr>
<td>WiSE-FT (α=0.5)</td>
<td>86.8 (+0.6)</td>
<td>99.3 (+0.7)</td>
<td>93.3 (+1.1)</td>
<td>93.3 (+1.7)</td>
<td>84.6 (+2.8)</td>
<td>83.2 (+2.5)</td>
<td>96.1 (+1.6)</td>
</tr>
<tr>
<td>WiSE-FT (opt. α)</td>
<td>87.1 (+0.9)</td>
<td>99.5 (+0.8)</td>
<td>93.4 (+1.2)</td>
<td>93.6 (+2.0)</td>
<td>85.2 (+3.3)</td>
<td>83.3 (+2.6)</td>
<td>96.2 (+1.8)</td>
</tr>
</tbody>
</table>

varies by as much as 8 pp.

Furthermore, tuning hyperparameters on ImageNet data can also reduce robustness. For instance, while moving from small to moderate learning rates ($10^{-7}$ to $3 \cdot 10^{-5}$) improves performance on ImageNet by 5 pp, it also deteriorates accuracy under distribution shift by 8 pp.

WiSE-FT addresses this brittleness of hyperparameter tuning: even when using a learning rate $3 \cdot 10^{-5}$ where standard fine-tuning leads to low robustness, applying WiSE-FT removes the trade-off between accuracy on the reference and shifted distributions. The models which can be achieved by varying $\alpha$ are as good or better than those achievable by other hyperparameter configurations. Then, instead of searching over a wide range of hyperparameters, only $\alpha$ needs to be considered. Moreover, evaluating different values of $\alpha$ does not require training new models.

There is no hyperparameter in Figure 2.3 which can be varied to match or exceed the optimal curve produced by WiSE-FT. In our experiments, this frontier is reached only through methods that average model weights, either using WiSE-FT or with a more sophisticated averaging scheme: keeping an exponential moving average of all model iterates (EMA, [249]).

**Accuracy gains on reference distributions.** Beyond robustness to distribution shift, Table 2.2 demonstrates that WiSE-FT also improves accuracy after fine-tuning on seven datasets. When fine-tuning end-to-end on ImageNet, CIFAR-10, CIFAR-100, Describable Textures, Food-101, SUN397, and Stanford Cars, WiSE-FT reduces relative error by 4 to 49%. Even though standard fine-tuning directly optimizes for high accuracy on the reference distribution, WiSE-FT achieves better performance.

**Beyond CLIP.** Figure 2.4 illustrates that WiSE-FT is generally applicable to zero-shot models beyond CLIP, and beyond models pre-trained contrastively with image-text pairs. First, we interpolate between the weights of the zero-shot and fine-tuned BASIC-L model [202], finding that $\alpha=0.5$ improves average
Figure 2.4: WiSE-FT applied to BASIC-L [202], a ViT-H/14 [71] model pre-trained on JFT-300M [245] and ALIGN [125].

accuracy on five distribution shifts derived from ImageNet by over 7 pp while improving ImageNet accuracy by 0.4 pp relative to the fine-tuned BASIC-L model. As in Pham et al. [202], the model is fine-tuned using a contrastive loss and half of the ImageNet training data. WiSE-FT provides improvements on both reference and shifted distributions, despite these experimental differences.

Next, we consider the application of WiSE-FT to a ViT-H/14 model [71] pre-trained on JFT-300M [245], where the zero-shot classifier is constructed by manually identifying a class correspondence. WiSE-FT improves performance under distribution shift over both the zero-shot and fine-tuned models. When $\alpha=0.8$, WiSE-FT outperforms the fine-tuned model by 2.2 pp on distribution shifts, while maintaining ImageNet performance within 0.2 pp of the fine-tuned model. This result demonstrates that WiSE-FT can be successfully applied even to models which do not use contrastive image-text pre-training.

Finally, we apply WiSE-FT to the ALIGN model of Jia et al. [125], which is similar to CLIP but is pre-trained with a different dataset, finding similar trends.

2.6 Discussion

This section further analyzes the empirical phenomena we have observed so far. We begin with the case where only the final linear layer is fine-tuned and predictions from the weight-space ensemble can be factored into the outputs of the zero-shot and fine-tuned model. Next, we connect our observations regarding end-to-end fine-tuning with earlier work on the phenomenology of deep learning.
**Figure 2.5:** (Left) Zero-shot and fine-tuned models exhibit diversity in their predictions. (Middle) On most distribution shifts, the zero-shot model overrides the linear classifier more than it is overridden. The reverse is true for ImageNet (reference). (Right) Similarly, zero-shot models are more confident under distribution shift, while the reverse is true on the reference distribution. The margin $\delta_f$ measures the average difference between the largest and second largest unnormalized output for classifier $f$.

2.6.1 Zero-shot and fine-tuned models are complementary

In this section, we find that the zero-shot and fine-tuned models have diverse predictions, both on reference and shifted distributions. Moreover, while the fine-tuned models are more confident on the reference distribution, the reverse is true under distribution shift.

**Zero-shot and fine-tuned models are diverse.** In certain cases, ensemble accuracy is correlated with diversity among the constituents [150, 101]. If two models make coincident mistakes, so will their ensemble, and no benefit will be gained from combining them. Here, we explore two measures of diversity: *prediction diversity*, which measures the fraction of examples for which two classifiers disagree but one is correct; and *Centered Kernel Alignment Complement*, the complement of CKA [141]. In Figure 2.5 (left), we show that the zero-shot and fine-tuned models are diverse both on the reference and shifted distributions, despite sharing the same backbone. As a point of comparison, we include avg. diversity measures between two linear classifiers fine-tuned with random splits on half of ImageNet, denoted in orange in Figure 2.5.

**Models are more confident where they excel.** In order for the ensemble model to be effective, it should leverage each model’s expertise based on which distribution the data is from. Here, we empirically show that this occurs on a number of datasets we consider. First, we examine the cases where the models being ensembled disagree. We say the zero-shot model *overrides* the fine-tuned model if their predictions disagree.

---

3Two linear classifiers fine-tuned on the same data converge to similar solutions, resulting in negligible diversity. As a stronger baseline, we fine-tune classifiers on different subsets of ImageNet, with half of the data.
and the zero-shot prediction matches that of the weight-space ensemble. Similarly, if models disagree and the linear classifier prediction matches the ensemble, we say the zero-shot is overridden. Figure 2.5 (middle) shows the fraction of samples where the zero-shot model overrides and is overridden by the fine-tuned linear classifier for $\alpha=0.5$. Other than ImageNetV2, which was collected to closely reproduce ImageNet, the zero-shot model overrides the linear classifier more than it is overridden on the distribution shifts.

Additionally, we are interested in measuring model confidence. Recall that we are ensembling quantities before a softmax is applied, so we avoid criteria that use probability vectors, e.g., Guo et al. [103]. Instead, we consider the margin $\delta$ between the largest and second largest output of each classifier. Figure 2.5 (right) shows that the zero-shot model is more confident in its predictions under distribution shift, while the reverse is true on the reference distribution.

### 2.6.2 An error landscape perspective

We now turn to empirical phenomena we observe when weight-space ensembling all layers in the network. Specifically, this section formalizes our observations and details related phenomena. Recall that the weight-space ensemble of $\theta_0$ and $\theta_1$ is given by $f(x, (1 - \alpha) \cdot \theta_0 + \alpha \cdot \theta_1)$ (Equation 2.1).

For a distribution $\mathcal{D}$ and model $f$, let $\text{Acc}_{\mathcal{D},f}(\theta)$ denote the expected accuracy of $f$ evaluated with parameters $\theta$ on distribution $\mathcal{D}$.

**Observation 1:** As illustrated in Figure 2.6, on ImageNet and the five associated distribution shifts we
Consider

\[ \text{Acc}_{D,f}( (1 - \alpha) \cdot \theta_0 + \alpha \cdot \theta_1 ) \geq (1 - \alpha) \cdot \text{Acc}_{D,f}(\theta_0) + \alpha \cdot \text{Acc}_{D,f}(\theta_1) \]  \hspace{1cm} (2.2) 

for all \( \alpha \in [0, 1] \).

Note that equation 2.2 uses the baseline of linearly interpolating between the accuracies of the two endpoints, which is always achievable by using weights \( \theta_1 \) with probability \( \alpha \) and using model \( \theta_0 \) otherwise. In the case where the accuracy of both endpoints are similar, Equation 2.2 is equivalent to the definition of Linear Mode Connectivity of Frankle et al. [82].

To assist in contextualizing Observation 1, we review related phenomena. Neural networks are non-linear, hence weight-space ensembles only achieve good performance in exceptional cases—interpolating the weights of two networks trained on ImageNet from the same random initialization results in no better accuracy than a random classifier [82]. On the simpler MNIST task [152], linear mode connectivity was observed by Nagarajan and Kolter [190] between a pair of models trained from the same random initialization. Linear mode connectivity has also been observed for harder tasks such as ImageNet by Frankle et al. [82]; Izmailov et al. [123] when part of the training trajectory is shared. Finally, Neyshabur et al. [192] observe linear mode connectivity between two models that are fine-tuned from a shared, pre-trained initialization. In particular, the observations of Neyshabur et al. [192] may elucidate why weight-space ensembles attain high accuracy in the setting we consider, as they suggest that fine-tuning remains in a region where solutions are connected by a linear path along which error remains low. Instead of considering the weight-space ensemble of two fine-tuned models, we consider the weight-space ensemble of the pre-trained and fine-tuned models. This is only possible for a pre-trained model capable of zero-shot inference such as CLIP.

Observation 2: As illustrated by Figure 2.6, on ImageNet and the five associated distribution shifts we consider, weight-space ensembling (end-to-end) may outperform both the zero-shot and fine-tuned models, i.e., there exists an \( \alpha \) for which \( \text{Acc}_{D,f}((1 - \alpha) \cdot \theta_0 + \alpha \cdot \theta_1) \geq \max \{ \text{Acc}_{D,f}(\theta_0), \text{Acc}_{D,f}(\theta_1) \} \).

We are not the first to observe that when interpolating between models, the accuracy of models along the path may exceed that of either endpoint [123, 192, 270]. Neyshabur et al. [192] conjecture that interpolation could produce solutions closer to the true center of a basin. In contrast to Neyshabur et al. [192], we interpolate between models which observe different data.
2.7 Related work

Robustness. Understanding how models perform under distribution shift remains an important goal, as real world models may encounter data from new environments [207, 253]. Previous work has studied model behavior under synthetic [110, 256, 174, 92, 77, 5] and natural distribution shift [112, 138, 260, 17, 113]. Interventions used for synthetic shifts do not typically provide robustness to many natural distribution shifts [250]. In contrast, accuracy on the reference distribution is often a reliable predictor for accuracy under distribution shift [279, 185, 250, 246, 186]. On the other hand, D’Amour et al. [55] show that accuracy under certain distribution shifts cannot be reliably inferred from accuracy on the reference distribution. We observe a similar phenomenon when fine-tuning with different hyperparameters (Section 2.5, Figure 2.3).

Pre-training and transfer learning. Pre-training on large amounts of data is a powerful technique for building high-performing machine learning systems [233, 71, 139, 281, 209, 33]. One increasingly popular class of vision models are those pre-trained with auxiliary language supervision, which can be used for zero-shot inference [60, 229, 302, 210, 125, 202, 293]. When pre-trained models are adapted to a specific distribution through standard fine-tuning, effective robustness deteriorates at convergence [6]. In natural language processing, previous work proposed stable fine-tuning methods that incur computational overhead [126, 305], alleviating problems such as representational collapse [1]. More generally, a variety of methods have attempted to mitigate catastrophic forgetting [178]. Kirkpatrick et al. [137]; Zenke et al. [290] explored weighted quadratic regularization for sequential learning. Xuhong et al. [278] showed that, for fine-tuning, the simple quadratic regularization explored in Section 2.5 performs best, while Lubana et al. [172] explored the connection between quadratic regularization and interpolation. Andreassen et al. [6] found that many approaches from continual learning do not provide robustness to multiple natural distribution shifts. Finally, Li et al. [159] investigate the effect of fine-tuning hyperparameters on performance.

Traditional (output-space) ensembles. Traditional ensemble methods, which we refer to as output-space ensembles, combine the predictions (outputs) of many classifiers [66, 18, 31, 85, 151, 84]. Typically, output-space ensembles outperform individual classifiers and provide uncertainty estimates under distribution shift that are more calibrated than baselines [151, 198, 243]. In contrast to these works, we consider the ensemble
of two models which have observed different data. Output-space ensembles require more computational resources as they require a separate pass through each model. Compared to an ensemble of 15 models trained on the same dataset, Mustafa et al. [189] find an improvement of 0.8–1.6 pp under distribution shift (on ImageNetV2, ImageNet-R, ObjectNet, and ImageNet-A) by ensembling a similar number of models pre-trained on different datasets. In contrast, we see an improvement of 2–15 pp from ensembling two models. Moreover, as we ensemble in weight-space, no extra compute is required compared to a single model.

**Weight-space ensembles.** Weight-space ensembles linearly interpolate between the weights of different models [190, 82, 173, 102, 249]. For example, Izmailov et al. [123] average checkpoints saved throughout training for improved performance. Indeed, averaging the weights along the training trajectory is a central method in optimization [227, 204, 194]. For instance, Zhang et al. [298] propose optimizing with a set of fast and slow weights, where every \( k \) steps, these two sets of weights are averaged and a new trajectory begins. Here, we revisit these techniques from a distributional robustness perspective and consider the weight-space ensemble of models which have observed different data.

**Concurrent and subsequent work.** Topics including robust fine-tuning, ensembles for improved robustness, and interpolating the weights of fine-tuned models are studied in concurrent and subsequent work. Kumar et al. [148] observe that fine-tuning end-to-end often results in higher accuracy on the reference distribution but lower accuracy under distribution shift, compared to linear classifier fine-tuning. To address this, Kumar et al. [148] first fine-tune a linear classifier and use this as the initialization for end-to-end fine-tuning. We consider fine-tuning zero-shot models, and so we begin with a classifier (i.e., the zero-shot classifier) which we are using as the initialization for end-to-end fine-tuning. In a separate work, Kumar et al. [146] find that calibrated output-space ensembles can be used to mitigate accuracy trade-offs.

Hewitt et al. [114] explore the application of output-space ensembles and distillation to mitigate accuracy trade-offs which arise in fine-tuning models for natural language generation. Gontijo-Lopes et al. [100] explore output-space ensembles of models across hyper-parameters, architectures, frameworks, and datasets. They find that specializing in subdomains of data leads to high ensemble performance. Finally, Matena and Raffel [176] introduce a method of combining models in weight-space that goes beyond linear interpolation.
with a single mixing-coefficient as employed in WiSE-FT. Specifically, Matena and Raffel [176] employ Fisher information as a measure of per-parameter importance. While their experiments do not examine accuracy under distribution shift, their goal of combining differing expertise into one shared model is well aligned with ours.

2.8 Limitations, impact, and conclusion

Limitations. While we expect our findings to be more broadly applicable to other domains such as natural language processing, our investigation here is limited to image classification. Exploring fine-tuning for object detection and natural language processing are interesting directions for future work. Moreover, although the interpolation parameter setting $\alpha=0.5$ provides good overall performance, we leave the question of finding the optimal $\alpha$ for specific target distributions to future work.

Impact. Radford et al. [210] and Brown et al. [33] extensively discuss the broader impact of large zero-shot models and identify potential causes of harm including model biases and potential malicious uses such as surveillance systems. WiSE-FT is a fine-tuning method that builds on such models, and thus may perpetuate their negative impact.

Conclusion. WiSE-FT can substantially improve performance under distribution shift with minimal or no loss in accuracy on the target distribution compared to standard fine-tuning. We view WiSE-FT as a first step towards more sophisticated fine-tuning schemes and anticipate that future work will continue to leverage the robustness of zero-shot models for building more reliable neural networks.
Chapter 3

Model soups: averaging weights of multiple fine-tuned models improves accuracy without increasing inference time

3.1 Overview

The conventional recipe for maximizing model accuracy is to (1) train multiple models with various hyperparameters and (2) pick the individual model which performs best on a held-out validation set, discarding the remainder. In this paper, we revisit the second step of this procedure in the context of fine-tuning large pre-trained models, where fine-tuned models often appear to lie in a single low error basin. We show that averaging the weights of multiple models fine-tuned with different hyperparameter configurations often improves accuracy and robustness. Unlike a conventional ensemble, we may average many models without incurring any additional inference or memory costs—we call the results “model soups.” When fine-tuning large pre-trained models such as CLIP, ALIGN, and a ViT-G pre-trained on JFT, our soup recipe provides significant improvements over the best model in a hyperparameter sweep on ImageNet. The resulting ViT-G model, which attains 90.94% top-1 accuracy on ImageNet, achieved a new state of the art. Furthermore, we show that the model soup approach extends to multiple image classification and natural language processing tasks, improves out-of-distribution performance, and improves zero-shot performance on new downstream
Figure 3.1: Model soups improve accuracy over the best individual model when performing a large, random hyperparameter search for fine-tuning a CLIP ViT-B/32 model on ImageNet. The uniform soup (blue circle) averages all fine-tuned models (green diamonds) in a random hyperparameter search over learning rate, weight-decay, iterations, data augmentation, mixup, and label smoothing. The greedy soup adds models sequentially to the model soup, keeping a model in the soup if accuracy on the held-out validation set does not decrease.

tasks. Finally, we analytically relate the performance similarity of weight-averaging and logit-ensembling to flatness of the loss and confidence of the predictions, and validate this relation empirically. Code is available at https://github.com/mlfoundations/model-soups.

3.2 Introduction

In recent years, research has shown that models pre-trained on large and diverse datasets learn representations that transfer well to a variety of tasks. As a result, machine learning practitioners now commonly develop solutions for downstream tasks by fine-tuning large pre-trained models [97, 285, 142, 139]. Typically, the fine-tuning process involves two steps: (1) fine-tune models with a variety of hyperparameter configurations, and (2) select the model which achieves the highest accuracy on the held-out validation set. The remaining models are then discarded.

Selecting a single model and discarding the rest has several downsides. For one, ensembling outputs of many models can outperform the best single model, albeit at a high computational cost during inference. For another, fine-tuning a model on downstream tasks can sometimes reduce out-of-distribution performance [210, 6, 272, 202], and the best single model on the target distribution may not be the best model on out-of-
Table 3.1: Model soups improve accuracy over the best individual model when fine-tuning a JFT-3B pre-trained ViT-G/14 model on ImageNet. Instead of selecting the best model from a hyperparameter sweep during fine-tuning, model soups average the weights of multiple fine-tuned models. To evaluate performance under distribution shift we consider average accuracy on ImageNet-V2, ImageNet-R, ImageNet-Sketch, ObjectNet, and ImageNet-A. Additional details are provided by Table 3.4 and Section 3.4.3.
model soups often outperform the best individual model on both the in-distribution and natural distribution shift test sets (Table 3.1, Figure 3.1, Figure 3.5). A model soup composed of ViT-G models achieves 90.94% on ImageNet [59], surpassing the previous state of the art of 90.88% attained by the CoAtNet model [53] while requiring 25% fewer FLOPs at inference time. In general, model soups can approach the performance of ensembling, with no additional computational cost or memory relative to a single model during inference. Beyond ImageNet and associated distribution shifts, our results show that model soups are applicable when fine-tuning on tasks from the WILDS [138] benchmark, and when fine-tuning transformer models [257, 64, 215] for text classification.

While the most straightforward approach to making a model soup is to average all the weights uniformly, we find that greedy soups, where models are sequentially added to the soup if they improve accuracy on held-out data, outperforms uniform averaging. Greedy soups avoid adding in models which may lie in a different basin of the error landscape, which could happen if, for example, models are fine-tuned with high learning rates.

In addition to empirical observations, we analytically relate the similarity in loss between weight-averaging and logit-ensembling to the flatness of the loss (i.e., its second derivative on a line between models) and confidence of the predictions (expressed via the variance of a logits difference drawn from the weight-average softmax). We empirically validate our approximation on a subset of the models we train and show that it is strongly correlated with the true averaging vs. ensembling performance difference, particularly in the learning rate regimes where soups are effective and models achieve higher accuracy.

**Paper outline.** Our method of *model soups* is presented and evaluated in Sections 3.3 and 3.4, respectively. Next, Section 3.5 includes our analysis relating model soups and ensembles, Section 3.6 details the scope and limitations of the proposed method, and Section 3.7 contextualizes *model soups* by reviewing related work.
Table 3.2: The primary methods contrasted in this work. Each $\theta_i$ is a model found through fine-tuning from a shared initialization. Cost refers to the memory and compute requirements during inference relative to a single model. All methods require the same training.

<table>
<thead>
<tr>
<th>Method</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best on val. set</td>
<td>$f(x, \text{argmax}_i \text{ValAcc}(\theta_i))$</td>
</tr>
<tr>
<td>Ensemble</td>
<td>$\frac{1}{k} \sum_{i=1}^{k} f(x, \theta_i)$</td>
</tr>
<tr>
<td>Uniform soup</td>
<td>$f\left(x, \frac{1}{k} \sum_{i=1}^{k} \theta_i\right)$</td>
</tr>
<tr>
<td>Greedy soup</td>
<td>Recipe 1</td>
</tr>
<tr>
<td>Learned soup</td>
<td>Appendix</td>
</tr>
</tbody>
</table>

3.3 Method

This section highlights three recipes for model souping, the uniform, greedy, and learned soup, though the greedy soup is our central method. We summarize the methods described in this section in Table 3.2.

We consider a neural network $f(x, \theta)$ with input data $x$ and parameters $\theta \in \mathbb{R}^d$. Fine-tuning is analogous to standard neural network training but includes an important distinction: the parameters are initialized to those found via pre-training.

Let $\theta = \text{FineTune}(\theta_0, h)$ denote the parameters obtained by fine-tuning with pre-trained initialization $\theta_0$ and hyperparameter configuration $h$. The hyperparameter configuration can include the choice of optimizer, data augmentation, training iterations, and a random seed which will determine data order.

For hyperparameter configurations $h_1, \ldots, h_k$ let $\theta_i = \text{FineTune}(\theta_0, h_i)$. Conventionally, the parameters $\theta_j$ which attain the highest accuracy on a held out validation set are selected, and the remaining parameters are discarded. Instead, model soups $f(x, \theta_S)$ use an average of $\theta_i$, i.e., $\theta_S = \frac{1}{|S|} \sum_{i \in S} \theta_i$ where $S \subseteq \{1, \ldots, k\}$. The uniform soup is constructed by averaging all fine-tuned models $\theta_i$ and so $S = \{1, \ldots, n\}$.

There are settings in which a hyperparameter configuration can produce a model with low accuracy that results in a low accuracy uniform soup. This issue can be circumvented with a greedy soup (Recipe 1). The greedy soup is constructed by sequentially adding each model as a potential ingredient in the soup, and only keeping the model in the soup if performance on a held out validation set (disjoint from the training and test sets) improves. Before running this procedure we sort the models in decreasing order of validation set performance.

\footnote{Since our initial submission, we attain 90.98\% with BASIC [202], which ties the newer CoCa model [287] to their reported precision.}
Algorithm 1 GreedySoup

**Input:** Potential soup ingredients \( \{ \theta_1, ..., \theta_k \} \) (sorted in decreasing order of \( \text{ValAcc}(\theta_i) \)).

ingredients ← {}

for \( i = 1 \) to \( k \) do

if \( \text{ValAcc}(\text{average}(\text{ingredients} \cup \{ \theta_i \})) \geq \text{ValAcc}(\text{average}(\text{ingredients})) \) then

ingredients ← ingredients ∪ \{ \theta_i \}

return average(ingredients)

---

Figure 3.2: The solution with the highest accuracy is often not a fine-tuned model but rather lies between fine-tuned models. This figure shows loss and error on a two dimensional slice of the loss and error landscapes. We use the zero-shot initialization \( \theta_0 \) and fine-tune twice (illustrated by the gray arrows), independently, to obtain solutions \( \theta_1 \) and \( \theta_2 \). As in Garipov et al. [90], we obtain an orthonormal basis \( u_1, u_2 \) for the plane spanned by these models, and the \( x \) and \( y \)-axis show movement in parameter space in these directions, respectively.

accuracy, and so the greedy soup can be no worse than the best individual model on the held-out validation set. We also explore a more advanced *learned soup* recipe that optimizes model interpolation weights by gradient-based minibatch optimization. This procedure requires simultaneously loading all models in memory which currently hinders its use with large networks.

### 3.4 Experiments

This section presents our key experimental findings. We begin with experimental setup (Section 3.4.1) then provide intuition for model soups by examining error landscape visualizations (Section 3.4.2). Next we
present our main results (Section 3.4.3), using model soups as an alternative to selecting the best performing individual model. The appendix includes additional results on model soups in the context of robust fine-tuning.

3.4.1 Experimental setup

Our experiments explore the application of model soups when fine-tuning various models. The primary models we fine-tune are the CLIP [210], ALIGN [125], and BASIC [202] models pre-trained with contrastive supervision from image-text pairs, a ViT-G/14 model pre-trained on JFT-3B [292], and transformer models for text classification [64, 214]. Unless otherwise mentioned, experiments use the CLIP ViT-B/32 model. Fine-tuning is performed end-to-end (all parameters are modified) which typically results in better accuracy than training only the final linear layer [142, 2, 36, 10].

We consider two different methods for initializing the final linear layer before fine-tuning. The first method initializes the model from a linear probe (LP), as described in Kumar et al. [148], and we refer to this method as LP initialization. The second method uses the zero-shot initialization, e.g., using the classifier produced by the text tower of CLIP or ALIGN as the initialization. Both methods for initializing the model produce similar trends when applicable, and unless otherwise stated we use the LP initialization.

For the ensemble baselines [66, 151] we ensemble the logits (unnormalized outputs) of models as in Gontijo-Lopes et al. [101]. Fine-tuning uses a supervised cross-entropy loss and, unless otherwise mentioned, is conducted on ImageNet [59]. When fine-tuning on ImageNet we also evaluate on the five natural distribution shifts: ImageNetV2 [222], ImageNet-R [112], ImageNet-Sketch [260], ObjectNet [17], and ImageNet-A [113]. We often report results averaged over these five distribution shifts. Since the official ImageNet validation set is typically used as the test set, we use roughly 2% of the ImageNet training set as a held-out validation set for constructing greedy soups.

3.4.2 Intuition and motivation

Error landscape visualizations. To provide intuition, we visualize a two dimensional slice of the training loss and test error landscape when fine-tuning CLIP on ImageNet. In these experiments, we use the zero-shot initialization $\theta_0 \in \mathbb{R}^d$ and fine-tune twice, independently, to produce solutions $\theta_1$ and $\theta_2$. The points
Figure 3.3: The advantage of averaging solutions (y-axis) is correlated with the angle $\phi$ between between solutions, while varying hyperparameter configurations between pairs enables a larger $\phi$. Each point corresponds to a pair of models $\theta_1, \theta_2$ that are fine-tuned independently from a shared initialization $\theta_0$ with different hyperparameter configurations. The angle $\phi$ between between solutions refers to the angle between $\theta_1 - \theta_0$ and $\theta_2 - \theta_0$ (i.e., the initialization is treated as the origin). Accuracy is averaged over ImageNet and the five distribution shifts described in Section 3.4.1.

$\theta_0, \theta_1$ and $\theta_2$ define a plane in parameter space, and we evaluate the ImageNet train loss, ImageNet test error, and the test error on the five aforementioned distribution shifts on this plane. The results are illustrated in Figure 3.2 where the zero-shot initialization ($\theta_0$) is shown as a star and a solution fine-tuned with learning rate $3 \cdot 10^{-5}$ ($\theta_1$) is shown as a blue square. For $\theta_2$ we either use the same learning rate as $\theta_1$ (but vary the random seed) or learning rate $3 \cdot 10^{-6}$. For both the in-distribution and out-of-distribution test sets, the loss/error contours are basin-shaped, and none of the three points is optimal.

These results suggest that (1) interpolating the weights of two fine-tuned solutions can improve accuracy compared to individual models and (2) more uncorrelated solutions—models that form an angle\(^2\) closer to 90 degrees—may lead to higher accuracy on the linear interpolation path.

To investigate the correlation between accuracy improvement and angle, we consider a series of models trained with different seeds, learning rates, and data augmentation. For each pair $\theta_1, \theta_2$, we compare the accuracy of their average with the average of their accuracies, $\text{Acc} \left( \frac{1}{2} \theta_1 + \frac{1}{2} \theta_2 \right) - \frac{1}{2} \left( \text{Acc} (\theta_1) + \text{Acc} (\theta_2) \right)$, which we refer to as the interpolation advantage. Figure 3.3 illustrates the results, in which we observe that the interpolation advantage is correlated with the angle $\phi$ and that varying the learning rate, seed, or data augmentation can produce solutions which are more orthogonal.

\(^2\)In particular, the angle $\phi$ between $\theta_1 - \theta_0$ and $\theta_2 - \theta_0$, i.e., the angle between the arrows shown in Figure 3.2.
Figure 3.4: Ensemble performance is correlated with model soup performance. Each point on the scatter plot is a model pair with different hyperparameters. The $x$-axis is the accuracy when the weights of the two models are averaged (i.e., the two model soup) while the $y$-axis is the accuracy of the two model ensemble. Ensembles often perform slightly better than soups on ImageNet (left) while the reverse is true on the distribution shifts (right). Each model pair consists of two random greed diamonds from Figure 3.1.

Figure 3.5: Model soups improve accuracy when fine-tuning ALIGN.
**Ensemble comparison.** Figure 3.4 observes that ensemble performance is correlated with soup performance for moderate and small learning rates. We consider pairs of models selected at random from the individual solutions in Figure 3.1, and find that the maximum learning rate of the models in the pair is indicative of the ensemble accuracy, soup accuracy, and their relation: When learning rate is small, ensemble accuracy and soup accuracy are similar, but both are suboptimal. For moderate learning rate values, ensemble accuracy and soup accuracy are both high. For high learning rate values, ensemble performance exceeds soup performance, but ensembles/soups with moderate learning rates perform better. Overall, ensembles achieve higher accuracy on ImageNet while the reverse is true on the distribution shifts.

### 3.4.3 Model soups

With the gains of averaging two fine-tuned models in mind, we turn our attention to averaging many models with different hyperparameters: this section presents our main results, which show that averaging fine-tuned models can be used as an alternative to the conventional procedure of selecting the single model which performs best on the held-out validation set. We explore CLIP [210] and ALIGN [125] fine-tuned on ImageNet [59] (Section 3.4.3), ViT-G pre-trained on JFT-3B [292] and fine-tuned on ImageNet (Section 3.4.3), and transformer models fine-tuned on text classification tasks (Section 3.4.3).

**Fine-tuning CLIP and ALIGN**

We begin our study of model soups by considering two-pretrained models, CLIP ViT-B/32 and ALIGN EfficientNet-L2, and performing a hyperparameter sweep for the fine-tuning each model on ImageNet. For CLIP we use a random hyperparameter search over learning rate, weight decay, training epochs, label smoothing, and data augmentation, obtaining 72 fine-tuned models. For ALIGN we use a grid search over learning rate, data augmentation, and mixup, obtaining 12 fine-tuned models. To form our greedy soups, we sort models in order of decreasing accuracy on the held-out validation set before applying Recipe 1. For both CLIP and ALIGN, the greedy soup selects 5 models. Figure 3.1 and 3.5 show the performance of the resulting models and their uniform and greedy soups for CLIP and ALIGN. The greedy soup improves on over the best model in the hyperparameter sweep by 0.7 and 0.5 percentage points, respectively.

Furthermore, we show that, for essentially any number of models, the greedy soup outperforms the best
Table 3.3: Ablation on multiple methods from Table 3.2 and their variants when when fine-tuning CLIP ViT-B/32 with the random hyperparameter search described in Section 3.4.3. For “Greedy soup (random order)”, we try three random model orders when running the greedy soup procedure (by default, models are sorted by decreasing held-out val accuracy). The “Learned soup” and its variants are described in the Appendix. The best in best individual model refers to ImageNet accuracy.

<table>
<thead>
<tr>
<th></th>
<th>ImageNet</th>
<th>Dist. shifts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best individual model</td>
<td>80.38</td>
<td>47.83</td>
</tr>
<tr>
<td>Second best model</td>
<td>79.89</td>
<td>43.87</td>
</tr>
<tr>
<td>Uniform soup</td>
<td>79.97</td>
<td>51.45</td>
</tr>
<tr>
<td>Greedy soup</td>
<td>81.03</td>
<td>50.75</td>
</tr>
<tr>
<td>Greedy soup (random order)</td>
<td>80.79 (0.05)</td>
<td>51.30 (0.16)</td>
</tr>
<tr>
<td>Learned soup</td>
<td>80.89</td>
<td>51.07</td>
</tr>
<tr>
<td>Learned soup (by layer)</td>
<td>81.37</td>
<td>50.87</td>
</tr>
<tr>
<td>Ensemble</td>
<td>81.19</td>
<td>50.77</td>
</tr>
<tr>
<td>Greedy ensemble</td>
<td>81.90</td>
<td>49.44</td>
</tr>
</tbody>
</table>

single model on both the ImageNet and the out-of-distribution test sets. We consider an additional setting where we prepare a sequence of soups by sequentially adding CLIP models from the hyperparameter sweep in random order. The Appendix shows the performance of the uniform and greedy soup, as well as the best single model so far and a logit ensemble, as a function of the number of models considered. The greedy soup is better than the uniform soup on ImageNet and comparable to it out-of-distribution. The logit ensemble is better than the greedy soup on ImageNet, but worse out-of-distribution.

Table 3.3 lists the performance of the CLIP soups and baselines described above, as well as additional soup variants.

To further establish the generality of the model soup, we replicate the CLIP hyperparameter sweep experiment on two image classification tasks from WILDS [138], namely FMoW [45] and iWildCam [19].

**Fine-tuning a ViT-G model pre-trained on JFT-3B**

To test whether the gains obtained by model soups are additive with other techniques used to obtain state-of-the-art models, we applied our greedy soup technique to 58 ViT-G/14 models fine-tuned on ImageNet. We vary the learning rate, decay schedule, loss function, and minimum crop size in the data augmentation, and optionally apply RandAugment [50], mixup [296], or CutMix [289]. We also train four models with sharpness-aware minimization (SAM) [80]. For each model training run, we save exponential moving
Table 3.4: Greedy soup improves over the best individual models obtained in a hyperparameter sweep for ViT-G/14 pre-trained on JFT-3B and fine-tuned on ImageNet, both in- and out-of-distribution. Accuracy numbers not significantly different from the best are bold-faced. Statistical comparisons are performed using an exact McNemar test or permutation test at $\alpha = 0.05$. Avg shift accuracy of the best model on each test set is the best average accuracy of any individual model.

<table>
<thead>
<tr>
<th>Method</th>
<th>ImageNet</th>
<th>Distribution shifts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top-1</td>
<td>Real</td>
</tr>
<tr>
<td>ViT/G-14 [292]</td>
<td>90.45</td>
<td>90.81</td>
</tr>
<tr>
<td>CoAtNet-7 [53]</td>
<td>90.88</td>
<td>–</td>
</tr>
</tbody>
</table>

Our models/evaluations based on ViT-G/14:

<table>
<thead>
<tr>
<th>Method</th>
<th>ImageNet</th>
<th>Distribution shifts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top-1</td>
<td>Real</td>
</tr>
<tr>
<td>ViT/G-14 [292] (reevaluated)</td>
<td>90.47</td>
<td>90.86</td>
</tr>
<tr>
<td>Best model on held out val set</td>
<td>90.72</td>
<td>91.04</td>
</tr>
<tr>
<td>Best model on each test set (oracle)</td>
<td>90.78</td>
<td><strong>91.78</strong></td>
</tr>
<tr>
<td>Greedy ensemble</td>
<td><strong>90.93</strong></td>
<td>91.29</td>
</tr>
<tr>
<td>Greedy soup</td>
<td><strong>90.94</strong></td>
<td>91.20</td>
</tr>
</tbody>
</table>

Table 3.5: Performance of model soups on four text classification datasets from the GLUE benchmark [259].

<table>
<thead>
<tr>
<th>Model</th>
<th>Method</th>
<th>MRPC</th>
<th>RTE</th>
<th>CoLA</th>
<th>SST-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT [65]</td>
<td>Best individual model</td>
<td>88.3</td>
<td>61.0</td>
<td>59.1</td>
<td>92.5</td>
</tr>
<tr>
<td></td>
<td>Greedy soup</td>
<td><strong>88.3</strong> (+0.0)</td>
<td><strong>61.7</strong> (+0.7)</td>
<td><strong>59.1</strong> (+0.0)</td>
<td>93.0 (+0.5)</td>
</tr>
<tr>
<td>T5 [215]</td>
<td>Best individual model</td>
<td>91.8</td>
<td>78.3</td>
<td>58.8</td>
<td>94.6</td>
</tr>
<tr>
<td></td>
<td>Greedy soup</td>
<td><strong>92.4</strong> (+0.6)</td>
<td><strong>79.1</strong> (+0.8)</td>
<td><strong>60.2</strong> (+0.4)</td>
<td>94.7 (+0.1)</td>
</tr>
</tbody>
</table>
averages (EMA) of the weights [249] computed with decay factors of 0.999 (low EMA) and 0.9999999 (high EMA). Whereas high EMA generally provides the best single-model accuracy, both greedy soup and greedy ensembling attain higher validation accuracy when applied to parameters with low EMA. We report the highest single model accuracy numbers obtained with either EMA decay value, but perform greedy soup and ensembling with models trained with EMA decay of 0.999. For each combination of training run and EMA decay rate, we evaluate accuracy on our held out validation set every 1000 steps. We use these accuracy values to pick the best checkpoint for ensembling, souping, and subsequent evaluation.

In Table 3.4, we report results on the ImageNet validation set and the five distribution shift datasets studied above as well as two relabeled ImageNet validation sets, ReaL [22] and multilabel [232]. Our greedy soup procedure selects 14 of the 58 models fine-tuned as part of our hyperparameter sweep, and this soup performs statistically significantly better than the best individually fine-tuned model selected based on our held out validation set on all datasets except for ObjectNet. Even when we give an unfair advantage to individually fine-tuned models by selecting them based on their performance on each test set (denoted “oracle” in Table 3.4), the greedy soup, which was selected using only in-distribution data, remains superior on most datasets. Only on ReaL and ObjectNet does there exist an individual model that performs statistically significantly better than the soup, and the best model differs between those two datasets. Greedy ensembling performs similarly to the greedy soup in terms of ImageNet top-1 and multilabel accuracy, and slightly better on ReaL, but significantly worse on all distribution shift datasets except for ImageNet-V2. Thus, greedy soup can provide additional gains on top of standard hyperparameter tuning even in the extremely high accuracy regime.

**Fine-tuning on text classification tasks**

To test whether the gains obtained by model soups extend to domains beyond image classification, we conduct preliminary experiments with natural language processing (NLP). While more investigation is warranted to establish the applicability of model soups for NLP, we believe our experiments are a promising initial step. In particular, we fine-tune BERT [65] and T5 [215] models on four text classification tasks from the GLUE benchmark [259]: MRPC [69], RTE [51, 16, 93, 20], CoLA [264] and SST-2 [239], as in [68]. We use the standard metric for each dataset: average of accuracy and $F_1$ score for MRPC, accuracy for RTE,
Matthews correlation for CoLA [177] and accuracy for SST-2.

We fine-tune 32 models for each dataset with a random hyper-parameter search over learning rate, batch size, number of epochs and random seed. Table 3.5 reports the corresponding metric on the validation set for BERT-base uncased [64] and T5-base [215]. While the improvements are not as pronounced as in image classification, the greedy soup can improve performance over the best individual model in many cases.

3.5 Analytically comparing soups to ensembles

The goal of this section is to obtain complementary analytical insight into the effectiveness of model soups. For simplicity, we consider a soup consisting of only two models with parameters \( \theta_0 \) and \( \theta_1 \). For weighting parameter \( \alpha \in [0, 1] \) we let \( \theta_\alpha = (1 - \alpha)\theta_0 + \alpha\theta_1 \) denote the weight-averaged soup. We would like to understand when the soup error, \( \text{err}_\alpha := \mathbb{E}_{x,y}1\{\arg\max_i f_i(x; \theta_\alpha) \neq y\} \), would be lower than the best of both endpoints, \( \min\{\text{err}_0, \text{err}_1\} \).

Note that just convexity of \( \text{err}_\alpha \) in \( \alpha \) does not by itself imply superiority of the soup to both endpoints, as the minimum of \( \text{err}_\alpha \) over \( \alpha \) may be obtained at the endpoints even when \( \text{err}_\alpha \) is convex. To get further leverage on the problem, we compare the soup to the logit-level ensemble \( f_\alpha^{\text{ens}}(x) = (1 - \alpha)f(x; \theta_0) + \alpha f(x; \theta_1) \). The rich literature on ensembles (see Sec. 2.7) tells us that the expected error of the ensemble, \( \text{err}_\alpha^{\text{ens}} \), is often strictly below \( \min\{\text{err}_0, \text{err}_1\} \) for neural networks. Therefore, whenever \( \text{err}_\alpha \approx \text{err}_\alpha^{\text{ens}} \) we expect the soup to outperform both endpoint models.

To analytically compare the soup and the ensemble, we replace the 0-1 loss with a differentiable surrogate. Specifically, we consider the cross-entropy loss \( \ell(f, y) = \log \left( \sum_y e^{f_y} / \sum_i e^{f_i} \right) \). We let \( L_\alpha^{\text{soup}} = \mathbb{E}_{x,y} \ell(\beta f(x; \theta_\alpha), y) \) denote the \( \beta \)-calibrated expected loss of the soup, and similarly define \( L_\alpha^{\text{ens}} = \mathbb{E}_{x,y} \ell(\beta f_\alpha^{\text{ens}}(x), y) \) for the ensemble. We derive the following approximation for the loss difference:

\[
L_\alpha^{\text{soup}} - L_\alpha^{\text{ens}} \approx \alpha(1 - \alpha) \left( -\frac{d^2}{d\alpha^2} L_\alpha^{\text{soup}} + \beta^2 \mathbb{E}_x \text{Var}_{Y \sim p_{\text{softmax}}(\beta f(x; \theta_\alpha))} [\Delta f_Y(x)] \right),
\]

where \( [p_{\text{softmax}}(f)]_i = e^{f_i} / \sum_j e^{f_j} \) is the standard “softmax” distribution and \( \Delta f(x) = f(x; \theta_1) - f(x; \theta_0) \) is the difference between the endpoint logits. We obtain our approximation in the regime where the logits are not too far from linear.
The first term in the approximation is negatively proportional to the second derivative of the loss along the trajectory: when the approximation holds, convexity of the loss indeed favors the soup. However, the second term in the approximation does not follow from the “convex basin” intuition. This term always favors the ensemble, but is small in one of two cases: (a) the somewhat trivial case when the endpoint models are similar (so that $\Delta f$ is small) and (b) when the soup produces confident predictions, implying that $p_{\text{softmax}}(\beta f(x; \theta_\alpha))$ is close to a point mass and consequently the variance term is small.

To test our approximation, we evaluate it over a set of fine-tuned models with different learning rates, augmentation strategies, random seeds and $\alpha$ values. We set $\beta$ to calibrate the soup model, and find that it improves the ability of our approximation to predict the soup/ensemble error difference.

When excluding the high learning rate of $10^{-4}$ (center and right panels), we see that the approximation is strongly correlated with both the true difference in loss as well as the difference in error, and the approximation and true loss difference generally agree in sign.

3.6 Scope and limitations

While this work has so far demonstrated that averaging many fine-tuned models is a useful technique for improving accuracy, this section explores two limitations of the approach. The first is the applicability of model soups, and the second is the failure of model soups to substantially improve calibration.

**Applicability.** So far our experiments have mainly explored models pre-trained on large, heterogeneous datasets. We also explore model soups for an ImageNet-22k pre-trained model. While the greedy soup still provides improvements on ImageNet, these improvements are less substantial compared to those observed when fine-tuning CLIP and ALIGN.

**Calibration.** While ensembles improve model calibration [103, 225], model soups do not have the same effect. As hyperparameters can also have an effect on calibration, we consider the ensemble and soup of 20 models which are identical other than random seed.

3Fine-tuned models with learning rate $10^{-4}$ are far in weight space from the initial model and are often rejected when forming greedy soups. Therefore, we do not expect our approximation to be tight for these learning rates.
3.7 Related work

Averaging model weights. Averaging the weights of models is a popular approach in convex optimization and deep learning. Most applications study models along the same optimization trajectory, e.g. [227, 205, 249, 123, 298, 130, 129]. By contrast, Nagarajan and Kolter [190], Frankle et al. [82], Neyshabur et al. [192], Von Oswald et al. [258] and Matena and Raffel [176] weight-average models which share an initialization but are optimized independently. Nagarajan and Kolter [190] observed that models trained on MNIST [152] from the same random initialization are connected in weight space by a linear path of high accuracy. Frankle et al. [82] find that, when training a pair of models from scratch on harder datasets such as ImageNet with the same hyperparameter configuration and initialization but different data order, interpolating weights achieves no better than random accuracy. However, Frankle et al. [82] showed that when the two models share a portion of their optimization trajectory, accuracy does not drop when they are averaged. Analogously, Neyshabur et al. [192] demonstrate that when two models are fine-tuned with the same pre-trained initialization, the interpolated model attains at least the accuracy of the endpoints. Unlike Nagarajan and Kolter [190], Frankle et al. [82], Neyshabur et al. [192] we consider averaging many models with varied hyperparameter configurations.

In the late phases of training, Von Oswald et al. [258] make copies of a subset of the neural network parameters (e.g, the batch norm weights, the classification layer, etc.). These parameters are then optimized independently and subsequently averaged. In contrast to Von Oswald et al. [258], a) we average across independent runs with hyperparameter diversity, b) we modify all weights in the network, and c) we consider the transfer setting. Matena and Raffel [176] merge models with the same pre-trained initialization that are fine-tuned on different text classification tasks. They also propose Fisher information as an alternative technique for model merging. Wortsman et al. [272] average zero-shot and fine-tuned models, finding improvements in- and out-of-distribution. In contrast to Wortsman et al. [272], we average models across many independent runs which provides more substantial improvements.

Stochastic Weight Averaging (SWA) [123], which averages weights along a single optimization trajectory, is also motivated by the relation between ensembling model outputs and averaging model weights. In contrast, the averaging we propose is across independent runs. Moreover, while their analysis relates the averaged network outputs (i.e., the logit ensemble) to the output of the a network with the averaged weights,
our analysis (Section 3.5) goes a step further and relates the classification losses associated with these two vectors.

**Pre-training and fine-tuning.** In computer vision and natural language processing, the best performing models are often pre-trained on a large dataset before being fine-tuned on data from the target task [70, 285, 233, 97, 175, 142, 281, 139, 26]. This paradigm is also referred to as transfer learning. Recently, image-text pre-training has become increasingly popular in computer vision as a pre-training task [210, 125, 188, 202, 287]. Recent work has explored alternative strategies for adapting these models to specific target tasks [303, 89, 299], for instance via a lightweight residual feature adapter. In contrast, our work explores standard end-to-end fine-tuned models. Other work has attempted to improve transfer learning by regularizing models toward their initialization [278], choosing layers to tune on a per-example basis [104], reinitializing layers over the course of training [162], or using multiple pretrained models with data-dependent gating [237].

**Ensembles.** Combining the outputs of many models is a foundational technique for improving the accuracy and robustness of machine learning models [66, 18, 31, 85, 151, 84]. Ovadia et al. [198] show that ensembles exhibit high accuracy under distribution shift. Mustafa et al. [189] propose a method for identifying subsets of pre-trained models for fine-tuning and later ensembling them, finding strong in-distribution accuracy and robustness to distribution shift. Gontijo-Lopes et al. [101] conduct a large-scale study of ensembles, finding that higher divergence in training methodology leads to uncorrelated errors and better ensemble accuracy. Finally, previous work has explored building ensembles of models produced by hyperparameter searches [238, 181, 228], including greedy selection strategies [34, 35, 156, 267]. Importantly, ensembles require a separate inference pass through each model, which increases computational costs. When the number of models is large, this can be prohibitively expensive. Unlike ensembles, model soups require no extra compute at inference time.

### 3.8 Conclusion

Our results challenge the conventional procedure of selecting the best model on the held-out validation set when fine-tuning. With no extra compute during inference, we are often able to produce a better model by averaging the weights of multiple fine-tuned solutions.
Chapter 4

Patching open-vocabulary models by interpolating weights

4.1 Overview

Open-vocabulary models like CLIP achieve high accuracy across many image classification tasks. However, there are still settings where their zero-shot performance is far from optimal. We study model patching, where the goal is to improve accuracy on specific tasks without degrading accuracy on tasks where performance is already adequate. Towards this goal, we introduce PAINT, a patching method that uses interpolations between the weights of a model before fine-tuning and the weights after fine-tuning on a task to be patched. On nine tasks where zero-shot CLIP performs poorly, PAINT increases accuracy by 15 to 60 percentage points while preserving accuracy on ImageNet within one percentage point of the zero-shot model. PAINT also allows a single model to be patched on multiple tasks and improves with model scale. Furthermore, we identify cases of broad transfer, where patching on one task increases accuracy on other tasks even when the tasks have disjoint classes. Finally, we investigate applications beyond common benchmarks such as counting or reducing the impact of typographic attacks on CLIP. Our findings demonstrate that it is possible to expand the set of tasks on which open-vocabulary models achieve high accuracy without re-training them from scratch.
Figure 4.1: Patching open-vocabulary models by linearly interpolating weights. We wish to improve accuracy on tasks where a model performs poorly (patching tasks), without degrading performance on tasks where accuracy is already adequate (supported tasks). When interpolating weights of fine-tuned models and zero-shot (unpatched) models, there are intermediate solutions where accuracy improves on the patching task without reducing accuracy on supported tasks. Results are shown for CLIP models [210], averaged over nine patching tasks (Stanford Cars, DTD, EuroSAT, GTSRB, KITTI distance, MNIST, RESISC45, SUN397 and SVHN [143, 46, 109, 241, 91, 152, 40, 47, 276, 191]) and five supported tasks (ImageNet, CIFAR-10, CIFAR-100, STL-10 and Food101 [59, 144, 47, 29]). We apply PAINT separately on each patching task and average results across experiments. The dashed lines illustrate vertical movement from the unpatched models and horizontal movement from the fine-tuned models.

4.2 Introduction

Open-vocabulary models are characterized by their ability to perform any image classification task based on text descriptions of the classes [201]. Thanks to advances in large-scale pre-training, recent examples of open-vocabulary models such as CLIP and BASIC have reached parity with or surpassed important task-specific baselines, even when the open-vocabulary models are not fine-tuned on task-specific data (i.e., in a zero-shot setting) [210, 125, 201, 294, 4, 287]. For instance, the largest CLIP model from Radford et al. [210] used in a zero-shot setting matches the ImageNet accuracy of a ResNet-50 trained on 1.2 million ImageNet images [59, 107].

Nevertheless, current open-vocabulary models still face challenges. The same CLIP model that matches a ResNet-50 on ImageNet has lower MNIST accuracy than simple logistic regression in pixel space [210]. Moreover, even when zero-shot models achieve good performance, they are usually still worse than models
trained or fine-tuned on specific downstream tasks.

To address these issues, several authors have proposed methods for adapting zero-shot models to a task of interest using labeled data [272, 304, 89, 299, 147, 248]. A common practice is to fine-tune the zero-shot model on the task of interest [272, 201]. However, fine-tuned models can suffer from catastrophic forgetting [179, 251, 83, 137], performing poorly on tasks where the zero-shot model initially performed well [6, 272, 201]. Additionally, fine-tuning typically produces a task-specific classification head, sacrificing the flexible text-based API that makes open-vocabulary models so appealing. Whereas an open-vocabulary model can perform any classification task in a zero-shot fashion, a fine-tuned model with a task-specific head can only process the specific task that it was fine-tuned on. This specialization can prevent knowledge obtained by fine-tuning on one task from transferring to other related tasks with different classes.

Another approach to adapting zero-shot models would be to add data from the downstream task to the pre-training dataset and train a new open-vocabulary model from scratch. The resulting model could still perform any classification task, and zero-shot performance may improve on related tasks. However, training large image-text models from scratch can require hundreds of thousands of GPU hours [210, 201, 287], which makes this approach practically infeasible in most settings.

In this paper, we study patching open-vocabulary models, where the goal is to increase accuracy on new target tasks while maintaining the flexibility of the model and its accuracy on other tasks.¹ Patching aims to combine the benefits of fine-tuning and re-training from scratch: improved performance on the task of interest, maintaining the flexibility of an open vocabulary, transfer between tasks, and fast adaptation time. Motivated by these goals, we extend existing fine-tuning techniques [272] to open-vocabulary settings, where the class space is not fixed. We introduce Patching with Interpolation (PAINT), a simple, two-step procedure for patching models: first, fine-tune the model on the patching task without introducing any task-specific parameters; then, linearly interpolate between the weights of the model before and after fine-tuning. Linearly interpolating neural network weights [190, 82, 192] has been previously used to improve accuracy on a single task [123, 273] or robustness to distribution shift [272]. Indeed, averaging network weights has been explored in continual learning contexts, although for closed-vocabulary models [155].

With PAINT, accuracy can improve on new tasks without degrading accuracy on unrelated tasks, as

¹The term patching is borrowed from software development terminology, drawing inspiration from recent work which conceptualizes developing machine learning models like open-source software [213, 224, 176, 247].
illustrated in Figure 4.1. For instance, applying PAINT to a CLIP ViT-L/14 [210] independently on nine image classification tasks [143, 46, 109, 241, 91, 152, 40, 276, 191] improves accuracy by 15 to 60 percentage points compared to the unpatched model, while accuracy on ImageNet [59] decreases by less than one percentage point. We also observe a promising trend: patching becomes more effective with model scale (Section 4.5.1).

Beyond single tasks, we show that models can be patched on multiple tasks (Section 4.6). When patching on nine image classification tasks simultaneously, a single CLIP ViT-L/14 model is competitive with using one specialized model for each task—the average accuracy difference is less than 0.5 percentage points.

Moreover, PAINT enables broad transfer (Section 4.7): accuracy on related tasks can increase, even when the class space changes. For instance, we partition EuroSAT [109], a satellite image dataset, into two halves with disjoint labels. Patching a ViT-L/14 model on the first half improves accuracy on the second half by 7.3 percentage points, even though the classes are unseen during patching.

Finally, we investigate PAINT on case studies including typographic attacks [99], counting [127], and visual question answering [8] (Section 4.8). For instance, applying PAINT using synthetic typographic attacks leads to a model that is less susceptible to typographic attacks in the real world, improving its accuracy by 41 percentage points.

In summary:

• Even the best pre-trained models are not perfect. We introduce PAINT, a method designed to improve accuracy on new tasks without harming accuracy elsewhere.

• PAINT incurs no extra computational cost compared to standard fine-tuning, neither during fine-tuning itself nor at inference time.

• PAINT can also be applied with multiple tasks, providing a single model that is competitive with many specialized models.

• Applying PAINT with one task can improve accuracy on a related task, even when they do not share the same classes.

• PAINT improves with model scale, indicating a promising trend for future models.
4.3 Patching with interpolation (PAINT)

This section details our method for patching models on a single and multiple tasks.

**Patching on a single task.** Given an open-vocabulary model with weights $\theta_{zs}$ and a patching task $D_{patch}$, our goal is to produce a new model $\theta_{patch}$ which achieves high accuracy on $D_{patch}$ without decreasing model performance on tasks where accuracy is already acceptable. We let $D_{supp}$ denote a representative supported task where model performance is adequate, and later show that the method is stable under different choices of $D_{supp}$ (Section 4.5.2). The two-step procedure we explore for producing $\theta_{patch}$ is given below.

**Step 1.** Fine-tune $\theta_{zs}$ on training data from $D_{patch}$ to produce a model with weights $\theta_{ft}$.

**Step 2.** For mixing coefficient $\alpha \in [0, 1]$, linearly interpolate between $\theta_{zs}$ and $\theta_{ft}$ to produce $\theta_{patch} = (1 - \alpha) \cdot \theta_{zs} + \alpha \cdot \theta_{ft}$. The mixing coefficient is determined via held-out validation sets for $D_{supp}$ and $D_{patch}$.

We refer to the resulting model as $\theta_{patch}$.

In our experiments, we do not introduce any additional task-specific parameters when fine-tuning, as discussed in Section 4.4.

**Patching on a multiple tasks.** In practice, we often want to improve model accuracy on multiple patching tasks $D_{patch}^{(1)}, \ldots, D_{patch}^{(k)}$, which can be accomplished with straightforward modifications to the procedure above. We explore three alternatives and examine their relative trade-offs in Section 4.6:

- **Joint patching**, where we merge all the patching tasks $D_{patch}^{(i)}$ into a single task $D_{patch}$ before running the patching procedure;

- **Sequential patching**, where we iteratively repeat the patching procedure above on each new task $D_{patch}^{(i)}$ and let $\theta_{zs} \leftarrow \theta_{patch}$ after each completed iteration;

- **Parallel patching**, where we apply the first step on each task in parallel to produce fine-tuned models with weights $\theta_{ft}^{(1)}, \ldots, \theta_{ft}^{(k)}$. Then, we search for mixing coefficients $\alpha_i$ to produce $\theta_{patch} = (1 - \sum_{i=1}^{k} \alpha_i) \cdot \theta_{zs} + \sum_{i=1}^{k} \alpha_i \cdot \theta_{ft}^{(i)}$.

For joint and parallel patching we assume access to held-out validation sets for all tasks, while in sequential patching we only assume access to held-out validation sets from the tasks seen so far. Unless mentioned otherwise, we pick the mixing coefficient $\alpha$ that optimizes average accuracy on the held-out validation sets from the supported and patching tasks.
4.4 Experimental setup

Tasks. We consider a diverse set of image classification tasks from Radford et al. [210]. In most experiments, we use ImageNet [59] as a representative supported task, although we explore other supported tasks in Section 4.5.2. We categorize tasks into patching tasks or supported tasks based on the accuracy difference between the zero-shot model and a model specialized to the task. A large accuracy difference indicates that the task is a relevant target for patching because the zero-shot model is still far from optimal. Specifically, we consider a subset tasks from Radford et al. [210], categorizing tasks where the linear probes outperform the zero-shot model by over 10 percentage points as patching tasks: Cars [143], DTD [46], EuroSAT [109], GTSRB [241], KITTI [91], MNIST [152], RESISC45 [40], SUN397 [276], and SVHN [191]. We use the remaining tasks as supported tasks: CIFAR10 [144], CIFAR100 [144], Food101 [29], ImageNet [59], and STL10 [47]. We investigate additional patching tasks as case studies in Section 4.8 and provide further details in the Appendix.

Models. We primarily use CLIP [210] pre-trained vision transformer (ViT) models [71]. Unless otherwise mentioned our experiments are with the ViT-L/14 model, while Section 4.5.2 studies ResNets [107].

Fine-tuning on patching tasks. Unless otherwise mentioned, we fine-tune with a batch size of 128 for 2000 iterations using learning rate 1e-5 with 200 warm-up steps with a cosine annealing learning rate schedule and the AdamW optimizer [169, 200] (weight decay 0.1). When fine-tuning, we use the frozen final classification layer output by CLIP’s text tower so that we do not introduce additional learnable parameters. This design decision keeps the model open-vocabulary and does not harm accuracy, as discussed in the Appendix.

Evaluation. We use accuracy as the evaluation metric unless otherwise stated. We refer to the average of the mean accuracy on the patching tasks and the mean accuracy on the supported tasks as combined accuracy.²

²In other words, \((\mathbb{E}_{\mathcal{D}_{\text{supp}}}[\text{Acc}(\theta, \mathcal{D}_{\text{supp}})] + \mathbb{E}_{\mathcal{D}_{\text{patch}}}[	ext{Acc}(\theta, \mathcal{D}_{\text{patch}})]) / 2\), where \(\text{Acc}(\theta, \mathcal{D}_{\text{supp}})\) and \(\text{Acc}(\theta, \mathcal{D}_{\text{patch}})\) are accuracies on supported tasks and patching tasks, respectively.
4.5 Patching models on a single new task

As shown in Figure 4.1, when patching a model on a single task, we interpolate the weights of the zero-shot and fine-tuned model, producing a model that achieves high accuracy on both the patching task and the supported task. On the nine tasks, PAINT improves the accuracy of ViT-L/14 by 15 to 60 percentage points, while accuracy on ImageNet decreases by less than one percentage point. PAINT also allows practitioners to control the accuracy trade-off on the patching and supported tasks without re-training a new model, by varying the mixing coefficient $\alpha$.

4.5.1 The effect of scale

We consistently observe that PAINT is more effective for larger models. Our findings are aligned with those of Ramasesh et al. [217], who observed that larger models are less susceptible to catastrophic forgetting. This section formalizes and provides insights for these observations.

**Measuring the effectiveness of patching.** We measure the effectiveness of patching via the accuracy difference between the single patched model and two specialized models with the same architecture and initialization. For both the supported task and patching task, we take specialized models that maximize performance on the task, considering the set of all interpolations between the zero-shot and fine-tuned models. We refer to this measure as *accuracy distance to optimal*. Formally, accuracy distance to optimal is given by

$$
\frac{1}{2} \left[ \max_{\alpha} \text{Acc}(\theta_\alpha, D_{\text{supp}}) + \max_{\alpha} \text{Acc}(\theta_\alpha, D_{\text{patch}}) \right] - \frac{1}{2} \max_{\alpha} \left[ \text{Acc}(\theta_\alpha, D_{\text{supp}}) + \text{Acc}(\theta_\alpha, D_{\text{patch}}) \right],
$$

(4.1)

where $\text{Acc}(\theta, D)$ represents the accuracy of model $\theta$ on task $D$. In Figure 4.2 (left), we show that accuracy distance to optimal decreases with scale, indicating that patching becomes more effective for larger models.

**Model similarity.** Fine-tuning modifies overparameterized models less, which provides insights on why larger models are easier to patch: less movement is required to fit new data. We demonstrate this by evaluating representational similarity using Centered Kernel Alignment (CKA) [141] (see Appendix for details). As shown in Figure 4.2 (center), the representations of the unpatched and fine-tuned models be-
come more similar as models grow larger, indicated by larger CKA values. Moreover, Figure 4.2 (right) shows that the cosine similarity between the weights of the unpatched and fine-tuned models, \( \cos(\theta_{zs}, \theta_{ft}) = \langle \theta_{zs}, \theta_{ft} \rangle / (||\theta_{zs}|| \cdot ||\theta_{ft}||) \), increases with scale.

### 4.5.2 Baselines and ablations

**Baselines.** There are many alternatives which enable a trade-off between accuracy on the supported and patching tasks. These methods include early stopping during fine-tuning, applying a regularization term which penalizes movement from initialization, or training with different hyperparameters including a smaller learning rate. Unlike interpolation, these methods do not enable navigating the accuracy trade-off without fine-tuning the model again many times. Moreover, Figure 4.3 demonstrates that the accuracy trade-off frontier for early stopping, regularization, or varying hyperparameters can be recovered by interpolating weights with different mixing coefficients.

**Additional supported tasks.** In Figure 4.1, we use ImageNet as a representative supported task. This section demonstrates that PAINT is stable under different choices of the supported task. Instead of ImageNet, we use CIFAR10, CIFAR100, Food101 and STL10. Figure 4.4 displays representative results, where performance is averaged over the nine patching tasks. We observe consistent results across supported tasks, and that the optimal mixing coefficients are stable across different choices of supported tasks (Figure 4.4,
Figure 4.3: The frontier of accuracy trade-offs can be recovered by linearly interpolating weights. Interpolating the unpatched and fine-tuned models recovers the accuracy trade-off of early stopping, regularization towards the initialization, and changes in hyperparameters. Additional details and comparisons can be found in the Appendix.

4.6 Patching models on multiple tasks

This section details experimental results for patching on multiple datasets. Recall from Section 4.3 that there are various strategies for extending PAINT to multiple datasets, which we briefly revisit. For joint patching we merge all the datasets into a single fine-tuning task and apply our patching procedure as before. For sequential patching we iteratively perform our procedure once per task, using the patched model at each step as the initialization for the next step.\(^3\) We also explore parallel patching, for which we have an unpatched model \(\theta_{zs}\) and independently fine-tune on each of the tasks in parallel. We then search for mixing coefficients to combine the resulting models. For tasks \(1, \ldots, k\), let \(\theta_{ft}^{(1)}, \ldots, \theta_{ft}^{(k)}\) denote the fine-tuned models for each task. Since it is impractical to exhaustively search over each \(\alpha_i\), we instead search over a one-dimensional scalar \(\alpha \in [0, 1]\), which interpolates between \(\theta_{zs}\) and the average of all fine-tuned solutions

\[
\frac{1}{k} \sum_{i=1}^{k} \theta_{ft}^{(i)}.
\]\(^4\)

These methods have various trade-offs and may be applicable for different scenarios. Joint patching is only possible when data from all tasks you wish to patch is available. On the other hand, sequential

---

\(^3\)The results are averaged over three random seeds that control the order in which tasks are seen.

\(^4\)We also explored adaptive black-box optimization algorithms to choose the mixing coefficients \(\alpha_i\) [219], but observed little improvement (0.3 to 0.4 percentage points on average).
Figure 4.4: Results are consistent across supported tasks. For multiple supported tasks, we observe similar accuracy improvements on patching tasks, without substantially decreasing supported task accuracy. Moreover, choosing the mixing coefficients using a different supported task does not substantially decrease combined accuracy on patching and supported tasks (right).

patching is appropriate when the tasks are observed one after another. Finally, parallel patching can leverage distributed hardware.

Figure 4.5 displays experimental results when patching on all nine tasks from Section 4.5. We observe that joint patching is the best-performing method on average. This is perhaps unsurprising since joint patching has simultaneous access to all patching datasets, unlike other patching strategies. Nevertheless, it is still interesting that for ViT-L/14, joint patching yields a *single* model with only 0.5 percentage points worse combined accuracy than using *multiple* specialized models. Joint patching also achieves a 15.8 percentage points improvement over the unpatched model. Moreover, patching a ViT-B/32 model with the joint strategy achieves a combined accuracy 6.1 percentage points higher than a ViT-L/14 unpatched model, which requires 12x more GMACs.

The accuracy of sequential patching approaches that of joint patching, especially for larger models. Note that, unlike in joint patching, forgetting can compound since the patching procedure is applied multiple times in sequence. In sequential patching, weight interpolations do not completely eradicate forgetting, but greatly mitigate it. This is most noticeable for smaller models: sequentially fine-tuning a ViT-B/32 without interpolation reduces the combined accuracy by 4.6 percentage points compared to the unpatched model. This is compared to a combined accuracy increase of 11 percentage points when using sequential patching. Additional results, including experiments on SplitCIFAR [220], can be found in the Appendix.

Finally, parallel patching underperforms other patching strategies. Like sequential patching, parallel

---

Footnote: Recall from Section 4.4 that combined accuracy weight patching and supported tasks equally.
Figure 4.5: Contrasting various strategies for patching on multiple tasks. On all experiments, ImageNet is used as the supported task while the other nine datasets are used for patching. When data from all patching tasks is available, joint patching yields a single model that is competitive with using ten different specialized models. Weight interpolations greatly mitigate catastrophic forgetting on the sequential case, but do not completely eradicate it. Finally, parallel patching underperforms other patching strategies, but still provides improvements over the unpatched model.

Table 4.1: PAINT can generalize to unseen classes. We randomly partition each dataset into tasks $A$ and $B$ with disjoint class spaces of roughly equal size. This table reports how patching on task $A$ affects accuracy on task $B$ for the ViT-L/14 model. In all cases, accuracy on task $B$ improves when patching on task $A$ even though the classes are unseen during patching.

<table>
<thead>
<tr>
<th></th>
<th>Cars</th>
<th>DTD</th>
<th>EuroSAT</th>
<th>GTSRB</th>
<th>KITTI</th>
<th>MNIST</th>
<th>RESISC45</th>
<th>SUN397</th>
<th>SVHN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unpatched accuracy</td>
<td>86.2</td>
<td>64.9</td>
<td>79.9</td>
<td>51.7</td>
<td>43.4</td>
<td>82.6</td>
<td>73.4</td>
<td>76.9</td>
<td>72.8</td>
</tr>
<tr>
<td>Patched accuracy</td>
<td>87.0</td>
<td>66.1</td>
<td>87.2</td>
<td>71.1</td>
<td>60.4</td>
<td>91.3</td>
<td>74.2</td>
<td>79.3</td>
<td>88.9</td>
</tr>
<tr>
<td></td>
<td>(+0.8)</td>
<td>(+1.2)</td>
<td>(+7.3)</td>
<td>(+19.4)</td>
<td>(+17.0)</td>
<td>(+8.7)</td>
<td>(+0.8)</td>
<td>(+2.4)</td>
<td>(+16.1)</td>
</tr>
</tbody>
</table>
Table 4.2: Patching on task $A$ can improve accuracy on a related task $B$. For a pair of tasks $A$ and $B$, we report accuracy of the ViT-L/14 on task $B$, after patching on task $A$, finding improvements on seven out of eight cases.

### 4.7 Broad transfer

An alternative to our patching approach is to introduce parameters which are specific to each new task. By contrast, PAINT always maintains a single model. This section describes an additional advantage of the single model approach: patching the model on task $A$ can improve accuracy on task $B$, even when task $A$ and $B$ do not share the same classes. We refer to this phenomenon as broad transfer. Note that we are able to study this phenomenon because the single patched model remains open-vocabulary throughout the patching procedure. This is a key advantage of PAINT compared to maintaining a collection of task-specific models.

We now describe two experiments to measure the effects on a task $B$ when patching the model on a task $A$. First, we explore broad transfer by randomly partitioning datasets into disjoint sets with no class overlap. For a dataset $D$ we partition the class space $\mathcal{Y}$ into two disjoint sets of roughly equal size $\mathcal{Y}_A$ and $\mathcal{Y}_B$. We build task $A$ with the examples $(x, y) \in D$ where $y$ belongs to $\mathcal{Y}_A$, and task $B$ with examples $(x, y)$ where $y$ belongs to $\mathcal{Y}_B$. Table 4.1 shows how patching a model on task $A$ affects the accuracy on task $B$ for nine datasets $D$. The accuracy improvements on task $B$ range from 0.8 to 19.4 percentage points, even though the classes from task $B$ are not seen during patching.

To further understand transfer, we consider additional task pairs $A$ and $B$, which are now different datasets. While some pairs $A$, $B$ share classes, there are still instances of broad transfer. Concretely, Table 4.2 examines i) MNIST and SVHN, two digit recognition tasks with shared classes; ii) EuroSAT and RESISC45, two satellite imagery recognition tasks where there are unshared classes but some overlap; iii) GTSRB and MTSD [76], two traffic sign recognition datasets where there are unshared classes but some overlap; and iv) MNIST and FashionMNIST [275], which do not share any classes but appear visually
Figure 4.6: Guarding against real-world typographic attacks by patching on synthetic data. (a) A sample from our real-world typographic attacks test set. A CLIP ViT-L/14 is “tricked” into classifying this image as a dog instead of a cat. (b) Sample of synthetic typographic attack data. (c) Performance on real-world data with unseen classes after patching on only synthetic typographic attacks (curves produced by interpolating between the unpatched and fine-tuned model). (d) Analogous curves for the test set of the synthetic data used for patching.

similar. In seven out of eight experiments, patching on task A improves accuracy by 1.1 to 19.2 percentage points on task B. The exception is when A is EuroSAT and B is RESISC45, where accuracy decreases by 1.3 percentage points.

In all experiments, when patching on task A we choose the mixing coefficient $\alpha$ by optimizing the held-out validation accuracy on task A and a supported task (in this experiment we use ImageNet). While it is possible for a method that introduces new parameters for each task to exhibit broad transfer to new data, this also requires knowing which parameters to apply for the new data. This is not necessary in the single model approach.

4.8 Case studies

We further examine the performance of PAINT in three additional settings, which highlight weaknesses of the zero-shot CLIP model and showcase broad transfer (Section 4.7).

Typographic attacks. Goh et al. [99] find that CLIP models are susceptible to typographic attacks, where text superimposed on an image leads to misclassification. For example, in Figure 4.6 (a), the text on the pink note saying “dog” leads a CLIP to misclassify the image of a cat as a dog. To fix this vulnerability, we procedurally generate typographic attack data by adding text with incorrect class names to SUN397 [276],
as seen in Figure 4.6 (b). We then collect a test set of 110 real world images by placing notes on objects and taking photos.\textsuperscript{6} After applying PAINT using the synthetic data, we evaluate on the real-world images (Figure 4.6 (c)) and synthetic test set (Figure 4.6 (d)). We observe that while larger models are more susceptible to typographic attacks, they are also more amenable to patching. Furthermore, we see an example of broad transfer between the synthetic and real-world data: when patching ViT-L/14 on synthetic data, its accuracy on real-world typographic attacks improves 41 percentage points even though the real-world classes are unseen. The cost is a reduction of less than 1 percentage point on ImageNet.

**Counting.** Radford et al. [210] find that CLIP models struggle to count the number of objects in CLEVR [127]. Here, the task is to choose an integer between 3 and 10 for each image, corresponding to the number of visible objects. While a straightforward way to patch such a task is to fine-tune on it directly, we investigate if applying PAINT using a subset of the classes allows the patched model to generalize to other numbers. Specifically, we patch on images with 4, 5, 6, 8, or 9 objects. To evaluate broad transfer, we test on images with 3, 7, and 10 objects (7 for understanding interpolation and 3 and 10 for extrapolation). We find that PAINT improves accuracy from 59% to over 99% on unseen classes with less than half a percentage point decrease in ImageNet accuracy.

**Visual question answering.** As shown by Shen et al. [236], zero-shot CLIP models perform poorly on visual question answering [8]. Using CLIP for VQA typically involves additional parameters—for instance, Shen et al. [236] trains a transformer [257] on CLIP features. In contrast, our procedure for patching CLIP on VQA does not introduce new parameters. Following Shen et al. [236], we contrast images with a series of text prompts, where each prompt corresponds to an option in multiple-choice VQA, formed by both the question and a candidate answer using the following template: “Question: [question text] Answer: [answer text]”. We evaluate on multiple-choice VQA v1 [8], where each question is associated with 18 candidate answers. Our results show that patching is effective for visual question answering: PAINT improves the accuracy of a ViT-L/14 model by 18 percentage points, while accuracy drops by less than one percentage point on ImageNet.

\textsuperscript{6}Data available at https://github.com/mlfoundations/patching.
4.9 Limitations and conclusion

Limitations. When applying PAINT, accuracy on supported tasks can still decrease, especially for smaller models. This limitation is perhaps best reflected in the case of sequential patching: patched models underperform using multiple specialized models when many tasks are added sequentially. Using larger models and weight interpolations can alleviate this issue, but do not completely resolve it. Finally, better understanding on which datasets patching is more effective is an exciting direction for future research.

Conclusion. In this work, we explore several techniques for patching open-vocabulary models with the goal of improving accuracy on new tasks without decreasing accuracy elsewhere. PAINT is effective in several scenarios, ranging from classifying digits to defending against typographic attacks. PAINT becomes more effective with scale, and can be applied on multiple tasks sequentially or simultaneously. Our findings demonstrate that in many circumstances it is possible to expand the set of tasks on which models achieve high accuracy, without introducing new parameters, without re-training them from scratch, and without catastrophic forgetting.
Chapter 5

lo-fi: distributed fine-tuning without communication

5.1 Abstract

When fine-tuning large neural networks, it is common to use multiple nodes and to communicate gradients at each optimization step. By contrast, we investigate completely local fine-tuning, which we refer to as lo-fi. During lo-fi, each node fine-tunes independently without any communication. Then, the weights are averaged across nodes at the conclusion of fine-tuning. When fine-tuning DeiT-base and DeiT-large on ImageNet, this procedure matches accuracy in-distribution and improves accuracy under distribution shift compared to the baseline, which observes the same amount of data but communicates gradients at each step. We also observe that lo-fi matches the baseline’s performance when fine-tuning OPT language models (up to 1.3B parameters) on Common Crawl. By removing the communication requirement, lo-fi reduces resource barriers for fine-tuning large models and enables fine-tuning in settings with prohibitive communication cost.

5.2 Introduction

Many of the best performing machine learning models today come from a two step procedure: First, *pre-train* on a large, heterogeneous dataset to learn a good representation. Next, *fine-tune* to adapt the model to
Figure 5.1: In standard multi-node distributed data-parallel fine-tuning, there is synchronization between nodes at each step of fine-tuning. With lo-fi (local fine-tuning), there is no communication between nodes throughout fine-tuning. As a result, each node $k$ independently produces their own model $\theta^k$. Then, lo-fi averages these models once for the final solution $\theta_{\text{lo-fi}} = \frac{1}{n} \sum_{k=1}^{n} \theta^k$. In this four-node fine-tuning run, we show (i) the average accuracy of the individual models $\theta^k$, (ii) the accuracy of $\theta_{\text{lo-fi}}$ at the end of each fine-tuning epoch, and (iii) the accuracy of the baseline which communicates among nodes every step. In particular, we fine-tune the ImageNet-21k pre-trained DeiT-base model from DeiT-III [255] on ImageNet [59] using their code, which uses four nodes.

<table>
<thead>
<tr>
<th></th>
<th>IN</th>
<th>IN-V2</th>
<th>IN-R</th>
<th>Sketch</th>
<th>IN-A</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline (DeiT-b)</td>
<td>85.96</td>
<td>76.65</td>
<td>62.66</td>
<td>46.86</td>
<td>57.15</td>
</tr>
<tr>
<td>lo-fi (DeiT-b)</td>
<td>86.00</td>
<td>76.84</td>
<td>63.25</td>
<td>48.37</td>
<td>58.43</td>
</tr>
<tr>
<td>baseline (DeiT-l)</td>
<td>87.12</td>
<td>78.18</td>
<td>69.87</td>
<td>54.41</td>
<td>68.97</td>
</tr>
<tr>
<td>lo-fi (DeiT-l)</td>
<td>87.10</td>
<td>78.25</td>
<td>70.14</td>
<td>54.95</td>
<td>69.53</td>
</tr>
</tbody>
</table>

Table 5.1: Comparing lo-fi (no communication during fine-tuning) to the baseline which communicates at each step when fine-tuning the ImageNet-21k pre-trained DeiT-base and DeiT-large model from DeiT-III [255] on ImageNet [59]. Both lo-fi and the baseline use the same number of iterations, which have been tuned for the baseline. Underlined numbers indicate significantly better accuracy according to McNemar’s test with significance level 0.05. Lo-fi matches performance on ImageNet (IN), but can outperform the baseline on some distribution shifts. The shifts we consider are IN-V2 [222], IN-R [112], Sketch [260], and IN-A [113].
a task of interest [97, 285, 142, 139]. This paper operates within the second step of this procedure—fine-tuning—which is increasingly important with drastic improvements in pre-trained models, e.g., CLIP [210], GPT-3 [33], OPT [301], and PaLM [44]. Indeed, recent advances such as Minerva [157] or InstructGPT [197] have come from fine-tuning rather than training from scratch.

Most work developing learning methods still operates in the paradigm of training from scratch. Accordingly, both use similar algorithmic techniques despite important differences in the pre-training and fine-tuning regimes. In particular, one notable difference between pre-training and fine-tuning is that fine-tuned models appear to lie in a single low-error region [192]. Indeed, linearly interpolating the weights of fine-tuned models can have similar advantages as ensembling their predictions but without the added cost during inference [273]. By contrast, linearly interpolating the weights of two models trained from scratch will encounter a high error barrier [82, 90].

Recently, the model soups approach [273] leveraged this similarity between ensembling outputs and averaging weights. Given a hyperparameter sweep over fine-tuned models, they average the weights of multiple models instead of the conventional procedure of selecting one model and discarding the remainder. However, the model soups approach does not modify the fine-tuning procedure itself.

In this paper, we leverage the observation that fine-tuned models appear to lie in a single low error region to remove communication between nodes during distributed fine-tuning. In standard data-parallel multi-node fine-tuning, gradients between nodes are communicated at each step. This synchronization of updates keeps the models at each node identical to each other during fine-tuning. However, in certain settings communication costs during fine-tuning may be prohibitive, and we therefore ask whether they are necessary at all. With our method of local fine-tuning, which we refer to as lo-fi, we remove all communication between nodes during fine-tuning. The models on each node therefore drift apart throughout fine-tuning. Then, to arrive at the final solution at the end, we average the weights of the models produced by each node.

We note that these techniques are a natural extension of previous work: lo-fi is just a model soup [273] formed by splitting up a large fine-tuning job into multiple smaller jobs, each isolated to a node. Analogously, lo-fi is embarrassingly parallel training from branch-train-merge [160] applied in the setting where no domain specialization info is provided and so each expert is trained on IID data. However, we believe that the application of these techniques in this setting is of practical interest, especially if models continue
<table>
<thead>
<tr>
<th></th>
<th>IN</th>
<th>IN-V2</th>
<th>IN-R</th>
<th>Sketch</th>
<th>IN-A</th>
<th>epochs</th>
<th>stoch. depth</th>
<th>no extra cost</th>
<th>no comms</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeiT-base</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[255] baseline</td>
<td>85.72</td>
<td>76.53</td>
<td>61.83</td>
<td>47.44</td>
<td>57.29</td>
<td>50</td>
<td>0.15</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>individual node</td>
<td>85.66</td>
<td>76.65</td>
<td>62.66</td>
<td>46.86</td>
<td>57.15</td>
<td>24</td>
<td>0.15</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>lo-fi</td>
<td>86.00</td>
<td>76.84</td>
<td></td>
<td>63.25</td>
<td>48.37</td>
<td>24</td>
<td>0.10</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>lo-fi ensemble</td>
<td><strong>86.08</strong></td>
<td><strong>76.91</strong></td>
<td></td>
<td>63.05</td>
<td><strong>58.43</strong></td>
<td>24</td>
<td>0.10</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>DeiT-large</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[255] baseline</td>
<td>86.97</td>
<td>78.47</td>
<td>69.70</td>
<td>54.35</td>
<td>68.57</td>
<td>50</td>
<td>0.40</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>individual node</td>
<td>87.12</td>
<td>78.18</td>
<td>69.87</td>
<td>54.41</td>
<td>68.97</td>
<td>12</td>
<td>0.30</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>lo-fi</td>
<td>87.76</td>
<td>78.25</td>
<td>70.14</td>
<td>54.95</td>
<td>69.53</td>
<td>12</td>
<td>0.25</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>lo-fi ensemble</td>
<td><strong>87.14</strong></td>
<td><strong>78.35</strong></td>
<td></td>
<td>69.20</td>
<td>69.62</td>
<td>12</td>
<td>0.25</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

**Table 5.2:** Expanding the comparison between lo-fi and the baseline (Table 5.1) when fine-tuning the ImageNet-21k pre-trained models from DeiT-III [255] on ImageNet [59]. In this four node fine-tuning run, lo-fi removes communication between nodes so that each node produces an independent model. The weights of the models are then averaged at the end to produce the final solution. In this table we bold the highest number and evaluate the following models: i) paper, the fine-tuned models from the DeiT-III paper [255], ii) baseline, which is our improved fine-tuning baseline after hyperparameter turning which requires less epochs of training but achieves slightly higher accuracy than reported in the DeiT-III paper [255], iii) individual node, which is one of the individual node models that is produced by lo-fi, iv) lo-fi, which fine-tunes individual models on each node then averages their weights once at the end, and v) lo-fi ensemble which averages the outputs of the models produced by each node during lo-fi, and therefore requires more cost during inference. In addition to evaluating on ImageNet (IN), the task used for fine-tuning, we also evaluate on the distribution shifts ImageNet-V2 (IN-V2, [222]), ImageNet-R (IN-R, [112]), ImageNet-Sketch [260], and ImageNet-A (IN-A [113]). While more information is provided in Section 5.4.1, this table also displays some hyperparameter changes we made from the default DeiT-III fine-tuning script. Unlike [255], we fine-tune with LP-FT [148], and observe it is better for the baseline to use fewer fine-tuning epochs. Lo-fi observes the same amount of data as the tuned baseline and uses the same hyperparameters with the exception of slightly decreased regularization by lowering stoch. depth [118] drop probability by 0.05 (making the same change to the baseline decreased accuracy). Additional columns track whether the model incurs no additional cost during inference compared to a single model (denoted no extra cost), and also if there is no communication between nodes during fine-tuning (denoted no comms). Overall, lo-fi matches or outperforms the baseline without communication between nodes during fine-tuning.
In computer vision we use the DeiT-III codebase [255] to fine-tune the ImageNet-21k pre-trained DeiT-base and DeiT-large models, which are four-node fine-tuning jobs by default. We observe (Figure 5.1, Table 5.1) that lo-fi matches the accuracy of DeiT-base and DeiT-large on ImageNet, the task used for fine-tuning, while outperforming the baseline on some distribution shifts. These improvements come after hyperparameter tuning the baseline to slightly exceed that in the DeiT-III paper while requiring fewer fine-tuning epochs. Moreover, lo-fi and the baseline observe the same amount of data. While overall similar results are observed when fine-tuning CLIP ViT-L [210] on ImageNet or tasks from WILDS [138], lo-fi often requires more iterations in this setting. Finally, we test lo-fi beyond computer vision by fine-tuning OPT-125M and OPT-1.3B [301] on Common Crawl, observing that lo-fi can match the baseline which communicates between nodes.

Overall, our work is a test of whether communication between nodes is required during fine-tuning. However, we also wanted to understand the advantages of removing this communication. Therefore, we benchmark the wall-clock overhead of communication on an AWS cluster with EFA. We use the models from the DeiT-III repository [255] in the context of image classification. In this setting and on the system used for this study, the advantages are overall less substantial than we initially expected, especially for large batch sizes. Notably, we observe that the trick of overlapping the communication and computation in the backwards pass [161], which is the default in PyTorch [200] as of v1.5, reduces the overhead of using multiple nodes from roughly 50% slow-down to under 10% for the large DeiT model. Finally, we discuss how lo-fi can help with faster job scheduling and addresses the straggler and jitter problem in distributed training, where different nodes might experience random slowdowns.

5.3 Methods

This section details the methods used in our experiments. We begin with the baseline of standard data-parallel training, and next outline our straightforward modification which i) removes communication between nodes then ii) averages the final models produced by each node.

Consider a neural network \( f(x, \theta) \) where \( x \) is the input data and \( \theta \in \mathbb{R}^d \) are the network parameters. Since we are fine-tuning, \( \theta \) is initialized as the weights of a pre-trained model. Moreover, as is standard
in neural network training, the input data $x$ is a batch rather than a single data point. Finally, let $n$ denote
the number of devices, $b$ denote total batch size, and $\ell(\hat{y}, y)$ denote loss for the vector of predicted labels
$\hat{y} = f(x, \theta)$ and a vector of ground-truth labels $y$.

**With communication.** The most straightforward and common approach for training with $n$ devices is
data-parallel. In this setting, each device has their own copy of the parameters $\theta$. During fine-tuning, each
batch $x$ of size $b$ is split into $n$ disjoint sub-batches of size $b/n$. Each device $i$ loads the sub-batch $(x_i, y_i)$
and computes gradients $g_i = \nabla_\theta \ell(f(x_i, \theta), y_i)$. Then the gradients are synchronized across nodes with each
node computing an averaged gradient $\bar{g} = \frac{1}{n} \sum_{i=1}^{n} g_i$. After synchronizing gradients, each device uses $\bar{g}$
to update $\theta$. Since every device updates $\theta$ using an identical gradient $\bar{g}$, the parameters $\theta$ remain identical
across devices.

**lo-fi.** With local-finetuning (lo-fi), we partition the $n$ devices into $K$ disjoint groups. In the majority
of our experiments, each group is a single node containing 8 GPU devices. During fine-tuning we allow
communication within each group, but not across groups. Each group $k$ begins with parameters $\theta^k$ which
are initially identical across devices, but drift apart throughout fine-tuning. Then, at the end of fine-tuning
there is a single communication and the parameters from each group are averaged to produce a final solution
$\theta = \frac{1}{K} \sum_{k=1}^{K} \theta^k$.

There are two possible implementations for lo-fi which we refer to as implementation A and B. Im-
plementation A proceeds as before—each device $i$ loads the sub-batch $(x_i, y_i)$ and computes gradients $g_i$.
There is then gradient synchronization only among devices belonging to the same group while devices from
different groups apply different gradients. Data partitioning is accomplished without communication by
coordinating random seeds, so long as each device knows its rank and the total number of devices. Our
experiments primarily use Implementation A.

In Implementation B, each group is a completely independent run—no knowledge of total number of
devices is required. Accordingly, within each group the global batch size is scaled by $1/K$ so that the per-
device batch size is matched. Our image classification results use Implementation A while our language
modelling results use Implementation B.

Our motivation for having one group per node and still allowing communication among the devices on
the node is that communication within a node is faster than communication across nodes.

5.4 Experiments

This section presents our experiments which test whether communication is required during fine-tuning. First we use the DeiT-III codebase [255] to fine-tune their pre-trained ImageNet-21k models on ImageNet, where we observe that lo-fi matches the baseline but without communication between nodes (Section 5.4.1). Next, we fine-tune CLIP [210] on ImageNet, WILDS-FMoW [138, 45] and WILDS-iWildCam [19] (Section 5.4.2). Finally, we show preliminary experiments applying lo-fi outside of computer vision (Section 5.4.3) and benchmark the associated speed-ups by removing communication (Section 5.4.4).

5.4.1 Fine-tuning DeiT-III on ImageNet

The aim of these experiments is to test whether communication between nodes is required when fine-tuning high accuracy models for image classification. To test this we begin by fine-tuning the DeiT-base and DeiT-large models from the DeiT-III paper [255] using their code. In particular, we fine-tune their ImageNet-21k models on ImageNet-1k [59] with and without lo-fi.

We chose the models from DeiT-III for a few reasons: (i) DeiT-III is representative of state-of-the-art settings as it uses many advanced techniques such as stochastic depth [118], CutMix [289], and the LAMB optimizer [286]. (ii) DeiT-III provides hyperparameter configurations which they used in their fine-tuning experiments. (iii) DeiT-III uses 4 nodes with 8 GPUs each when fine-tuning their pre-trained ImageNet-21k models on ImageNet. This provides an opportunity to test lo-fi in an equivalent setting where there is normally communication between nodes.

Main results. Our overall finding is that communication between nodes is not necessary in this setting—lo-fi matches the accuracy of the baseline while observing the same amount of data. These results are presented in Figure 5.1 and Tables 5.1 and 5.2. In these experiments, lo-fi uses 4 groups—each group corresponds to one node.

Figure 5.1 illustrates accuracy throughout training when fine-tuning DeiT-base with and without lo-fi. We also report the average accuracy of the models produced by the individual nodes. To make this plot we
**Figure 5.2:** We test whether the performance of lo-fi continues to improve when adding more nodes. On the contrary, this experiment suggests diminishing or even negative returns after 4 nodes. This experiment is for fine-tuning DeiT-base as in Table 5.1. Recall that when using four nodes, lo-fi and the baseline observe the same number of images, but lo-fi does not require communication between nodes. When moving beyond 4 nodes as we do in this experiment, lo-fi observes more images than the baseline.

Display the accuracy of the averaged lo-fi model at the end of each epoch, though usually we would only average the models once at the end. A question emerges when looking at this plot: why does the accuracy of the individual node first dip before coming back up? The answer is due to the interaction of learning rate and batch size, which we discuss further in the Appendix.

Table 5.1 evaluates the final models from Figure 5.1 on ImageNet as well as under distribution shift (on ImageNet-V2 [222], ImageNet-R [112], ImageNet Sketch [260], and ImageNet-A [113]). In addition, Table 5.1 repeats the experiment from Figure 5.1 with the DeiT-large model. We underline any result that is significantly better (using McNemar’s test with significance 0.05). Overall we observe that lo-fi matches the accuracy of the baseline which uses communication, and outperforms the baseline under distribution shift.

Table 5.2 supplements Table 5.1 with additional details. In particular, we consider the accuracy of the model produced by an individual node during lo-fi, before the averaging. We also evaluate the output-space ensemble of the models produced by each node during lo-fi, which is more expensive during inference as a pass through each model is required. Finally, we display the accuracy of the models fine-tuned in the DeiT-III paper [255]. We improved our own baseline over that in the paper with the following hyperparameter changes: (i) Instead of removing the classification layer of the pre-trained model, we implement a version of LP-FT [148] to fine-tune—we preserved the ImageNet-21k classifier then use a class mapping from ImageNet-21k to ImageNet classes. (ii) We remove the grayscale, solarization, and Gaussian blur augmentations, since we found this improves accuracy. This aligns with previous research where fine-tuning requires less augmentation [273]. (iii) We fine-tuned for fewer epochs, which also required a switch to a cosine scheduler that updates every iteration instead of every epoch so the schedule could complete. We also considered
different values for the learning rate and stochastic depth, but found the default values to be best [255]. This is with the exception of DeiT-large for which we found stochastic depth 0.3 to be better for the baseline, which is what we used.

Lo-fi was run using identical hyperparameters except we decreased the stochastic depth drop rate by 0.05 for both DeiT-base and DeiT-large since each node is effectively fine-tuning on less data and may therefore require less regularization. The most substantive change from the DeiT-III code was to use LP-FT [148], which we accomplished by preserving the classification layer from the pre-trained model and using a mapping from ImageNet-21k to ImageNet\(^1\). While this change results in a minor improvement for the baseline, we found it was necessary for achieving matching performance with lo-fi. Overall, despite the extensive hyperparameter tuning we performed for the baseline, lo-fi was still able to match or exceed the accuracy.

**Ablations.** We ran three ablation studies to better understand the performance of lo-fi in this setting.

First, we wanted to test whether adding more nodes was helpful. In the initial 4 node experiment with lo-fi, we matched the baseline in terms of total amount of data observed, allowing a fair compute-matched comparison. However, there are practical settings such as privacy-preserving ML in which the benefits of reduced communication may outweigh the importance of matched compute. In Figure 5.2 we observed that adding more nodes did not improve in-distribution accuracy. Interestingly, however, adding additional nodes marginally improved out-of-distribution performance, most notably on ImageNet-Sketch and ImageNet-A.

Next, we wanted to understand if four groups, one per node, was optimal in this setting. What happens if

---

\(^1\)The only class in ImageNet but not ImageNet-21k is *teddy bear*—we initialize this row with *bear* instead.
Table 5.3: For our four-node fine-tuning jobs, we usually partition the 32 GPUs into 4 communication groups, one per-node. This table shows the effect of partitioning the GPUs into groups of different sizes, finding slightly worse performance when the number of groups is large.

<table>
<thead>
<tr>
<th>Groups</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>ImageNet Accuracy</td>
<td>85.95</td>
<td>86.00</td>
<td>85.85</td>
<td>85.73</td>
</tr>
</tbody>
</table>

Figure 5.4: We fine-tune CLIP ViT-L [210, 71] on ImageNet. In contrast to the DeiT fine-tuning experiments, the models were not pre-trained with stochastic depth and we found better accuracy when fine-tuning without stochastic depth. Instead, we fine-tune for 6, 12, and 24 epochs. lo-fi shows good performance under distribution shift, but on ImageNet requires more epochs to exceed the baseline accuracy unlike in the DeiT experiments.

Finally, we found it interesting the lo-fi outperformed the baseline under distribution shift. Accordingly, we instead use 8 groups—2 per node, or 2 groups—each group consisting of 2 nodes? In this experiments the amount of data observed remains constant; all that changes is the amount of communication. As presented in Table 5.3, accuracy drops slightly when using a larger number of groups. This result demonstrates that the best configuration is one group per node.

Footnotes:

2 When using 2, 8, and 16 groups we changed the stochastic depth drop rate by 0.05, -0.05, and -0.10, respectively, from the four group setting.

3 The intuition from WiSE-FT [272] is that of combining a generalist and specialist. Our intuition for why WiSE-FT does not show substantial improvements in the ImageNet-21k→ImageNet transfer setting is because both models are ImageNet specialists.
Figure 5.5: We repeat the CLIP ViT-L fine-tuning experiment from Figure 5.4 on two other image classification tasks: WILDS-FMoW [138, 45], a satellite recognition task with a geographic and temporal distribution shift and WILDS-iWildCam [138, 19], a camera trap dataset with a geographic distribution shift. Overall, we find similar results as in Figure 5.4.

5.4.2 Fine-tuning CLIP ViT-L on ImageNet and WILDS

In the previous section we observed that lo-fi matches the baseline for DeiT-III on ImageNet, but how does lo-fi perform for models pre-trained on larger datasets? In this section, we further test lo-fi for the CLIP ViT-L [210, 71] when fine-tuning on ImageNet (Figure 5.4) as well as two datasets from WILDS [138] (Figure 5.5).

Unlike the DeiT models, CLIP was not pre-trained with stochastic depth and we find better accuracy when we fine-tune without stochastic depth. This is unlike the DeiT-III models, which we found performed best when we used some stochastic depth. Indeed, this allowed us to use slightly less regularization for lo-fi then we did for the baseline by decreasing stochastic depth drop rate by 0.05. As this is no longer the case, we instead show experiments when fine-tuning for different numbers of epochs. Other than this omission of stochastic depth and varying the training epochs, the hyperparameter configuration is identical to that discussed in the previous section and follows the ImageNet-21k→ImageNet fine-tuning set-up from DeiT-III [255].

Results when fine-tuning CLIP ViT-L on ImageNet are presented in Figure 5.4. For this experiment, we initialize the classification head of the zero-shot model using the zero-shot classifier output by the CLIP text tower (as in Wortsman et al. [272]). We observe that more fine-tuning epochs are required for lo-fi to outperform the baseline on ImageNet. Under distribution shift, lo-fi roughly matches or exceeds the baseline for each of the fine-tuning epochs we tried. While this result indicates that lo-fi is a promising alternative to
the baseline in this setting, a key limitation is that additional fine-tuning epochs were required to enable this improvement. The accuracy improvements beyond the best baseline model are consistent with the results reported in model soups [273].

We also test CLIP ViT-L on two further datasets, WILDS-FMoW [138, 45], a satellite image recognition dataset with a temporal distribution shift and WILDS-iWildCam [138, 19], a classification dataset with camera traps in the wild with a geographic distribution shift. Our motivation is to test lo-fi on natural images beyond the ImageNet universe. The results are presented in Figure 5.5, observing very similar results to the aforementioned experiment of fine-tuning CLIP ViT-L on ImageNet. However, there is an important difference in the experimental set-up. For these experiments, we first tried using the zero-shot initialization for the last layer of the model, as we did with ImageNet. However, this resulted in worse accuracy for lo-fi. Accordingly, these experiments are completed using the LP-FT method of fine-tuning [148]. First, we train a linear probe using one node. This linear probe is then used as the initialization when end-to-end fine-tuning individually on each node. We also apply this change to the baseline, but the benefit is much less substantial for the baseline than for lo-fi. Finally, for this experiment we used learning rate 7e-4 which we found resulted in higher accuracy for lo-fi and the baseline.

**Figure 5.6:** Fine-tuning a language model (left: OPT-125M, right: OPT-1.3B) on Common Crawl with lo-fi closely approaches the performance of the baseline of multi-node fine-tuning with communication. Here, we train four lo-fi workers independently, one per node. The baseline consists of standard data-parallel fine-tuning using four nodes, where there is communication between nodes at every iteration. The x-axis shows iterations, which does not take into account that lo-fi may be faster.
5.4.3 Language model fine-tuning

We also test lo-fi outside of image classification by fine-tuning OPT-125M and OPT-1.3B [301].

**Experimental Setup**  We report i) individual node, which is the average performance of the models produced by each node when using lo-fi, ii) lo-fi, which averages models produced by each node, and iii) baseline, which uses communication between nodes. For the 125M parameter model, we set the learning rate to 6e-5, with 1024-length sequence blocks, and 500K tokens per batch. For the 1.3B parameter model, we set the learning rate to 1e-5, with 512-length sequence blocks, and 1M tokens per batch. We use fp16 mixed precision [183] for all experiments. We fine-tune the 125M parameter model with 4 nodes, and we fine-tune the 1.3B parameter model with 8 nodes. When using lo-fi there is no communication between nodes, so the experiments produce 4 and 8 models, respectively. Each node consists of 8 Volta 32GB GPUs connected with 400GBps interconnect.

**Results**  We fine-tune on the Pile’s Common Crawl subset [88] using the Huggingface Transformers library [268]. Results are presented in Figure 5.6. We observe that for both model scales, when comparing by step count, lo-fi roughly matches the performance of the baseline, providing large performance improvements over the individual node setting. These results suggest that lo-fi is an effective alternative to standard multi-node fine-tuning with communication.

5.4.4 How much is the speed-up, really?

We have shown that lo-fi produces high accuracy models without communication during fine-tuning. This leads to an important practical question: what is the wall-clock advantage of eliminating communication between nodes during fine-tuning? We examine the wall-clock training time advantage once nodes are allocated and also the time it takes for node allocation on a slurm cluster. Note that these experiments are for the DeiT-III [255] models in the image classification setting.

**Wall-clock advantage.**  To examine the wall-clock advantage of lo-fi compared to the baseline we use A100 GPUs on AWS with fast interconnect of 400 GBps (EFA). This is representative of a fast and modern large scale neural network training set-up. In particular, we want to understand the effect of using modern
distributed training tools, and also varying batch size. We note that our results depend critically on the quality of the interconnect between nodes. In a setting with a slower interconnect such as standard ethernet, we would expect the training speed-ups to be more substantial. In a setting with a faster interconnect such as TPUs, the training speed-ups should be more minor.

A recent innovation in distributed training tooling is to overlap the backwards pass computation and gradient communication—the gradients for layer $\ell - 1$ can be computed at the same time as communicating the gradients for layer $\ell$ [161, 200]. We experiment with turning on and off this overlapping communication/computation feature, finding substantial reductions in communication overhead when overlapping communication and computation. We also experiment with changing the batch size. In general, we observed that when using a smaller batch size, communication will account for a larger portion of training time. This is because the size of the gradient does not depend on the batch size, so absolute communication cost does not depend on batch size. However, using a smaller batch size will lower the total computation time and therefore communication cost will account for a larger fraction of the total training time.

Our experiments with varying batch size and turning on and off overlapping communication/computation are presented in Figure 5.7 (left). These experiments are for the vision transformer models DeiT-base, DeiT-large, DeiT-huge and DeiT-giant, ranging from roughly $10^8$ to $10^9$ parameters. On the $x$-axis we show the different model sizes, while the $y$-axis shows the additional wall-clock time required to go from a 1 node to 4 node job (i.e., 0% indicates that the 4 node job is the same speed as the 1 node job, while 100% indicates that the 4 node job is twice as slow). In this experiment, the number of iterations and batch size per device is fixed. We found that without overlapping communication/compute, shifting to a multi-node settings results in a substantial increase in training time of 25-55% (purple lines). However, overlapping communication and compute has proven surprisingly effective, reducing the communication cost to <10%.

A potential issue with these experiments is that they currently reflects a “state-of-the-art” cluster setting, and actual workflows may be slower. We also believe that both GPU memory size and network bandwidth will improve in the future. Higher GPU memory capacity will allow users to train larger models, resulting in higher communication overhead, while higher network bandwidth will help to reduce the communication

---

4 Overlapping communication/computation on by default in PyTorch $\geq 1.5$ [200, 161].

5 We note that scaling with fixed batch size may be unrealistic for certain problems as large batch sizes can cause accuracy to drop, which would be a reason to use lo-fi.
Figure 5.7: (Left) On an AWS cluster we show on the $y$-axis the wall-clock overhead observed when switching from 1 to 4 nodes using models from the DeiT-III repository [255] and constant per-GPU batch size. 100% indicates that the job becomes twice as slow while 0% indicates no difference switching from 1 to 4 nodes. With the method of overlapping the communication and computation in the backward pass [161], the slow-down is less substantial than we initially expected, especially for larger per-GPU batch sizes. The huge and giant models are deeper and there is more opportunity to overlap communication and computation. (Right) Jobs requiring only one node schedule faster than jobs requiring four nodes on the slurm cluster that we use for these experiments. This plot shows the median per-day wait time averaged over three months of job data on this cluster.

Finally, we note that lo-fi can help the straggler and jitter problem in distributed training, where different nodes might experience random slowdowns due to various reasons. In standard data-parallel, synchronization will take place multiple times per iteration, such that any random slowdown on any node will slow down the entire run. Since lo-fi needs only one communication at the end (which can even be asynchronous), the straggler/jitter problem is no longer an issue.

Scheduling advantage. For modern cluster workloads, both on private and public clusters, the wait time to schedule a job can increase the total training time, especially during periods of heavy cluster usage. Since single-node jobs require fewer simultaneous resources to run, they should schedule faster, reducing the total training time. To measure this, we analyzed the time required to schedule a 1-node job vs. a multi-node job on a large slurm-based cluster and present the results in Figure 5.7 (right). These wait times are averaged
over all jobs run on this cluster over a three month period. We found that scheduling a single node job was notably faster than multi-node jobs, taking ∼45 minutes for 1 node, ∼2 hours for 2-4 nodes, and ∼3 hours for 8 nodes.

We note that these results are specific to the cluster used in these experiments and may or may not be representative of other clusters depending on their scheduling algorithm and workload distribution, amongst other factors. We also note that the scheduling benefit will only apply when using implementation B in which each group is trained independently (as described in Section 5.3). Regardless, we thought that it may be useful to collect and present this empirical data, providing quantitative support for the observation from [160] that jobs requiring fewer nodes schedule faster.

5.4.5 Does jointly training to increase diversity across groups improve lo-fi performance?

Previous work from [101, 273] has shown that more diverse models trained with different hyperparameters produce larger benefits when ensembles or weight averaged and also [160] which showed that ensembling or weight averaging specialists trained on different domains incurs the largest benefit. We therefore asked whether encouraging diversity automatically through regularization during training might improve the performance of the final lo-fi model.

While this strategy did indeed produce models with a larger averaging benefit (avg. model - best individual model), it also decreased the accuracy of the individual models such that overall performance was the same or worse than simply training the lo-fi components independently. We also tried pulling together the predictions of the models, which is also known as co-distillation [7, 240]. This improved the accuracy of the individual models, but as model diversity decreased, the benefit from weight-averaging was reduced, also leading to overall lower accuracy. We explored a number of variations of these approaches which we discuss in more detail in the Appendix.

5.5 Related work

Averaging and linearly interpolating models. Averaging or interpolating the weights of neural networks is a common technique for improving accuracy.

Weight-averaging techniques for optimization date back to early work in convex optimization [227, 205].
In deep learning, an exponential moving average (EMA) of weights can be used to improve accuracy [249]. Another popular approach is Stochastic Weight Averaging (SWA) [123] which uses a uniform average of weights saved at each epoch while training with a constant or cyclic learning rate. Indeed, the SWA method was motivated in part by the analogy between weight-averaging and ensembling.

While SWA and EMA average weights along the training trajectory, there has also been substantial interest in averaging weights across independent trajectories. In particular, Nagarajan & Kolter [190] observe that the weights of two models that are fine-tuned independently on MNIST [153] from a shared initialization can be interpolated without increasing loss. For more difficult problems such as ImageNet, this naive linear interpolation encounters a high error barrier [82, 81]. However, Frankle et al. [82] observe that when the first part of the optimization trajectory is shared and the remainder of training is independent, models can once again be interpolated without reducing accuracy. They refer to this phenomena—interpolating weights without accuracy loss—as linear mode connectivity. Neyshabur et al. [192] observed a similar phenomenon when interpolating between model pairs that are fine-tuned from a shared initialization on a new task. This observation was extended to interpolation between a zero-shot model and fine-tuned model with the WiSE-FT approach [272], to many models fine-tuned with different hyperparameters with model soups [273], to models fine-tuned on different datasets with Ilharco et al. [121], and for creating better pre-trained models by Choshen et al. [43]. The overall observation that the objective landscape can appears roughly convex was also made by [158]. While all of the aforementioned weight-averaging employ simple linear interpolation, more advanced weight-averaging techniques have also been developed with promising results [176].

Recently, Li et al. [160] introduced branch-train-merge which is at the intersection of model combination and distributed training. They consider the case where the training data is partitioned into different textual domains, then train an individual expert model for each domain. As they are training from scratch, they first require an initial seed phase. They then combine all of these experts via weight averaging or ensembling to outperform the dense baseline of training one large model on all of the data. The main difference are that our work is for fine-tuning, and we do not assume the data is partitioned into different domains.

Other research in the area includes Garipov et al. [90] and Draxler et al. [73] who concurrently found that two neural network solutions trained independently can be connected by a simple curve along which loss remains low. These findings were generalized by Benton et al. [21] who learn high dimensional low-loss
connectors between individual solutions. Concurrent work with Benton et al. [21], Wortsman et al. [271] learned these high dimensional low-loss subspaces from scratch. Then, Entezari et al. [75] conjectured that all solutions could be made to be linearly connected by applying a permutation to the weights which does not change the function. Ainsworth et al. [3] recently made progress towards confirming this conjecture. However, unlike the model interpolations we observe here, and have previously been observed [273, 160], the interpolations in Ainsworth et al. [3] so far do not improve models in terms of accuracy. Regardless, they are interesting from a scientific perspective, and suggest the possibility of applying methods such as lo-fi for training from scratch in the future, although there is currently no evidence towards this.

**Distributed training and fine-tuning.** Distributed training [161, 288] and fine-tuning [28, 261] are increasingly important in deep learning as models become larger.

An overview of the many standard approaches is detailed by Weng & Brockman [266], including i) data-parallelism, where data is split among devices, ii) pipeline parallelism, where different layers are split among devices, and iii) tensor parallelism, where individual layers are split among devices. We note that these approaches are not mutually exclusive. Indeed, one can use pipeline parallelism to distribute a model across a node, then use data-parallelism across nodes. lo-fi is proposing an alternative to data-parallelism across nodes—instead of synchronizing the updates between nodes during fine-tuning, each node independently produces a model which is averaged at the end of fine-tuning. We emphasize that lo-fi can still be used if there is pipeline parallelism across the node.

There have previously been many alternatives proposed to synchronizing gradients each step. The idea of training several models in parallel and averaging their weights once at the end of training has been investigated at least since [180, 307]. The focus in those works is on convex models and training from scratch, rather than fine-tuning. While lo-fi is simply borrowing these techniques from convex optimization and applying them to fine-tuning for deep learning, we believe that these findings are interesting and useful from a practical standpoint.

Another alternative, HogWild [221] proposes asynchronous communication. The difference between HogWild and lo-fi is that lo-fi never communicates during fine-tuning, so it’s as if the hogs each have their own individual farm. As another alternative, local-sgd [242, 196] communicates updates every $k$ steps instead of every step. lo-fi is equivalent to local-sgd applied to fine-tuning where $k$ is the number of fine-
tuning epochs.

There have also been compelling recent methods for more efficient and accessible pipeline or tensor parallelism to enable learning or inference with extremely large models. For instance, with Petals [28] certain layers of very large models are computed and communicated among coordinated users. Also, researchers have been using decentralized training for very large models [119, 288] which is made possible by, e.g., compressing communication [261, 131, 277, 78, 165]. Indeed, even inference with very many-billion parameter models can pose interesting challenges [62]. Our approach is orthogonal to the work in compressing communication, as we are instead removing communication, but may prove useful for large-scale decentralized training.

There is also the active research area of federated learning (e.g., Kairouz et al. [131], Pillutla et al. [203]), which has recently been explored in transfer settings [193]. In federated learning, the data on each client is different and updates are usually communicated every $k$ steps. While lo-fi only considers the easier setting of IID data, it is possible that similar approaches based on weight averaging to reduce communication may prove beneficial for privacy-preserving machine learning.

5.6 Limitations and conclusion

Limitations. There are many limitations discussed throughout this text. For instance, we found that when fine-tuning CLIP ViT-L on ImageNet and WILDS, lo-fi needs to observe more data to exceed the baseline. This is similarly true during language model fine-tuning (Section 5.4.3). Therefore, we most recommend lo-fi when communication costs are prohibitive. A final limitation is that lo-fi can only achieve matching accuracy when no new parameters are introduced, which we accomplish with a “zero-shot” initialization, or via LP-FT (this does not come up during language model fine-tuning).

Conclusion. Overall we have observed that communication between nodes is not required during fine-tuning in certain settings. These findings may prove beneficial to a number of settings including large-scale decentralized fine-tuning and privacy-preserving ML and represent a promising step in the overall direction of developing models like open-source software [212] in which many institutions can collaboratively fine-tune a large model if none has the resource to do so individually. As more workloads shift to fine-tuning of pre-trained models and models grow increasingly larger, we hope that our results will help to reduce barriers
to large-scale models.
Chapter 6

Stable and low precision training of large-scale vision-language models

6.1 Overview

We introduce new methods for 1) accelerating and 2) stabilizing training for large language-vision models. 1) For acceleration, we introduce SwitchBack, a linear layer for int8 quantized training which provides a speed-up of 13-25% while matching the performance of bfloat16 training within 0.1 percentage points for the 1B parameter CLIP ViT-Huge—the largest int8 training to date. Our main focus is int8 as GPU support for float8 is rare, though we also analyze float8 training through simulation. While SwitchBack proves effective for float8, we show that standard techniques are also successful if the network is trained and initialized so that large feature magnitudes are discouraged, which we accomplish via layer-scale initialized with zeros. 2) For stability, we analyze loss spikes and find they consistently occur 1-8 iterations after the squared gradients become under-estimated by their AdamW second moment estimator. As a result, we recommend an AdamW-Adafactor hybrid which avoids loss spikes when training a CLIP ViT-Huge model and outperforms gradient clipping at the scales we test.
Figure 6.1: We introduce SwitchBack, a linear layer for low-precision training. (Left) SwitchBack for int8 training matches the zero-shot ImageNet [59] accuracy of standard bfloat16 training within 0.1 percentage point for CLIP ViT-Huge [210, 71] and outperforms LLM.int8() [62]. (Right) For float8 (fp8) training [184], a baseline which uses tensor-wise quantization diverges for large models while SwitchBack matches the baseline. In these large-model, small-data experiments, our focus is on comparing methods and not final model accuracy, so we use short runs which makes it feasible to run many experiments.

6.2 Introduction

Large models trained on large datasets have recently led to multiple breakthroughs in machine learning such as GPT-3 [33] and PaLM [44]. While many components are necessary for successful large-scale training, two critical elements are training speed and stability. To enable further progress, we must ensure that 1) training is fast—the model should be able to see a lot of data even if it is large, and 2) training is stable—large models should not suffer from loss spikes which degrade performance. We study these two directions in the context of contrastive language-image pre-training (CLIP) [210]. We examine CLIP-style models because of their importance in computer vision: CLIP-style models reach state-of-the-art performance on a wide range of image classification tasks [210, 273, 202, 38] and underlie image generation methods such as DALL-E-2 [218] and Stable Diffusion [226]. Our contributions towards fast training and stable training are as follows.

Towards fast training, we introduce SwitchBack, a linear layer for quantized training with int8 precision which matches the performance of the bfloat16 [263] baseline within 0.1 percentage points for CLIP ViT-Huge—a larger model than considered in the original CLIP paper. Linear layers account for the majority of the compute in standard transformer models, usually more than 90%, comprising the key, query, value, and out projection of the attention blocks as well as the multilayer perceptron. We perform all linear
layers in low-precision (int8) while retaining other layers, such as layer norms, in higher precision. With this setup, we observe end-to-end speedups between 13 and 25% for CLIP ViT-Huge training: 25% compared to a standard linear layer implemented using the PyTorch [200] autograd python module and 13% compared to the standard PyTorch layer which include background CUDA/C++ optimizations which are difficult to replicate for custom layers.

SwitchBack starts from the observation that quantization noise grows with the inner dimension in a matrix multiplication. For CLIP training, the weight gradient computation involves a large inner dimension because CLIP training requires a large batch size [202]. Hence SwitchBack uses 16 bit precision matrix multiplication for the weight gradient computation while using int8 multiplications for the forward pass and layer input gradient computations. This approach leads to large accuracy improvements compared to LLM.int8() [62] (Figure 6.1). We will provide open-source Triton [252] kernels for Switchback to enable future work on efficient quantization schemes.

Besides int8 training, we also study large-scale 8-bit float (fp8) [184] training. We do not have access to hardware that supports fp8 data types, which is currently more rare than int8, so we use an accurate simulation of fp8 computation. SwitchBack also outperforms straightforward 8-bit float (fp8) baselines because tensor-wise quantized baselines diverge at >420M scale (Figure 6.1). However, we demonstrate that these methods can achieve high accuracy if the network is trained while keeping feature magnitudes small, which we accomplish via layer-scale [254] initialized with zeros.

Towards stable training, we find that loss spikes occur in CLIP training when the AdamW [169] second moment estimator becomes out-of-date in the patch embedding [71] layer. In particular, the learning signal changes so that the moving averages of squared gradients underestimates their true magnitude. Indeed, in the absence of stability interventions, we show that loss spikes can be predicted by examining this ratio of the squared gradients to their moving average. We therefore recommend an AdamW-AdaFactor [234] hybrid, which we refer to as StableAdamW as it removes instabilities at the scales we consider and outperforms gradient clipping. Concretely, StableAdamW is AdamW with the update clipping technique introduced in AdaFactor. Update clipping tracks the average ratio of the gradient square to the second moment estimator and lowers the learning rate when the ratio is large.

The remainder of this paper is organized as follows: Section 6.3 focuses on low-precision training while
Section 6.4 stabilizes training by reducing loss spikes.

Algorithm 6.1: PyTorch code for SwitchBack

```python
class SwitchBackMatmul(autograd.Function):
    @staticmethod
    def forward(ctx, X, W):
        ctx.save_for_backward = X, W
        X_int8, state_X = row-wise_quantize(X)
        W_int8, state_W = tensor-wise_quantize(W)
        return matmul_int8_and_dequantize(
            X_int8, W_int8.t(), state_X, state_W
        )
    @staticmethod
    def backward(ctx, G):
        X, W = ctx.save_for_backward
        G_rowwise = rowwise_quantize(G)
        W_int8, state_W = tensor-wise_quantize_transpose(W)
        X_gradient = matmul_int8_and_dequantize(
            G_int8, W_int8.t(), state_X, state_W
        )
        W_gradient = matmul_fp16(G.t(), X)
        return X_gradient, W_gradient
```

Algorithm 6.2: StableAdamW \(\{\alpha_t, \beta_1, \beta_2, \epsilon\}\)

\[
\begin{align*}
\nu_0, u_0 & = 0 \\
\text{for } t = 1 \text{ to } T \text{ do} & \\
\gamma_t & = \nabla f(\theta_t) \\
& \text{// apply correction term to debias EMA.} \\
\hat{\beta}_1 & = \beta_1 \cdot \frac{1 - \beta_1^{t-1}}{1 - \beta_1} \\
\hat{\beta}_2 & = \beta_2 \cdot \frac{1 - \beta_2^{t-1}}{1 - \beta_2} \\
& \text{// update moving averages} \\
v_t & = \hat{\beta}_1 v_{t-1} + (1 - \hat{\beta}_1) \gamma_t \\
u_t & = \hat{\beta}_2 u_{t-1} + (1 - \hat{\beta}_2) u_t^2 \\
& \text{// for implementation convenience} \\
& \text{// operations below occur independently for} \\
& \text{each tensor} \\
\text{RMS}_t & = \sqrt{\mathbb{E} [u_t^2 / u_t]} \\
& \text{// update parameters} \\
\eta_t & = \alpha_t / \max(1, \text{RMS}_t) \\
\theta_t & = \theta_{t-1} - \eta_t \lambda \theta_{t-1} - \eta_t v_t / (\sqrt{u_t} + \epsilon)
\end{align*}
\]

6.3 8-bit training

This section develops and compares methods for eight-bit training of language-vision transformer models. First, Section 6.3.1 discusses preliminaries and related work. Next, Section 6.3.2 introduces and tests SwitchBack, a linear layer for int8 and float8 training. Finally, Section 6.3.3 develops alternatives to SwitchBack which can be used for float8.

6.3.1 Preliminaries and related work

Neural networks today typically use 16-bit operations for training [183] in either the float16 or bfloat16 format [263]. Floating point formats use a subset of bits to represent the exponent while the remainder specifies the fraction (often referred to as the mantissa). The float16 format uses 5 bits for the exponent while bfloat16 uses 8 and therefore covers a larger range—float16 has a range of \((5.96 \cdot 10^{-8}, 65504)\) while bfloat16 has a range of \((10^{-38}, 3 \cdot 10^{-38})\). Most floating point formats also have denormalized numbers which allow for a “soft underflow” which gets exponentially closer to 0.0f for each additional bit in the mantissa. To
prevent underflows float16 mixed precision training [183] has been developed which works as follows. The loss of a mini-batch is multiplied by a loss scalar to scale the loss and following backpropagation gradients into the representable range of fp16. This loss scaling is undone by rescaling the weight gradients before the optimizer updates fp32 main weights with the fp16 gradients. In PyTorch [200], the loss scalar is initialized to 65536. Everytime an Inf/NaN is encountered, the update is skipped and the loss scalar is halved. If no Inf/NaN are encountered for 2k iterations, the scalar is doubled.

When the loss scalar becomes too low in float16 training the loss slowly diverges. This was observed by Cherti et al. [41] when training ViT-Huge CLIP models and remedied by switching to bfloat16. Another instance of float16 creating issues at scale was the training of OPT [301]. Indeed, many obstacles faced during the OPT project could have been alleviated by using bfloat16 [300]. Similarly, all float16 training runs for BLOOM ended in divergence, only after using bfloat16 was the training stable. However, fast bfloat16 support is only available on TPUs, or GPUs developed with or after the NVIDIA Ampere series (2021 or later).

While 16 bit training is the standard today, hardware support for 8 bit operations are becoming more common. Hopper GPUs support float8 (fp8) [184] and Ampere GPUs support int8. However, it is currently (2023) very difficult to attain Hopper GPUs. Moreover, while int8 and int4 are used for inference [62, 274, 61], and there is earlier work exploring 8 bit training for convnets [262, 306, 42], these formats are not commonly used for training transformer models at scale. The CLIP ViT-Huge models we train have 1B parameters including the image and text towers which is 40x larger than a standard ResNet-50 (23M) [107], and quantization is more challenging for large tensors [62].

### 6.3.2 SwitchBack

**Method**

**Overview.** A linear layer consists of three matrix multiplications—one in the forward pass to compute outputs and two in the backwards pass to compute gradients for the input and weights. Our SwitchBack layer uses 8 bit precision for the first two matrix multiplies but switches back to higher precision for the weight gradient.

We compute the weight gradient in higher precision because this matrix multiplication involves dot
products between vectors which have a length of batch size times sequence length. As CLIP training requires large batch sizes [210, 202], this inner dimension of batch size times sequence length is much larger than for the other matrix multiplies. Variance due to quantization increases with the inner dimension of the matrix multiply. This modification is what differentiates SwitchBack from LLM.int8(), allowing SwitchBack to match the bfloat16 baseline (Figure 6.1).

**Notation.** A standard linear layer is comprised of inputs $X \in \mathbb{R}^{b \times n}$, weights $W \in \mathbb{R}^{m \times n}$, and outputs $Y \in \mathbb{R}^{b \times m}$. In the forward pass, outputs are computed as $Y = XW^\top$. In the backwards pass the layer receives gradients of the loss with respect to $Y$, which we denote $\dot{Y}$. Then, gradients to inputs $\dot{X}$ are computed via $\dot{X} = \dot{Y}W$ while gradients to the weights $\dot{W}$ are computed via $\dot{W} = \dot{Y}^\top X$. For linear layers in a transformer [257], $b$ is batch size times sequence length, while $n$ and $m$ are small multiples of the embedding dimension.

**Quantization.** For the matrix multiplies in 8 bit precision we use quantization. There are a multiple quantization techniques to choose from and we will release code for all these alternatives. However, we find the best trade-off of simplicity and performance is from using i) row-wise quantization [135] for the inputs and gradients and ii) tensor-wise quantization for the weights. Additional information on quantization methods is provided by Dettmers et al. [62] but we summarize below. Using int8 as an example, which can represent integers from $-127$ to $127$, we now define row-wise and tensor wise quantization. For a matrix $X$ with rows $x_1, ..., x_b$, row-wise quantization $Q_{\text{row}}$ and tensor-wise quantization $Q_{\text{tensor}}$ are given respectively by

$$Q_{\text{row}} \left( \begin{bmatrix} x_1 \\ \vdots \\ x_n \end{bmatrix} \right) = \text{round} \left( \begin{bmatrix} \frac{127}{\text{absmax}(x_1)} \cdot x_1 \\ \vdots \\ \frac{127}{\text{absmax}(x_b)} \cdot x_b \end{bmatrix} \right), \quad Q_{\text{tensor}}(X) = \text{round} \left( \frac{127}{\text{absmax}(X)} \cdot X \right) \quad (6.1)$$

where absmax is the maximum of the absolute value.

Importantly, when applying $Q_{\text{row}}$ we also save the row-wise absolute maximums so that we can use them later for dequantization. We refer to this as the quantization state, or state, for short, so $\text{state}_{\text{row}}(X) = [\text{absmax}(x_1), ..., \text{absmax}(x_b)]^\top \in \mathbb{R}^{b \times 1}$. Equivalently, for tensor-wise quantization we only need to store the tensor-wise absolute maximum so $\text{state}_{\text{tensor}}(X) = \text{absmax}(X) \in \mathbb{R}$. 108
Since only the matrix multiply occurs in int8 precision we need to dequantize the outputs back to the original floating point precision. The forward pass with quantization and dequantization becomes

$$\frac{\text{state}_{\text{tensor}}(W)}{127^2} \cdot \text{state}_{\text{row}}(X) \ast \underbrace{Q_{\text{row}}(X) Q_{\text{tensor}}(W)^\top}_{\text{int8 matmul}}$$  \hspace{1cm} (6.2)

where $\ast$ denotes elementwise-multiplication, which in this case is broadcasted so that row $i$ of the matrix $Q_{\text{row}}(X) Q_{\text{tensor}}(W)^\top$ is multiplied by element $i$ of $\text{state}_{\text{row}}(X)$.

As mentioned previously, we use row-wise quantization for the inputs and gradients and tensor-wise quantization for the weights. We find that using row-wise quantization for both matrices increases complexity at a negligible or no performance increase. As such, we use this simpler approach.

The last detail in our algorithm is hardware specific. NVIDIA GPUs, which we use in this work, do not implement the int8/float8 operation $AB$ for matrices $A$ and $B$ and only $AB^T$ is implemented. As such, it is necessary to transpose the weight matrix in the backward pass. To reduce the overhead of transposition and quantization we fuse both operations, meaning we load the required data once from slow DRAM into fast SRAM/shared memory and then perform both operation in this cached memory – this is critical for achieving speedups. We call this operation $\text{tensor-wise\_quantize\_transpose}$, which is a fused tensor-wise quantize and transpose operation. Putting the pieces together, the result is Algorithm 6.1.

**Variants.** While Algorithm 6.1 is the most straightforward version of SwitchBack, we also present two alternative versions—SwitchBackM and SwitchBackQ—and will release triton [252] implementations for all three. SwitchBackM is a memory efficient version of SwitchBack which only saves 8 bit tensors for the backwards pass—we recommend its use when memory is limited. The small downside of SwitchBackM is that it requires an additional dequantize operation during the backwards pass which increases the runtime overhead. For CLIP ViT-Huge we observed only a negligible accuracy differences between SwitchBack and SwitchBackM. In addition, we present SwitchBackQ which uses row-wise and column-wise quantization for the weights instead of tensor-wise. While we did not observe this to improve accuracy at the scales we consider, it’s possible that it will perform better than SwitchBack at larger scale.

**float8.** While the explanation so far has used int8 as an example, the code for SwitchBack and float8 (fp8) is nearly identical. The only modification is that operations such as $\text{round}(127x/\text{absmax}(x))$ are
replaced by \( \text{float8cast}(x/\text{absmax}(x)) \) where we simulate \( \text{float8cast} \) by rounding to the exact values of the float8 data type. This simulation improves on the simulation of [184] which only clips the input tensors into the representable range of the float8 data type, but not the exact values of the float8 data type. This simulation theoretically matches float8 training, but we are unable to perform real float8 training because we lack the hardware that supports float8 arithmetic. As such, we perform arithmetic in 16-bit with exact float8 values. For our int8 experiments we conduct the multiplications in int8 using A100 GPUs—we perform real int8 training without any simulation.

**Experimental setup**

To evaluate SwitchBack we train CLIP [210] visual transformer [71] models on LAION-2B [230]. Typically CLIP training, especially at ViT-Huge scale, is prohibitively expensive. Our goal is not high final accuracy but rather to contrast different methods for low-precision training. To enable running multiple experiments, we therefore only train for a small number of samples seen—380 million images—and use patch-dropout 0.5 [163]. We note that the experiment is still very expensive, corresponding to roughly 300 epochs of ImageNet training in terms of samples seen, or approximately 2.9e20 FLOPs per training run. After training on LAION-2B we evaluate the models zero-shot on ImageNet [59] using the 80 prompt templates from CLIP [210].

We use batch size 16384 (per-gpu batch size of 256) and train for a total of 20k iterations. The first 5k iterations are linear warmup while the remaining 15k are cosine decay. Training and evaluation are conducted with the OpenCLIP library [120] with learning rate 2e-3, weight decay 0.2, and batch-size 16384 using the optimizer described in Section 6.4.5.

**Results**

We test two main questions: (1) can we replicate 16-bit performance with SwitchBack and (2) can we get speedups. To test (1) we train CLIP models with SwitchBack across multiple scales with both int8 and float8 precision (Figure 6.1). To test (2) we profile operations in an individual linear layer and also measure end-to-end training speed.

**Accuracy.** We find that SwitchBack can match standard 16-bit training performance and outperform
baselines for both a) int8 precision and b) float8 precision.

For our int8 experiments (Figure 6.1, right), we contrast the performance of i) the standard baseline which uses mixed-precision bfloat16, ii) the matrix multiplication kernels from LLM.int8() [62], which is equivalent to SwitchBackQ if the weight gradient multiplication was also performed in int8 using row- and column-wise quantization, and iii) SwitchBack. SwitchBack has a negligible accuracy drop of 0.1 percentage points compared to the bfloat16 baseline for CLIP ViT-Huge. In contrast, there is a drop of 5.9 percentage points when training with LLM.int8().

For our simulated float8 training experiments (Figure 6.1, right), we contrast the performance of i) the standard baseline which uses mixed-precision bfloat16, ii) a baseline which uses tensor-wise quantization for all matrices, that is the weights, inputs, and gradients, and iii) SwitchBack. SwitchBack has a negligible accuracy drop of 0.1 percentage points from the bfloat16 baseline for CLIP ViT-Huge. In contrast, training diverges for the baseline that uses tensor-wise quantization for all matrices.

**Speed.** By writing custom triton kernels [252] we achieve end-to-end speedups from 13-25% for CLIP ViT-Huge training. 25% compared to a standard linear layer implemented using the PyTorch [200] auto-grad python module and 13% compared to the standard PyTorch layer which include optimizations that are difficult to replicate for custom layers. Moreover, we find that the overhead due to quantization operations decreases with scale and is ~10% for CLIP ViT-Huge.

**6.3.3 Float8 training by reducing feature magnitude**

We find that SwitchBack is necessary for high accuracy int8 training. However, this section develops other interventions which enable float8 training without SwitchBack. We show that high accuracy can be achieved via float8 training with tensor-wise quantization for the inputs, weights, and gradients, so long as the network is initialized and trained in a way which discourages large feature magnitudes. We accomplish via layer-scale [254] initialized to zero.

We use the bitsandbytes library [63] to simulate float8 training using the fp8 types from Micikevicius et al. [184]. We use tensor-wise quantization for the inputs, weights, and gradients, so that all operations occur in simulated float8. In our simulation, we represent each value only with the exact values representable by float8, but we perform computations in float16 precision. We believe that tensor-wise quantization ap-
Figure 6.2: (Left) Training CLIP ViT-Large models with simulated fp8 precision using tensor-wise quantization for the inputs, weights, and gradients. All methods we try diverge except for using zero-init layer-scale [254], which multiplies the output of each self-attention or mlp block with a learnable vector initialized to zero. (Right) Examining feature magnitudes (i.e., the average absolute value of the output for transformer block $k$) for CLIP ViT-Huge at the beginning (init) and end of training. This suggest why zero-init layer scale enables float8 training—zero-init layer scale prevents high feature magnitudes which may cause issues for low precision training [62]. Without the intervention, the average feature magnitude becomes large for later blocks.

proximates the removal of quantize operations entirely. This is because the maximum of these tensors tends to evolve smoothly. Consequently, using a moving average for a maximum which is divided directly in the matmul is similar to tensor-wise quantization.

Layer-scale, introduced by Touvron et al. [254], scales each self-attention and MLP block output hidden state by a learnable vector of shape $\text{embed}_\text{dim}$. A pre-norm transformer block with layer-scale tensors $\gamma_1$ and $\gamma_2$ is defined as

$$x'_k = x_k + \gamma_1 \times \text{self\_attention}(\text{norm}_1(x_k)), \quad x_{k+1} = x'_k + \gamma_2 \times \text{mlp}(\text{norm}_2(x'_k)), \quad (6.3)$$

where $\times$ is broadcasted elementwise multiplication.

Typically, layers are initialized so that they approximately preserve the variance of their inputs, and inputs have approximately unit variance [98, 106]. However, when combined with residual connections this can lead to higher norms in deeper networks.

Consequently, researchers have proposed initialization and scaling schemes which remedy this issue [13, 297, 32, 67]. Layer-scale with initialization 0 is an example of one such scheme—at initialization the transformer is an identity function. While $\gamma_1, \gamma_2$ are typically initialized as vectors of $10^{-4}$ or $10^{-6}$, we use
Figure 6.2 (right) demonstrates that the layer-scale intervention is successful at controlling the average magnitude output. Without the intervention, the average feature magnitude \( E[|\text{abs}(x_k)|] \) becomes high for later blocks. Previous work [62] has shown that large feature magnitudes result in issues for low precision training.

Results for simulated fp8 training are shown in Figure 6.2 (left) for ViT-Large. We find that all fp8 runs diverge except for when we use layer-scale initialized to zero. Concretely, Figure 6.2 compares i) the baseline which uses bfloat16 training, ii) using fp8 with tensor-wise quantization and no further modifications, which slowly diverges, iii) adding gradient clipping to ii), which also diverges, iv) adding KQ layernorm [58] to ii), which also diverges, and v) using zero-init layerscale, which trains without diverging. While there is a difference still between fp8 and bfloat16 training, this is primarily because of layerscale. Moreover, we believe that with hyperparameter tuning layerscale would match standard training in terms of accuracy.

6.4 Stability

We now switch focus from accelerating learning by reducing precision to addressing instabilities which can arise during training. Section 6.4.1 reviews preliminaries and related work while Section 6.4.2 details the experimental setup. Next, Section 6.4.3 examines trends for training instability, finding loss spikes to increase with model scale but decrease with lower AdamW \( \beta_2 \). Then, Section 6.4.4 finds that loss spikes arise in our setting due to an out-of-date AdamW second moment estimator leading Section 6.4.5 to adopt and tests a fix developed in the context of AdaFactor [234].

6.4.1 Preliminaries and related work

Loss spikes can emerge when scaling up models [39, 95, 58, 291, 295, 234, 301]. These instabilities may slow learning, or even destabilize training completely. Various solutions have been proposed, including freezing the embedding layer [39], adding additional layer normalization [58, 95], or reparametrizing the weights [291].

In our work we investigate instabilities which arise during CLIP training. Unlike the instabilities observed in [58, 291] which lead to a slow divergence, we study fast loss spikes. Our results indicate that these
spikes arise when the second moment estimator is out of date for early layers.

While our analysis and methods build directly on Shazeer and Stern [234] (AdaFactor), there are important differences. In contrast with Shazeer and Stern [234], who only observe instabilities without warmup, we observe instabilities despite a long warmup period. Moreover, in contrast with Shazeer and Stern [234] we find that an out-of-date second moment estimator is primarily an issue for the (patch) embedding layer, and measure how well loss spikes are predicted by this event. Finally, we note that researchers have moved away from AdaFactor in its original formulation for large-scale training [211, 44, 292], finding AdaFactor to under-perform AdamW [211]. We believe this is due to the factored second moment or absence of first moment. This is why our focus is AdamW [169] which is the de facto standard optimizer for transformers.

### 6.4.2 Experimental setup

As in Section 6.3, we train ViT CLIP models on LAION [230] using OpenCLIP [120] and evaluate them zero-shot on ImageNet. Since we are not interested in final performance and instead interested in studying instability—even for very large models—we use a short run which allows us to conduct multiple experiments. Concretely, we use patch-dropout 0.5 [163] and 20k iterations. The first 5k iterations are linear warmup while the remainder are cosine decay [168]. We follow the CLIP paper [210] in that i) we do not use gradient clipping unless otherwise mentioned, though we do clip the logit_scale parameter, and ii) we add a layer-norm after the patch embedding and before the main transformer. Unless otherwise mentioned, experiments use batch size 16384 (per-gpu batch size of 256), learning rate 2e-3 and weight decay 0.2. We initially tried adding a layer-norm before the patch embedding as in [149], but removed this as we found it to hurt performance at CLIP ViT-Huge scale.

![Figure 6.3: Loss spikes increase with model size for fixed learning rate and batch size. Reducing AdamW $\beta_2$ from its default in PyTorch of 0.999 mitigates loss spikes. Reducing $\beta_2$ too much slows training.](image-url)
6.4.3 Loss spikes increase with model size, batch size, and learning rate

We begin our studying of loss spikes by observing how their presence varies when changing model size, batch size, and learning rate. The following sections build on these observations—in particular the finding that lowering the AdamW $\beta_2$ hyperparameter removes spikes entirely.

We find that loss spikes increase when increasing model size, batch size, or learning rate. The first result is shown in Figure 6.3 while the second two analogous results are in the Appendix. Importantly, these figures show that loss spikes can be avoided by reducing the $\beta_2$ hyperparameter for in AdamW. On the other hand, if $\beta_2$ is reduced too much then learning is slowed which results in worse performance [223].

6.4.4 On $\beta_2$ and an out-of-date second moment estimator

Based on the observation in the previous section that lowering $\beta_2$ reduces spikes, this section traces the cause of loss spikes to an out-of-date second moment estimator in the patch embedding layer.

Overview. Adaptive optimizers such as AdaGrad [74], Adam [136], or AdaFactor [234] scale the update differently for each individual parameter. This is often conceptualized a per-parameter learning rate. For instance, in Adam/AdamW, per-parameter updates are scaled by the inverse root of the exponential moving average of squared gradients (see the code for AdamW in Algorithm 6.2, ignoring for now the modifications in pink which we discuss in Section 6.4.5).

This adaptivity can be a very useful tool for accelerating training, but can also cause issues when the learning signal changes. Concretely, exponential moving averages can become out of date causing updates to be scaled by a value that is too large. This issue is discussed in Section 5 of Shazeer and Stern [234], and we summarize below.

As in Algorithm 6.2, let $u_t = \{u_{t,j}\}_{j=1}^n$ denote the exponential moving average (EMA) of squared gradients $g_t^2 = \{g_{t,j}^2\}_{j=1}^n$ for neural network parameters $\theta \in \mathbb{R}^n$. Ignoring the bias correction term$^1$, at each iteration $t$, $u_t$ is updated as $\beta_2 u_{t-1} + (1 - \beta_2) g_t^2$ where $\beta_2$ is referred to as the decay for the EMA. Then, the update is scaled by $1/ (\sqrt{u_t} + \epsilon)$, where $\epsilon$ is a small value added numerical stability. Often the ratio $v_t / (\sqrt{u_t} + \epsilon)$ is thought of as signal-to-noise ratio of the gradient over time.

$^1$In practice, the EMA is debiased with a correction term. Algorithm 6.2 follows AdaFactor section 7.1 in applying the correction term to $\beta_1, \beta_2$. Adam is often written with the correction term applied to $v_t$, $u_t$ but they are equivalent [234].
The learning signal can change so that the AdamW second moment estimator $u_t$ is out-of-date and underestimates the squared gradients $g_t^2$. This can be detected if the aggregate quantity $RMS_t = \sqrt{E[ (g_t^2 / u_t)]}$ is far from 1. This figure observes a predictive relationship between the event of an RMS spike and a loss spike— we observe a spike in $RMS_t$ 1-8 iterations before a loss spike. For lower $\beta_2$, $RMS_t$ does not deviate far from 1. This result looks at $RMS_t$ for the patch embedding layer only. This predictive relationship is further examined in the Appendix.

However, this method can break down when the learning signal changes and $u_t$ ceases to be a good estimator for the running average of $g_t^2$. Consider the case where the gradient magnitudes have been historically very small for some parameters so $1/ \left( \sqrt{u_t} + \epsilon \right)$ is large for those parameters. If, then, at iteration $t$ those parameters suddenly receive a larger gradient signal the update can be catastrophically big. We refer to the scenario as the stuck-in-the-past scenario.

Overall, if $\beta_2$ is too small then convergence may be slowed [223]. If $\beta_2$ is too large then $u_t$ can become out-of-date and no longer a good estimator for $g_t^2$, resulting in per-parameter scaling that is too large.

**Measurement.** We now discuss measurement of the aforementioned stuck-in-the-past scenario and search for a predictive relationship between this event and a loss spike. We follow Shazeer and Stern [234] and measure the following root-mean-square quantity, $RMS_t = \sqrt{E[ (g_t^2 / u_t)]}$. If $u_t$ is a good estimator for $g_t^2$ then the aggregate quantity $RMS_t$ will be around 1. The stuck-in-the-past scenario described above corresponds to an $RMS_t \gg 1$.

As illustrated in Figure 6.3 we observe instability for high $\beta_2$ in our experiments even though we have 5k iterations of warm-up. While Shazeer and Stern [234] first recognize the out-of-date second moment estimator issue, in their experimental setting they only observe instability without warm-up.

We now aim to establish a predictive relationship between the stuck-in-the-past scenario and loss spikes. We present initial results in Figure 6.4, where we examine $RMS_t$ for the the visual transformer
**Figure 6.5:** Adding update clipping to AdamW mitigates loss spikes and outperforms other interventions such as gradient clipping with norm 1. Code for the AdamW-AdaFactor hybrid we recommend of AdamW + update clipping is in Algorithm 6.2. The left plot shows loss curves for $\beta_2 = 0.99$ while the right displays accuracy ablating over $\beta_2$.

patch embedding layer, visual.conv1.weight. This means that the expectation is computed over parameters in visual.conv1.weight only. This figure illustrates a few important findings: i) loss spikes tend to follow 1-8 iterations after an RMS spike, ii) loss spikes slow learning as recovery time is required, and iii), RMS stays around 1 for lower $\beta_2$.

As this is just one example, we further elaborate on the predictive relationship between an RMS spike in the embedding layer in the Appendix. For analysis purposes, we define a heuristic to characterize loss and RMS spikes in visual.conv1.weight. We then show that 28 out of 30 detected loss spikes follow an RMS spike by 1-8 iterations, while the probability that a loss spike follows an RMS spike by chance is only 1%. Moreover, we find that the same predictive relationship does not exist for the RMS in other transformer layers.

### 6.4.5 StableAdamW: AdamW with update clipping from AdaFactor

This Section develops and tests StableAdamW (Algorithm 6.2), an AdamW-Adafactor hybrid.

To stabilize training, the AdaFactor optimizer divides the learning rate for iteration $t$ by $1/\max(\text{RMS}_t, 1)$.

They refer to this as *update clipping*. The effect is to slow training when $u_t$ is no longer a good estimator for $g_t^2$.

As discussed in Section 6.4.4, our stability issues can be traced to an out-of-date $u_t$ which is what led Shazeer and Stern [234] to update clipping, even though their stability issues are also solved with warm-up. Therefore, we port update clipping to the standard AdamW optimizer with $d = 1$ and refer to the

---

2They actually introduce a hyperparameter $d$ and use $1/\max(\text{RMS}_t/d, 1)$, but recommend setting $d = 1$. 
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resulting AdamW-Adafactor hybrid as StableAdamW (Algorithm 6.2). A modification we make is to compute and divide learning rate by \( \max(\text{RMS}_t, 1) \) independently for each tensor, which is for implementation convenience. This means that the expectation will be computed independently for each layer to produce a different RMS.

We now test how StableAdamW compares with other stability interventions such as gradient clipping\(^3\) or lowering \(\beta_2\). These results, presented in Figure 6.5 find that StableAdamW (i.e., AdamW + update clipping) outperforms these aforementioned interventions for CLIP ViT-Huge. While gradient clipping and update clipping both remove instability, update clipping performs better in terms of zero-shot ImageNet accuracy. With update or gradient clipping, higher \(\beta_2\) such as 0.99 tends to perform better.

## 6.5 Limitations, broader impacts, and conclusion

We believe the main limitation of our work is that it is non-exhaustive. For instance, we only simulate float8 training and our experiments focus solely on CLIP-style training. In terms of broader impact, our work may enable additional CLIP models, whose broader impact is examined extensively by Section 7 of Radford et al. [210]. Finally, we believe that our findings on accelerating and stabilizing large multi-modal model training will be broadly useful to the community.

\(^3\)We clip at global norm 1. We observed instability when trying 2 instead of 1. We did not tune this further, but note that 1.0 is standard in, e.g., PaLM [44], and Scaling Vision Transformers [292].
Chapter 7

Small-scale proxies for large-scale Transformer training instabilities

7.1 Overview

Teams that have trained large Transformer-based models have reported training instabilities at large scale that did not appear when training with the same hyperparameters at smaller scales. Although the causes of such instabilities are of scientific interest, the amount of resources required to reproduce them has made investigation difficult. In this work, we seek ways to reproduce and study training instability at smaller scales. First, we focus on two sources of training instability described in previous work: the growth of logits in attention layers \cite{58} and divergence of the output logits from the log probabilities \cite{44}. By measuring the relationship between learning rate and loss across scales, we show that these instabilities also appear in small models when training at high learning rates, and that mitigations previously employed at large scales are equally effective in this regime. This prompts us to investigate the extent to which other known optimizer and model interventions influence the sensitivity of the final loss to changes in the learning rate. To this end, we study methods such as warm-up, weight decay, and the $\mu$Param \cite{283}, and combine techniques to train small models that achieve similar losses across orders of magnitude of learning rate variation. Finally, to conclude our exploration we study two cases where instabilities can be predicted before they emerge by examining the scaling behavior of model activation and gradient norms.
7.2 Introduction

Scaling up transformers has led to remarkable progress from chat models to image generation. However, not every training run is successful. When training large Transformers, researchers have reported instabilities which slow or destabilize learning [44, 58, 301, 187, 49]. As the resources required for large runs continue to grow, it is important to examine the ways that Transformer training can fail.

In this report we reproduce, study, and predict training instability in Transformer models. We find that measuring the relationship between learning rate and loss across scales is a useful tool to identify instability (e.g., Figure 7.1). Therefore, we introduce learning rate (LR) sensitivity, which serves as a useful summary statistic for learning rate vs. loss curves. LR sensitivity measures the deviation from optimal performance when varying LR across orders of magnitude.

We show that two sources of instability, which have previously been described at scale, can be reproduced in small Transformers.\(^1\) This enables their study without access to large resource pools. In particular, we examine the growth of logits in attention layers [58, 94, 291] and divergence of the output logits from the log probabilities [44]. As evident from the learning rate vs. loss curves and by inspecting model characteristics, both instabilities appear at high learning rates in small models. Moreover, interventions which have previously been employed at scale are also successful in this regime (e.g., Figure 7.1). These interventions—qk-layernorm [58] and z-loss regularization [44]—reduce LR sensitivity and enable successful training across three orders of magnitude of learning rate variation.

These observations raise the question of how other known optimizer and model interventions affect the shape of the learning rate vs. loss curves across scales. Therefore, we study the effect of techniques such as warm-up, weight decay, and $\mu$Param [283] in this context. When employing qk-layernorm and z-loss regularization, these other techniques usually have little impact on the range of learning rates at which models can be stably trained, but do affect the sensitivity to learning rate within this range. In line with previous work, we find that longer warm-up reduces learning rate sensitivity, as does the independent scaling of learning rate and weight decay recommended by Loshchilov and Hutter [169]. One interesting finding is that scaling depth increases LR sensitivity at a faster rate than scaling width.

The remainder of our investigation centers on the scaling behavior for model characteristics such as

\(^1\)We focus on instabilities which lead to slow divergence, not loss spikes (see Section 7.5).
Figure 7.1: Qk-layernorm [58] enables stable training across three orders of magnitude of learning rate (LR) variation. (Top) For transformers with $N$ parameters, we plot the effect of learning rate on final evaluation loss. (Bottom) We use LR sensitivity to summarize the top plot. LR sensitivity measures the expected deviation from the minimum achieved loss when varying learning rate across three orders of magnitude. Qk-layernorm reduces LR sensitivity, but LR sensitivity still increases with model scale.
activation and gradient norms. Using the attention logit growth instability as an example, we show that it is possible to predict an instability before it emerges. This is in contrast to prior works on scaling which primarily focus on scaling trends related to loss [132, 115].

We conclude by using the scaling behavior of model characteristics to search for instabilities that are currently not well documented. Our investigation shows that gradient norms decrease with both scale and learning rate, such that the default AdamW [169] epsilon hyperparameter is too large. This causes updates that are too small. We connect this phenomenon and the attention logit growth instability to parameter norm growth [182, 154].

Overall, we believe our work presents new scientific opportunities for studying training stability without access to large resource pools.

7.3 Experimental methodology

This section details our experimental set-up (Section 7.3.1) and useful tools employed by our analysis: (i) measuring the relationship between learning rate and loss across scales (Section 7.3.2) and (ii) examining scaling trends for model characteristics (Section 7.3.3).

7.3.1 Experimental set-up

We train small Transformer models [257] with a similar experimental set-up as GPT-2 [209] implemented in Flax [108]: the models are decoder-only [167] and trained with an auto-regressive loss. While we experimentally manipulate many of the following hyperparameters, this section provides their default values, which we use unless otherwise specified.

By default, we use AdamW [169] with \( \beta_1 = 0.9, \beta_2 = 0.95, \epsilon = 1e-8 \), and gradient clipping at global norm 1. The default warmup is 5e3 steps, and the default number of total steps is 1e5. We use a linear schedule for warmup and a cosine-decay [168] schedule for the remainder, with minimum learning rate 1e-5. We use an independent weight decay of 1e-4 and auxiliary z-loss [44] with coefficient 1e-4. Sections 7.4.2 and 7.4.1 respectively provide additional information and ablations on decoupled weight decay and z-loss. We use pre-normalization [209] Transformers with qk-layernorm [58] (see Section 7.4.1 for information). We do not use any biases following Chowdhery et al. [44], and the layernorm [11] \( \epsilon \)
remains at the default value in Flax [108] of 1e-6. We jointly scale up the embedding size, depth, and number of heads when scaling parameters. We do not use weight tying of the first and last layer [206], and when reporting the number of parameters we exclude the embedding and head (as in Kaplan et al. [132]). We use rotary positional embeddings [244], and for training data we use C4 [214]. Letting $d$ refer to the model dimension (i.e., the embedding size), the feed-forward component of the Transformer is an MLP with hidden dimension of $4d$ and gelu [111] activations. As in Vaswani et al. [257] we use factor $1/\sqrt{d}$ scaling in the self-attention. The embedding initialization is the default in Flax, which is normally distributed with standard deviation $1/\sqrt{d}$. The remainder of the weights are initialized with a truncated normal distribution with inverse root fan-in standard deviation [98]. The default batch size is 256, where each batch element has a sequence length of 512 tokens. Sequences are packed so that no padding is required. Finally, we use the vocabulary from Raffel et al. [215] which has size 32101 and uses a SentencePiece [145] tokenizer. We train on TPUs [128] in bfloat16 precision using Flax [108] and JAX [30].

7.3.2 LR vs. loss curves and learning rate sensitivity

To investigate how model instability emerges with scale, it is useful to plot the relationship between learning rate (LR) and loss for models of different sizes. For instance, an instability is often characterized by an explosion in the loss at high learning rates. LR vs. loss curves can reveal how the lowest unstable learning rate changes as a function of model size.

To summarize LR vs. loss curves, we use LR sensitivity. LR sensitivity measures the deviation in final validation loss from optimal when sweeping LR across three orders of magnitude. If a model fails to train at high learning rates, then LR sensitivity will be high. There are cases where LR vs. loss curves and LR sensitivity are no longer meaningful, for instance if an intervention changes the meaning of learning rate.

Let $\theta = A(\eta)$ denote the model weights $\theta$ obtained when training with learning rate $\eta$, and let $\ell(\theta)$ denote the validation loss when using weights $\theta$. For a learning rate range $[a, b]$, let $\ell^*$ denote the loss obtained with the best learning rate, i.e., $\ell^* = \min_{\eta \in [a, b]} \ell(A(\eta))$. Moreover, let $\ell_0$ denote loss at initialization. Then, LR sensitivity is defined as $\mathbb{E}_{\eta \in [a, b]} \left[ \min \left( \ell(A(\eta)), \ell_0 \right) - \ell^* \right]$.

Unless otherwise mentioned, we use the learning rate range 3e-4 to 3e-1 with AdamW [169] to measure LR sensitivity, where LR refers to the maximum value in a cosine decay schedule with warm-up [168]. We consider LRs in {3e-4, 1e-3, 3e-3, 1e-2, 3e-2, 1e-1, 3e-1} when computing the minimum and expectation.
7.3.3 Scaling trends for model characteristics

To study instability, we also find it useful to examine scaling trends for model characteristics such as gradient or activation norms. This method is helpful for predicting instabilities and contrasts with previous work on scaling, which primarily focuses on trends relating model scale and loss [132, 115].

7.4 Results

This section presents our results on training stability for small Transformers. Equipped with LR sensitivity (Section 7.3.2), we study two known instabilities and their corresponding mitigation at small scale (Section 7.4.1). This raises the question of how other model and optimizer interventions effect sensitivity of final loss to learning rate, which we investigate in Section 7.4.2. Finally, we examine whether instabilities can be reliably predicted before they emerge: Section 7.4.3 predicts when the logit growth instability may cause divergence in a larger model, while Section 7.4.4 aims to find other issues that may occur when scaling up with our default hyperparameters.

7.4.1 Reproducing two known instabilities at small scale

Here, we examine two instabilities that have previously been described at scale: the growth of logits in attention layers [58, 94, 291] and divergence of the output logits from the log probabilities [44]. By examining LR vs. loss curves, we show that these instabilities can be reproduced in small models by using high learning rates and that mitigations employed at scale are effective in this regime.

Attention logit growth

Researchers have previously documented that Transformer training fails when the attention logits become large [58, 291]. In Dehghani et al. [58], this issue emerged when training a ViT model [71] with 22 billion parameters.

In the self-attention layer of a Transformer [257], queries $q_i$ and keys $k_j$ are combined to compute the attention logits $z_{ij} = \langle q_i, k_j \rangle / \sqrt{d_h}$, where $d_h$ is the head dimension. Next, the attention logits are passed through a softmax to produce attention weights, which are used to combine values $v_i$. Dehghani et al. [58] observed that the attention logits $z$ became large, which they refered to as attention logit growth. As a result,
the attention weights collapse to one-hot vectors, which was named attention entropy collapse by Zhai et al. [291]. To resolve this issue, Dehghani et al. [58] proposed qk-layernorm, which applies LayerNorm [11] to the queries and keys before computing the attention logits.

In our experiments, we find that models need not be large to exhibit instability related to attention logit growth. As shown in Figure 7.1, the maximum learning rate at which small models can be trained increases when using qk-layernorm. Without qk-layernorm, the learning rate at which models diverge becomes smaller with increasing model size. By contrast, models with qk-layernorm exhibit considerably lower LR sensitivity and train to low loss at high learning rates. As a highlight, qk-layernorm allows training a model with 1.2B parameters at learning rate 0.3. Both with and without qk-layernorm, LR sensitivity increases with scale.

Output logit divergence

Another instability reported by researchers training large models is divergence in the output logits from the log probabilities [44]. Just as before, we reproduce this instability with small models at large learning rates, and the proposed mitigation ameliorates the issue. Overall, Figure 7.2 summarizes the effect.

Let \( y \) denote the model’s output logits, which are used to compute class probabilities \( p_i \) via a softmax

\[
p_i = \frac{e^{y_i}}{Z}
\]

where \( Z = \sum_j e^{y_j} \). This instability occurs when the logits diverge and become very negative for a 2.4M parameter model at learning rate 0.1. In contrast to the attention logit growth instability, this divergence occurs towards the end of training. The mitigation proposed by Chowdhery et al. [44] is to encourage \( \log Z \) to remain close to zero. They add an auxiliary loss \( \log^2 Z \), referred to as z-loss, with coefficient 1e-4.

As illustrated in Figures 7.2, we find that instability related to output logit divergence occurs in models with no weight decay regardless of scale, and z-loss resolves this instability. Weight decay also mitigates this instability for the larger models we test.

7.4.2 Measuring the effect of other known interventions

The previous section used the relationship between learning rate and loss as a useful tool for examining two known instabilities and their mitigation. This raises the question of how other known model and optimizer
Figure 7.2: The effect of the output logit divergence instability [44] and the z-loss mitigation [44] (Section 7.4.1). Models in this experiment have qk-layernorm [58].

Figure 7.3: The effect of warm-up length for different model sizes. Longer warm-up reduces LR sensitivity and loss, especially for the larger models we test. Models in this experiment use qk-layernorm [58].

interventions affect the shape of LR vs. loss curves across scales. In particular, can LR sensitivity help identify additional issues or resolutions when scaling? This section aims to answer this question for common techniques such as warm-up, weight decay, and \( \mu \text{Param} \) [283].

Warm-up

As illustrated by Figure 7.3, a longer warm-up period reduces LR sensitivity. This is most clear for the larger models, which are not stable at LR 3e-1 without long warm-up. The number of total steps is fixed to 1e5 in this experiment, and all models use qk-layernorm. The importance of warm-up for stability has previously been highlighted [96, 234, 166], although these works do not measure scaling behavior.
Figure 7.4: Independently scaling LR without also scaling weight decay reduces LR sensitivity. While this was recommended by Loshchilov and Hutter [169], it is not common practice in the default AdamW implementations in popular libraries. Refer to Section 7.4.2 for more detail.

Independent weight decay

Parameterizing weight decay independently of learning rate reduces LR sensitivity, as illustrated in Figure 7.4. While this was recommended by Loshchilov and Hutter [169], it is not common practice in the default AdamW implementations of PyTorch [200] or Optax [12]. We explain the differences below.

For parameters $\theta$, let $\Delta = v/ (\sqrt{u} + \epsilon)$ denote the AdamW update without learning rate or weight decay. For weight decay coefficient $\lambda$, max learning rate $\eta$, and schedule $s_t \in [0, 1]$, Loshchilov and Hutter [169] recommend the update $\theta \leftarrow \theta - s_t (\eta \Delta - \lambda \theta)$, which we refer to as independent decay. On the other hand, the default implementation in PyTorch or Optax applies the update $\theta \leftarrow \theta - s_t \eta (\Delta - \lambda \theta)$, i.e., $\eta$ now scales both terms.

When reporting LR sensitivity without independent decay in Figure 7.4, we report the minimum LR
sensitivity over ranges \([1e-4, 1e-1]\) and \([3e-4, 3e-1]\) because the former is sometimes better centered on the minimum. The default setting in this paper is to use independent decay. When using independent decay we set \(\lambda=1e-4\), and without independent decay we set \(\lambda=0.1\).

**Scaling width vs. depth**

We have so far consistently observed that increasing the number of parameters increases LR sensitivity. We now examine which part of scaling is most responsible.

Our results, illustrated by Figure 7.5, indicate that scaling depth increases LR sensitivity at a faster rate than scaling width. However, at the largest scale we test, independently scaling depth produces a model with lower validation loss. The standard practice of joint scaling performs best at the largest scale and also has a more reliable scaling prediction when extrapolating.

When scaling depth, we use \(d = 512\), and when scaling width, we use 6 layers. The number of heads is scaled proportionally with width, so that the head dimension remains the same.

\(\mu\)\text{Param}

Yang and Hu [282] introduced the \(\mu\)\text{Param} method for parameterizing a neural network. As a product, the optimal LR remains consistent when scaling model width [283]. This section tests the effect of \(\mu\)\text{Param} on LR sensitivity, and examines whether \(\mu\)\text{Param} alleviates the need for qk-layernorm [58].

\(\mu\)\text{Param} does succeed in stabilizing the optimal LR at the scale we test. However, \(\mu\)\text{Param} does not improve loss or reduce LR sensitivity in our experiments. Our results indicate that \(\mu\)\text{Param} does not alleviate the need for this intervention at high learning rates. We note that from a practical perspective, reducing LR sensitivity is not important if the optimal LR does not change.

We refer to the variant of \(\mu\)\text{Param} that we use in these experiments as \(\mu\)\text{Param (simple)} because it maintains only the core feature of \(\mu\)\text{Param}. We add additional features from Yang et al. [283] without measurable improvement at the largest scale we test. For \(\mu\)\text{Param (simple)} we make the following changes from our standard baseline: scale the LR for linear layers by base-fan-in/fan-in. For \(\mu\)\text{Param (full)} there are three additional changes: (i) initialize the head with standard deviation \(\sqrt{\text{base-fan-in/fan-in}}\); (ii) change the \(1/\sqrt{d_h}\) scaling factor in attention layers to \(1/d_h\) where \(d_h\) is the head dimension; and (iii) initialize the
Figure 7.6: Predicting the attention logit growth instability via scaling behavior of model characteristics. We extrapolate to predict that a larger model will become unstable at LR 1e-2, and run an experiment to confirm the prediction. Refer to Section 7.4.3 for more information.

query projection weights with zeros. For base-fan-in we use the fan-in values for the smallest model we test, which has width 256. We ablate on change (ii) in isolation. In initial experiments (iii) had no noticeable effect.

7.4.3 Predicting attention logit growth instability from scaling behavior of model characteristics

A central question when studying instabilities is whether they can be predicted using small-scale proxy experiments. We now examine whether it is possible to predict the logit growth instability before it occurs using previous runs with smaller models. We track the attention logit maximums across model scales and fit a curve to the data. We use this to predict that a 4.8B parameter model will be unstable at LR 1e-2 without qk-layernorm and run an experiment to confirm this prediction.

Figure 7.6 plots the number of parameters vs. max attention logit at different learning rate values. At each LR, we fit a quadratic to predict how the max attention logit will change with model scale.

We first noticed that all points with attention logits above 1e4 diverged. Moreover, the quadratic fit predicted that for LR 1e-2 the next model scale would also cross that value. Based on this prediction, we trained a new 4.8B parameter model at LR 1e-2. This model diverged as predicted. Not only do we predict the divergence, but our fit closely extrapolates to predict the value of max attention logit.

---

2 We use block 0, which typically has the largest logits, and consider the value at step 2e3. Much earlier than 2e3 was uninformative, and much later the unstable points had long past diverged.
Figure 7.7: Predicting a potential instability from the scaling behavior of model characteristics. The gradient root mean square (RMS) decreases with num params (left) and learning rate (middle). These trends indicate that hyperparameter adjustment may be required to successfully scale further, as the RMS is approaching the default AdamW $\epsilon$ hyperparameter. If the gradient RMS becomes too small without adjusting $\epsilon$ or weight decay, a layer may collapse. The gradient RMS in the left and middle plot is reported for the first MLP layer of block 0, but we observe similar trends for other layers. Gradient RMS across different blocks is also reported (right). Gradient and update RMS are averaged over the final 500 steps.

### 7.4.4 Searching for new instabilities via scaling trends of model characteristics

This section examines whether the scaling behavior of model characteristics can be used to predict new issues with the default model and hyperparameter settings.

In Figure 7.7 we examine scaling trends for the gradient root mean square $\text{RMS}(g) = \sqrt{\mathbb{E}_i [g^2]}$. This figure reports the RMS for the first layer of the MLP, though we observe similar trends for other layers.

As models get larger, the value that grad RMS approaches is cause for concern. At the largest scale and learning rate we test, grad RMS is around the default AdamW $\epsilon$ hyperparameter. Recall that the unscaled AdamW update is $\Delta = v / (\sqrt{u} + \epsilon)$, where $v$ and $u$ are the first and second gradient moment EMA, respectively. If the grad RMS is on the same order as $\epsilon$, then $\Delta$ will decrease in magnitude, and parameters will not receive learning signals as intended.

An obvious mitigation for this issue is to simply lower the AdamW $\epsilon$ hyperparameter from its default of $1e^{-8}$. Decreasing $\epsilon$ to $1e^{-15}$ improves loss and mitigates a collapse in grad RMS. We believe this improvement will only increase at scale. On the other hand, increasing $\epsilon$ to $1e^{-6}$ results in an instability.

Although we identified the instability above by empirically measuring the scaling behavior of the gradients, a mechanistic explanation exists. As learning rate increases, so does the parameter RMS. A larger parameter RMS leads to a larger RMS for the features output by each Transformer block. Then, the overall output RMS in turn increases with depth due to residual connections. The overall effect is that for larger
networks and learning rates, the Transformer output RMS entering the final layernorm will grow. Since the layernorm gradients are scaled by the inverse of their input RMS, the gradient received by the Transformer will shrink.

7.5 Related work

This paper mainly focuses on the effect of known interventions and instabilities, and so related work has been primarily discussed when relevant. This includes the attention growth instability observed by Dehghani et al. [58], Zhai et al. [291], and the final logit divergence issue encountered by Chowdhery et al. [44]. However, we highlight similar experimental methods in previous work. For instance, Yang et al. [283] also measure the relationship between LR and loss across scales, but their focus is on centering the optimum (see Section 7.4.2). In addition, Zhai et al. [291] elicit instability in base models by doubling learning rate, and Dettmers et al. [62] measure the presence of outlier features as a function of scale.

There are also important instabilities and related topics we have not directly discussed so far. For instance, we have primarily focused on instabilities that lead to a slow divergence, and we now summarize research on fast loss spikes. This instability is characterized by a quick increase in the loss that often eventually recovers.

The Edge of Stability and fast spikes. The conventional understanding of gradient descent predicts that loss instability only occurs when the learning rate exceeds $2/\lambda_{\text{max}}(H)$, where $H$ is the Hessian. However recent investigations into large batch neural network training dynamics have revealed a more complicated picture via edge of stability (EoS) [48]. When training neural networks with large batch SGD, the loss curvature constantly evolves via the interaction of two processes: progressive sharpening and self stabilization. Progressive sharpening is the empirical observation that when $\text{LR} < 2/\lambda_{\text{max}}(H)$, the curvature gradually increases until the stability threshold is violated. When the learning rate becomes too large relative to the curvature, fast loss spikes occur and the parameters oscillate into a region with smaller $\lambda_{\text{max}}(H)$ where stable training and progressive sharpening resumes. The latter process where instability results in smaller $\lambda_{\text{max}}(H)$ is self-stabilization, a theoretical model of which is given in Damian et al. [54]. Gradually shrinking $\lambda_{\text{max}}(H)$ via self stabilization was shown to be a primary mechanism behind the success of learning rate warmup in Gilmer et al. [96], who closely studied the connections between curvature, initialization,
Cohen et al. [49] further analyze edge of stability of dynamics with adaptive optimizers, showing that progressive sharpening interacts with both the self-stabilization process and the adaptive optimizer state. This interaction results in the preconditioned sharpness $\lambda_{\text{max}}(P^{-1}H)$ oscillating around an optimizer specific threshold ($38/\text{LR}$ in the case of Adam with $\beta_1=0.9$). Adaptive EoS (AEoS) can also result in periodic loss spikes when progressive sharpening pushes the preconditioned sharpness above the stability threshold, however the optimizer hyperparameters play a role. In particular, when $\text{LR}>38/\lambda_{\text{max}}(P^{-1}H)$, two mechanisms are now in play to resolve the step size being too big—either $H$ can shrink or $P^{-1}$ can shrink (or both). Cohen et al. [49] found that when $\beta_2$ is large, $H$ tends to shrink and fast loss spikes result during the process, resembling the self stabilization process observed with gradient descent. However when $\beta_2$ is small, $P^{-1}$ tends to shrink, no loss spikes are observed, and $\lambda_{\text{max}}(H)$ tends to gradually increase throughout training.

It is noteworthy that the adaptive edge of stability process (and the role of $\beta_2$) studied in Cohen et al. [49] offers a more complete understanding for loss spikes studied in a body of literature [234, 44, 187, 295, 37]. For example, Shazeer and Stern [234] argue that during training of Transformers with adaptive optimizers the optimizer update can become too big resulting in a loss spike followed by recovery. This is sometimes attributed to the adaptive optimizer state becoming “stale”, which is consistent with the observation the reducing $\beta_2$ resolves the loss spikes [234, 295]. This is perhaps the same observation as Cohen et al. [49] that reducing $\beta_2$ allows $P^{-1}$ to change quicker to adjust to the process of progressive sharpening. AEoS also offers an explanation for the periodic loss spikes observed when training large transformer models [187].

**Parameter-free methods and more parameterizations.** While our work has studied sensitivity to learning rate, there is also research that aims to eliminate the need to specify a learning rate [122, 57]. Based on their analysis, Ivgi et al. [122] set the step size for iteration $t$ to the maximum distance from the initialization divided by the root sum of historical gradient squares. Moreover, while our work investigated $\mu$Param, there are additional parameterizations for which it would be interesting to explore LR vs. loss [67, 280, 27, 124].
7.6 Limitations and Conclusion

Limitations. We now describe some limitations with our work. First, we do not study the effect of data on instability. Second, we not make any explicit recommendations for practitioners on how to choose hyperparameters, as we believe this is beyond the scope of our investigation. Finally, a more systematic study would further substantiate the results of Section 7.4.3.

Conclusion. This paper demonstrates that useful insights on instability can be gained from small Transformers. Our results indicate that: (1) instabilities previously reported at scale can be reproduced in small-scale proxy models, facilitating their study without access to large resource pools; 2) instabilities previously reported at scale can be predicted before they emerge by extrapolating from experiments with small-scale proxy models; and 3) new instabilities can be found using small-scale proxy models.
Chapter 8

Replacing softmax with ReLU in Vision Transformers

8.1 Overview

Previous research observed accuracy degradation when replacing the attention softmax with a point-wise activation such as ReLU. In the context of vision transformers, we find that this degradation is mitigated when dividing by sequence length. Our experiments training small to large vision transformers on ImageNet-21k indicate that ReLU-attention can approach or match the performance of softmax-attention in terms of scaling behavior as a function of compute.

8.2 Introduction

The transformer architecture [257] is ubiquitous in modern machine learning. Attention, a central component of the transformer [14], includes a softmax which produces a probability distribution over tokens. Softmax is costly due to an exponent calculation and a sum over sequence length which makes parallelization challenging [208, 56].

In this report we explore point-wise alternatives to the softmax operation which do not necessarily output a probability distribution. As a highlight, we observe that attention with ReLU divided by sequence length can approach or match traditional softmax attention in terms of scaling behavior as a function of compute.
for vision transformers. This result presents new opportunities for parallelization, as ReLU-attention can be parallelized over the sequence length dimension with fewer gather operations than traditional attention.

8.3 Related work

Previous research has explored substituting softmax with ReLU [235, 116] or squared ReLU [117]. However, these approaches do not divide by sequence length, which we experimentally find is important to reach accuracy comparable to softmax. In addition, previous research [164] has replaced softmax while still requiring normalization over the sequence length axis to ensure the attention weights sum to one. This retains the downside of requiring a gather. After writing an initial version of this note, it was brought to our attention that the variant of ReLU-attention we study was also explored with a theoretical motivation [15, 86].

Moreover, there is extensive literature which removes activation functions altogether so that attention is linear [133, 170, 140], which is useful for long sequence lengths.1 In our experiments, removing the activation entirely reduced accuracy.

8.4 Method

Attention. Attention transforms $d$-dimensional queries, keys, and values $\{q_i, k_i, v_i\}_{i=1}^L$ with a two step procedure. First, attention weights $\alpha_{ij}$ are produced via

$$\alpha_{ij} = \phi \left( \frac{1}{\sqrt{d}} \left[ q_i^\top k_1, ..., q_i^\top k_L \right] \right)_j,$$

(8.1)

where $\phi$ is typically softmax. Next, the attention weights are used to compute outputs $o_i = \sum_{j=1}^L \alpha_{ij} v_j$.

This report explores point-wise alternatives to $\phi$.

ReLU-attention. We observe that $\phi = L^{-1} \text{relu}$ is a promising alternative to $\phi = \text{softmax}$ in Equation 8.1. We refer to attention with $\phi = L^{-1} \text{relu}$ as ReLU-attention.

Scaled point-wise attention. More generally, our experiments will explore $\phi = L^{-\alpha} h$ for $\alpha \in [0, 1]$ and $h \in \{\text{relu, relu}^2, \text{gelu, softplus, identity, relu6, sigmoid}\}$ [52, 111].

1Concretely, with linear attention, the order of matrix multiplies can be switched from $(qk^\top)v$ to $q(k^\top v)$ which changes the compute required from $O(dL^2)$ to $O(d^2L)$ where $q, k, v \in \mathbb{R}^{L \times d}$ are the queries, keys, and values and $L$ is sequence length.
**Sequence length scaling.** We observe that scaling by a term involving sequence length $L$ is beneficial for high accuracy. This scaling is absent from prior work which removes softmax [117, 140]. While the central justification for sequence length scaling is empirical, we provide brief analytical motivation.

Transformers are currently designed with softmax attention for which $\sum_{j=1}^{L} \alpha_{ij} = 1$. This implies that $E_j[\alpha_{ij}] = L^{-1}$. While it is unlikely that this is a necessary condition, $\phi = L^{-1} \text{relu}$ does ensure that $E_j[\alpha_{ij}]$ is $O(L^{-1})$ at initialization. Preserving this condition may alleviate the need to change other hyperparameters when replacing softmax.

At initialization the elements of $q$ and $k$ are $O(1)$ and so $\frac{\langle q_i, k_j \rangle}{\sqrt{d}}$ will also be $O(1)$. Activation functions such as ReLU preserve $O(1)$, and so a factor $L^{-1}$ is necessary for $E_j[\alpha_{ij}]$ to be $O(L^{-1})$.

### 8.5 Experiments

**Experimental setup.** Our experiments use ImageNet-21k and ImageNet-1k [59] training configurations from the BigVision codebase [23] without modifying hyperparameters. In our experiments on ImageNet-21k we train for 30 epochs, and in our experiments on ImageNet-1k we train for 300 epochs. As a result, both training runs use a roughly similar number of steps of around 9e5. We use ViTs with qk-layernorm [58] as this was previously observed to be necessary to prevent instability when scaling model size. However, we ablate that this is not an important component at the scales we test. We use i21k and i1k to mean ImageNet-21k and ImageNet-1k, respectively, and report ImageNet-1k accuracy for ImageNet-21k models by taking the top class among those that are in ImageNet-1k, without fine-tuning. When evaluating transfer performance on downstream tasks we use a 10-shot linear probe averaged over three seeds. The downstream tasks are Caltech Birds [265], Caltech-101 [79], Stanford Cars [143], CIFAR-100 [144], DTD [46], CoHsit [134], Pets [199], and UC Merced [284].

**Main experiment.** Figure 8.1 illustrates that ReLU-attention matches the scaling trends for softmax attention for ImageNet-21k training. On the $x$-axis we display the total core hours required for the experiment. As an advantage, ReLU-attention enables parallelization over the sequence length dimension with

---

2With the exception of squared ReLU.
3For ImageNet1k we use the base config [https://github.com/google-research/big_vision/blob/main/big_vision/configs/vit_i1k.py](https://github.com/google-research/big_vision/blob/main/big_vision/configs/vit_i1k.py). For ImageNet21k we use the base config [https://github.com/google-research/big_vision/blob/main/big_vision/configs/vit_i21k.py](https://github.com/google-research/big_vision/blob/main/big_vision/configs/vit_i21k.py).
fewer gather operations than softmax attention.

**Effect of sequence length scaling.** Figure 8.2 examines the effect of sequence length scaling for various point-wise alternatives to softmax. Concretely, we replace softmax with $L^{-\alpha}h$ for $\alpha \in [0, 1]$ and $h \in \{\text{relu}, \text{relu}^2, \text{gelu}, \text{softplus}, \text{identity}\}$. On the $x$-axis we display $\alpha$. The $y$-axis displays accuracy for the S/32, S/16, and S/8 vision transformer models [71, 23]. The best results are typically achieved when $\alpha$ is close to 1. Since there is not clear best non-linearity, we use ReLU in our main experiment as it is faster.

**Effect of qk-layernorm.** Our main experiments use qk-layernorm [58] in which queries and keys are passed through LayerNorm [11] before computing attention weights. We use qk-layernorm by default as it was found to be necessary to prevent instability when scaling up model size [58]. Figure 8.3 shows the effect of removing qk-layernorm. The results indicate that qk-layernorm does not have a large effect for these models, but this may change at scale.

**Effect of adding a gate.** Previous work removing softmax adds a gated unit and does not scale by sequence length [117]. Concretely, in the gated attention unit [117] an extra projection produces output which is combined through elementwise-multiplication before the output projection. In Figure 8.4 we investigate whether the presence of a gate removes the need for sequence length scaling. Overall we observe that the best accuracy is still achieved with sequence length scaling, with or without the gate. Note that gating increases the core hours required for the experiment by roughly 9.3% for the S/8 model with ReLU.

### 8.6 Conclusion

This report leaves many open questions. In particular, we are unsure why the factor $L^{-1}$ improves performance or if this term could be learned. Moreover, it is likely that there is a better activation function that we do not explore.
Figure 8.1: Replacing softmax with relu/seqlen approaches or matches the scaling performance of traditional attention for vision transformers [71] with qk-layernorm [58]. This figure displays results for small to large vision transformers trained on ImageNet-21k [59] for 30 epochs. We report ImageNet-1k accuracy for ImageNet-21k models by taking the top class among those that are in ImageNet-1k, without fine-tuning. Attention with ReLU can be parallelized over the sequence length dimension with less gather operations than softmax attention.

Figure 8.2: Replacing softmax with $L^{-\alpha}h$ where $h \in \{\text{relu}, \text{relu}^2, \text{gelu}, \text{softplus}, \text{identity}, \text{relu6}, \text{sigmoid}\}$ and $L$ is sequence length. We typically observe the best results when $\alpha$ is close to 1. There is no clear best non-linearity at $\alpha \approx 1$, so we use ReLU in our main experiment for its speed.
Figure 8.3: The effect of removing qk-layernorm [58] on attention with ReLU and squared ReLU scaled by $L^{-\alpha}$ where $L$ is sequence length. Results are shown for the S/32, S/16, and S/8 vision transformer models [71, 23] trained on ImageNet-21k.

Figure 8.4: The effect of using a gated attention unit [117] on attention with ReLU and squared ReLU scaled by $L^{-\alpha}$ where $L$ is sequence length. Results are shown for the S/32, S/16, and S/8 vision transformer models [71, 23] trained on ImageNet-21k.
Chapter 9

Conclusion

The past five years have witnessed marked progress in machine learning, from general chat systems and open-vocabulary image generators. Moreover, we believe that this progress is not slowing down. The current paradigm of scale is not yet exhausted, and we expect further advances in data, training algorithms, and models.

The research in this dissertation suggests two key directions for future development. First, the success of weight-interpolation (Chapters 2–5) suggests that advances in decentralized training are close-by. We expect research in this area to accelerate as pre-training scale increases, since it will be difficult for all accelerators to be co-located. In the future we believe that training will be asynchronous, employing a variant of local-SGD [242]. Douillard et al. [72] recently made promising steps towards this goal by building on our research in Chapters 3 and 5.

Next, our work on training instability uncovers new directions for model design. In particular, Chapter 8 demonstrates that Transformer self-attention can be replaced with a point-wise variant while preserving scaling trends and offering new opportunities for parallelism. There is still substantial work required in this direction. We suggest to replace softmax with a point-wise variant such as ReLU(·)/seqlen, but it is currently not clear which non-linearity or scaling factor is optimal. Overall, we believe that advances in point-wise attention and analogous improvements will soon lead to a reliable model which eclipses the transformer.
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