Animal healthcare robots are a form of healthcare or wellness devices that possess the appearance of animals or pets and that collect data on the user. The appearance, use, and nature of data collected by these robots illustrate two types of devices for which privacy regulation falls short: Internet of Things (“IoT”) devices and healthcare devices. This paper surveys the animal healthcare robots currently in the market, details the special privacy concerns associated with such robots, examines the current state of potentially relevant privacy laws, and makes recommendations for privacy regulation in the future.
INTRODUCTION

Healthcare robots are increasingly prolific, and increasingly “social.” Today, the trending iteration of such “social” healthcare robots is interactive animal robots. Animal healthcare robots, because of their approachable, cute appearance, and their low-maintenance nature (as opposed to a real pet), are touted as a replacement for animal-assisted therapy and indeed, research shows the efficacy of such robots.1 Animal healthcare robots are currently being used to assist senior citizens with dementia and children with a range of diseases like diabetes, autism, and cancer.2 For the purposes of this paper, anthropomorphic or zoomorphic robots (e.g. those with eyes and limbs) are included under the umbrella of animal healthcare robots because they exhibit similar physical characteristics, at least as they relate to privacy.

There have been calls for more privacy regulation of medical

---


devices\(^3\) and Internet of Things (“IoT”) devices.\(^4\) Animal healthcare robots fall within both of these categories. Due to their characteristics, use, and prevalence, these robots present unique privacy concerns that have gone largely unaddressed by regulators. These concerns are not alleviated by the current state of privacy regulation. This paper surveys the range of animal healthcare robots and their uses, the privacy concerns associated with these robots, and potentially applicable privacy laws, and argues for the need for regulation to address these concerns.

I. SURVEY OF ANIMAL HEALTHCARE ROBOTS AND THEIR USES

For the purposes of this paper, “animal healthcare robots” are robots that possess the characteristics of an animal (whether realistic or not), and that are used for therapeutic purposes through social human-robot interaction. There are two broad types of animal healthcare robots that this paper will focus on: (1) those targeting the elderly (particularly those with dementia), and (2) those targeting children with conditions such as autism, diabetes, or cancer.

A. Robots targeting the elderly

Of the robots targeting the elderly (and of healthcare animal robots generally), Paro the Seal has gained some notoriety due to being featured in the TV shows The Simpsons and Master of None.\(^5\) Paro is a fluffy seal robot the size of a human baby which contains


five sensors for “tactile, light, audition, temperature, and posture.”\textsuperscript{6} It can recognize being stroked or held, the direction and tone of voice, whether its environment is light or dark, and imitates the sound of a baby harp seal.\textsuperscript{7} More importantly, Paro can recognize its name, greetings, and praise, and learns the preferred behavior of the user and if hit after a certain action, it will refrain from that behavior in the future.\textsuperscript{8} It is utilized primarily for patients with dementia, and has been shown to positively affect their behavioral and psychological symptoms.\textsuperscript{9} As of March of 2019, Paro’s manual indicates that it has no internet or Bluetooth connectivity features.\textsuperscript{10}

Another notable set of devices, Joy for All Companion Pets, was developed by Hasbro to provide companionship to the elderly and is designed to look, act, and feel like a real pet.\textsuperscript{11} Joy for All Pets come in two categories: a robot cat and a robot dog.\textsuperscript{12} Similarly to Paro, the Joy for All Companion Pets have no connectivity features, as indicated by the manual.\textsuperscript{13}

In contrast, Care-o-bot 3 is a robot manufactured by Fraunhofer, a German research organization, and is designed to help seniors live independently.\textsuperscript{14} Care-o-bot 3 is programmed to know where items are in a user’s home, and through a phone app or using the robot’s
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touchscreen, the user can order the robot to fetch an item.\textsuperscript{15} It is also used for communication and entertainment purposes; the user can make video calls through the robot’s screen, and the robot can play music or remind the user of appointments through its speakers.\textsuperscript{16} Finally, the robot can provide emergency assistance by navigating towards a fallen user and enabling video or audio calls to emergency services.\textsuperscript{17} Care-o-bot 3 has an amorphous, rectangular shape, with two arms, one for manipulation (e.g. grabbing items) and another for interaction (a touchscreen allowing both input and output).\textsuperscript{18} Care-o-bot 3 is equipped with a 3D sensor allowing it to detect visual and audio signals from its surroundings,\textsuperscript{19} as well as Wi-Fi connectivity.\textsuperscript{20} In response to users’ weariness of interacting with the robot, Fraunhofer created Care-o-bot 4, a much “cuter” and aesthetically pleasing iteration of Care-o-bot 3 that is equipped with internet connectivity and the ability for use as a general home assistant.\textsuperscript{21}
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B. Robots targeting children

Utilizing a typically friendly appearance and similarity to both pets and stuffed animals, animal healthcare robots are often targeted towards children. Sproutel, a healthcare research and development company, developed two robots: My Special Aflac Duck and Jerry the Bear, aiming to give children undergoing treatment for cancer and type 1 diabetes a calming and educational companion.22

My Special Aflac Duck is a duck robot designed to provide companionship and entertainment to children undergoing cancer treatment.23 Children can engage in medical play, mirroring the treatments they are undergoing (IV fluids, drawing blood, and chemotherapy) by administering them to the robot.24 In addition, the child can engage in nurturing play by feeding and bathing the duck.25 For both the medical and nurture play, the duck comes equipped with a mixed-reality app for a more immersive experience.26 Further, the Aflac duck can express emotions like sadness and happiness when tapped with an attached “emoji card,” can emit music and calming noises when prompted by the app, and can respond to touch and sound stimuli which prompt it to breathe, nuzzle, and sing.27 Finally, it can sense when other Aflac ducks are within a five-foot radius of and react with a “brief quacking conversation.”28 My Special Aflac Duck is distributed to children in hospitals free of charge.29
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Similarly, Jerry the Bear is a robot with the appearance of a teddy bear designed as a companion for children with type 1 diabetes.\textsuperscript{30} It helps educate children about the importance of healthy behavior like proper nutrition through its accompanying app, and allows the child to simulate medical play by drawing Jerry’s blood, measuring his blood sugar levels, and giving him insulin injections.\textsuperscript{31} Jerry the Bear is equipped with Wi-Fi connectivity and multiple interactive storylines, allowing children to guide him through daily routines.\textsuperscript{32}

BUDDY the emotional robot was developed by Blue Frog Robotics, and is described by its creators as a “real Swiss Army knife” capable of a broad range of uses in the home, such as controlling security and smart home devices; providing multimedia entertainment like music, video, and photography through its camera; personal assistive capabilities like appointment reminders; elder care through monitoring and video call capabilities; social interaction through “mobile telepresence” and the ability to post to social media; and the ability for customization by the installation of compatible apps and accessories.\textsuperscript{33} Blue Frog Robotics collaborated with Auticiel, a French educational software development company, to create an app integrated into BUDDY that allows children with autism to learn social cues through interactive gameplay.\textsuperscript{34}
II. SPECIAL PRIVACY CONCERNS WITH ANIMAL HEALTHCARE ROBOTS

A. Targeting of vulnerable populations

Animal healthcare robots are mainly targeted towards the elderly (and particularly those with diseases like dementia), and children (and particularly those with conditions like autism), two populations with potentially compromised physical, mental, or emotional states. Research indicates that humans suffering from loneliness, such as patients with dementia, are more likely to anthropomorphize (or attribute human characteristics or behavior to) robots.\(^{35}\) Research has also shown that children ascribe feelings like happiness or sadness to their toys that possess lifelike features.\(^{36}\) Children are also much more likely than adults to be persuaded by robots.\(^{37}\) Although children with autism struggle to connect with human stimuli, they exhibit a more positive and trustful reaction towards robots with pet-like or cartoon-like features.\(^{38}\)

Therefore, it is especially concerning that the users targeted by animal healthcare robots are those who are more likely to ascribe a degree of personhood to them, and less likely to perceive them as machines capable of collecting, storing, and transmitting granular data.


B. Lifelike appearance of robots builds a sense of trust and intimacy

In general, when humans interact with a robot with “likeable” and lifelike features, they tend to trust the robot when interacting with it. A study on human interactions with anthropomorphic autonomous vehicles shows that humans in an anthropomorphic vehicle reported trusting the vehicle, being more relaxed in the event of an accident, and being less likely to blame the vehicle for any incidents. Another study has shown that owners of the Roomba, an autonomous robotic vacuum (with no lifelike features except for the ability to move autonomously and sense obstacles), have developed an emotional attachment to it, name their robots, and even pre-clean for them. The more lifelike a robot is, the more likely humans are to self-promote in its presence (e.g., giving more to charity in the presence of a lifelike robot). This has the potential of harming one of the central tenets of privacy: safeguarding people’s ability to be themselves in times and places of solitude.

Animal healthcare robots are intentionally designed to encourage familiarity, engagement, and socialization with the robots. Japanese roboticist Masahiro Mori’s “uncanny valley” theory is that robots that look and behave almost like humans, but not quite, can cause revulsion and uneasiness. This is why robot
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design follows the principle that a robot with human features is likely to be perceived as endearing as long as it doesn’t have too many human characteristics.\textsuperscript{45}

For instance, the creator of Paro designed it as a baby harp seal because although it’s soft and appealing, it’s not a familiar pet (like a dog) which would increase the likelihood of people with cognitive disorders having preconceived notions about it, making them more likely to believe it’s a true animal.\textsuperscript{46} In addition, BUDDY the robot was designed with “cuteness” as the end goal to increase users’ desire to interact with and take care of it: it is designed to have the physical characteristics of a human baby, such as a small size, large eyes, a disproportionately large head, a rounded body, and short limbs.\textsuperscript{47} Hence, animal healthcare robots are designed with the end goal of familiarity, trust, and engagement in mind by appearing un-machine-like, which could potentially reduce user awareness of device functions like data collection.

\textit{C. Potential collection of health information}

The importance of privacy in healthcare spaces has been emphasized from ancient times to the present, as evinced, for example, by the Hippocratic oath that physicians must take to protect patients’ healthcare information.\textsuperscript{48} The concept of privacy in an individual’s health information is borne in part out of respect to the patient’s vulnerability and dignity in such a setting, and a desire
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to protect patients from exploitation.\(^{49}\)

Hospitals, and by extension, health care facilities like nursing homes, are public places where “very private things happen.”\(^{50}\) The respect given to privacy in these facilities is shown by the fact that, for example, patients and their loved ones can request private rooms for consultations or conversations with healthcare staff in most facilities.\(^{51}\) The use of IoT medical devices to assist and monitor homebound or institutionalized individuals with disabilities requires the generation of massive amounts of health data to be gathered and analyzed, creating a heightened risk of the exposure or unauthorized access to such data.\(^{52}\)

There are special considerations when dealing with medical or healthcare IoT devices, particularly because they collect data in real time. For instance, one researcher hypothesized that although a consumer may use a fitness tracker solely for wellness-related purposes, the data could be used to make inferences about the user’s health, life span, and therefore suitability for credit or employment.\(^{53}\) The FTC has noted that healthcare IoT devices are increasingly equipped with third party applications capable of collecting and transmitting sensitive information about bodies, habits, and behaviors without the user’s knowledge.\(^{54}\) Moreover, such sensor data is particularly hard to fully anonymize because
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each dataset created about the individual is inherently unique, meaning efforts to protect privacy through anonymity are largely futile.  

Animal healthcare robots are equipped with a wide range of sensors, and can detect a wide range of data such as light, touch, and sound. Even if direct health information, like disease or genetic information, is not being directly collected, it is possible to make inferences about personal life expectancy and real-time health status from simple information like body temperature, breathing, pulse, and blood pressure. The advent of artificial intelligence means such inferences are getting increasingly smarter, faster, and more accurate.  

For example, Paro’s sensing of light can be used to make inferences about sleep patterns, and the usage of My Special Aflac Duck’s “emoji card” can create inferences by tracking the child’s mood over time. Thus, even sensing of data that appears unrelated to health can be used to make increasingly more accurate inferences about a person’s health, and that merits reasonable privacy protections even of such basic data collected by animal healthcare robots.

**D. Increase in market for connected animal healthcare robots**

The rise in the use of IoT devices in healthcare, and specifically for elder care, indicates an increased likelihood that more—if not all—animal healthcare robots will be equipped with connectivity functions in the future. The healthcare IoT market is growing rapidly; one estimate forecasts a compound annual growth rate of


31.1% by 2024, and McKinsey forecasts spending on medical IoT software applications to reach $1 trillion by 2025. In addition, because of increased life expectancy, the elder care market in 2018 was estimated to be worth a staggering $863 billion and growing, and the use of IoT for elder care is forecasted to increase in the coming years. As such, market trends point towards increased use of connected IoT technology in healthcare, and specifically in the elder care market.

Although the user manuals for Paro and the Joy for All Companion Robot indicate that they do not possess connectivity features, as opposed to the other robots surveyed in this paper, their success is indicative of increasing acceptance and proliferation of animal healthcare robots. Paro has gained international success and attention, and was even puzzlingly dubbed the “world’s most therapeutic robot” by the Guinness Book of Records in 2002.

Although animal healthcare robots appear to occupy a smaller, niche portion of the medical IoT sector, advancements and growth in the sector, as well as the demonstrated global success of robots like Paro, indicate that this type of robot will be increasingly commonplace, although this area remains almost wholly unregulated.

E. Use in homes, hospitals, and nursing homes


In discussions of privacy around the globe, there is consistent emphasis on one’s right to privacy in his or her own home. The U.S. Supreme Court held that people have a reasonable expectation of privacy, free from government intrusion, in their own homes. This concept is recognized internationally: for example, the United Nations Universal Declaration of Human Rights states that “no one shall be subjected to arbitrary interference with his privacy, family, home or correspondence.” Thus, the technological intrusion on privacy in the home is of special concern, because such an intrusion of “machines that our brains understand as people into historically private spaces may reduce already dwindling opportunities for solitude.”

Even small devices in the home can generate a vast amount of data. One manufacturer indicated that the 10,000 households using its in-home IoT product can generate 150 million discrete data points a day, which translates into approximately one data point every six seconds for each household. Such granular data collection over time can generate inferences about things like sensitive behavior patterns, sleep patterns, levels of exercise, progression of Parkinson’s disease, mood, and even gender. Thus, the entry of animal healthcare robots into residences, nursing homes, and hospitals merits special concern about the data generated through daily activity that is surreptitiously being collected by these robots.
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III. SURVEY OF POTENTIALLY APPLICABLE PRIVACY LAWS

The United States does not have a single national data protection law; instead, privacy is protected via common law and state laws, as well as industry-specific federal laws and regulations. In a landmark decision, the Supreme Court held in 1965 that the right to privacy can be derived by implication from the “penumbra” of the Constitution. Several states like California, Washington, and Florida have added a right to privacy to their constitutions.

A. HIPAA “Privacy Rule”

The Privacy Rule of the Health Insurance Portability and Accountability Act (“HIPAA”) was published in 2002 by the Department of Health and Human Services (“HHS”), and was promulgated in part due to rising concern about the increased use of computers and automated systems for healthcare records, as well as the increased number of parties involved in healthcare treatment, payment, and oversight.

There are three types of entities covered by HIPAA. First, health care providers, who are paid to provide health care. This includes doctors, hospitals, and nursing homes; but the entities are covered only if they transmit healthcare information electronically in connection with covered transactions. Second, health plans, which
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pay the cost of healthcare. This includes health insurance companies, employer-sponsored group health plans, and government-sponsored health insurance like Medicaid. Finally, health clearinghouses, who process information for transmission in a standard format between covered entities, and act as a go-between for health plans and health providers and rarely interact with patients.

In addition to these covered entities, business associates of a covered entity may be covered by HIPAA. Business associates are organizations that have access to health information in order to provide a service or function on behalf of a covered entity. There is a wide range of services that business associates provide, such as legal, actuarial, data aggregation and analysis, and certain patient safety activities.

Device manufacturers can potentially be covered by HIPAA, but only if they interact with a covered entity or a business associate in some way, such as when the device sends personal health data to the healthcare provider. However, if the manufacturer of the medical device or application interacts directly with the user, HIPAA protections would not apply.

In the case of animal healthcare robots, they are, for the most part, purchased directly from the manufacturer or distributor to the user. Nothing in the manuals for animal healthcare robots indicates that the data collected by them is sent to or viewed by healthcare providers or other covered entities, nor used in the course of formal

---

74 Id.
75 Id.
76 Id.
80 Id.
healthcare or treatment.

The exception to this is My Special Aflac Duck, which is distributed free of charge directly to pediatric cancer wards in hospitals.\textsuperscript{81} Therefore, it could potentially fall under the ambit of manufacturers that interact with HIPAA covered entities, and thus need to be HIPAA-compliant themselves. Nothing on My Special Aflac Duck’s website indicates that it strives to meet requirements for HIPAA compliance.\textsuperscript{82} Although Aflac itself is an insurance company that is HIPAA-compliant, nothing indicates that data collected by its robot follows the same safeguards.\textsuperscript{83}

Therefore, it appears that since the majority of animal healthcare robots are merely consumer products with minimal interactions from any covered entity, HIPAA does not provide the requisite privacy protections for the robots.

\textbf{B. FDA Regulation}

The Food and Drug Administration (“FDA”) is a federal agency responsible for promoting health through, \textit{inter alia}, the pre-market approval of medical devices.\textsuperscript{84} The term “device” is defined by the Federal Food Drug & Cosmetic (“FD&C”) Act as:

\begin{quote}
"[A]n instrument, apparatus, implement, machine, contrivance, implant, in vitro reagent, or other similar or related article, including a component part, or accessory which is . . . intended for use in the diagnosis of disease or other conditions, or in the cure, mitigation, treatment, or prevention of disease, in man or other animals . . ."\textsuperscript{85}
\end{quote}


\textsuperscript{84} U.S. Food & Drug Administration, \textit{What We Do} (March 28, 2018) https://www.fda.gov/AboutFDA/WhatWeDo/default.htm.

The FDA does not have any privacy or cybersecurity requirements for manufacturers of medical devices, but does issue cybersecurity guidelines for the industry.\textsuperscript{86} Only Paro is advertised as an FDA-approved medical device.\textsuperscript{87} The rest of the animal healthcare robots are not FDA-approved, and even if they were, the FDA does not offer the stringent privacy protections required to mitigate the concerns associated with these robots.

C. California’s IoT Law and CCPA

Although not federal, California’s IoT law is the most relevant in the context of animal healthcare robots. The law was passed in September of 2018 and comes into effect in January of 2020.\textsuperscript{88} The bill requires any company that manufactures, or contracts to manufacture “connected devices” that are sold or offered for sale in California to equip the devices with “reasonable security features.”\textsuperscript{89} At a minimum, the security features must be compatible with the nature and function of the device, appropriate to the type of data being collected, and designed to protect the information on the device from “unauthorized access, destruction, use, modification, or disclosure.”\textsuperscript{90}

Although the bill was criticized for being too vague, making it hard for manufacturers to comply, it’s still seen as a step in the right
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direction. The bill contains cybersecurity requirements, but does not contain provisions pertaining to privacy. In addition, California’s IoT law may have an effect on the national IoT regulation efforts due to a phenomenon called the “California effect.” Due to economic integration, there is a tendency to ratchet regulatory standards upward to comply with the most stringent jurisdiction’s law. This means states could follow suit by creating or increasing standards similar to those in California.

Another potentially applicable law is the California Consumer Privacy Act (“CCPA”) of 2018, which similarly comes into effect in January of 2020. The Act requires companies that collect personal information and that are either over a certain revenue threshold, collect personal information from 25,000 California households or more, or derive fifty percent or more of its revenues from sale of personal information to provide consumers with particular rights. These rights include disclosure to the consumer of the personal information collected, giving the consumer the right to access and delete personal data (with exceptions), and requires businesses to create a privacy policy.

Although CCPA may apply to manufacturers of animal healthcare robots, and may induce other jurisdictions to follow suit through the California effect, the market for animal healthcare robots appears to be small enough to evade the CCPA.

Therefore, although California’s IoT and CCPA laws are a step in the right direction, they are not comprehensive enough, are
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limited to one jurisdiction, and it is unclear what compliance would look like because they have yet to come into effect.

D. FTC’s Section 5 Bar on Unfair and Deceptive Practices

The Federal Trade Commission (“FTC”) uses Section 5 of the FTC Act to prohibit “unfair or deceptive acts or practices in or affecting commerce.” When companies violate consumer privacy rights, or fail to provide adequate cybersecurity measures, the FTC uses its Section 5 power to bring legal action against these companies and to enforce consumer rights.

Although Section 5 is a powerful tool to enforce consumer privacy rights, it only applies prospectively and requires a showing of injury. This means that it does not require manufacturers to equip their devices with any privacy safeguards, but allows legal action against them if failure to provide such safeguards results in injury to the consumer.

An example of the FTC’s ex post facto privacy enforcement is In re Vizio, Inc., Consumer Privacy Litigation, a federal class action lawsuit brought against a manufacturer of smart TVs equipped with software that clandestinely collected content viewing histories and sold the data to advertisers. Among the data collected and sold were consumer IP address, zip code, region, and language settings. The plaintiffs alleged that the totality of information Vizio collected could link each individual with an accurate history of their content viewing behavior, that the data collection feature was automatically enabled in the device, and that Vizio’s data collection and dissemination practices were not disclosed in

---

102 Id. at 1212.
marketing or privacy policies. A California district court ruled that the plaintiffs’ invasion of privacy and intrusion upon seclusion tort claims under the California Constitution and the Massachusetts Privacy Act survived the defendants’ motion to dismiss. Eventually, Vizio settled with the plaintiffs for $17 million. It also entered a consent decree with the FTC which required Vizio to disclose and obtain affirmative consent for its data collection and dissemination practices, refrain from misrepresenting the privacy and security of the consumer information collected, and to delete data collected in violation of privacy law.

Apart from litigation, the FTC issues staff reports and industry guidelines to help manufacturers avoid violating consumer privacy, but they are only recommendations and do not have binding effect. Therefore, the FTC does not sufficiently mitigate the privacy concerns associated with animal healthcare robots by requiring manufacturers to ensure certain safeguards are in place prior to sale and distribution.

Although Section 5 enforces privacy breaches between the device owners and the manufacturers, it falls short in protecting third-parties’ data collected by the devices, such as guests in the home. This makes it ill-suited to protect from privacy issues arising from the “Internet of Other People’s Things.” Therefore, the data collected on, for example, the family, guests, or nursing home or hospital staff that surround the owner of an animal
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healthcare robot would not be covered by FTC’s Section 5 powers.

IV. RECOMMENDATIONS FOR A REGULATORY SCHEME

Animal healthcare robots are an illustration of the shortcomings of federal privacy regulation, as they encompass the concerns associated with the growing IoT device market as well as the connected healthcare device market. This paper does not call for a regulation of these devices themselves, but rather a technologically neutral regulation. Technology neutrality is a principle that applies to regulation in the internet, telecoms, and data protection areas, and has three meanings: (1) technical standards designed to limit negative externalities like safety should describe the result to be achieved, and leave companies free on how to achieve that result; (2) some regulatory principles should apply regardless of the type of technology used; or (3) regulators should not use regulation to push the market towards a structure they find optimal (i.e., they should not pick “technological winners”).

The optimal regulatory scheme that addresses the privacy concerns of animal healthcare robots would apply results-oriented privacy requirements to the broader IoT and healthcare device industries. A suitable framework informing such a regulation should be in line with the Fair Information Practice Principles (“FIPPs”), which is an internationally recognized set of principles and guidelines that inform regulation for data protection and privacy. The four most pertinent FIPPs in IoT and connected device privacy regulation are: (1) purpose specification, (2) use limitation, (3) notice and transparency, and (4) data minimization and security.


IoT and connected device manufacturers should have an affirmative obligation to clearly and conspicuously disclose to the consumers the types and amounts of data being collected, as well as the transfer, purpose, and use of such data. This notice and transparency requirement allows consumers, regulators, and advocates to learn more about manufacturers’ privacy practices and to hold the companies responsible in the case of non-compliance, whether by market forces, private causes of action, or legislation. Furthermore, manufacturers should be obligated to use the collected data solely for the use and purpose specified or a future use that falls within the context of the device’s purpose. This means manufacturers are prohibited, without the consumer’s informed consent, from transferring or selling the data to third parties or utilizing it for a purpose other than the one disclosed to the consumer. In addition, manufacturers should not collect nor retain more data than is necessary for the purpose of the device, and should not be able to make broad and vague statements about those purposes like “product improvement” or “research” to skirt the use limitation requirement. Finally, the manufacturer should equip the device with reasonable security features, such as limited data retention and routine deletion, provision of security updates, de-identification (ensuring collected data cannot be traced back to a specific user), and user control.

Another overarching principle that should be followed in regulating devices like animal healthcare robots is a requirement of “privacy by design.” The concept was developed by Dr. Ann Cavoukian, a former Canadian Information and Privacy Commissioner, and is based on the view that privacy cannot be assured by compliance with regulatory frameworks alone, but should be companies’ default mode of operation. Privacy by
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design means privacy should be integral to organizational priorities, design processes and planning operations. The 7 principles of privacy by design are: (1) proactive not reactive, meaning data breaches should be anticipated and prevented before they occur; (2) privacy by default, meaning the manufacturer is responsible for ensuring personal data is protected; (3) privacy being embedded into the product design in a “creative and holistic” manner; (4) full functionality by accommodating user-friendliness as well as privacy and security interests; (5) end-to-end security, meaning data is protected from the moment it enters the system, is retained, and subsequently destroyed; (6) visibility and transparency by allowing the user access to how the information moves through the system; and (7) respect for user privacy by making user privacy the number one concern.

The body best equipped to regulate machines like animal healthcare robots is the FTC. This is because Congress empowered the FTC with a broad, vaguely-defined, and flexible mandate to address consumer protection, particularly in the sphere of privacy. The breadth of Section 5 would allow it to react to challenges created by new technologies, and to provide a safety net for privacy concerns falling outside of existing laws. Further, the FTC is equipped with a well-developed body of jurisprudence and expertise related to privacy and robotics, including mandated disclosures, design-based solutions, and organizational procedures and data protection. The FTC’s established body of law built up over more than a century and its accommodation of new technologies with a light regulatory touch and deference to industry expertise means it’s


121 Id.


123 Id. at 813-14.

124 Id. at 815-16.
particularly well-situated to regulate consumer privacy for devices like animal healthcare robots.\textsuperscript{125}

In addition to the FTC’s broad regulation of privacy for IoT devices, the FDA should provide supplementary regulation in the sphere of privacy and cybersecurity for connected medical devices. The FTC has a long history of cooperating with agencies like the FDA in matters like certain advertisements for food and drugs.\textsuperscript{126} While the FDA has authority to enforce (and has long enforced) non-deceptive advertising for drugs, it has not issued guidance on medical device promotion.\textsuperscript{127} In addition, the FDA exempts devices it categorizes as low-risk, “general wellness products” from regulation.\textsuperscript{128} However, due to the aforementioned concerns, the FDA should require manufacturers of connected healthcare robots that wish to advertise their products as FDA-approved medical devices (like Paro does) to comply with privacy and security requirements similar to those of the FTC. These requirements should be imposed in the pre-market approval (“PMA”) stage, and the FDA should review the product’s privacy and cybersecurity protections as a part of its PMA review.\textsuperscript{129}

V. CONCLUSION

Animal healthcare robots are a welcome innovation that could provide accessible companionship, education, and general wellness to a class of people that are unable, by virtue of their age and condition, to receive the full benefits of human- or pet-assisted therapy, or who wish to supplement it. However, they reveal major shortcomings in federal privacy regulation of two rapidly growing
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markets: IoT devices and connected healthcare devices. The nascent dangers on consumer privacy created by these devices create a need and an opportunity for federal agencies, by virtue of their history, flexibility, and expertise, to enact broad privacy regulation. The FTC and the FDA should collaborate to create a technology-neutral consumer privacy regulation that bridges the gap left unaddressed by existing federal privacy laws. Although it’s difficult to assess the privacy risks associated with animal healthcare robots and similar machines, it’s better to anticipate and prevent potential harm and to provide a safety net for consumers in an increasingly connected and rapidly evolving world.