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Abstract


Kevin J. Rennert

Chair of the Supervisory Committee:
Professor John M. Wallace
Atmospheric Sciences

Variability in daily wintertime (DJF) 500 hPa geopotential heights on short (< 6 days), intermediate (6-30 days), and long (> 30 days) timescales is examined. Sectoral EOF analysis shows the leading patterns of variability on short timescales to correspond to the climatological storm tracks, and on long timescales to resemble the North Atlantic Oscillation (NAO) and the Pacific-North America (PNA) pattern. The intermediate timescale variability is best described by large-scale, zonally-oriented patterns: In the Atlantic sector the leading pattern is a dipole with centers of action over Greenland and Scandinavia; The leading Pacific pattern is dominated by a center of action over the Gulf of Alaska flanked by a pair of lower amplitude centers of opposing sign.

Non-linear relationships between fluctuations on long timescales and shorter timescale variance are determined using maximum covariance analysis (MCA). In the Atlantic sector, the negative polarity of a pattern resembling the NAO is associated with enhanced intermediate-timescale variability in a region extending from Baffin Bay to Scandinavia. In the Pacific sector, the negative polarity of a PNA-like pattern is associated with an enhancement of intermediate-timescale variance for a region centered over Alaska and extending over the North Pacific. Similar relationships are demonstrated by regression of the variance fields onto monthly indices of the NAO and PNA, and by the compositing of intermediate timescale variance by polarity of these modes. Hence, the leading patterns of
intermediate timescale variability are shown to be enhanced during low-index months of the NAO and PNA.

The skewness of the 500 hPa height field, an indicator of blocking activity polewards of the midlatitude jet, is attributable to contributions from intermediate and monthly timescale skewness, as well as a cross-frequency term involving monthly anomalies and intermediate timescale variance. This cross-frequency term is shown to be the dominant source of skewness in the total field, and a simple conceptual model for how large-scale modes of variability generate skewness is discussed.

Composites of extreme positive and negative intermediate timescale events over Baffin Bay and Anchorage demonstrate a high degree of symmetry, aside from a reversal of sign. This symmetry is shown to extend throughout the lifetimes of these events over these locations, and they are shown to exhibit the westward phase propagation and downstream development characteristics of Rossby waves. The spatial patterns of these events resemble the two polarities of the leading sectoral EOFs on this timescale, and their symmetry is consistent with the normal distribution of their principal component timeseries. Therefore, it is suggested that the intermediate timescale is governed primarily by linear, Rossby wave dynamics. Rossby wave generation is favored for these regions during periods of low-index NAO and PNA, and the non-linear appearance of the positive skewness at these locations may be explained as a superposition of the intermediate timescale Rossby waves on a background state set by the NAO or PNA.
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Chapter 1  
INTRODUCTION

Atmospheric variability may be usefully decomposed into contributions from phenomena operating on three different timescales: Short timescale phenomena associated with baroclinic waves yield variations at a fixed point with a period of less than ~6 days. Weather events with high amplitude features, such as blocking anticyclones or cutoff lows, contribute to variability on timescales of one to two weeks. Variability on monthly or seasonal timescales is largely due to fluctuations of planetary scale modes.

Variability on each of these timescales is interesting and worthy of study in its own right. Besides being responsible for our day to day weather, storms play a critical role in the general circulation, transporting heat and zonal momentum polewards from the tropics to the high latitudes. Blocking anticyclones exert considerable influence over regional climate (Rex, 1950b), and depending on their timing and positioning can have tragic societal consequences. Planetary scale modes like the North Atlantic Oscillation (NAO, van Loon and Rogers, 1978; Hurrell, 1995) and the Pacific-North America (PNA) pattern (Wallace and Gutzler, 1981) are associated with large-scale seasonal surface temperature and precipitation anomalies throughout the northern hemisphere (Hurrell et al., 2003). Nearly all of the trends in sea level pressure and surface air temperature from 1958 to 2003 may be accounted for by trends in these patterns (Quadrelli and Wallace, 2004a).

The phenomena encompassed within the high, intermediate, and low frequency bands may be considered separately, but it is clear that there is a rich and complex set of interactions between them. In this dissertation, we explore these associations through the analysis of a consistent, three-frequency band framework based on filtered versions of the wintertime 500 hPa geopotential height field. The specifics of the filtering scheme employed will be discussed in Chapter 2, but here we introduce the nomenclature: $z_{HP}$ will be used to indicate
heights which have been high-pass filtered to retain fluctuations shorter than 6 days, \( z_{\text{int}} \) refers to heights that have been band-passed to retain intermediate-scale variability between 6-30 days, and \( Z_{30} \) has been low-pass filtered to retain variability on timescales of 30 days and longer. The distinction between the use of capital \( Z \) and lower-case \( z \) in our nomenclature is that fields with capital \( Z \) may be thought of as full fields, whereas the lower-case \( z \) fields are always either anomalies from climatology or else have been treated with either a high- or band-pass filter. In this study, particular attention is paid to understanding the dominant sources of variability in \( z_{\text{int}} \), and to the role of fluctuations in the \( z_{30} \) band in generating nonlinearity on shorter timescales. This chapter introduces and motivates this topic by providing a brief dynamical background for each of the three timescales.

1.1 Background

1.1.1 Dynamics of long and short timescale variability

Quadrelli and Wallace (2004a) have shown that almost half of the low-frequency variability in the northern hemisphere winter can be ascribed either to fluctuations in the so-called “Northern Hemisphere Annular Mode” (NAM, Thompson and Wallace, 1988) and a pattern they refer to as “PNA-like”, or a functionally equivalent set of basis patterns comprised of the North Atlantic Oscillation and the PNA. These latter patterns, whose expression in the 500 hPa geopotential height field is shown in Fig. 1.1, play a central role throughout the present study. The signature of the NAO, as shown here in its positive polarity, is a dipole with anomalously low heights over the polar cap and relatively high heights over the midlatitude Atlantic. In accordance with geostrophic balance, the related wind field features a relatively intense, zonally-oriented jet that is shifted polewards from its climatological mean position. The alternating centers of action of the PNA pattern resemble a Rossby wave-train emanating from the tropical Pacific and following a great-circle route over North America.

The prominence of the NAM and PNA are thought to be achieved through different dynamical mechanisms. Lorenz and Hartmann (2001, 2003) attributed the selection of the the annular modes as the dominant modes of variability in both northern and southern
Figure 1.1: The signature of the NAO (left) and PNA (right) in the 500 hPa geopotential height field. Contour interval is 10 m.

hemispheres to a feedback process involving the high-frequency transients. In essence, perturbations to the zonal wind field associated with fluctuations in the annular modes shift the region of strongest baroclinicity, thereby shifting the region of cyclogenesis of subsequent storms. The anomalies from the shifted storm then serve to reinforce the original zonal perturbation, thereby increasing the lifetime of a typical excursion the mode and reddening its spectrum. The prominence of the PNA was explained by Simmons et al. (1983), who found a pattern resembling the PNA to be the fastest growing eigenmode in a barotropic model linearized about a wintertime basic state. Their results indicated that the PNA derives its energy from the mean state primarily through barotropic conversion in the Pacific jet exit region.

The high-frequency part of the spectrum is dominated by traveling synoptic disturbances. The development and decay of these storms is well explained by linear theories of cyclogenesis, and their climatological organization into storm tracks (Fig. 1.2) with greatest intensity just downstream and poleward of the jet exit in each ocean basin has been
well-documented (Blackmon et al. 1977, Chang and Orlanski 1993). As discussed above, storms both act to maintain, and are influenced by, fluctuations in the low-frequency planetary scale modes. Fluctuations in both modes have been shown to shift meridionally and influence the intensity of the storm tracks (Lau, 1988; Chang et al., 2002).

![Figure 1.2: Climatological storm tracks, as evidenced in a 6 day high-pass filtered $v'v'$ at 200 mb. Units are m$^2$s$^{-2}$. Figure courtesy of J. Wettstein.](image)

1.1.2 Dynamics of intermediate timescale variability

The evolution of our current understanding of blocking began in the late 1940’s and early 50’s with a series of papers describing specific blocking events (Namias, 1947; Elliott and Smith, 1949; Rex, 1950a). As more data became available, attention increasingly turned towards determining regions favorable to blocking episodes by creating climatologies of their occurrence. To create such a climatology requires a formal definition of what qualifies as a block, and the differences between the climatologies largely results from slight differences in that definition. Generally speaking, all of the definitions focus on the signature of a strong, fairly stationary, equivalent barotropic anticyclone along a central blocking latitude.
Lejenäs and Økland (1983) used a zonal index, requiring that a 20 degree latitude swath centered at 50 N be easterly to be considered blocked. Tibaldi and Molteni (1990) added the additional constraint that latitudes north of the blocked region must also have westerly flow, and allowed a flexibility of ±4 degrees about the 50N central blocking latitude. More recently, Pelly and Hoskins (2003) used a reversal of the potential temperature gradient on the tropopause as their indicator of blocking, and allowed the central blocking latitude to vary with longitude to follow the storm tracks in each basin. The consensus among these climatologies is that there are two main types of blocking activity: One is a dipole with the anticyclone centered over the eastern North Atlantic / Western Europe and a cyclone to the southeast, and the other is the so-called “omega block” with an anticyclone centered over the north Pacific and deep companion troughs digging into its flanks. The comprehensive, 55-year blocking climatology generated by Barriopedro et al. (2006) (Fig. 1.3) using the high resolution NCEP/NCAR reanalysis product and a slightly modified methodology for identifying blocks from Tibaldi and Molteni (1990) is in general agreement with the prior studies, though they further subdivide the Atlantic and Pacific blocking regions into two regions each to reflect localized, seasonally dependent blocking behavior.

Figure 1.3: Number of wintertime blocks from 1950-2005, reproduced from Fig. 8d of Barriopedro et al. (2006)
While the climatologies of the blocking events have converged, there are still a multitude of theories explaining how the blocking anticyclones occur and are maintained against advection and dissipation by the time-mean flow. The role of upstream, transient eddies in reinforcing the blocks was investigated by Austin (1980) using a simple, quasi-geostrophic model. Her results showed that anticyclonic eddy forcing by transients one quarter wavelength upstream of the blocking ridge was necessary to oppose the advection of the block by the time-mean flow. This configuration of transient eddies was shown by Shutts (1986) to occur naturally in a barotropic channel model as upstream eddies were deformed as they approached the block. Observational evidence for this theory was first provided by Mullen (1987), who examined the eddy vorticity forcing from synoptic timescale transients for a composite of 17 blocking events over the North Atlantic. His composites confirmed the role of the upstream eddy vorticity forcing in maintaining the block, but also pointed out that temperature advection due to the transients acted to weaken the block’s thermal perturbation. Trenberth (1986) found a similar result by employing Eliassen-Palm flux diagnostics to analyze a southern hemisphere blocking incident.

To further clarify the role and structure of the synoptic scale eddies, Nakamura and Wallace (1993) allowed for flexibility between the individual baroclinic wave events involved in blocking composites, shifting each one slightly in time and space to minimize cancellation between synoptic eddies during the compositing process. Their examination of amplifying blocks for five different regions found that blocking anticyclones that formed just polewards of the jet could be reinforced by a train of baroclinic eddies that traveled polewards around the block, without undergoing stretching or deformation. Amplifying blocks that formed farther polewards from the jet in regions of weak background PV gradient exhibited different behavior, with upstream anticyclonic eddies becoming substantially deformed as they approached the block, and becoming absorbed into the block.

The tendency for blocks to form anticyclone/cyclone pairs has led a number of investigators to use modon theory as a theoretical framework for understanding blocking. Obtaining stationary, steady numerical solutions to the quasi-geostrophic vorticity equation in physically relevant shear flows proved difficult initially (Swenson, 1986), but were achieved in subsequent work (Haines, 1989; Haupt et al., 1993). In this framework, transient eddies
are still thought to provide the forcing necessary to maintain the modon structure against dissipation (Pierrehumbert and Malguzzi, 1984).

While the role of the high-frequency timescale has been emphasized for amplification and maintenance of the blocks, there is also a large body of literature documenting the statistical linkage between blocking and the low-frequency modes of variability, particularly in the high latitudes. The negative polarity of the NAO pattern has been associated with blocking near Greenland by Vautard (1990), Kimoto and Ghil (1993), Cheng and Wallace (1993), and Quadrelli and Wallace (2004b). Shabbar et al. (2003) found that North Atlantic blocking occurs on 67% more winter days during the negative phase of the NAO than the positive, and that the events during the negative polarity are nearly twice as long lived. The negative phase of the PNA has also been shown to favor blocking in the North Pacific / Alaska region by Palmer (1988). Subsequent work by Renwick and Wallace (1996) documented an even stronger relationship with the cold phase of ENSO.

The associations between blocking and the principal modes of low-frequency variability are statistically robust, but the dynamical underpinnings of those connections are still a subject of debate. One paradigm holds that the more slowly varying modes set a background state favorable for the occurrence of blocking. In support of this framework, Shabbar et al. (2003) proposed a conceptual model based on the theory of Charney and Devore (1979) to explain the relationship. In short, the surface temperature anomalies associated with the negative phase of the NAO warm the Labrador Sea and cool the North American continent to the west, providing surface thermal conditions favorable to the creation of long lived anticyclones in the Greenland region. The positive phase of the NAO has the opposite surface temperature anomalies, and thus serves to oppose the formation of blocking anticyclones.

More recently, a different interpretation of the relationship has been put forward by Woollings et al. (2007). Rather than viewing the large scale modes as pre-conditioning the atmosphere for the occurrence of blocking, he has instead proposed that the negative NAO itself is actually a consequence of an anomalously high frequency of occurrence of these blocks. In his work, he uses the Pelly and Hoskins interpretation of blocking events as the breaking of Rossby waves on the dynamical tropopause, and finds no evidence of an NAO
negative signature before or after these events occur. His proposed paradigm holds that the negative and positive polarities of the NAO should properly be viewed as a pair of states: one that features a high frequency of wave-breaking events, and a contrasting state with a relative absence of such events.

If correct, this interpretation is quite important, as it calls into question the current state of understanding of the dynamics of these large scale modes. It sets a fundamental timescale of the NAO on the order of two weeks or less, and calls into question the body of literature emphasizing the importance of the high-frequency transients of timescales shorter than a week in the maintenance of the annular modes and downplaying the role of events on longer timescales. If blocking events are truly important in this regard, then it would indicate that we should be focusing on the dynamics that modulate the frequency of blocking to understand the dynamics of the longer lived modes.

1.2 Overview

It is the goal of this thesis to generate new insight into the relationships between variability on these three different timescales. We pay particular attention to documenting the relationships between variability on intermediate timescales with that of variability on low and high-frequency timescales, with an intent to further understand how high-latitude NAO/PNA-related blocking differs from blocking in the midlatitudes. Our study methodology is unique in that we do not impose a strict definition of blocking on the data. Instead, we employ linear analysis techniques to determine the dominant structures of variability for each timescale, and allow those structures to act as a proxy for blocking behavior. One consequence of this choice is our emphasis on certain preferred high-latitude regions of blocking, such as Baffin Bay. These regions appear in conventional blocking climatologies, but their distance from the storm tracks and midlatitude jet, and subsequent tendency to divert, rather than “block” the mean midlatitude flow, has caused them to receive less emphasis in the literature.

A brief overview of the organization and results of this dissertation is as follows: In Chapter 2 we formally define the three frequency bands of interest and document the basic statistics and dominant modes of variability for each band using EOF analysis. The EOFs
for the low-frequency band are familiar patterns corresponding to the NAO and PNA, and the patterns obtained for the high-frequency bands correspond to the climatological storm tracks. The dominant structures of variability in the intermediate-scale frequency band are shown to correspond to an $\Omega$ blocking pattern in the Pacific, and a tendency for Greenland blocking events to be associated with deep troughs over Scandinavia, and vice versa.

Chapter 3 provides an investigation into nonlinear relationships between variability in the different frequency bands. This inter-frequency analysis is performed by applying maximum covariance analysis (MCA) to the low-frequency 500 hPa height field, along with the squared geopotential height fields from the intermediate and high-frequency bands. In addition to extracting well-documented associations between fluctuations in the NAO and PNA patterns and shifts in position and intensity of the storm tracks, the MCA also associates extended periods of NAO$^-$ and PNA$^-$ with an enhancement of intermediate-scale scale variability over the northern Atlantic and Pacific regions. In the Atlantic sector, this indicates that NAO$^-$ conditions are associated with an equatorward shifted storm track and enhanced blocking activity polewards of the jet. In the Pacific, PNA$^-$ conditions are associated with an enhanced, poleward-shifted storm track that is largely coincident with the region of increased blocking activity.

In Chapter 4 we discuss the skewness of the 500 hPa height field and its utility as an indicator of regions with a high frequency of occurrence of blocking events. By decomposing the skewness into contributions from variations on low and intermediate frequencies, we show that the dominant source of skewness comes from a cross-frequency term involving low-frequency fluctuations and the intermediate-scale variance. This result leads to a simple conceptual model for understanding blocking events as a superposition of variability on intermediate timescales with low-frequency height fluctuations from the planetary-scale modes. This framework is explored for relevant locations in the northern hemisphere.

Chapter 5 concerns the evolution of the most intense events in the full and intermediate-scale variance fields in the Atlantic and Pacific sectors. Intense positive anomalies over Baffin Bay and the the Gulf of Alaska are shown to exhibit westward propagation, consistent with documented behavior of retrograding blocks in these regions. Compositing analysis in this chapter indicates that baroclinic waves play a relatively small role in the development of
the blocks, and this result is discussed. The dissertation concludes with a discussion and synthesis of our major results in Chapter 6.
Chapter 2

STATISTICS OF A 3 FREQUENCY BAND SYSTEM

2.1 Introduction

Throughout this thesis we investigate the relationships between atmospheric phenomena on three different timescales: $Z_{30}$, the 30 day low pass filtered data that encompasses the slowly varying modes of large-scale variability; $z_{int}$, the 6-30 day bandpass filtered data that corresponds to nonlinear weather events such as blocking, and $z_{HP}$ the 6 day high pass filtered data representing mainly baroclinic waves. Relatively few papers have fully decomposed variability into three timescales in this manner. The most relevant are the studies of Blackmon et al. (1984a,b) that documented differences in the horizontal structure of one-point correlation maps of the northern hemisphere 500 hPa height field for a similar set of timescales. In this chapter we formally introduce the data and filtering scheme employed, and establish the basic statistics of the northern hemisphere wintertime 500 hPa geopotential height field for the low, intermediate, and high-frequency bands.

2.2 Data

The data used in this study are based on the ECMWF ERA-40 reanalysis 500 hPa geopotential height field (Uppala and coauthors, 2005). The ERA-40 provides 6-hourly output for the period Sept. 1957 through Aug. 2002 on a 2.5 x 2.5 degree grid. Daily means generated from the 6-hourly output were filtered with a pair of fourth-order Butterworth filters with cutoff frequencies near 1/6 and 1/30 $\text{day}^{-1}$ to generate 6 and 30-day low-pass filtered height fields. These fields will be referred to as $Z_6$ and $Z_{30}$ respectively. A 6-day high-pass field ($z_{HP}$) was created by subtracting the $Z_6$ data from the unfiltered daily mean heights, and the band-pass field $z_{int}$ was generated by subsequently subtracting both $z_{HP}$ and $Z_{30}$ from the unfiltered data. After filtering, daily values only from DJF 1958-2001 were retained.

The response functions for these three filters are shown in Fig. 2.1. The frequency
response function confirms that the high-pass filter response is \(\frac{1}{\sqrt{2}}\) for periods of 6 days, indicating that it is passing half the power of fluctuations with that period. The low-pass filter is shown to cut off near 30 days. It is expected that the characteristic timescales of the phenomena of interest in this dissertation are sufficiently different so that the results presented herein are insensitive to changes in filter construction. Analysis is currently in progress to verify this expectation.

![Graph of filter response vs period](image)

Figure 2.1: Response functions for the three filters: high frequency (green dash-dotted), intermediate frequency (red solid), and low-frequency (blue dashed).

### 2.3 Variance by filter cutoff frequency

Figure 2.2 shows the variance of the daily winter DJF height fields for the period from 1958-2001 for the low pass, intermediate, and high pass frequency bands. The low pass data exhibit the highest variance of the three, accounting for 45% of the total variance of the unfiltered data. This field has four regional variability maxima, the strongest of which is centered near the southeastern tip of Greenland. In the Pacific sector, there is a strong variance maximum southwest of the Aleutian Islands which Blackmon et al. (1984a) associated with fluctuations in the Pacific-North American pattern on this timescale. In addition to these two centers of variance, there are two others over northern Russia and the Arctic Ocean north of Siberia that are slightly weaker in amplitude.
For the choice of filters used in this study, variance on intermediate timescales as defined in this section is less than that for the low frequencies. More significant is the fact that the centers of maximal variance are slightly different. In the Atlantic sector, the strongest center is shifted eastwards of the center in the $Z_{30}$ variance and it is more zonally elongated. The Pacific center is located over the southwest coast of Alaska, well to the north and east of the maximum in the $Z_{30}$ variance. Variability in this region will be shown to be due to a relatively high occurrence of blocking ridges and deep troughs. Variance in the high pass field accounts for only 10% of the total variance of the unfiltered data, and the maxima in both the Pacific and Atlantic basins are coincident with the climatological storm tracks (Blackmon, 1976; Blackmon et al., 1977; Chang et al., 2002).

2.4 Hemispheric EOFs by frequency

To diagnose the underlying structures of variability responsible for the features in Figure 2.2, EOF analysis was performed for what will be hereafter referred to as the Atlantic (90W - 90E) and Pacific (90E - 90W) sectors. Both sectors extend latitudinally from 20N - 90N. The analysis was performed for sectors, rather than over the full hemisphere because
it yields a slightly simpler set of patterns. All the maps shown in this section are based on modes derived from EOF analysis of sectoral data only. Full hemispheric patterns are derived by regressing the hemispheric fields on the expansion coefficient time series of the sectoral modes.

The leading EOF for each of the frequency bands in the Atlantic sector is shown in Figure 2.3. The leading mode for the low pass data corresponds closely to the NAO pattern shown in Fig. 1.1 aside from a reversal of sign. In the polarity shown here, anomalously high heights centered over southern Greenland occur in association with anomalously low heights over a broad swath of the midlatitudes that stretches from the eastern United States across the Atlantic and over Scandinavia. The axis of this dipole occurs near 50 N. The 16% of the variance explained by this mode in the $Z_{30}$ field is slightly lower than the 18% of the variance of the monthly anomaly field explained by the pattern in Fig. 1.1. The lower explained variance is a consequence of performing the EOF on daily data with a 30 day lowpass filter rather than on monthly averages.

![Figure 2.3: The leading EOF of wintertime 500 hPa height anomalies in the Atlantic sector based on time-filtered data for the three frequency bands. Contour interval is 10 m in all panels, percentage of variance explained is located in the upper right hand corner.](image)

The first EOF of the intermediate timescale data is also primarily a dipole, with centers of action over southern Greenland and eastern Scandinavia. The occurrence of anomalies of opposing sign over these two regions suggests that blocking over Greenland might be
associated with high amplitude troughs or cutoff lows over Scandinavia, and vice versa. The Greenland center is collocated with the primary center of action of the NAO pattern, but is more meridionally elongated. The third, much weaker center of action in the pattern is located over the northeastern U.S., and its placement to the west of the primary centers gives the impression of a zonally oriented wave-train. The distinction between the low-frequency "dipole" pattern and the intermediate frequency "wavetrain pattern" is consistent with the idealized model in Fig. 13 of Blackmon et al. (1984a).

The leading EOF of the high pass data set is a wave train along the Atlantic storm track with wavelength \( \sim 4000 \) km, corresponding to that of baroclinic waves. The second EOF of this data set yields a similar pattern, but is offset zonally, providing further indication that the leading high pass EOFs reflect baroclinic waves propagating across the Atlantic.

The set of leading EOFs for the Pacific sector (Fig. 2.4) follow a similar pattern. The leading EOF of the low pass data resembles the PNA pattern, the most prominent large-scale mode of variability in the Pacific on monthly timescales. On intermediate timescales, the leading mode of variability is suggestive of a more zonally oriented wavetrain, with a strong center over the southwest coast of Alaska, coincident with the variance maximum shown in the middle panel of Fig. 2.2. In contrast to the North-Atlantic pattern shown in the previous figure, this mode is dominated by a single center of action, rather than a dipole, and is flanked by two much weaker centers of opposing sign. A large amplitude anomaly with the polarity shown in Fig. 2.4 would look like a Pacific \( \Omega \) blocking pattern in the full \( Z \) field (Rex, 1950a) and a large amplitude anomaly of opposing polarity would be characterized by a deep trough or cutoff low. As in the Atlantic sector, the leading mode of variability in the high pass data is the signature of baroclinic waves propagating along the climatological storm track.

2.5 EOFs of the intermediate timescale variance field

The leading EOFs of the variance of \( z_{\text{int}} \) (i.e. \( z_{\text{int}}^2 \)) for each sector (Fig. 2.5) show that the primary mode of variability for each basin is a pulsing of the regions of largest intermediate timescale climatological variance. In the Pacific, this pattern takes the form of a single center over the Gulf of Alaska, and in the Atlantic it assumes the form of a high latitude
"dumbbell" pattern joining two maxima over Greenland and Scandinavia. In each case there is only one distinct and significant mode.

It should be noted that performing EOF analysis on a nonlinear field such as variance is quite different from analyzing linear fields, because the probability density function resembles the chi-squared distribution rather than the normal distribution. This non-normality carries over to the PDFs and principal component time series (Figs. 2.6 and 2.7) that show how the spatial structures shown in Fig. 2.5 vary with time. The PDFs for both sectors are non-normal and exhibit considerable positive skewness. The PC timeseries are characterized by relatively long periods of near zero values, punctuated by high amplitude, positive spikes. These spikes convey no information about the polarity of the height anomalies; they could be either positive or negative.

The \( z_{int} \) anomalies associated with spikes in Atlantic PC1 are shown for the two Atlantic centers of action in Fig. 2.6. There is a strong correspondence between the two sets of anomalies, with spikes in PC1 being associated predominantly with positive intermediate-scale height anomalies over Scandinavia, and simultaneous negative anomalies over Greenland. Some high amplitude events exhibit anomalies of both polarities over both regions, indicative of a single event being associated with blocking over one center of action early in the event and the other center of action later in the event. The relationship between
Figure 2.5: Leading EOF of intermediate scale variance $z_{int}^2$ for the Atlantic (left) and Pacific (right) sectors. Contour interval is 2000 m$^2$.

height anomalies over these two centers will be further explored in Chapter 4. In Chapter 5, we will show that the association between PC1 spikes and this configuration of height anomalies is consistent with the tendency for blocks over Scandinavia to retrograde across the North Atlantic.

The height anomalies over Anchorage associated with spikes in the Pacific PC1 (Fig. 2.7) appear not to favor one sign of anomaly; spikes associated with individual positive and negative anomalies are found in approximately equal numbers. The largest spikes appear to be associated with an evolution of anomalies over Anchorage, from large positive values to large negative values, which is consistent with the signature of blocks that form near Anchorage and are replaced within a few days, by a high amplitude trough or cutoff low.

The interpretation of these time series and patterns is that, rather than being indicative of a sinusoidally varying, pulsing mode, they are more appropriately viewed as a sequence of irregularly spaced, short duration, high-amplitude events. These rather localized patterns emerge as EOFs because high amplitude events in the intermediate frequency variability tend to be spatially localized, as indicated in the variance maps in Fig. 2.2.
Figure 2.6: The top panel shows the PDF of PC1 of $z_{int}^2$ for the Atlantic sector. The corresponding PC1 timeseries is shown in the middle panel in gray, and repeated in the bottom panel. For normalized PC1 values $> 2.5$, standardized anomalies in $z_{int}$ are shown for the two Atlantic centers of action over Greenland (middle) and Scandinavia (bottom). Negative anomalies are represented by blue circles, positive anomalies are shown in red. The abscissa in the bottom panels is time, in days, and labeled tick marks indicate Jan. 1 of the year indicated.
Figure 2.7: As in Fig. 2.6, but for the Pacific sector, and for the single center of action over Anchorage.

2.6 Variance by polarity of the NAO and PNA

As a simple step towards demonstrating the existence of a significant relationship between fluctuations in $z_{int}^2$ and the dominant modes of low-frequency variability in each basin, $z_{int}^2$ was evaluated for subsets of data that have been sorted in accordance with the value of the PNA or NAO (Fig. 2.8). During periods when the NAO < $-1$, the high latitude centers of variance over Baffin Bay and Scandinavia are 2-3 times as large as they are during NAO > 1. In the Pacific, the PNA$^-$ phase favors enhanced variance over the Gulf of Alaska and most of the northern Pacific when compared with PNA$^+$, consistent with the results of Palmer (1988).

2.7 Summary

The evaluation of the basic statistics and primary modes of variability for the three frequency bands in this chapter has laid the foundation for the analyses that follow. We have shown that each of the three frequency bands considered in this study exhibits its own distinctive patterns of variability. As documented in many previous studies, the low-frequency
Figure 2.8: The variance of $z_{int}$, composited by polarity of the NAO and PNA. The threshold for positive and negative polarities of the indices are $+1$ and $-1$ standard deviations respectively. Contour interval is 1500 m$^2$. 
variability is dominated by teleconnection patterns, and the high-frequency variability by baroclinic waves. The intermediate frequency variability exhibits patterns with well-defined centers of action in each basin. In the Pacific, the most prominent feature is centered over southern Alaska, while the Atlantic variability is most explained by a pair of centers over Greenland and Scandinavia.

The most important idea contained in this chapter is that, even for the most basic climatological statistics and EOF analysis of the intermediate frequency variability in the 500 hPa wintertime height field, certain locations appear repeatedly as both centers of climatological-mean variance, and centers of action of the dominant modes of variability of fluctuations in that variance. In the Pacific, this center is primarily over the southwest coast of Alaska. In the Atlantic, a pair of centers is involved: one over Greenland and the other over Scandinavia. It is evident even from crudely stratifying the data by polarity of the NAO and PNA that the variability near these centers is enhanced during the negative polarities of these two modes. In the following chapters we will further investigate these relationships.
Chapter 3

NONLINEAR RELATIONSHIPS BETWEEN $Z_{30}$ AND SHORTER TIMESCALE VARIANCE

3.1 Introduction

By construction, fluctuations in the three frequency bands defined in section 2.1 are largely linearly independent of each other and therefore have minimal covariance with one another. In the previous chapter, however, the polarities of the NAO and PNA were shown to influence the level of intermediate scale variance in their respective ocean basins. This suggests the possibility of a nonlinear relationship between fluctuations in low and intermediate frequency bands, in the sense that linear fluctuations on long timescales can modify the frequency of occurrence of extreme events on intermediate timescales. This chapter is devoted to elucidating these relationships.

A set of a priori expectations for relationships between the frequency bands may be obtained from the literature. The associations between the low- and high-frequency bands, for the Atlantic sector in particular, have been extensively documented (Rogers, 1990, 1997; Hurrell and van Loon, 2003; Serreze et al., 1997; Alexandersson et al., 1998). This body of work has shown that fluctuations in the NAO are strongly associated with shifts in position and intensity of the wintertime mean storm track. When the NAO is in its positive polarity, the storm track shifts northeastward and intensifies, as evidenced by enhanced storm activity in a region from Newfoundland to northern Europe and Scandinavia, as well as moderate decreases in storminess to the south of these regions. The Pacific storm track has been shown to exhibit similar meridional shifting in association with variations in the PNA (Lau, 1988), though the sign is reversed; PNA$^+$ winters tend to have enhanced storm tracks equatorward of their climatological mean position.

The relationship between the low-frequency and the intermediate-scale frequency has received less study. Kimoto and Ghil (1993) examined flow regimes in the 10-day low
pass filtered 700 hPa geopotential heights, and found the Atlantic and Pacific basins to exhibit states of zonal flow and blocked flow corresponding to opposing polarities of the NAO and PNA respectively. Quadrelli and Wallace (2004b) generated “spaghetti plots” of dectads of specific 500 hPa contours for contrasting polarities for the NAM and their “PNA-like” sea level pressure pattern. They found a strong tendency for a persistent ridge near Greenland to develop during the months of negative polarity of the NAM, as well as a tendency towards large meridional displacements of representative height contours over the North Pacific. Shabbar et al. (2001) found more frequent, and longer-lived North Atlantic blocks during NAO$^-$ months. Renwick and Wallace (1996) found a similar relationship in the North Pacific, but with more blocking during PNA$^-$ months.

In this chapter, we elicit the relationships between our three frequency bands utilizing three methods: The first is to apply maximum covariance analysis (MCA) to the 500 hPa height field from one frequency band and the 500 hPa variance field of another band. The second is through simple regression analysis of the variance fields onto the dominant modes of low-frequency variability (i.e., the NAO and PNA pattern). The third is to contrast the dominant structures of variability of $z_{int}$ and $z_{int}^2$ during extended intervals with contrasting polarities of the NAO and PNA patterns.

3.2 Inter-frequency Maximum Covariance Analysis

Maximum covariance analysis in the atmospheric sciences is typically performed between a pair of linear, normally distributed data sets as described in Breherton et al. (1992) and Wallace et al. (1992). The analysis yields ordered pairs of patterns and associated coefficient time series which, taken together, explain the greatest amount of squared covariance between two data sets. The relatively small overlap in frequency space between our data sets implies that MCA between the fields themselves will have weak structures and amplitudes; they have little covariance to explain. If nonlinear relationships exist between the two bands, however, MCA has the potential to extract relevant spatial structures and time series. If anomalies in one field of a given polarity implied an increased likelihood of an extreme event in the other, for example, MCA between the first field and the square of the second should be capable of extracting that relationship. This example has relevance for the relationship
between low-frequency modes and intermediate-scale blocking episodes. MCA provides an objective means of letting the data determine the relevant structures in each field. MCA has been used widely in the atmospheric science literature, but we are unaware of any other study utilizing it in this manner.

One consequence of utilizing MCA on squared fields is that, as discussed for the EOFs of $z_{int}^2$ in Chapter 2, the timeseries associated with the squared fields are non-normally distributed and prone to spikiness. Typically MCA makes use of statistical quantities such as the squared covariance fraction (SCF) and correlation coefficients between expansion coefficient timeseries of the pattern pairs as a means of determining the significance of the patterns. The interpretation of these values for the configurations we use here is less clear. In the present analysis, we use these statistics only as a guide, but also emphasize the consistency of the MCA results with the published literature and other results in this study.

We employ three configurations for the MCA: Low pass height anomalies ($z_{30}$) with intermediate scale variance ($z_{int}^2$), $z_{30}$ with high pass variance ($z_{HP}^2$), and intermediate scale height anomalies ($z_{int}$) with the high pass variance ($z_{HP}^2$). The set of heterogeneous covariance maps for the first configuration in the Atlantic sector are shown in Fig. 3.1. The structure in $z_{int}^2$ that explains the largest amount of covariance between it and $z_{30}$ shows that increased variability, with maxima over Baffin Bay and northern Scandinavia, occurs in association with a structure that strongly resembles the negative polarity of the NAO. The expansion coefficient time series associated with this structure is correlated with the NAO index generated in the previous chapter at a level of −0.92. Again we see that the centers of enhanced variance shown in this figure agree well with the highest latitude centers of the “pulsing” EOF of the variance field shown in Fig. 2.5. The maximum over Baffin Bay is consistent with the established relationship between Greenland blocking during NAO$^-$, as discussed in the previous chapter. The relative weakness of the Scandinavian center of action in relation to the Baffin Bay center as compared with the more balanced pattern in Fig. 2.5, as well the tendency for Baffin Bay to have below-normal geopotential heights during excursions in that pattern, indicate that the two analyses may be capturing different blocking behavior in the North Atlantic region. In a future extension of this work, this behavior is to be further diagnosed utilizing a similar methodology to that shown in Fig.
2.6.

\[ z_{30} \text{ on } z_{int}^2, \text{ SCF}=0.47, r=0.34 \]

\[ z_{30} \text{ on } z_{int}^2 \]

Figure 3.1: Leading heterogeneous maps between \( z_{30} \) (left) and \( z_{int}^2 \) (right). Contour intervals are 5 m and 500 m\(^2\) respectively.

The first pair of heterogeneous covariance maps of \( z_{30} \) with \( z_{HP}^2 \) (Fig. 3.2) shows a different relationship. The pattern in the \( z_{30} \) field is again a dipole that bears a resemblance to the NAO pattern, though the axis of the dipole is 5-7 degrees northwards of the axis of the NAO pattern. The associated structure in the \( z_{HP}^2 \) field indicates decreased high pass variance along this axis, indicating a decrease in storm activity there, and an associated increase in storminess equatorwards of the midlatitude center of the \( z_{30} \) dipole pattern. This weakening and equatorward shifting of the storm track is consistent with the patterns documented for the NAO\(^+\) phase (e.g. Fig 15. Hurrell et al., 2003), taking into account the reversal of sign.

It is noteworthy that despite the existence of an extensive literature on the relationship between high frequency transients and nonlinear weather events such as blocking (Shutts (1983), Mullen (1986) (Nakamura and Wallace, 1993)), the MCA of \( z_{int} \) and \( z_{HP}^2 \) did not show a strong relationship. The expansion coefficients for the first two pairs of patterns
have low correlation \((r = .35)\), explain a small amount of covariance \((SCF = .26)\), and have weak amplitudes (not shown). One plausible explanation for this could be that there is simply not enough consistency in development or location between individual blocking events, much less in the associated synoptic scale eddies, to allow for a consistent signal to emerge from MCA between the fields.
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Figure 3.2: As in Fig. 3.1 but for \(z_{30}\) (left) and \(z_{HP}^2\) (right).

The spatial structures for the leading Pacific sector MCA mode between \(z_{30}\) and \(z_{int}^2\) (Fig 3.3) consist of a dipole in \(z_{30}\) and an associated, basin-scale center of fluctuating variance in the \(z_{int}^2\) field centered over southwestern Alaska. Though the dipole is reminiscent of an NAO\(^-\) like pattern in the Pacific, it is highly temporally correlated with the PNA \((r = 0.8)\), and fairly well spatially \((r = 0.5)\). The slight northwestward shifting of the axis of the pattern relative to the PNA wave-train pattern detracts from the spatial correlation but doesn’t affect the temporal correlation as much. The MCA patterns have a high squared covariance fraction \((0.64)\) and are relatively well correlated in time, so there is reason to believe they represent viable, physically valid structures. The other configurations for Pacific
MCA perform much more poorly, however, and are difficult to interpret physically. In the remainder of the chapter we will use the PNA pattern, as defined in Wallace and Gutzler (1981), as a proxy for the low-frequency pattern in Fig. 3.3.

![Figure 3.3: As in Fig. 3.1 but for the Pacific sector.](image)

### 3.3 Regression Analysis

Results from the previous sections lead us to view the NAO and PNA-like patterns as the most important $z_{30}$ modes related in a non-linear way to intermediate timescale perturbations. To further place our results in this framework, we regressed the intermediate frequency variance field upon the time-varying indices of the NAO and the PNA pattern. The extremely high level of correlation between the NAO index and the $z_{30}$ expansion coefficient time series from the MCA implies that the regression of $z_{int}^2$ and $z_{HP}^2$ onto the NAO index will yield a set of maps similar to those derived from MCA. Indeed, the left panels of Fig. 3.4 show this to be true: the negative polarity of the NAO is associated with an anomalously southward shifted and weakened storm track, and enhanced intermediate
scale variance over Greenland and Scandinavia.

Figure 3.4: Regression maps of (a) $z_{HP}^2$ and (c) $z_{int}^2$ on the NAO, and (b) $z_{HP}^2$ and (d) $z_{int}^2$ onto the PNA. Contour interval for panels (a) and (b) is 100 m$^2$ and 500 m$^2$ for panels (c) and (d).

The relationships in the Pacific are slightly different from the corresponding relationships in the Atlantic sector. The negative polarity of the PNA is also associated with a shifting of the Pacific storm track, as shown in Fig. 3.4. In this case the shifting is poleward rather than equatorward as it is for NAO$^-$ in the Atlantic sector, consistent with the results of Lau (1988). PNA$^-$ favors enhanced $z_{int}^2$ centered over the Gulf of Alaska and southern
Alaska. In the Pacific sector, then, the negative polarity of the PNA pattern is associated with increased variance on both short and intermediate timescales for a swath that extends across most of the Gulf of Alaska and down the west coast of North America.

3.4 Sectoral EOFs for contrasting polarities of the NAO and PNA

One drawback to the MCA and EOF analysis is that they yield a set of spatially fixed patterns that can only vary in amplitude in accordance with its expansion coefficient or principal component time series. If there were fundamentally different structures in \( z_{\text{int}}^2 \) that occurred during the contrasting polarities of the NAO, for example, the variance pattern associated with the NAO structure would be constrained to be some linear combination of the two. One way to circumvent this constraint is to examine the sensitivity of the primary modes of variability in the \( z_{\text{int}} \) and \( z_{\text{int}}^2 \) fields to background state changes corresponding to contrasting polarities of the NAO and PNA.

To carry out this analysis, the data are broken into a series of four subsets in accordance with the normalized values of the NAO and PNA in the Atlantic and Pacific sectors respectively. EOFs were then calculated for these subsets of \( z_{\text{int}} \) and \( z_{\text{int}}^2 \). The threshold for the positive subsets is that the standardized index value be greater than 1, and the negative subsets be less than -1. The high and low subsets both contain approximately 800 daily values.

Results for the Atlantic sector are shown in Fig 3.5. Under the background conditions of anomalously high Arctic heights and a relatively weak jet associated with NAO\(^-\), the primary mode of variability of \( z_{\text{int}} \) is a high latitude dipole with centers over Baffin Bay and northern Scandinavia. The centers are meridionally elongated and tilted in opposite directions. This mode accounts for 18% of the variance of the 500 HPa height field during these intervals, and is the only one that is distinct. The first EOF of \( z_{\text{int}}^2 \) for NAO\(^-\) is a monotonic field with two centers of action over the same, high-latitude locations.

The leading EOF of \( z_{\text{int}} \) for NAO\(^+\) conditions also resembles a dipole, but in this case the centers are weaker and the pattern explains only 13% of the variance; the stronger of the two features is centered south of Iceland in the North Atlantic, and is paired with a relatively weaker downstream feature centered over Eastern Europe. Both of the centers
Figure 3.5: Atlantic EOFs of $z_{int}$ and $z_{int}^2$ for NAO$^-$ (NAO $<$ -1) and NAO$^+$ (NAO $>$ 1) conditions. The top panels are contoured at an interval of 10 m; the bottom panels at 2000 m$^2$. 
are more isotropic than their counterparts from the NAO− subset. The NAO+ variance EOF is weaker and its centers of action are located farther south than those for its NAO− counterpart. The differences are especially pronounced over the western Atlantic.

It should be noted that, though the dominant patterns from contrasting polarities of the NAO have distinctly different characters, the leading EOF of the complete data record as shown in the previous chapter is clearly a linear combination of the two. The full EOF thereby obscures what is evident from this analysis, that it is the NAO− polarity that exhibits the stronger, more distinctive structures, whereas the patterns during NAO+ are weaker and less distinct.

The results from repeating this analysis for the Pacific sector stratified by polarity of the PNA are shown in Fig. 3.6. For the PNA−, the first EOF of $z_{int}$ is the same pattern that appears as the first mode of variability of the unstratified $z_{int}$ field shown in Fig. 2.4. The first mode of $z_{int}^2$ variability captures essentially the same behavior, with a strong center of action located over the Gulf of Alaska. The results for PNA+ are much more difficult to interpret, though they explain an equally large amount of variance. EOF 1 contains elements of a wave train in the $z_{int}$ field, tracing a great circle from Korea through eastern Siberia, Alaska, and to the eastern subtropical Pacific. The centers of action are weaker in amplitude than in the PNA− case, but are considerably greater in spatial extent. The EOF of the variance field indicates a monotonic pulsing of variance over the Northwest Territories of Canada and the Chukchi Sea. In this case there is no obvious relationship between the centers of action in the $z_{int}$ and $z_{int}^2$ fields. Though we are unaware of any other references showing evidence associating PNA+ background conditions with an enhancement of intermediate scale variability in the high-latitudes, this relationship is suggested in Fig. 2.8 by a strong enhancement in intermediate-scale variance over precisely these locations for the PNA+ subset.

3.5 Summary

The results from this chapter further develop the relationship between the frequency bands in the Atlantic and Pacific sectors. The ability of the MCA to extract coupled patterns in the low-frequency data and the high-frequency band that are consistent with the literature
Figure 3.6: As in Fig. 3.5 but for the Pacific sector and using the PNA.
gives us confidence in the structures that it yields for the intermediate-scale variability. The MCA selects the NAO in the Atlantic sector and a PNA-like pattern in the Pacific sector as the dominant low-frequency patterns that covary with the variance in the other frequency bands. In the Atlantic, it yields a clear separation of behaviors between the high and intermediate-scale variance; for NAO$^-$, $z_{int}^2$ is enhanced over the North Atlantic, and in particular over Baffin Bay, while $z_{HP}^2$ is decreased in the same region as the storm track shifts equatorward. An analogous separation is not observed in the Pacific sector, where PNA$^-$ favors enhanced activity on both timescales for a region stretching across the North Pacific and down the west coast of North America. These relationships are further confirmed by regression analysis of the variance fields onto indices of the NAO and PNA.

That the MCA and regression analysis are constrained to yield fixed patterns that can vary only in amplitude may obscure important differences between the two polarities of the low-frequency modes. The structures of variability for the NAO$^-$ background state are sufficiently strong in relation to those of the NAO$^+$ as to suggest there is something inherently special about the NAO$^-$ polarity that allows for coherent, intermediate-timescale anomalies to develop, while suppressing the high-frequency variability along the northern flank of the storm track. The centers of action over Baffin Bay and Scandinavia present in the EOF pattern have now emerged repeatedly in the present study, having been evident in the variance maps and the EOF patterns of $z_{int}^2$ of Chapter 2, as well as in the MCA of $z_{30}$ and $z_{int}^2$ in this chapter. These centers are more prominent during the NAO$^-$ polarity, and we believe they are vital to understanding this timescale of variability in the Atlantic sector overall. Diagnosing the relationship between these two centers of action is a central theme of the following chapter.
Chapter 4

ON SKEWNESS IN THE Z FIELD

4.1 Introduction

Blocking events have a distinctly nonlinear signature in the geopotential height field. During their onset, blocks develop linearly as a ridge, but if the ridge amplifies beyond a certain threshold, it can persist for as long as about a week as a closed, quasi-stationary anticyclone. A discussion and pictorial description of this process as one of “wave breaking” in the potential temperature field on the tropopause is provided by Pelly and Hoskins (2003).

The nonlinear appearance of these events would seem to require a nonlinear mechanism for their development and maintenance. As discussed in Chapter 1, one paradigm holds that the pre-existing ridges are both amplified by vorticity perturbations from upstream transient activity, and then further maintained by the high-frequency transients against dissipation and advection by the mean flow (Shutts, 1986; Trenberth, 1986; Mullen, 1987; Haines, 1989; Nakamura and Wallace, 1993). Frederiksen (1989) and Frederiksen and Bell (1990) further confirmed the role of baroclinic waves in the onset stage of blocking using three-dimensional instability theory, but also highlighted the role of large-amplitude, barotropic, fast-growing normal modes in the transition to the mature blocking phase.

Large scale, relatively low-frequency disturbances in the form of Rossby waves have also been shown to play a role in the development of blocks. Takaya and Nakamura (2005) investigated blocking events associated with intraseasonal amplification of the Siberian high, and found them to be regionally dependent on quasi-stationary Rossby waves from different sources. Blocks over western and central Siberia were found to be amplified by Rossby waves emanating from the North Atlantic, while blocks in eastern Siberia were associated with Rossby-wave forcing retrograding through the Bering Strait from the North Pacific. Noting the frequent spatial and temporal coincidence of regional blocking events and the westward-propagating, free Rossby waves documented in Kushner (1987) and Branstator
(1987), Lejenäs and Madden (1992) studied the role of traveling planetary-scale waves of wavenumbers 1 and 2. They found that, depending on longitude, between 20-40% of blocks were coincident with large-scale traveling waves of wavenumber 1. They did not offer a dynamical interpretation of the relationship between the two, but rather considered their interaction as a simple superposition of anomalies from two sources operating on different timescales.

In the first part of the chapter, we discuss the skewness field of the 500 hPa geopotential height field and its use in distinguishing between linear and nonlinear behavior of the intermediate frequency variability. We diagnose the source of skewness in the 500 hPa geopotential height field, and show that it is largely due to a superposition of the intermediate timescale variance field upon lower frequency anomalies. Results from this section and the previous chapter indicate that, for certain regions, nonlinear blocking events can be viewed as a superposition of variability on these two timescales, both of which appear to behave quite linearly in their own right. This behavior is somewhat similar to that discussed by Lejenäs and Madden (1992), though in this case, it is variations in heights due to slowly-varying fluctuations in the NAO and PNA that serve to augment transient ridges rather than their traveling wavenumber 1. In the latter part of this chapter, we explore this alternate framework by contrasting the appearance of composites of the most extreme high and low-amplitude anomalies in the full geopotential height field, the climatological anomaly field, and as departures from the monthly mean field, for locations of interest.

4.2 Insights derived from the skewness distribution

We begin by documenting the skewness of $Z_6$, the daily DJF 500 hPa height field that has had the same 6 day low pass filter applied to it as was employed in the previous chapters. Fig. 4.1(a) shows the nondimensionalized coefficient of skewness $a_3 = \frac{m_3}{\sigma_x^3}$ for this field, where $m_3 = \frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x})$ and $\sigma_x$ is the standard deviation of the time series at a given grid point.

In his study of the skewness and kurtosis of this field, White (1980) noted that that fluctuations on this timescale are positively skewed to the north of the climatological storm tracks, and negatively skewed equatorward of them. He attributed this feature, evident
Figure 4.1: (a) Total normalized skewness magnitude of $Z_6$. (b)-(d) Contributions to that skewness from the $(Z_m Z_m Z_m)$ term, the $3 (Z_m z'^2)$ cross-frequency term, and the $(z'z'z')$ terms respectively. In all panels, the contour interval is 0.1. Red and blue contours indicate positive and negative values respectively, and the thick black line is the zero contour.
in Fig. 4.1(a), to meridional displacements of the upper-level jet, which is the locus of the strongest gradients in geopotential height. The skewness field has been revisited by Nakamura and Wallace (1991), who attributed the positive skewness values to the occurrence of blocking anticyclones to the north of the storm tracks, and cutoff lows south of them. They further found that most of the skewness was due to a relatively small (< 5% of total) number of extreme events.

Other features of the skewness field that are significant for this study are the broad maximum centered over the Gulf of Alaska, which is largely coincident with the region of enhanced intermediate and high-frequency variability associated with the PNA\(^{-}\) polarity in the previous chapter. In the Atlantic sector, the maximum in skewness is located over Baffin Bay, with additional local maxima over Scandinavia, and just south of the southern tip of Greenland. Of perhaps less direct relevance to the present study, there is also an interesting structure over Eurasia, with a narrow corridor of negative values extending from the Middle East to China north of the Tibetan plateau. Branstator (2002) has shown evidence of a wave guide for planetary wave propagation across this region.

As discussed above, positive skewness values of \( Z_6 \) are indicative of regions of blocking activity, so it is of interest to determine how fluctuations with different time scales contribute to the skewness field. For this purpose it is useful to decompose the height field into low frequency and intermediate frequency components, making use of the relation:

\[
Z_6 = z' + Z_m
\]  

(4.1)

where \( Z_m \) is the monthly average of \( Z_6 \), and \( z' \) is the deviation of the daily low pass data (\( Z_6 \)) data from its monthly mean. The \( Z_m \) and \( z' \) fields correspond closely to our \( Z_{30} \) and \( z_{int} \) fields from the previous chapters, but are derived more simply. Similar results are obtained decomposing \( Z_6 \) into \( Z_{30} \) and \( z_{int} \).

Cubing the above relationship allows us to rewrite the skewness of \( Z_6 \) as the sum of four terms:

1. \( Z_m Z_m Z_m \): the skewness contribution from the skewness of the monthly mean field.
2. $3 (Z_m z'^2)$: The cross frequency term resulting from the linear relation between the variance of $z'$ and the monthly anomaly field.

3. $3 (z' Z_m z')$: identically zero when averaged over a month

4. $z' z' z'$: The contribution from the skewness of the $z'$ field.

The results of this partitioning for terms 1, 2, and 4, are shown in Fig. 4.1 (b), (c), and (d) respectively. The contribution to the skewness of $Z_6$ from the skewness of monthly mean anomalies, shown in panel 4.1(b), is much smaller than the contributions from the other terms. The smallness of this term reflects the relatively small r.m.s. amplitude of $Z_m$ compared to that of $z'$. The term involving the linear correlation between the monthly mean anomalies and the shorter timescale variance shown in Fig. 4.1(c) is the largest contributor to the overall $Z_6$ skewness field. The distinct skewness maximum centered over Baffin Bay and a broad center over the northern and northeastern Pacific in Fig. 4.1(a) are primarily due to this term. The contribution by the shorter timescale skewness of $z'$, shown in 4.1(d), is much smaller and has a maximum off of the southern tip of Greenland and two distinct maxima in the Pacific sector centered over the north central Pacific and over southeastern Alaska. The strongest relative contribution from $z'^3$ comes in the north central Pacific, where it contributes $\sim 1/3$ of the total skewness of $Z_6$.

The region of strong skewness in the vicinity of Baffin Bay, which comes from the cross-frequency term in Fig. 4.1(c), is a reflection of the greater frequency of occurrence of high amplitude, intermediate timescale events during months of anomalously high values of $Z_m$ at Baffin Bay than during months of low $Z_m$. Fluctuations in $Z_m$ over Baffin Bay primarily reflect fluctuations in the NAO; the timeseries of $Z_m$ over Baffin Bay is correlated with an NAO timeseries generated from $Z_m$ at a level of $-0.86$. Hence Baffin Bay skewness reflects increased numbers of high amplitude blocking events during the negative polarity of the NAO than during the positive polarity. To illustrate how this occurs, we’ve created histograms of $Z_6$ for contrasting polarities of the NAO. Figure 4.2 shows the distribution of $Z_6$ for standardized monthly NAO index $< -1$, all data, and for the NAO index $> 1$. The increased variance for NAO$^-$ is reflected in a much broader range ($\sim 900$ m) of heights
than for NAO$^+$ ($\sim$500 m). Both distributions are fairly symmetric. The total distribution is positively skewed ($\sim$0.53), but neither of the distributions separated by polarity of the NAO are significantly skewed. The skewness of the total field is thus coming from the superposition of two nearly symmetric distributions of different widths and with different means. It is also of note that the NAO$^-$ distribution exhibits 500 hPa heights that are as low as the lowest heights observed during NAO$^+$.

![Histograms of $z'_6$ and $z'_int$ for the point (70N, 60W) in Baffin Bay for contrasting polarities of the daily NAO index. The positive and negative groupings include 750 and 691 days out of a total of 3971 total days.](image)

Figure 4.2: Histograms of $z'_6$ and $z'_int$ for the point (70N, 60W) in Baffin Bay for contrasting polarities of the daily NAO index. The positive and negative groupings include 750 and 691 days out of a total of 3971 total days.
Repeating this exercise for $z'$ at the same Baffin Bay point yields the results shown in panels (b), (d), and (f) of Fig. 4.2. We would expect from Fig. 4.1(d) that the skewness of $z'$ at this point should be nearly zero, and this is reflected in the nearly normal distribution for the set of all days. The range for the NAO$^-$ is still much greater than for the NAO$^+$, but removing the low frequency $Z_m$ variability has brought the means of $z'$ for both NAO$^-$ and NAO$^+$ close to zero. The superposition of the frequency distributions of $z'$ for the positive and negative polarity of the NAO yields a non-skewed total distribution. Hence, the skewness of $Z_6$ at this grid point is due to the linear relation between $Z_{30}$ and the width of the frequency distribution of $z'$.

For the remainder of the chapter, we return to our previously-defined three-frequency framework of high, low, and bandpass filtered data that we’ve referred to as $z_{HP}$, $Z_{30}$, and $z_{int}$ respectively. In addition, we will also refer to daily data which has had the same 6-day low-pass filter applied to it as $Z_6$, and the departure of that field from its climatological mean as $z_6$.

To more clearly show the relationship between NAO phase and the individual heights comprising the distributions in Fig. 4.2, Fig. 4.3 shows a scatter plot of the individual heights in $z_6$ versus the a daily NAO index generated from the $Z_{30}$ data set. The left panel shows evidence of a linear relationship between the two ($R^2 = 0.45$) as well as an increase in scatter about the linear fit line with decreasing NAO index. This increase in scatter is even more apparent in the right panel that shows $z'$ plotted versus the same daily NAO index.

Baffin Bay is an obvious choice of points for the above analysis, because it is a strong center of skewness and intermediate scale variance, located near the Arctic center of action of the NAO pattern, and has emerged as a center of action repeatedly in the EOF and MCA analysis shown in previous sections. It is clear, however, that not all skewness and blocking is attributable to a similar superposition of effects. To show an example of contrasting behavior, the above analysis was repeated for the grid point at ($60N$, $15W$), just southeast of Iceland, which is located at the col between the two strongest NAO$^-$ related centers in the $z_{int}^2$ field, as shown in Fig. 3.1, as well as at the minimum of both sets of $z_{int}^2$ variability shown in Fig. 3.5. As such, we will refer to it as the “Atlantic col” grid point. Geopotential
height at this grid point exhibits relatively little overall skewness ($\sim 0.2$). As can be seen in Fig. 4.4, the effect of the NAO polarity on the width of height distributions is negligible. At this location, much of the weak overall skewness is attributable to the positive skewness (0.45) occurring during NAO$^+$ months.

### 4.3 Composite maps for extreme values of $Z$ over Baffin Bay

It is evident from the above set of histograms that a wide range of weather patterns are observed during negative index months of the NAO. To explore the extremes of this range in terms of the full hemispheric 500 hPa height fields, a set of four composite maps have been created as follows: Using the monthly NAO index, the months with the 20 highest and 20 lowest values are selected, which represent approximately the top and bottom 15% of all of the monthly values of the index. Then from within each of these two subsets of data, the days on which the 10 highest and 10 lowest values of $Z_6$ occurred for our point over Baffin Bay are selected, and the means of these these two sets of 10 $Z_6$ maps were calculated. The selection of the daily values is restricted so that no two days within 10 days of one another are selected, to ensure that the events sampled are distinct. This protocol yields a total of
Figure 4.4: As in the left panels of Fig. 4.2, but for the “Atlantic col” point (60N, 15W).
4 sets of composites: the highest and lowest $Z_6$ days over Baffin Bay for the negative phase of the NAO index, and likewise for the positive phase.

The results for the negative months are shown in Fig. 4.5. The highest value composites over Baffin Bay correspond to a state of Greenland blocking. The pattern shown in the full $Z_6$ field (Fig. 4.5(c)) features a strong anticyclone located directly over Baffin Bay and southern Greenland, just east of the core of the climatological-mean polar vortex. The positive anomaly is of sufficient strength that height contours from the midlatitudes bend back on themselves over the Atlantic ocean in forming an anticyclone over Greenland with several closed contours. These events also feature a downstream trough over the U.K. and Scandinavia, a pattern that is observed in association with extreme negative values of the NAO (e.g. Quadrelli and Wallace (2004b), Fig. 6.). Compositing the lowest extremes in $Z_6$ yields a much different anomaly map, showing an enhancement and shifting of the center of the polar vortex eastwards of its climatological mean position, a sharpening of the weak climatological-mean ridge over central and northern Europe, and a pronounced downstream trough over eastern Europe.

An inspection of the associated $z_{int}$ composites for these same months, shown in Figs. 4.5(a) and 4.5(d), yields a different perspective than would be gained from looking at conventional anomaly maps of $z_6$ shown in Figs. 4.5b and 4.5(c). Composites for contrasting extremes of $z_{int}$ are remarkably similar, apart from the reversal in sign. Both are dominated by a single strong center of action over the reference grid point, with a weaker downstream center of opposing polarity over Scandinavia. The amplitudes, spatial scales, and orientations of the primary centers of action in the two composites are quite comparable, despite the nonlinear appearance of the composites of the $z_6$ field in the middle panels.

The patterns shown in Fig. 4.5 are largely insensitive to the choice of number of events used in the composites. Including 25 events in the composites yields similar structures that are only slightly weaker in amplitude (Fig. 4.6). The patterns are also robust with respect to the various choices of filtered data. Basing the composites on extreme events in $z_{int}$ rather than $Z_6$ does not significantly change the dates included in the composite, nor does compositing based on the full, unfiltered $Z$ field that includes baroclinic waves (not shown).
Figure 4.5: Panels (a)-(c) show the mean of the $z_{int}$, $z_6$, and full $Z_6$ fields for the days with the 10 highest values of $z_{int}$ at (70N, 60W) during the 20 most negative months of the monthly NAO index. Panels (d) - (f) are as in (a) - (c) but for the lowest 10 $z_{int}$ for those same months. The thin, light gray contours indicate the winter climatological 500 HPa height field. Contour interval is 50 m for the $Z_6$ field, 25 m for $z_6$ and $z_{int}$.
Figure 4.6: As in Fig. 4.5, but including 25 events in each composite.
4.4 Composite maps for extreme values of $Z$ over Scandinavia

Repeating the analysis in section 4.3 for our Scandinavian center of variance ($65N, 20E$) yields a similar set of patterns that have more direct consequences in terms of extreme weather over Europe. In view of the proximity of the Scandinavian grid point to the node of the NAO, these composites have been drawn from all months of data rather than strictly from NAO$^-$ months. Fig. 4.7(a) and (c) show the $z_{int}$ composites for the positive and negative $z_{int}$ cases. As in the previous section, these contrasting maps exhibit a high degree of similarity apart from the reversal in sign. Each of them features a strong center of action over the reference grid point, and a pair of centers of opposing polarity; one upstream over Baffin Bay and one downstream over Siberia. The high $Z_6$ composite shows the anticyclone over Scandinavia to be part of a modon-like structure, with a splitting of the westerlies and northwesterly flow into southern Europe. This flow pattern is associated with anomalous warmth over Scandinavia and cold air outbreaks over southern Europe. The contrasting $Z_6$ composite for low $Z_{int}$ shown in Fig. 4.7(d) features strong ridging over Greenland and a deep downstream trough over Scandinavia. As is the case for the Baffin Bay gridpoint, the $z_{int}$ maps for contrasting polarities are similar in many respects, but in this case the primary center is more zonally elongated when it appears with positive polarity, and the upstream center over Baffin Bay is more pronounced.

Results from the Baffin Bay and Scandinavia composites are also compared with the same analysis for the Atlantic col grid point referenced in the previous section. In Fig. 4.4 it was shown that blocking at this location is unrelated to fluctuations in the NAO, as evidenced by the large positive height anomalies that occur during both polarities of the NAO. Hence, for compositing at this location, we chose the highest and lowest $Z_6$ heights during all months, rather than the NAO$^-$ months. As can be seen in Figure 4.8b, the high $Z_6$ composite exhibits a strong “omega block” signature over the north Atlantic in the $Z_6$ field. The low height composite (Fig. 4.8d) exhibits a trough over the col grid point, with an upstream ridge over the Labrador Sea. The $z_{int}$ anomalies for both high and low composites have weaker primary centers of action than do either the Scandinavia or Baffin Bay points, and weaker secondary centers. The primary centers for contrasting polarities
Figure 4.7: Panels (a), (b), (c) and (d) are after Fig. 4.5, panels (a), (c), (d), and (e) respectively, for the Scandinavian point (65°N, 20°E). The composites in this case are drawn from all months of data, rather than months of negative polarity NAO.
are similar in amplitude and horizontal scale, but the positive center is zonally elongated, whereas the negative center is more isotropic.

Figure 4.8: As in Fig. 4.7 but for the Atlantic 'col' location (60N, 15W).

4.5 Summary

In this chapter, we have shown that the NAO\textsuperscript{−} is associated with enhanced low and intermediate frequency variability over the Atlantic sector. The strong positive skewness of the 500 hPa height field over Baffin Bay can be explained as being due to enhanced variability in $z_{int}$ during NAO\textsuperscript{−} superposed on anomalously high monthly-mean heights characteristic
of NAO⁻ at this location. During months of NAO⁻, the variance in \( z_{int} \) is on the order of 2-3 times as large over these regions as it is during months of NAO⁺. This enhanced variance during NAO⁻ is associated with an increased frequency of occurrence of contrasting patterns of height anomalies with centers of action over Greenland and Scandinavia. Blocking highs over Greenland tend to occur in association with deep troughs or cutoff lows over Scandinavia and vice versa, though the simultaneous temporal correlations between 500 hPa heights over these gridpoints are modest \( (r = -0.23) \). This relationship is consistent with the most prominent pattern of variability in Atlantic \( z_{int}^2 \) (Fig. 2.5) discussed in Chapter 2. Although the spatial patterns in the total 500 hPa field appear to be quite nonlinear, with distinct wave-breaking signatures for the anticyclones in particular, the structure of the patterns for the Baffin Bay grid point in the \( z_{int} \) field looks much more linear, as evidenced by the similarity of the composites for positive and negative anomalies, apart from the reversal of sign. The Scandinavian and Atlantic Col points exhibit a slightly lower degree of symmetry between high and low composites.

Results in this chapter are consistent with the basic premise of Lejenäs and Madden (1992), that localized, developing ridges may be further augmented by the superposition of height anomalies associated with the slowly varying planetary-scale modes, and that this could play a role in generating blocking behavior. In their work, a traveling Rossby wavenumber 1 provided the slow variations, whereas we've shown here that fluctuations in the NAO could act in a similar manner to amplify developing ridges near Greenland. The symmetry between Baffin Bay and Scandinavia exhibited in the \( z_{int} \) composites is also broadly consistent with the notion of barotropic normal modes associated with the development of blocks as postulated by Frederiksen (1989), and suggests that these patterns could arise from barotropic instability of the basic state. This idea has been examined in a simple barotropic model, and will be discussed further in Chapter 6. The results presented here also help explain the high frequency of occurrence of extreme weather events in association with the low index polarity of the NAO, particularly over Europe.
Chapter 5

EVOLUTION OF INTERMEDIATE FREQUENCY ANOMALIES

5.1 Introduction.

Up to this point, we have considered only the signature of intermediate scale anomalies when they are at their maximum amplitude. Previous chapters have documented the appearance of these anomalies using EOF, MCA, and regression analysis. We have also shown evidence of symmetry between positive and negative height composite anomalies over Baffin Bay during low index periods of the NAO. It remains to be determined whether the symmetry prevails during the growth and decay phases as well. This chapter seeks to extend our analyses of the peak amplitude events by investigating the growth and decay of the largest intermediate scale disturbances.

Previous studies of blocking anticyclones and other long-lived disturbances, have emphasized a tendency for the disturbances to retrograde as they mature, and to exhibit characteristics of downstream development. Blackmon (1976) showed that disturbances with periods longer than 10 days tended either to be stationary or to retrograde. Mullen (1986) attributed the direction of propagation of blocking anticyclones to an imbalance of forcings, with vorticity perturbations from upstream high-frequency transients seeking to draw the anticyclone upstream and the mean flow advecting it generally eastwards. Kushnir (1987) studied long-lived, retrograding disturbances over the North Pacific using complex EOF analysis, a technique well-suited for extracting traveling modes of variability. This analysis showed the main pattern of intermediate timescale variability over the Pacific to be a large-scale dipole over the North Pacific, straddling the Pacific jet exit region. This pattern was shown to be distinct from the PNA pattern, and the positive center of action located over central Alaska was shown to exhibit westward propagation. Branstator (1987) studied a particularly long-lived example of this phenomenon that evolved over a four month period in the winter of 1979/80. Both of these studies found differences between the travel-
ing mode and the theoretical free Rossby wave of zonal wavenumber one. Blackmon et al. (1984b) used lag-correlation statistics to document the evolution of intermediate timescale anomalies, and noted a tendency for upstream correlations to be strongest for negative lags and downstream correlations to be strongest for positive lags. They attributed this result to downstream development related to Rossby wave-train dispersion.

In this chapter, we investigate the evolution of the largest positive and negative intermediate timescale anomalies for the four locations that we have considered in the northern hemisphere. We begin with an overview of the evolution at these points as revealed by lag-correlation analysis. This analysis is then augmented by an extension of the compositing analyses carried out in Chapter 4, wherein we compare the positive and negative $z_{int}$ anomalies throughout their life cycles in terms of amplitude, duration, and direction of propagation.

### 5.2 Lagged Correlations

The most general characteristics of the evolution of large, intermediate timescale anomalies for the four locations may be elicited through lag-correlation analysis. This technique takes advantage of the maximum number of degrees of freedom available in the chosen data sets, but it is unable to discern differences of evolution between positive and negative events. Here, we perform the analysis on the $Z_6$ (Fig. 5.1) and $z_{int}$ (Fig. 5.2) data sets. It is to be expected that the $z_{int}$ correlation maps should primarily show patterns characteristic of downstream development and westward propagation, similar to that documented in Blackmon et al. (1984b). The $Z_6$ field encompasses both the intermediate timescale variability as well as the variability associated with the longer-lived planetary-scale modes, and its patterns may therefore reflect dynamics on both timescales. Contrasting the two sets of lag correlations yields insight into the relative importance of dynamics operating on the two timescales at each location.

The proximity of the Baffin Bay location to the Arctic center of action of the NAO results in $Z_6$ lag correlations that are dominated at all lags by a pattern that strongly resembles the NAO. The local lag correlations at Baffin Bay are high ($> 0.55$) throughout the period. $Z_6$ at the Baffin Bay grid point is negatively correlated with a broad midlatitude
region extending from the eastern United States to western Europe for all lags shown, but the strongest center of action within that region shifts eastwards from the central Atlantic to over western Europe by day +3. In addition, a positively correlated center develops over the Middle East at increasingly positive lags, indicative of southeastward Rossby wave dispersion. In the $z_{int}$ field, the event is shorter lived, the development of the downstream center over Western Europe is more strongly emphasized, and there is evidence of westward propagation of the primary center of action from lag +1 to +3.

The similarity between the evolution of the Scandinavian $Z_6$ and $z_{int}$ correlations indicates the dominance of the intermediate timescale over this location. For a lag value of $-3$ days, both fields show an upstream, negatively correlated center over the southern tip of Greenland that increases in amplitude through lag $-1$. As the correlation at the upstream center weaken for lags 0 through +3, a negative center develops over western Russia, consistent with established ideas of downstream development.

Lag correlations of $Z_6$ for the Atlantic col point combine elements of a stationary teleconnection pattern and downstream development. All lags are dominated by a largely stationary meridional dipole between the col and the midlatitude Atlantic ocean. At positive lags, a secondary, downstream negative center over eastern Europe is shown to develop. In the $z_{int}$ field, this evolution is apparent as a weak upstream, negative center that has the appearance of propagating downstream around the perimeter of the col from lag $-3$ to +3. The negative center has split into distinct centers of action over Morocco and eastern Europe by a lag of +3.

The $Z_6$ and $z_{int}$ lag-correlation patterns at the Anchorage point have only slight differences from each other, indicating the dominance of intermediate timescale variability at this location. For a lag of $-5$, both show an upstream, negatively correlated center over eastern Siberia and a positively correlated center displaced slightly eastwards of the Anchorage point. The upstream center weakens with more positive lags, and centers with negative correlations develop over the tropical Pacific as well as downstream over central Canada. For lags of $-1$ through $-5$, the tropical Pacific center weakens while the downstream downstream center intensifies. At the most positive lags, a second, positively correlated, downstream center has developed off of the southern tip of Florida, and the other two centers have
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retrograded slightly.

5.3 Lagged Composites

The methodology followed for the compositing analysis described in this section is a straightforward extension of the technique used in the previous chapter. At each location, the 10 days with the most extreme positive and 10 most negative \( z_{\text{int}} \) anomalies are selected, with the requirement that all selected dates be at least 10 days apart. Depending on the specifics of the location, the largest anomalies may be selected from a subset of low index polarity months of the PNA or NAO. These peak days serve as \( t = 0 \) for the purposes of the time evolution of the events. Daily composites based on the days preceding and following these peak days are then created. To refer to the timing of an individual composite relative to the maximum anomaly at \( t = 0 \), and to designate whether it is based on a positive or negative anomaly, the nomenclature \( \text{field}_{(\text{lag}, \text{sign})} \) will be used. For example, the most extreme positive anomalies in \( z_{\text{int}} \) at \( t = 0 \) as shown in Fig. 4.5(a) would be referred to as \( z_{\text{int}(0,+)} \). Negative lag values precede the maximum anomaly in time, positive lags follow it.

Potential drawbacks to compositing analysis are the potential for sensitivity to sample size, as well as for the composite patterns to combine events demonstrating distinctly different evolutions into a single, averaged pattern that does not occur in nature. The results presented here for composites of 10 events are relatively insensitive to sample size as documented in Appendix I, which shows sets of composites with greater numbers of events included for each location.

5.3.1 Baffin Bay center

Results of the compositing analysis for Baffin Bay positive and negative anomalies drawn from the 20 most negative index NAO months are shown in Fig. 5.3. The origins of the positive \( z_{\text{int}} \) events are discernible 5 days before peak amplitude as a dipole with a negative anomaly over Baffin Bay and a meridionally elongated anomaly centered just west of the United Kingdom. Both centers exhibit westward propagation, with the upstream negative anomaly weakening as the positive anomaly amplifies and becomes more isotropic. As the positive anomaly reaches its peak amplitude over Baffin Bay at \( t = 0 \), a pair of downstream
Figure 5.1: One point lag correlations for $Z_6$ for the Baffin Bay, Scandinavia, Atlantic col, and Anchorage points. Contour interval is .1.
negative anomalies become evident: one centered over Scandinavia, and the other just off of the western coast of Spain. At $t = +1$, the downstream negative centers have strengthened slightly, and the centers are closer together. By $t = +3$, the positive center over Baffin Bay is greatly diminished, and has propagated over the Canadian archipelago, while the negative center downstream of it has maintained much of its amplitude.

The evolution of the negative composites over Baffin Bay for NAO$^-$ months is similar to that of the positive anomalies. The weak, westward propagating dipole between Baffin Bay and the midlatitude Atlantic ocean that is evident from $t = -5$ through $t = -3$ resembles the pattern of anomalies at the same lags for the positive events, except for a reversal of sign and lesser amplitude. The negative Baffin Bay anomalies attain similar r.m.s. amplitude to those in the positive composite at their peak, and therefore develop much more rapidly between $t = -3$ and $t = -1$. As has been previously discussed, the anomaly pattern at $t = 0$ is very similar to that of the positive composites with reversed sign. The downstream positive anomaly is slightly stronger at $t = +1$ than at $t = 0$, suggesting the occurrence of downstream development. From $t = +3$ to $t = +5$, both the negative and positive anomalies exhibit westward propagation, with the downstream positive anomaly maintaining much of its amplitude through $t = +5$.

To determine the dependence of the evolution of these patterns on NAO polarity, the compositing analysis was repeated for all months, rather than just low polarity NAO (Fig. 5.4). In other words, we performed conventional compositing analysis based on positive and negative extreme values of $z_{int}$. As is evident from the scatter plot of $z_{int}$ and the NAO index shown in Fig. 4.3, almost all of the highest $z_{int}$ anomalies occur during months of low NAO index, so the events composited are largely the same as in the previous analysis. Thus the evolution of the highest $z_{int}$ anomalies for all months is nearly identical to that of anomalies constrained to occur during times of low-index polarity NAO. In contrast, the most negative $z_{int}$ events occur during both polarities of the NAO, and the negative $z_{int}$ composites for all months show a slightly different evolution than those sampled from NAO$^-$ months. The upstream positive anomaly present during the early development of the Baffin Bay anomaly is slightly more prominent, and the downstream positive anomaly that develops after the Baffin Bay anomaly has peaked is weaker.
Figure 5.3: Evolution of $z_{int}$ anomalies for Baffin Bay for NAO$^-$ months. The top row shows the evolution of the highest $z_{int}$ anomalies for lags of -5, -3, -1, 0, 1, 3, and 5 days superimposed on the climatological wintertime 500 hPa height field. The second row shows the corresponding sequence for the most negative $z_{int}$ anomalies. The third and fourth rows show composites for the full $Z_6$ field for same days as in the high and low $z_{int}$ evolution respectively.
Figure 5.4: As in Figure 5.3 but for all months.
5.3.2 Scandinavian center

The evolution of the Scandinavian center for all months is shown in Fig. 5.5. The positive events develop largely in place, with a weak positive anomaly developing over Scandinavia in the presence of an upstream, negative anomaly of much greater amplitude centered over Baffin Bay. The high amplitude and location of these anomalies leads to a modon-like configuration visible in the full $Z_6$ field for this time period. The Baffin Bay anomaly weakens as the Scandinavian center increases in amplitude from $t = -3$ through $t = 0$. The positive anomaly is fairly short-lived; it attains significant amplitude primarily between days $-1$ and $+1$, and subsequently weakens in place rapidly.

The most negative anomalies over Scandinavia are also fairly short-lived, largely stationary, and somewhat weaker than their positive counterparts. At $t = -1$, they are shown to develop in place over Scandinavia at the same time as an upstream, meridionally elongated positive anomaly over Greenland. The peak amplitude over Scandinavia is $\sim 75\%$ the r.m.s. amplitude of the positive event peak amplitude. The negative anomaly is greatly weakened by $t = +3$, while the upstream positive anomaly is no longer evident for this lag. There is a suggestion of weak westward propagation during the later stages of the event.

5.3.3 Atlantic Col

By construction, blocking events at the Atlantic col point have little relationship to NAO polarity. The composites for these events shown in Fig. 5.6, are therefore selected from all months rather than from the NAO$^-$ subset. The early set up of the positive composites comes from a weak positive anomaly slightly upstream of the "col" location. From $t = -3$ to $t = -1$, the positive anomaly more than doubles in amplitude, and an upstream, meridionally-elongated, negative anomaly centered over Newfoundland develops. As the positive center of action strengthens from $t = -1$ to $t = 0$, the upstream anomaly diminishes, and a new negative anomaly downstream from the "col" develops, suggesting a slight degree of downstream development. The positive anomaly decays in place, and is greatly weakened by 3 days after peak amplitude.

The growth and decay phases of the negative $z_{int}$ events follow a relatively similar
Figure 5.5: As in Figure 5.4 but for the Scandinavian point.
progression. The negative anomalies develop largely in place between $t = -1$ and $t = +1$ in conjunction with an upstream anomaly of opposing sign. The upstream anomaly begins to decay slightly before the “col” anomaly. Both are largely gone by three days after the peak, while a downstream anomaly of opposing sign has developed and moved over the “col” by $t = +5$.

5.3.4 Anchorage

The grid point over Anchorage has been shown in previous sections to have enhanced high and intermediate timescale variability during the negative phase of the PNA. Intermediate timescale anomalies over this location have also been shown to be related to the traveling mode documented by Kushnir (1987) and Branstator (1987). It is a natural extension of our work in the Atlantic sector to examine the evolution of $z_{int}$ anomalies in the same manner as for the Atlantic points, but composited with respect to low-index polarity months of the PNA.

The high $z_{int}$ anomalies over Anchorage during PNA$^-$ (Fig. 5.7) are characterized by isolated positive anomalies that develop and decay rapidly in place, having significant amplitude only between days -1 and +1. The anomalies exhibit only a slight degree of westward propagation. The low $z_{int}$ composites also show anomalies that develop and decay rapidly, with little signal outside of a day before or after the peak amplitude.

That these results don’t match the expectations of long-lived, westward-propagating anomalies over this location may be understood through a scatter plot of $z_{int}$ over Anchorage versus the monthly PNA index (Fig 5.8). Unlike the relationship between the NAO and $z_{int}$ over Baffin Bay, shown in Fig. 4.3, this plot indicates that, although the variability in $Z_6$ and $z_{int}$ over Anchorage is enhanced during the negative polarity of the PNA, it is enhanced to a lesser degree during the most extreme negative polarity months of the PNA. By restricting our $z_{int}$ composites to the most extremely negative polarity months of the PNA, we have effectively eliminated some of the largest amplitude events.

Removing the PNA$^-$ restriction and compositing $z_{int}$ anomalies sampled from all months increases the degrees of freedom of the composites and ensures that the largest anomalies are
Figure 5.6: As in Figure 5.4 but for the Atlantic col point.
Figure 5.7: As in figure 5.3 but for Anchorage in negative PNA months.
sampled. The positive composites, shown in Fig. 5.9, originate as part of a broad, positive anomaly evident at day \(-3\). The positive anomaly more than doubles in amplitude to \(\sim 250m\) by \(t = -1\), and exhibits a slight meridional tilt, extending from the central Pacific to the Northwest Territories of Canada. The day after its peak amplitude, the positive anomaly is slightly weakened and has become more isotropic, and a downstream negative anomaly over the western United States has gained in amplitude. By day \(+3\), the positive anomaly has propagated westwards and become meridionally stretched with an upstream meridional tilt. Both the positive and negative anomalies have propagated westwards by \(t = +5\), and the negative downstream center has continued to gain in amplitude.

The pattern of westward propagating anomalies and downstream development are exceptionally clear in the negative \(z_{int}\) composites. The \(t = -5\) anomaly field features a positive anomaly over the northern Pacific approximately 150 m in amplitude. At \(t = -3\), the positive anomaly is centered over the Bering Sea and has become zonally elongated to cover much of eastern Siberia, while a negative anomaly has developed east of Anchorage. Lags \(-1\) through 0 show the continued weakening of the upstream positive anomaly, the growth and continued westward propagation of the negative anomaly over Anchorage, and the development of another downstream positive anomaly centered over central Canada. From lags 1 through 3, the Canadian positive anomaly continues to grow in amplitude.
as the Anchorage anomaly weakens, and the entire pattern is shown to retrograde. The evolution for the negative composites at this location is notably similar to its positive counterpart, aside from a reversal of sign. The consistency of evolution about \( t = 0 \) between the two is such that early stages of the negative composites bear a striking resemblance to the mature stages of the positive composites, and vice versa. This is broadly consistent with the existence of traveling mode for this region operating on this timescale.

5.4 The Role of Transients in Composite Anomalies

As has been discussed in previous chapters, there is a large body of literature that highlights the role of high-frequency, baroclinic disturbances in developing and maintaining the intermediate-scale anomalies. The compositing technique we've employed in the previous section would appear to be a useful tool for eliciting these relationships.

The evolution of \( Z_6 \) field for the single strongest positive event over Baffin Bay is shown together with the anomalies from the the high-frequency field \( z_{HP} \) in Fig. 5.10. As the ridge builds over the Atlantic, an eastward propagating wave-train of high frequency disturbances is shown propagating polewards of the ridge along the \( Z_6 \) contours. These transients behave in a manner consistent with that discussed by Nakamura and Wallace (1993), deforming meridionally as they approach the blocking ridge. The highest amplitude in \( Z_6 \) field at \( t = 0 \) is coincident with the arrival of an positive anomaly in the high-frequency field.

Other individual events (not shown) exhibit a broadly similar behavior, but subtle differences in the evolution of the events cause composites of the high-frequency field to exhibit a high-degree of cancellation, and a very weak signal in the composite field (5.11). The features of individual events in the \( z_{int} \) field are large enough in scale that differences between the individual events compositied do not greatly impact the overall composites, but this is not so for the smaller-scale transients. To explore this in greater depth would likely require a methodology similar to that of Nakamura and Wallace (1993), in which the authors specifically compensated for variations in the position of the high-frequency transients in order to minimize cancellation in compositing. Such an analysis is beyond the scope of the present study.
Figure 5.9: As in figure 5.3 but for Anchorage all months.
Figure 5.10: The evolution of the short timescale anomalies from the $z_{HP}$ field for the highest amplitude $z_{int}$ event over Baffin Bay. The $z_{HP}$ is shown in color. The $Z_{6}$ field for the same time period is contoured at intervals of 50 m. The lag is indicated to the left of each panel.
Figure 5.11: As in Fig. 5.10, but for composites of the 10 highest amplitude positive events over Baffin Bay.
5.5 Discussion

In this chapter we have investigated the evolution of the most prominent intermediate-timescale events for four locations relevant to our study. Lagged correlation analysis of $\varepsilon_{int}$ has shown each of the locations to exhibit downstream development. The Baffin Bay and Anchorage points displayed a tendency to retrograde throughout their evolution, but retrogression was less evident for the other gridpoints. The $Z_6$ correlations may be interpreted as displaying the intermediate scale behavior superposed on more geographically fixed, longer-lived teleconnection patterns. The proximity of Baffin Bay to a center of action of the NAO causes its $Z_6$ lagged correlations to be dominated by the NAO signal. The Scandinavian center is closer to the node of the NAO, and $Z_6$ lagged correlations there primarily reflect the downstream development characteristics of the intermediate timescales.

The compositing analysis has demonstrated a broad range of behaviors of $\varepsilon_{int}$ composites for the locations chosen. Positive events over Baffin Bay during NAO$^-$ months were shown to have identifiable, upstream origins 5 days before their peak amplitude. Negative anomalies there exhibited a similar pattern of evolution, but developed much more rapidly near $t = 0$. Both were shown to decay approximately three days after their peak. Positive and negative composites over Scandinavia and the Atlantic col were shown to develop and decay over a shorter time span, attaining significant amplitude only between lags $-1$ and $+1$. Composites of both signs over Anchorage were shown to have the longest lifetime after the peak; the composite anomaly had largely decayed by $t = +3$, the downstream anomalies that developed from it still had large amplitudes at $t = +5$.

In general, the direction of propagation of the anomalies varied in accordance with their lifetime. Short-lived anomalies such as those over Scandinavia and the Atlantic col largely developed and decayed in place. Both positive and negative events over Baffin Bay displayed westward propagation, though this tendency was slightly stronger in the positive composites. Composite anomalies of both signs over Anchorage retrograded throughout their evolution.

It is noteworthy that the compositing results for both Baffin Bay and for Anchorage exhibit a higher degree of consistency and longevity than do those for the other locations. Both Baffin Bay and Anchorage have emerged repeatedly in this work as the strongest cen-
ters of intermediate scale variability within their respective sectors. Each of these locations have also been shown to be relevant for traveling modes operating on this timescale, and our analysis in this chapter is consistent with these ideas. In the Atlantic sector, the NAO appears to play a strong role in organizing these events. Results for the Anchorage point, however, indicate that the PNA may play less of a role in organizing intermediate timescale events there.
Chapter 6
SUMMARY AND DISCUSSION

This dissertation has elucidated the role that fluctuations on low-frequency timescales play in determining the patterns and amplitudes of the dominant structures of variability on intermediate timescales. The low-frequency fluctuations of primary importance have been objectively determined through MCA to be the NAO and the PNA in the Atlantic and Pacific basins respectively. The negative polarity of these modes, corresponding to an anomalously weak and diffuse jet in their respective basins, is associated primarily with an enhancement of intermediate timescale variability. In the Atlantic, the enhancement during NAO\(^-\) periods has been shown to occur in a dumbbell-shaped region connecting centers of action over Baffin Bay and Scandinavia. In the Pacific, periods of low index PNA are associated with increased intermediate timescale variance for a region centered over the Gulf of Alaska.

The shift in mean heights due to fluctuations of the NAO and PNA, in conjunction with the enhancement of intermediate timescale variance, has been shown to generate regions of skewness in the full geopotential height field. We have demonstrated that the skewness, previously documented as an indicator of blocking activity, is not a result of skewness occurring solely on intermediate or long timescales, but is instead primarily attributable to a cross-frequency term involving low-frequency variations and intermediate-scale variance. The importance of this term in generating skewness over Baffin Bay was demonstrated as follows: During NAO\(^-\) conditions, Baffin Bay exhibits enhanced intermediate timescale variance and a positively shifted mean geopotential height, and the reverse is true for the NAO\(^+\) background state. In this manner, the superposition of two normal distributions with these characteristics yields a skewed overall distribution.

The centers of enhanced variance during negative polarities of the NAO were also demonstrated to be centers of action of the leading pattern of variability on the intermediate
timescale. The first EOF of $z_{int}$ for the Atlantic sector was shown to be a zonally-oriented dipole between Greenland and Scandinavia. Contrasting the leading patterns of variability by polarity of the NAO demonstrated that the structure of the EOF of the total field primarily reflects the structure of variability in NAO$^-$ months. In one polarity of the mode, anomalously high heights over Greenland occur with low height anomalies over Scandinavia, corresponding to a pattern of Greenland blocking. As has been discussed, the nonlinear appearance of this state, and its apparent preferential occurrence during months of low-index polarity NAO, has caused this configuration of anomalies to receive considerable attention in the literature. The associated PC time series, however, indicates that the opposite polarity of this pattern occurs with equal amplitude and frequency. This result was corroborated by composite analysis of extreme positive and negative events in the $z_{int}$ field over Baffin Bay. Composites for this location exhibited strong symmetry, aside from a reversal of sign, as well as a strong resemblance to the two polarities of the Atlantic intermediate-timescale EOF pattern. The symmetry is quite apparent in the $z_{int}$ field, but would not have been noticed upon inspection of a more typical map of total anomalies.

The symmetry between the positive and negative composite events over the Baffin Bay and Anchorage gridpoints was shown to extend throughout their evolution. The primary centers of action at these two locations exhibit westward propagation and downstream development of new centers, consistent with Rossby wave dynamics. The evolution of the Anchorage composites is qualitatively consistent with the Pacific traveling mode documented by Kushnir (1987). Over Baffin Bay, the evolution of the composites was shown to resemble elements of the westward propagating, hemispheric-scale pattern discussed by Branstator (1987). Branstator's pattern implies a lagged correlation relationship between Anchorage and Baffin Bay, however, and initial testing has revealed no significant $z_{int}$ correlation between these two grid points for any lag.

The most important implication of this work is that the intermediate timescale of variability appears to be be governed, to first order, by linear Rossby wave dynamics. On intermediate timescales, high amplitude anomalies of each sign have been shown to occur with equal strength and regularity. This implies that the emphasis that has been placed on the nonlinear appearance of blocking events over Greenland and the northeast Pacific
effectively focuses on a single polarity of a bipolar pattern. Our results indicate that nonlinear dynamics are not required to explain the extreme signature of the blocking events; they may be more appropriately viewed as a linear superposition of intermediate timescale Rossby waves on slow variations associated with the PNA or NAO. The generation of Rossby waves appears to be favored during the relatively weak jet states corresponding to the low index polarity of the modes. The linear interpretation suggested by the present study is in sharp contrast to the nonlinear interpretation offered by Woollings et al. (2007) that the NAO\(^-\) state solely reflects the incidence of wave-breaking events on the tropopause.

The evidence for the linear interpretation offered here is strongly supported by the analysis presented in this thesis, but additional work is required to more completely describe the behaviors shown. The present study has focused exclusively on anomalies in the 500 hPa field, and it is desirable to extend our analysis to other levels to obtain a more complete description of the vertical structure of the intermediate-timescale anomalies. Work is currently underway to repeat selected analyses from this study for a selection of fields ranging from sea-level pressure to a level near the maximum of the midlatitude jet (250 hPa). In addition, it is of interest to determine whether increasing the number of degrees of freedom of the data set by extending the winter season to include November and March significantly impacts the results shown here.

This study raises a number of interesting dynamical questions about variability on intermediate timescales. Why the Rossby waves demonstrated here should favor the particular centers over Baffin Bay, Scandinavia, and Anchorage, as well as why their generation is favored in the low index polarities of the PNA and NAO, remain to be determined. One hypothesis is that the background state corresponding to NAO\(^-\) and PNA\(^-\) state is conducive to barotropic energy conversion in regions relevant to our study. A general assessment of the background state corresponding to NAO\(^-\) conditions, for example, indicates that geopotential height anomalies over Baffin Bay with structure similar to those composited would favor the barotropic conversion of energy from the background state.

It has also been suggested the NAO\(^-\) state might favor a different set of normal modes than the winter mean state, potentially favoring one involving the Baffin Bay and Scandinavian centers. Initial attempts to test this hypothesis were carried out using the barotropic
model employed in Simmons et al. (1983). In their work, they analyzed the normal modes for a base state linearized about a wintertime climatological height field. We followed a similar methodology, but utilized a perturbed base state corresponding to NAO$^-$ conditions. Initial results with this model did not yield any modes with obvious correspondence to the Baffin Bay and Scandinavian centers to be among the fastest-growing normal modes of the system. A slight enhancement of stationary-wave solutions in the vicinity of Baffin Bay was found, but its significance and relevance to the results shown in this study are unclear.

The role of the intermediate timescale in the dynamics of the NAO remains to be clarified, and it is noteworthy that there is a set of seemingly contradictory theories in the current literature. Work by Lorenz and Hartmann (2003) indicates that the intermediate timescale variations serve to damp the feedback between the high and low-frequency anomalies that give the annular modes their long characteristic timescales. The work of Woollings et al. (2007) indicates that dynamics on intermediate timescales is of singular importance. The results of the present study would imply that both intermediate and long-timescale variability are important. It is expected that a comprehensive reconciliation of these three viewpoints will provide a wealth of interesting challenges and dynamical insights in the coming years.
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Appendix A

SUPPLEMENTARY FIGURES

This appendix provides a set of supplementary figures to those shown in the compositing analysis of Chapter 5. In the earlier chapter, the compositing analysis was performed using only the 10 greatest anomalies of either polarity for each point. Such an analysis can be sensitive to the number of events included in the composites. To show that the behaviors demonstrated by the smaller numbers of events are largely insensitive to the number of events composit ed, this appendix includes a similar set of figures, including greater numbers of events in the composites.
Figure A.1: As in Figure 5.3 but for the 30 highest amplitude events.
Figure A.2: As in Figure 5.3 but for the events ranked 10th through 30th in amplitude.
Figure A.3: As in Figure 5.3 but for the 30 highest amplitude events over the Scandinavia grid point drawn from all months.
Figure A.4: As in Figure A.3 but for the events ranked 10th through 30th in amplitude.
Figure A.5: As in Figure 5.3 but for the 30 highest amplitude events over the Anchorage grid point drawn from all months.
Figure A.6: As in Figure A.5 but for the events ranked 10th through 30th in amplitude.
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