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Abstract

Measurement of the $Z \rightarrow \tau \tau$ production cross-section in proton-proton collisions at $\sqrt{s} = 7$ TeV with the ATLAS detector

Justin Griffiths

Chair of the Supervisory Committee:
Professor Anna Goussiou
Department of Physics

The first measurement of the inclusive cross-section of the $Z$ boson decaying to two tau leptons was measured with the ATLAS detector at the LHC. The data sample in this analysis represents an integrated luminosity of 35 pb$^{-1}$ of proton-proton collisions at a center of mass energy of $\sqrt{s} = 7$ TeV. Separate measurements were performed in four decay modes based on how the two tau leptons decay: to hadrons and an electron, to hadrons and a muon, to an electron and a muon, and to two muons. In all four final states, inclusive cross-section measurements were made both in the fiducial region of the ATLAS detector where acceptance is high and in the full phase space, restricted to the mass range of [66, 116] GeV. The measurements from the four individual channels were then combined to yield the combined $Z \rightarrow \tau \tau$ cross-section of $970 \pm 70$ (stat.) $\pm 60$ (sys.) $\pm 30$ (lumi.) pb.
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GLOSSARY

CROSS-SECTION \( (\sigma) \): The cross-section is the area, measured in barns \( (1 \text{ b} = 10^{-24} \text{ cm}^2) \), in which an interaction will occur.

DELTA \( R \) \( (\Delta R) \): Angular distance between two points in space defined as: \( \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} \).

IMPACT PARAMETER \( (d_0/z_0) \): The transverse impact parameter, \( d_0 \), is the point of closest approach of a track to the interaction point in the plane transverse to the beam, while the longitudinal impact parameter, \( z_0 \), is the point of closest approach along the beam axis direction.

LUMINOSITY \( (\mathcal{L}) \): The instantaneous luminosity is the number of particles per cross-sectional area per unit time. The integrated luminosity is the total number of particles per unit area. Instantaneous luminosity is measured in units of \( \frac{1}{\text{cm}^2 \text{s}} \), while integrated luminosity is measured in units of \( \frac{1}{\text{b}} \) (barn \( b = 10^{-24} \text{cm}^2 \)).

MISSING TRANSVERSE ENERGY \( (E_{\text{miss}}^T) \): The total energy, transverse to the beam, of all non-interacting particles in an event inferred from the momentum imbalance in the event.

PRIMARY VERTEX (PMV)/INTERACTION POINT (IP): The three dimensional location at which the hard scattering event occurred.

PSEUDORAPIDITY \( (\eta) \): The pseudorapidity defined as: \( -\ln \tan(\theta/2) \), is an approximation of the rapidity when the mass of a particle is much smaller than its energy.

RAPIDITY: The invariant measure of momentum boost along the beam axis: \( y = \frac{1}{2} \ln \frac{E+p_z}{E-p_z} \).
TRANSVERSE ENERGY/MOMENTUM ($E_T/p_T$): The energy (momentum) of a particle measured transverse to the direction of the accelerating beams.
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Chapter 1

INTRODUCTION

This thesis concentrates on the first measurement of the $Z \rightarrow \tau\tau$ production cross-section at a center of mass energy ($\sqrt{s}$) of 7 TeV in proton-proton ($pp$) collisions at the Large Hadron Collider (LHC) and collected by the ATLAS detector. The measurement of known physics processes with tau leptons is the crucial first step in using tau leptons in the final state to discover the Higgs particle or to search for new physics beyond the Standard Model. This chapter will discuss the Standard Model, proton-proton collisions, an introduction and motivation for studying tau physics, and finally give an outline of the analysis and thesis as a whole.

1.1 Standard Model

Currently the Standard Model (SM) of Particle Physics is the theory most widely accepted by physicists and supported by experimental evidence to explain the structure of matter and the fundamental interactions at the smallest dimensions. The standard model gauge symmetry group can be written as:

$$SU(3) \times SU(2) \times U(1)$$

(1.1)

where $SU(3)$ represents the Strong Interaction mediated by 8 flavors of gluons, while $SU(2) \times U(1)$ represents the Electroweak symmetry mediated by the three massive vector bosons $W^\pm/Z$ and the massless photon ($\gamma$). The particles believed to be elementary along with the force carriers are depicted in Figure 1.1.

1.1.1 Quarks and Leptons

Quarks and leptons are fermions (spin 1/2 particles) that are grouped into three generations. Quarks, within each generation, are generally classified as either “up” type or “down” type
quarks based on whether their charge is $2/3$ (u-type), or $1/3$ (d-type). The three quark generations are: up/down ($u/d$), charm/strange ($c/s$), and top/bottom ($t/b$). Each lepton generation consists of a charged particle, $e$, $\mu$, or $\tau$, and their associated chargeless neutrinos, $\nu_e$, $\nu_\mu$, or $\nu_\tau$. Every quark and lepton has a corresponding anti-particle with the same mass and spin, but opposite charge. Neutrinos, however, may be their own anti-particles (majorana particles [1]). Observations of neutrinoless double beta decay may provide insight into whether neutrinos are majorana or not [2].

1.1.2 Strong Interaction

The strong interaction is the force responsible for binding quarks in hadrons (such as protons and neutrons). The Strong interaction acts on quarks and gluons. All quarks have one of three color charges. Quark flavor ($d u s c b t$), electric charge, and color charge are all conserved in strong interactions. The study of the strong interaction is quantum chromodynamics (QCD).
1.1.3 Electroweak Interaction

The electroweak interaction arises from the unification of the weak and electromagnetic forces through spontaneous symmetry breaking. The electromagnetic force is mediated by the massless photon, while the weak force is mediated by massive vector bosons ($W^\pm/Z$). The fact that the vector bosons were not massless seemingly contradicted the electroweak symmetry. Salam, Glashow, and Weinberg were able to show that through spontaneous symmetry breaking, the bosons were able to acquire mass while still maintaining the gauge invariance of the theory [3, 4]. It is believed that the massless bosons acquire mass through the Higgs mechanism. The existence of the Higgs mechanism would imply the existence of another massive scalar particle; the Higgs boson.

To date, the Higgs boson has yet to be directly observed. Currently the ATLAS collaboration has excluded the SM Higgs boson at a 95% confidence level in the mass ranges $[112.7, 115.5]$, $[131, 237]$, and $[251, 468]$ GeV analyzing primarily the $H \to \gamma\gamma$, $H \to WW$, and $H \to ZZ$ decay channels [5]. The CMS collaboration, using the $\tau\tau$, $\gamma\gamma$, $bb$, $WW$, and $ZZ$ decay modes, has excluded the SM Higgs boson at a 95% confidence level in the mass range $127 < m_H < 600$ GeV [6]. Previous measurements at LEP II have put a lower limit of 114 GeV on the SM Higgs boson mass [7].

As of December 2011, both the ATLAS and CMS collaborations have observed an excess of events in the low Higgs mass region ($\sim 125$ GeV) [5, 6]. Neither experiment can make a definitive claim on discovery or exclusion until more data are collected in 2012.

1.2 Proton Collisions

Protons are composite structures that, at rest, are made up of three quarks, $uud$, held together by gluons. As protons are accelerated, such as in the LHC, additional quark-antiquark pairs accompanied by gluons appear within the proton (Figure 1.2). The three quarks at rest are called valence quarks, while the additional quark-antiquark pairs are called sea-quarks. Together, the valence quarks, sea quarks, and gluons are referred to as partons. In proton-proton ($pp$) accelerating machines, such as the LHC, hard scattering collisions occur between these constituent partons, rather than the protons themselves. The
exact energies of the incoming partons in \( pp \) collisions are not known on an event by event bases.

![Proton Diagram](image)

Figure 1.2: A diagram of a proton with its 3 valence quarks and an quark-antiquark pair.

A simple \( pp \) collision is depicted in Figure 1.3 where a valence \( u \) quark from one proton interacts with a valence \( d \) quark from the other proton. Assuming that the mass of incident partons is negligible compared to their energy (exact for gluons), we can write down the

![Colliding Quarks](image)

Figure 1.3: An example parton-parton collision where a valence \( u \) quark interacts with a valence \( d \) quark and produces \( X \) particles. In reality the incident protons will have any number of sea-quarks and gluons available for interactions.
4-vectors for generic incoming partons as\footnote{\( \vec{p}, E \)}

\[
p_1 = (x_1 E, 0, 0, x_1 E) \tag{1.2}
\]

\[
p_2 = (x_2 E, 0, 0, x_2 E), \tag{1.3}
\]

\[
(1.4)
\]

where \( x_i \) represents the fraction of the incident proton’s energy the given parton has, and \( E \) is the energy of the beam\footnote{The LHC beam energy was 3.5 TeV during the 2010 and 2011 runs.}. The center of mass energy(\( \sqrt{s} \)) of the parton-parton system can then be found:

\[
s = E^2 - \vec{p}^2 = 4x_1 x_2 E^2. \tag{1.5}
\]

Thus the center of mass energy for each collision is dependent on the incident proton’s parton distribution function (PDF). PDFs, \( f_p(x, Q^2) \), are defined as the probability of finding a parton with momentum fraction \( x \) of a proton of momentum \( P \) at a momentum transfer\footnote{For example, the momentum transfer for resonant \( Z \) production is the mass of the \( Z \) boson squared, \( \sim 8000 \) GeV\(^2 \).} of \( Q^2 \). Each quark/gluon has its own PDF. PDFs will be discussed further in Chapter 4.

\textbf{1.3 Tau Leptons}

Tau leptons were discovered in events with the signature:

\[
e^+ + e^- \rightarrow e^\pm + \mu^\mp + \geq 2 \text{ undetected particles} \tag{1.6}
\]

which were detected at the Stanford Linear Accelerator Center-Lawrence Berkeley Laboratory in 1975 [8]. Precision measurements of the tau’s mass, spin, and decay modes have been made at LEP, SLAC, and SPEAR.

\textbf{1.3.1 Tau Properties}

Tau leptons are the only leptons massive enough to decay hadronically. The mass of the tau lepton is 1776.84 MeV, its spin is \( \frac{1}{2} \), and its proper lifetime is \( 2.906 \times 10^{-13} \) s. All tau lepton decays occur through the weak interaction. Figure 1.4 depicts a tau lepton decaying...
to a virtual $W$ boson which then decays leptonically $\sim 35\%$ of the time and hadronically $\sim 65\%$ of the time (Figure 1.5).

Figure 1.4: A Feynman diagram depicting the possible decay modes of the tau lepton.

![Feynman diagram](image)

Figure 1.5: The branching ratios for the tau lepton decay modes (left) and the ditau decay modes (right). The ditau decay modes studied in this analysis are slightly removed from the pie chart.

![Pie charts](image)

Tau leptons have a lifetime of $c\tau = 81.1 \, \mu m$ which means that they generally decay before they can be directly observed. The hadronic decays, summarized in Table 1.1, will have final states with either one or three charged particles along with any number of neutrals$^4$.

$^4$Five prong tau decays have been observed, however, their branching ratio is small and thus will not be
The majority of hadronic decays involve charged and neutral pions, with decays involving kaons making up \( \sim 5\% \) of all hadronic decays.

<table>
<thead>
<tr>
<th>Final State</th>
<th>branching ratio</th>
<th>resonance</th>
</tr>
</thead>
<tbody>
<tr>
<td>All hadronic states</td>
<td>64.8%</td>
<td>-</td>
</tr>
<tr>
<td>All 1 prong states</td>
<td>49.5%</td>
<td>-</td>
</tr>
<tr>
<td>( \tau^- \rightarrow \pi^-\nu_\tau )</td>
<td>10.91%</td>
<td>-</td>
</tr>
<tr>
<td>( \tau^- \rightarrow \pi^-\pi^0\nu_\tau )</td>
<td>25.12</td>
<td>( \rho(770) )</td>
</tr>
<tr>
<td>( \tau^- \rightarrow \pi^-\pi^0\pi^0\nu_\tau )</td>
<td>9.27</td>
<td>( a1(1260) )</td>
</tr>
<tr>
<td>All 3 prong states</td>
<td>15.18</td>
<td>-</td>
</tr>
<tr>
<td>( \tau^- \rightarrow \pi^-\pi^+\pi^-\nu_\tau )</td>
<td>9.32</td>
<td>( a1(1260) )</td>
</tr>
<tr>
<td>( \tau^- \rightarrow \pi^-\pi^+\pi^-\pi^0\nu_\tau )</td>
<td>4.48</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1.1: Selected hadronic tau decay modes split between 1 prong and 3 prong final states. Modes with kaons in the final state (\( \sim 5\% \)) are not shown.

1.3.2 Taus in Higgs Boson Discovery

The partial width for Higgs bosons decaying to two fermions (\( f \)) is governed by [9]:

\[
\Gamma(H \rightarrow f\bar{f}) = \frac{G_F m_f^2 m_H N_c}{4\pi\sqrt{2}} (1 - 4m_f^2/m_H^2)^{3/2} \tag{1.7}
\]

where \( G_F \) is the Fermi coupling constant, \( m_f \) is the mass of the fermion, \( m_H \) is the Higgs mass, and \( N_c = 1(3) \) for leptons (quarks). Since the Higgs coupling to leptons is approximately \( \propto m_f^2 \), the tau lepton is the only lepton that couples significantly to the Higgs boson.

Figure 1.6 plots the relative branching ratios of numerous decay modes of the Higgs boson as a function of the Higgs mass. Other than the \( b\bar{b} \) final state, the ditau final state has the highest branching ratio in the mass range that has seen hints of signal. Fully understanding the \( Z \rightarrow \tau\tau \) process provides a test-bed for discovery physics with a ditau considered in this analysis.
Figure 1.6: The low mass Higgs decay branching ratios [10].

final state; provides an unbiased measurement of the the tau trigger, reconstruction, and identification efficiencies; and provides a measurement of the hadronic tau energy scale.

1.4 Analysis Goals

Evidence for neutral weak currents was first observed in an electron neutrino scattering event by the Gargamelle bubble chamber in 1973 [11] and later confirmed with the observation of neutrino neutron scattering events [12, 13]. First direct evidence of the Z boson along with a measurement of its mass was made in 1983 by the UA1 and UA2 experiments at the Super Proton Synchrotron (SPS) [14, 15]. The discovery of the Z boson (along with the W a year before) provided definitive evidence for the electroweak model. Precision measurements of the Z boson including its mass and couplings were made by the four Large Electron-Positron Collider (LEP) experiments [16]. The first $Z \rightarrow \tau\tau$ cross-section measurements in hadron colliders were made by the CDF and D0 collaborations in the final state where one tau decays hadronically, while the other tau lepton decays to electrons (CDF) or muons (D0) [17, 18].

The leading order (LO), in $\alpha_s$ (the strong coupling constant), Feynman diagrams for $Z$ and $W$ boson production, at the LHC, are shown in Figure 1.7. The full $Z$ boson cross-
section, over all orders of $\alpha_s$, can be expressed as [19]:

$$\sigma(pp \rightarrow (Z \rightarrow f \bar{f}) + X) = \sum_{a,b=q,d,g} \int dx_1 dx_2 f_{a/P}(x_1, \mu) f_{b/P}(x_2, \mu) \times \sigma(ab \rightarrow Z(\rightarrow f \bar{f})X),$$ (1.8)

where the summation is over all types of incoming parton types, and the integral is over the parton momentum fractions. The theoretical prediction is primarily dependent on the order of $\sigma(ab \rightarrow Z(\rightarrow f \bar{f})X)$ and the experimentally measured proton PDFs. We will compare our measured cross-section with the next-to-next-to leading order (NNLO) calculation of $\sigma(ab \rightarrow Z(\rightarrow f \bar{f})X)$ [20].

The $Z$ boson always decays to a pair of fermions whose partial widths are governed by [9]:

$$\Gamma(Z \rightarrow f \bar{f}) = N_c \frac{\sqrt{2} G_F m_Z^3}{6\pi} \times \left[ (T_3 - q \sin^2 \theta_W)^2 + (qT_3 \sin \theta_W)^2 \right]$$ (1.9)

$$\times \left[ (T_3 - q \sin^2 \theta_W)^2 + (qT_3 \sin \theta_W)^2 \right]$$ (1.10)

where $N_c$ is 3 for quarks and 1 for leptons, $m_Z$ is the mass of the $Z$ boson, $q$ is the charge of the fermion, $\theta_W$ is the weak mixing angle, $T_3$ is the weak isospin ($\frac{1}{2}$ for charged leptons and d-type quarks and $-\frac{1}{2}$ for neutrinos and u-type quarks), and $G_F$ is the Fermi coupling constant. The theoretical along with the measured branching ratios are presented in Table 1.2. In this analysis we will measure the cross-section when the $Z$ boson decays to a pair of tau leptons which represents approximately 3.37% of all $Z$ boson decays.

1.4.1 $Z \rightarrow \tau\tau$ Event Topology

Since the lifetimes of the $Z$ boson and tau lepton are extremely short, we only see the decay products of the tau in the detector. $Z \rightarrow \tau\tau$ events can be classified based on how the two taus decay: to an electron and hadrons ($\tau_h\tau_e$), to a muon and hadrons ($\tau_h\tau_\mu$), to an electron and a muon ($\tau_e\tau_\mu$), to two electrons/muons ($\tau_e\tau_e/\tau_\mu\tau_\mu$), and to only hadrons ($\tau_h\tau_h$). The fully hadronic and dielectron channels were not fully considered in this analysis due to overwhelming backgrounds from either multijet events or $\gamma^*/Z \rightarrow ee$ events. Table 1.3 gives
Figure 1.7: Tree level $W/Z$ boson production Feynman diagrams for hadron-hadron collisions.

\[
\begin{align*}
\Gamma(Z \rightarrow ff) / \Gamma(Z) & \\
\text{Predicted (\%)} & \text{Measured (\%)} \\
\bar{u}u, c\bar{c} & 11.7 \quad 11.6 \\
d\bar{d}, s\bar{s}, b\bar{b} & 15.1 \quad 15.6 \\
\text{hadrons} & 68.8 \quad 69.9 \\
\nu\nu & 20.6 \quad 20.0 \\
\ell\ell & 10.5 \quad 10.1
\end{align*}
\]

Table 1.2: The predicted and measured branching ratios for $Z$ bosons decaying to a pair of fermions is shown.

\[
\begin{align*}
\Gamma(Z \rightarrow \tau\tau \rightarrow x_1x_2) / \Gamma(Z \rightarrow \tau\tau) & (\%) \\
\tau^+\tau^- & 100 \\
\tau_h\tau_h & 42.0 \\
\tau_h\tau_e & 23.1 \\
\tau_h\tau_\mu & 22.5 \\
\tau_e\tau_\mu & 6.20 \\
\tau_e\tau_e & 3.19 \\
\tau_\mu\tau_\mu & 3.01
\end{align*}
\]

Table 1.3: The branching ratios for the six different ditau final states are shown relative to the branching ratio of $Z \rightarrow \tau\tau$. $Z$ bosons decay to a pair of taus with a branching ratio of 3.37\%.
the explicit branching ratios for the four final states with respect to the total $Z \to \tau\tau$ cross-section. In total, the four final states considered in this analysis represent approximately 55% of the total $Z \to \tau\tau$ cross-section.

The four final states considered in this analysis are depicted in Figure 1.8. The two semileptonic states ($\tau_h\tau_e$ and $\tau_h\tau_\mu$) have the signature of a isolated lepton (electron or muon) and a hadronic tau candidate. The two fully leptonic final states have a signature of two isolated leptons. In this analysis, unless explicitly stated, lepton will refer to either an electron or muon.

A candidate $Z \to \tau\tau$ event display in the $\tau_h\tau_\mu$ final state is shown in Figure 1.9.

1.4.2 Summary

An introduction to the LHC and the ATLAS detector is presented in Chapter 2, followed by a description of the ATLAS trigger system in Chapter 3. Monte Carlo event generation is discussed in Chapter 4, while Chapter 5 discusses the techniques used to reconstruct the final physics objects used in the following analysis. The description of the analysis begins with the introduction and event selections in Chapter 6, followed by a description of the background estimation method in Chapter 7, and the final cross-section measurement in Chapter 8. The thesis concludes with a detailed description of all systematic uncertainties in Chapter 9, and a brief summary in Chapter 10.
Figure 1.9: An example $Z \rightarrow \tau\tau$ Event Display in the $\tau_h\tau_\mu$ final state. The left sub-figure of the event display shows a three-dimensional view of the ATLAS detector, the upper right sub-figure shows an $\eta - \phi$ view of the calorimeter deposition, and the lower right sub-figure shows an $x - y$ view of the event. The muon candidate is marked and well isolated. The hadronic tau candidate has three associated, highly collimated tracks that are enclosed within a $\Delta(R)$ cone. There exists a forward track with momentum of 13 GeV whose invariant mass with the muon candidate is 21 GeV and has the same sign as the muon candidate. Kinematic quantities of the $\tau_h$, $\tau_\mu$, and the overall event are shown in the upper left part of the figure.
2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is a 26.7 km superconducting hadron accelerator ring designed to collide protons at center of mass energies (CM) energies up to 14 TeV and at instantaneous luminosities of $10^{34}$ cm$^{-2}$s$^{-1}$ [21]. The data used in this analysis was produced by LHC collisions with CM energies of 7 TeV at a peak instantaneous luminosity of $\sim 2 \times 10^{32}$ cm$^{-2}$s$^{-1}$. The number of events for a given process with cross-section, $\sigma_{\text{process}}$, and total integrated luminosity, $L^\text{int}$, is:

$$N_{\text{events}} = \sigma_{\text{process}} \times L^\text{int}. \quad (2.1)$$

Thus, since the cross-section of a given process increases with CM energy, the unprecedented energies and luminosities at the LHC allows for the most competitive probing of new physics.

Instantaneous luminosity ($\mathcal{L}$), the number of particles per unit area per unit time, at a colliding experiment can be approximated as:

$$\mathcal{L} = \frac{f_{\text{col}} N_1 N_2}{A}, \quad (2.2)$$

where $f_{\text{col}}$ is the frequency at which collisions can occur, $A$ is the cross-section of the beam, and $N_i$ represents the total number of available protons in each beam at the time of collision. In order to maximize the luminosity, the LHC needs to maximize the collision frequency and the number of available protons per collision while minimizing the cross-sectional area of the beam at the point of collision.

The protons in the LHC are supplied by a specific injection chain: First, protons are accelerated to an energy of 50 MeV in the Linac2 linear accelerator; second, protons are accelerated in the Proton Synchrotron Booster (PSB), the Proton Synchrotron (PS), and the Super Proton Synchrotron (SPS) to an energy of 450 GeV before being injected into
the main LHC synchrotron accelerator (Figure 2.1). Protons in the LHC are circulated for approximately 20 minutes in the “beam ramping” process from 450 GeV to 3.5 TeV. Once the beams reach the desired energy, a physics fill occurs in which the detectors are able to record data.

The LHC, along with the PSB, PS, and SPS, are synchrotron accelerators. Synchrotrons are accelerators that employ oscillating electric fields to increase the momentum of particles along the beam axis, and magnetic fields to both bend the particles around the ring and to focus the beams. The LHC consists of 8 octants; four of the octants are reserved each for the four detectors, two octants are reserved for beam cleaning, one for the beam Radio Frequency (RF) resonant cavities, and one for beam dumping (Figure 2.2).

Protons entering the resonant cavity are accelerated as they pass a potential difference created by a gap between two electrodes. A particle, with charge \( q \), experiencing a maximum potential difference, \( V \), will experience a change of potential energy:

\[
\Delta(U) = qV\sin(\phi)
\]  

(2.3)

where \( \phi \) is a phase angle defined as:

\[
\phi = f_{rf}t_0 + \pi/2,
\]  

(2.4)

where \( f_{rf} \) is the frequency of the RF power source and \( t_0 \) is the time the proton enters the gap. Due to the oscillating nature of the electric-field, a uniform beam of protons entering
the gap will, depending on the time that they enter, either be accelerated or decelerated into groups of particles referred to as bunches. In order to ensure that these bunches always enter the gap at a time corresponding to maximal acceleration, the frequency of the RF power source must be an even multiple of the frequency in which particles circulate the synchrotron ($f_s$):

$$f_{rf} = h f_s,$$

(2.5)

where $h$ is called the harmonic number of the synchrotron. The harmonic number thus dictates the number of possible bunches that are allowed to be simultaneously accelerated in a beam.

In the LHC, the RF frequency is 400.8 MHz and the frequency of the accelerator is $\sim$1100 Hz$^1$ ($c/26.7 \times 10^3$ m) making the harmonic number 35640. Each of the potential $h$ proton bunches are typically referred to as buckets, where as the bunches refer to buckets filled with protons. The bucket spacing at the LHC is 2.5 ns ($1/f_{rf}$), while the nominal spacing between proton bunches is never less than$^2$ 25 ns. At collision energy, the bunch

---

$^1$The speed of light, $c$, in a vacuum is $3\times10^8$ m/s.

$^2$Currently the bunch spacing is never less than 50 ns.
length will be 1.06 ns. At peak LHC luminosity, there will be 2808 proton bunches each with an intensity of $1.15 \times 10^{11}$ protons. More beam parameters are shown in Table 2.1.

In order to increase the cross-sections of new physics processes, the LHC needs to maximize the energy of each incoming proton beam. As the energy of the protons increase, so does the energy required to bend the protons back to the RF cavity. By equating the Lorentz force on a single proton with its centrifugal force, the magnitude of the magnetic field required to bend the particles can be computed as:

$$B = \frac{\gamma mc}{(qeR)}$$

$$= \frac{(P/c)}{(qR)}; \text{ momentum (P) in eV, c and } R \text{ in SI units.} \quad (2.6)$$

One finds, plugging in the effective radius of the LHC ($R$), the mass of the proton, and the relativistic $\gamma$, that a magnetic field of 8.3 T is required. Producing magnetic fields of this magnitude is one of the limiting factors in the energy attainable by accelerators in general.

In order to maximize the number of available particles per collision, the LHC chose to collide protons with protons rather than protons with hard to produce anti-protons such as at the Tevatron. The Lorentz force bending the particles around the ring is:

$$\vec{F} = q\vec{v} \times \vec{B} \quad (2.7)$$

where $q$ is the charge of the particle, $v$ is the particles velocity and direction, while $B$ is the magnitude and direction of the magnetic field. The Tevatron had the advantage that, with one magnetic field, the direction of the Lorentz force was always in the same direction for the proton and anti-proton beams since both the direction and charge of the particles were opposite each other. The LHC, however, cannot depend on this natural cancellation. To further complicate matters, the physical space within the LHC tunnels is not sufficient to house two sets of dipole magnets. Special dipole magnets, twin bore dipole magnets, are used to provide a magnetic field with opposing directions for each proton beam while housing the two beam pipes within one support structure.

In addition to the dipole magnets used to steer the beam around the accelerator, quadrupole magnets and collimators are also used to combat the natural tendency of bunches

---

\[^3\text{The relativistic factor, } \gamma \text{ can be expressed as } 1/\sqrt{1 - v^2/c^2} \text{ or in terms of energy and mass } E = \gamma mc.\]
of like signed particles to drift apart, and focus the beams in order to minimize the cross-sectional areas of the beams at the point of collision. In all, the LHC contains 1232 dipole magnets, 858 quadrupole, and numerous higher order magnets.

<table>
<thead>
<tr>
<th></th>
<th>Unit</th>
<th>Injection Energy</th>
<th>Collision Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>450 GeV</td>
<td>7 TeV</td>
</tr>
<tr>
<td>Circumference</td>
<td>km</td>
<td>27.6</td>
<td>27.6</td>
</tr>
<tr>
<td>Bucket spacing</td>
<td>ns</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Bunch length</td>
<td>ns</td>
<td>1.71</td>
<td>1.06</td>
</tr>
<tr>
<td>Intensity per bunch (N)</td>
<td>p</td>
<td>$10^{11}$</td>
<td>1.15</td>
</tr>
<tr>
<td>Number of bunches ($n_b$)</td>
<td></td>
<td>2808</td>
<td>2808</td>
</tr>
</tbody>
</table>
| Normalized rms transverse
  emittance ($\epsilon_n$) | $\mu$m | 3.75             | 3.75             |
| Synchrotron radiation
  (loss/turn)             | keV    | -                | 7                |
| Magnetic Field Strength  | T      | 0.5              | 8                |
| Harmonic Number          |        | 35640            | 35640            |
| Machine frequency ($f_{\text{LHC}}$) | Hz | 11200            | 11200            |
| RF Frequency             | MHz    | 400              | 400              |
| Energy gain / revolution | keV    | 485              | 485              |
| Effective Radius         | m      | 2804             | 2804             |
| Relativistic $\gamma$ factor |        | 480              | 7460             |
| Beta function at IP ($\beta*$) | m | 0.55             |                   |

Table 2.1: Basic parameters of the LHC both at injection (450 GeV) and at peak energy (7 TeV) [21]. The quoted $\beta*$ value is the ideal value which will attain the design luminosity of $10 \times 10^{34}$ cm$^{-2}$s$^{-1}$.

Now that we better understand the main parameters of the LHC, we can revisit equation 2.2 and recognize that the collision frequency is simply the frequency of the LHC multiplied by the number of filled proton bunches ($n_b$). In addition, the number of protons available per collision, $N_i$, is the number of protons per bunch. We can then write the cross-section of the collision either in terms of the widths of the individual beams, $A = 4\pi\sigma_x\sigma_y$,.
or in terms of LHC beam parameters: the normalized transverse beam emittance\(^4\), \(\epsilon_n\), and the \(\beta\) function at the interaction point\(^5\) \((\beta^*)\). Putting together the LHC beam parameters leads to [21]:

\[
\mathcal{L} = \frac{f_{LHC} n_b N_1 N_2 \gamma_p}{4\pi \epsilon_n \beta^*}.
\] (2.8)

Figure 2.3 shows a plot of the integrated luminosity delivered by the LHC and collected by the ATLAS detector as a function of day of the year. The discrete increases in the luminosity correspond to the introduction of extra colliding bunches, more protons per bunch, and/or the squeezing of the proton beams. At the beginning of data taking in 2010, the instantaneous luminosity increased from \(1.1 \times 10^{27}\) cm\(^{-2}\)s\(^{-1}\) to \(2.3 \times 10^{32}\) cm\(^{-2}\)s\(^{-1}\) or by a factor of 200,000. The instantaneous luminosity has since increased further to \(3 \times 10^{33}\) cm\(^{-2}\)s\(^{-1}\) in 2011.

Figure 2.3: The total integrated luminosity delivered by the LHC and collected by the ATLAS detector during 2010. The \(x\)-axis displays the day/month in the year 2010.

---

4Transverse beam emittance is the minimum opening in which all or a certain percentage of the beam can be squeezed through.

5The beta function is a measure of the amplitude modulation of the beam due to the focusing quadrupole magnets [22]. \(\beta^*\) is the value of the beta function at the interaction point.
2.2 The ATLAS Detector

The ATLAS detector was optimally designed in order to perform precision physics in the demanding LHC environment.

The ATLAS coordinate system is defined with the positive z-axis pointing along the beam axis (counter clockwise), while the positive x-axis points towards the center of the ring, and the positive y-axis points straight upwards toward the sky. The radial distance, $R$, is defined as the distance projected onto the transverse ($x-y$) plane to the origin, while the azimuthal angle, $\phi$, is defined as the angle between $R$ and the positive x-axis. The polar angle, $\theta$, is defined as the angle between the positive z-axis and a point. Rather than using $\theta$ directly, the invariant quantity rapidity\(^6\) ($y$) is used to measure the component of a particle along the z-axis. In the limit that the mass of the particle is small ($m \ll E$), pseudorapidity ($\eta$) approximates the rapidity and is defined as:

$$\eta = -\ln(\tan(\frac{\theta}{2}))$$ (2.9)

Many sub-detectors in the ATLAS detector are composed of a cylindrical barrel region concentric with the beam pipe at low pseudorapidity and two sets of end-cap disks at high pseudorapidity. The exact boundaries in pseudorapidity depend on the specific sub-detector and are referred to as overlap/transition regions.

The ATLAS detector has three main components: the Inner Detector, composed of three sub-detectors designed to reconstruct tracks of charged particles up to $|\eta| < 2.5$ and resolve their interaction vertices; the Calorimeter System, designed to reconstruct clusters of charged and neutral particles out to $|\eta| < 4.9$ in order to measure jets and the missing transverse energy\(^7\) ($E_T^{\text{miss}}$); and the Muon System, designed to measure, in conjunction with the Inner Detector, muon tracks out to $|\eta| < 2.4$. A 2 T magnetic solenoid is situated between the Inner Detector and the calorimeters, while a barrel toroid and two endcap

\(^6\) $y = -\frac{1}{2} \ln\left(\frac{E + p_T}{E - p_T}\right)$

\(^7\) The transverse missing energy is measured by vectorially summing all energy transverse to the beam. Since the initial energy transverse to the beam is zero, any excess transverse energy measured after the collision is caused by particles that do not (or rarely) interact with ordinary matter such as neutrinos. The total missing energy cannot be measured, because the initial energy in the beam direction is not known.
toroid magnets are placed within the Muon System. The three detector sub-systems are discussed in more detail in Sections 2.2.1, 2.2.2, and 2.2.3. An overview of the ATLAS detector is depicted in Figure 2.4.

Figure 2.4: The ATLAS detector is composed of three main parts. The Inner Detector contains three tracking sub-detectors: the pixel, SCT, and TRT straw tube detectors. The Inner Detector is surrounded by the solenoid magnet followed by two calorimeter detectors. The Muon system along with the toroid magnets, make up the outer most parts of the ATLAS detector.

2.2.1 The Inner Detector

The Inner Detector (ID) extends out to 1.2 m in $R$ and 3.5 m in $z$ and is composed of the pixel detector, the silicon microstrip semi-conduction tracker (SCT), and the Transition Radiation Tracker (TRT). The primary goals of these three technologies are to reconstruct tracks that charged particles traverse starting from the Interaction Point (IP) to the inner face of the calorimeter. At design luminosity ($10^{34}$ cm$^{-2}$s$^{-1}$) approximately 1000 tracks per bunch crossing (25 ns) are expected [23] creating a very challenging environment for the ID. In order to accurately reconstruct the tracks and the primary vertices, high precision and a very fine granularity are required. The ID is depicted in Figure 2.5.

The pixel detector lies at the innermost part of the ID and has both a barrel component of three concentric layers and an endcap component comprising three disks. The sensitive
region ranges from $50.5 < R < 122.5$ mm in the barrel and $88.8 < R < 149.6$ mm in the endcap, while the sensitive component along $z$ extends to $400.5$ mm in the barrel and to $650$ mm in the endcap. The detecting elements are the $50\times400 \, \mu m \,(\phi \times z)$ pixel sensors which give resolutions of $10 \, \mu m \,(R - \phi)$ and $115 \, \mu m \,(z)$ in the barrel $10 \,(R - \phi)$ and $115 \, \mu m \,(R)$ in the endcap. In all, there are approximately 80.4 million readout channels.

The SCT detector surrounds the Pixel detector and comprises 4 cylindrical layers in the barrel and 9 disks in each endcap. The sensitive region of the barrel extends from $299 < R < 514$ mm and $0 < |z| < 749$ mm, while the endcap extends from $275 < R < 560$ mm and $839 < |z| < 2735$ mm. The typical detector element has a length of $6.4$ cm and a pitch of $40 \, \mu m$. In order to gain a handle on the $z$ coordinate of the track, each layer has two sets of strips: one parallel with the beam axis, and the second set at a 40 mrad offset. The endcap disks each have a set of strips pointing out radially and a set also at a 40 mrad offset in order to gain a handle on the $R$ coordinate of a hit. The SCT has approximately 6.3 million readout strips yielding an accuracy of $17 \, \mu m(R - \phi)$ in both the barrel and endcap and $580 \, \mu m \,(z)$ in the barrel and $580 \, \mu m(R)$ in the end-caps.

The last region of the ID consists of the TRT which has a sensitive barrel region consisting of 73 straw planes extending from $563 < R < 1066$ mm and $0 < |z| < 712$ mm and 160 straw planes in the endcap extending from from $644 < R < 1004$ mm and $848 < |z| < 2710$ mm. The detecting element, the straw, is approximately 144 cm long and 4 mm in diameter. Due to the layout of the TRT, only $(R - \phi)$ measurements are made with an accuracy of $130 \, \mu m$ per tube. Radiators are interleaved in the straw tube chambers causing low mass particles to radiate photons. These photons are absorbed in the Xe gas mixture within each tube yielding hits with higher amplitudes. These hits are then interpreted as either low or high threshold in the front-end electronics resulting in electron/pion separation [24].

2.2.2 The Calorimeter

The ATLAS calorimeter has full azimuthal coverage and pseudorapidity coverage up to $|\eta| < 4.9$. This is needed in order to discover new physics with multijet or high $E_T^{\text{miss}}$ signatures. The calorimeter has three main components: the electromagnetic (EM) calorimeter used
Figure 2.5: The inner-most part of the ATLAS detector is composed of three tracking technologies from inner-most: the pixel detector, the semi-conducting tracker, and the transition radiation tracker.

to measure the energy of electrons and photons, the hadronic (HAD) calorimeter used to measure the energy of hadrons, and the forward calorimeter (FCal) which is used to measure the energy of electrons, photons, and hadrons at high pseudorapidity. The calorimeter systems are located beyond the solenoid magnetic field and before the Muon Spectrometer (MS) and toroidal magnets. The calorimeter is shown in Figure 2.6.

The EM-calorimeter is a lead-liquid-Argon (LAr) sampling calorimeter that is separated into a barrel portion (EMB), $|\eta| < 1.475$, and an endcap portion (EMEC), $1.375 < |\eta| < 3.2$. In the region of precision physics, $|\eta| < 2.5$, the barrel and endcap contain 3 layers of active material, while the rest of the EM-calorimeter has two layers with a less fine granularity sufficient for measuring jets and $E^\text{miss}_T$. In order to correct for the energy lost by electrons and photons upstream of the calorimeter, a presampler is installed for $|\eta| < 1.8$. The EM calorimeter has nearly 64k channels, has a typical depth between 22 and 33 radiation lengths, and has an average energy resolution $\sigma_E/E = 10%/\sqrt{E\ [\text{GeV}]} \pm 0.7%$ [23].

The HAD calorimeter comprises a barrel ($|\eta| < 1.0$), an extended barrel ($0.8 < |\eta| < 1.7$), and two end-caps ($1.5 < |\eta| < 3.2$). The two barrel components use steel as the absorber and scintillating tiles as the active material, while the endcap, like the EM calorimeters, is a LAr sampling calorimeter. The HAD calorimeter has over 15k channels and has an average
energy resolution of $\sigma_E/E = 50% / \sqrt{E\text{[GeV]}} ± 3%$.

Each Forward calorimeter has three modules, with the first module, made of copper, optimized for electron/photon measurements, while the other two modules, made of tungsten, are optimized for the detection of hadronic jets. Together, the three modules extend the pseudorapidity range of the calorimeter out to $|\eta| < 4.9$. The Forward calorimeter has approximately 3.5k channels, has an average depth between 7 and 9 interaction lengths, and has an average energy resolution of $\sigma_E/E = 100% / \sqrt{E\text{[GeV]}} ± 10%$.

![Figure 2.6: The calorimeter system is made up an electromagnetic and hadronic calorimeter.](image)

### 2.2.3 The Muon System

The Atlas Muon System is capable of performing precision tracking out to $|\eta| < 2.7$ and triggering on muons out to $|\eta| < 2.4$. The Muon Spectrometer is split into a barrel component ($|\eta| < 1.05$) and two endcap components ($|\eta| > 1.05$). The magnetic field is provided by the barrel toroid in the region $|\eta| < 1.4$ and two endcap toroidal magnets at $|\eta| > 1.6$. The region $1.4 < |\eta| < 1.6$ is generally known as the transition region where the total magnetic field is influenced by both the barrel and endcap toroids. Four detector technologies are employed in the Muon Spectrometer. Two precision measurement technologies: the Monitored Drift Tube (MDT) chambers and Cathode Strip Chambers (CSCs), along with
two triggering technologies: the resistive plate chambers (RPCs) and the thin gap chambers (TGCs). The Muon Spectrometer is shown in Figure 2.7.

The MDTs are stationed throughout the barrel and the endcap out to $|\eta| < 2.7$, except in the innermost wheel ($|\eta| > 2.0$) of the endcap where rates are expected to be the highest. All MDTs are organized in chambers that generally consist of 6-8 layers of tubes arranged orthogonal to the beam in the barrel and in the endcap. There are three layers of chambers in the barrel and endcap, except in the innermost layer of the endcap, providing on average approximately 18-20 hits per track. The main detecting element is the drift tube, which is a pressurized 3 cm diameter tube containing primarily Ar and CO$_2$ with an anode wire at 3080 V at the center. Muons traversing a tube will ionize the gas mixture causing an avalanche of electrons to drift to the anode wire. By measuring the minimum time it takes for electrons to drift towards the anode and an understanding of the r (distance) vs t (time) relationship of the gas in the tube, the distance of closest approach of the muon to the anode can be measured with an accuracy of $z < 10 \mu m$. Due to the layout of MDTs, only the $z/\eta$ coordinate can be measured with high precision; the $\phi$ measurements are taken from the trigger chambers, when available.

CSCs are used for precision track measurements within $2.0 < |\eta| < 2.7$ in the inner wheel of the endcap, since they perform better in higher rate environments [23]. The CSCs are multiwire proportional chambers that provide both an $\eta$ and $\phi$ measurement. Each CSC disk, one per endcap, are segmented into 16 chambers where each chamber is composed of 4 planes yielding 4 measurements per track. The anode wires are oriented radially out from the beam pipe, while the cathode strips are segmented either perpendicular ($R$) or parallel ($\phi$) to the anode wire yielding a resolution of approximately $40 \mu m$ in $R$ and $5 mm$ in $\phi$.

The RPC and TGC chambers provide valid Level 1 Trigger objects (Sec. 3) by simultaneous coincidence requirements in both the $\eta$ and $\phi$ projections, and also provide the precision $\phi$ measurement. The RPC is located in the barrel and has an effective trigger coverage out to $|\eta| < 1.05$, while the TGC is located in the end-caps and has a trigger coverage of $1.05 < |\eta| < 2.4$. The RPC has three layers: the first two layers sandwich the middle layers of the MDT, while the outer layer is located past the outer layer of the MDT chambers. The TGC is segmented into four layers in increasing $z$: the first layer is situated
directly in front of the innermost MDT/CSC wheel, while the other layers are directly in front of and behind the middle endcap MDT chambers.

Figure 2.7: The muon system consists of MDT chambers in the barrel and endcap for precision measurements with RPC and TGC trigger chambers in the barrel and endcap respectively. In the forward regions, CSC chambers are used instead of the MDTs.
Chapter 3

ATLAS TRIGGER SYSTEM

At nominal LHC machine conditions the spacing between proton bunches is 25 ns producing an event rate of 40 MHz. The actual cross-section for inelastic proton proton collisions at design energy is 80 mb, which corresponds to an event rate of 1 GHz, which in turn means that there are on average 23 collisions per bunch crossing [23]. With an average event size of 1.3 Mbytes, the storage of all interactions would require writing more than one peta byte of data every second. Most of these events, however, are uninteresting minimum-bias (min-bias) interactions. Min-bias events refer to a class of collisions that has no (minimum) selection bias. Such events will include diffractive events, collisions in which the protons do not fragment upon collision, and non-diffractive events, collisions in which the protons do fragment upon collision. These min-bias events are considered uninteresting since we do not expect to find new physics in these events, however, an understanding of these events is vital in Monte Carlo Simulation (Section 4.2). The ATLAS trigger system is designed to both select only interesting events, and to reduce the overall rate to a manageable 200 Hz. In order to achieve this goal, the ATLAS trigger system is comprised of 3 levels: L1, L2, and the event filter.

The L1 trigger makes fast hardware decisions (2 \mu s) to reduce the overall event rate to approximately 75 kHz using subsets of the calorimeter and muon sub-detectors. The L1 trigger attempts to identify high \( p_T \)\(^1 \) particles such as muons, electrons, photons, jets, and hadronic taus, along with events with large \( E_T^{\text{miss}} \). These particles are identified in a small \( \eta \) by \( \phi \) window of the detector, known as a region of interest (ROI).

Events with one or more ROIs are stored in a buffer and are further processed by the L2 trigger. The L2 trigger is a software-based trigger that unpacks the information in

\(^1\)The transverse momentum \( (p_T) \) of a particle is its momentum transverse to the direction of the beam \((\pm z)\). \( p_T = p \sin(\theta) = \sqrt{p_x^2 + p_y^2}. \)
interesting ROIs and is required to make a decision on the order of 40 ms. The L2 trigger further reduces the event rate from 75 kHz to 3.5 kHz.

Events that pass the L2 trigger are finally analyzed with the event filter. The event filter has access to the entire data record of the event and makes a decision on whether to write the event to disk on average in 4 s. The final event rate after all three trigger systems is 200 Hz. In general, the event filter attempts to fully emulate offline reconstruction (Section 5).
Chapter 4

MONTE CARLO GENERATION

Predicting the energy loss and decays of particles as they pass through and interact with matter in a deterministic fashion is exceedingly difficult. Instead, the behavior of particles are analyzed using a set of deterministic and stochastic processes [25]. This method is better known as the Monte Carlo (MC) method. Having a Monte Carlo (MC) theoretical prediction is necessary in order to understand the magnitude and shape of our backgrounds, as well as understanding how efficient/inefficient our analysis is in selecting signal events and rejecting background events. In order to trust the results of our MC prediction, we must ensure that it models how true physics processes behave in the ATLAS detector as best as possible. To achieve this goal, we generate MC events in three main steps: generate a hard scattering parton-parton event, simulate how the products of the hard scatter will interact with the active elements and dead material in our detector, and finally convert the simulated hits into raw digitized detector hits. The last step produces an event in the same form as an event coming from the ATLAS data acquisition system. Thus, after digitization, we can run the exact same reconstruction algorithms as on real data events. Figure 4.1 depicts the three steps of MC production.

4.1 Parton Distribution Functions

Since the momentum of incident protons in $pp$ collisions is shared between its constituent partons, one needs a prediction of the incoming parton’s momentum fraction of the proton in order to generate realistic events. To this end, parton distribution functions (PDF)s are used to predict the given fraction of momentum ($x_a$) a parton type ($a = q, g$), will have of the incident proton at momentum transfer $Q^2$:

$$f_a(x_a, Q^2).$$ (4.1)
Each parton type, $a$, has its own distribution function. Since PDFs cannot be determined solely on theoretical grounds, experiments are used to predict them. Deep inelastic electron-proton scattering at HERA (and fixed target experiments) provided a direct probe into the structure of the proton up to momentum transfer squared values of $10^4 \text{ GeV}^2$. PDFs are fitted to experimental data, and then perturbative QCD is used to extrapolate the results to higher center of mass energies and momentum transfers [26, 27, 28]. An example of the parton distributions produced by the MSTW collaboration at leading order, are shown in Figure 4.2.

### 4.2 Event Generation

Event generation is the process of simulating the hard scattering hadron-hadron collisions in accordance with theoretically calculated production cross-sections. In addition to the hard scattering process, any quarks or gluons produced from initial and final state radiation parton showers are hadronized into semi-stable mesons which can then be observed in the detector. In physics processes, both stable and unstable particles will be produced. A
Figure 4.2: Example leading order (LO) parton distribution functions (PDFs) are shown at momentum transfers of 10 GeV$^2$ (left) and 100 GeV$^2$ (right) by the MSTW collaboration [29]. The PDFs used to reconstruct the MC signal events in this analysis were produced by the same collaboration (MRST) and modified at leading order.

A particle is generally considered to be stable (i.e., $e$, $\mu$, $\pi^\pm$, $k^\pm$, ...) if its $c\tau > 10$ mm and unstable (i.e., $\tau$, $W$, $Z$, ...) otherwise [30]. The event generator will generate the 4-vectors for all unstable particles, and decay these particles, and any subsequent unstable particles, until only stable particles remain. These four vectors, for stable particles, are further processed by the detector simulation. In addition to the hard scatter, event generators are also responsible for simulating the underlying event and pileup interactions (Section 9.1).

The three event generators used in this analysis are PYTHIA [31], MC@NLO [32], and HERWIG [33]. In addition, specialized event generators are interfaced with the three event generators in order to perform the decay of the tau lepton (TAUOLA [34]) or electromagnetic radiation (PHOTOS [35]). PDF sets must also be supplied to the event generators. All $W/Z$ boson physics processes used modified leading order PDF sets (MRSTLO* [36]), while CTEQ6.6 [37] NLO order PDF sets were used for the $t\bar{t}$ sample. The underlying event is further tuned to early min-bias event measurements with the ATLAS detector [38] (ATLAS).

$^1\tau$ is the mean lifetime of a particle. $c\tau$ is then the mean distance that a particle can travel before it subsequently decays.
4.2.1 **PYTHIA**

The PYTHIA event generator produces hard scatter events at leading order. In order to approximate higher order processes, PYTHIA adds in QCD and QED radiation in its parton showering model. In general, the parton showering approximation of higher order processes is successful at predicting the substructure of jets, but is poorer at predicting the rate of well separated jets [31]. If other generators are used to simulate the hard process to higher orders in perturbative QCD, then PYTHIA (or HERWIG) may still be used to perform the parton showering. The inclusive $W$ and $Z$ MC samples are fully generated with PYTHIA.

4.2.2 **HERWIG**

Like PYTHIA, HERWIG also generally only computes the leading order matrix elements for the hard scattering event and depends on parton showering to simulate higher orders of QCD. When used solely as a parton showering program interfaced with a generator that computes higher orders of QCD perturbation, such as MC@NLO, HERWIG will match each parton shower with first order matrix elements in order to avoid double counting. HERWIG was used to produce all three diboson samples used in this analysis.

4.2.3 **MC@NLO**

Unlike HERWIG and PYTHIA, MC@NLO, as its name implies, is capable of including next-to-leading order matrix elements in the hard physics process [39]. The MC $t\bar{t}$ background sample is produced with the MC@NLO event generator interfaced with HERWIG for the parton showering. It was found that the resulting top transverse momentum distribution is produced better with MC@NLO than either HERWIG or PYTHIA [30].

4.2.4 **TAUOLA and PHOTOS**

TAUOLA and PHOTOS are specialized generators that simulate the decay of the tau lepton and the emission of final state QED photons, such as bremsstrahlung radiation, respectively.
These generators are interfaced with a generator, such as PYTHIA, that produces the hard scattering event. In the case of $Z \rightarrow \tau\tau$ events generated by PYTHIA, the tau leptons, although unstable ($c\tau = 10 \, \mu m$), are left undecayed and are then fed to TAUOLA. TAUOLA is capable of generating more than twenty different tau decays. In the case of leptonic tau decays, complete $\mathcal{O}(\alpha)$ QED radiative corrections are included, while for hadronic decays to resonances, QED corrections are approximated by PHOTOS.

4.3 Detector Simulation and Digitization

After an event is generated, a full detector simulation is performed for the complete ATLAS geometry built within the GEANT4 program [40] to predict how the particles will interact with material in the detector using Monte Carlo methods. The ATLAS detector geometry and layout, as described in Section 2.2 and [23], is parameterized as a collection of three-dimensional shapes with optional type of material and position within the detector. In total, more than 300k physical volumes, i.e., three-dimensional shapes with a specified type of material and position, are required to accurately depict the true geometry of the ATLAS detector. The magnetic field produced by the solenoid and toroidal magnets is also parameterized into a magnetic field map for use by GEANT4. Having accurate as possible a description of the detector and magnetic field is necessary to correctly model physics processes, especially missing energy [30].

With a set of stable particles from the event generator and an accurate detector description, GEANT4 simulates how a particle interacts with each element of the detector. Processes that GEANT4 is able to simulate include: electromagnetic interaction, hadronic interaction, transportation through a medium, and more [40]. The simulation of a response of a particle in flight is performed in discrete steps. During each step, a particle has a probability to either have a material interaction or to decay. After each step, if the particle does not decay, its properties such as energy are updated, while if it does decay, new particles are produced and each of these particles are continued in a stepping process through the rest of the detector. Table 4.1 shows how many steps, hits in sensitive detector regions, and secondary particles are performed and simulated in typical $t\bar{t}$ events. From the sheer number of steps performed and hits produced, it becomes clear that the simulation process is the
most time consuming process of the MC simulation chain. In particular, the simulation of electromagnetic and hadronic showers in the calorimeter is the most time consuming portion of simulation.

<table>
<thead>
<tr>
<th></th>
<th>Steps</th>
<th>Hits in SD</th>
<th>Sec. above 50 MeV</th>
<th>Sec. above 1 GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner Detector</td>
<td>$1.80 \times 10^6$</td>
<td>$3.10 \times 10^5$</td>
<td>1,570</td>
<td>260</td>
</tr>
<tr>
<td>Calorimeter</td>
<td>$1.87 \times 10^7$</td>
<td>$6.87 \times 10^6$</td>
<td>39,900</td>
<td>1,040</td>
</tr>
<tr>
<td>Muon Detector</td>
<td>$1.90 \times 10^6$</td>
<td>1,030</td>
<td>7,820</td>
<td>332</td>
</tr>
</tbody>
</table>

Table 4.1: The number of steps performed per event per ATLAS detector sub-system in $t\bar{t}$ events. Also included is the average number of hits produced in sensitive detector (SD) regions and the number of secondary particles produced with energy above 50 MeV and above 1 GeV [30].

The simulation of the digitization process is performed by ATLAS sub-detector specific algorithms. Simulated signals, along with noise (i.e., cross-talk between two electric channels), are digitized when a simulated voltage or current in a readout channel exceeds a certain threshold within a timing window. The algorithms used to produce the digits were tuned using test-beam and cosmic data [30].

### 4.4 Summary

A list of the MC samples used in this analysis is presented in Table 4.2 along with the event generator used, total integrated luminosity of events generated, theoretical cross-section to which the MC sample is normalized to, and the order to which the theoretical cross-section was carried out. It should be noted that the theoretical cross-section prediction is independent of the event generator used to simulated the corresponding MC sample. The uncertainty on the theoretical $W/Z$ cross-section predictions are dominated by the choice of PDF, from factorization and renormalization scale dependence, and from the uncertainty of $\alpha_s$ [41].
### Table 4.2: The Monte Carlo samples used in this analysis together with the total number of events, the default event generator used, the theoretical cross-section, and the $\mathcal{O}(\alpha_s)$ in which the calculation was performed. The $t\bar{t}$ sample was filtered at the generator level to only have events in which at least one of the $W$ bosons decays to leptons ($e/\mu/\tau$). The order to which the theoretical cross-section calculation was performed is independent of the MC event generator that was used to simulate the specific physics process. The NNLO theoretical cross-sections were obtained in [41].

<table>
<thead>
<tr>
<th>Process</th>
<th>$L^{\text{int}}$ [fb$^{-1}$]</th>
<th>Generator</th>
<th>$\sigma \times \text{BR}$ [nb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma^*/Z \rightarrow ee$ ($m_{\ell\ell} &gt; 60$ GeV)</td>
<td>5.04</td>
<td>PYTHIA</td>
<td>$0.99 \pm 0.05$ NNLO</td>
</tr>
<tr>
<td>$\gamma^*/Z \rightarrow \mu\mu$ ($m_{\ell\ell} &gt; 60$ GeV)</td>
<td>5.04</td>
<td>PYTHIA</td>
<td>$0.99 \pm 0.05$ NNLO</td>
</tr>
<tr>
<td>$\gamma^*/Z \rightarrow \tau\tau$ ($m_{\ell\ell} &gt; 60$ GeV)</td>
<td>2.02</td>
<td>PYTHIA</td>
<td>$0.99 \pm 0.05$ NNLO</td>
</tr>
<tr>
<td>$W \rightarrow e\nu$</td>
<td>0.666</td>
<td>PYTHIA</td>
<td>$10.5 \pm 0.4$ NNLO</td>
</tr>
<tr>
<td>$W \rightarrow \mu\nu$</td>
<td>0.662</td>
<td>PYTHIA</td>
<td>$10.5 \pm 0.4$ NNLO</td>
</tr>
<tr>
<td>$W \rightarrow \tau\nu$</td>
<td>0.190</td>
<td>PYTHIA</td>
<td>$10.5 \pm 0.4$ NNLO</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>4.83</td>
<td>MC@NLO</td>
<td>$0.165^{+0.011}_{-0.016}$ $\sim$NNLO</td>
</tr>
<tr>
<td>$WW$</td>
<td>5.51</td>
<td>HERWIG</td>
<td>$0.045 \pm 0.003$ NLO</td>
</tr>
<tr>
<td>$WZ$</td>
<td>13.5</td>
<td>HERWIG</td>
<td>$0.0185 \pm 0.0009$ NLO</td>
</tr>
<tr>
<td>$ZZ$</td>
<td>41.6</td>
<td>HERWIG</td>
<td>$0.0060 \pm 0.0003$ NLO</td>
</tr>
</tbody>
</table>
RECONSTRUCTION ALGORITHMS

Events that pass all three trigger levels (Chapter 3), are grouped into physics streams depending on the specific trigger chain that the event satisfied; events that passed multiple triggers potentially could be placed into multiple streams. This analysis used events from two physics streams: one where events had at least one electron or photon object that passed all three trigger levels, and one where events had at least one muon object that passed all three trigger levels. The event selection was designed, for each of the four final states, to ensure that no double counting occurred (see dilepton veto in Section 6.5). All events in each stream are then fully reconstructed using the same software used to reconstruct the simulated MC (Chapter 4). Reconstruction includes forming tracks from hits in the inner detector (ID) and the muon spectrometer (MS) as well as jets from depositions in the calorimeters. Once all the tracks are reconstructed, the primary vertex (PMV) and subsequent secondary or pileup vertices can be formed. Once all tracks, jets, and a PMV are reconstructed, higher order physics objects such as electrons, muons, and taus are formed by either associating ID tracks to calorimeter clusters of energy or in the case of muons, by associating an ID track to a MS track. Finally, the presence of neutrinos are inferred by measuring any excess energy (momentum) transverse to the beam ($E_{T}^{\text{miss}}$).

5.1 Track Reconstruction

Track reconstruction in the ATLAS ID takes advantage of the strengths of all three sub-detector technologies, Pixel, SCT, and TRT. Tracks are reconstructed with $p_{T} > 100$ MeV over all angles of $\phi$ and $|\eta| < 2.5$. All ID tracks are reconstructed through two sequences of algorithms: an inside out approach that reconstructs tracks starting from the beam spot, and an outside in approach that starts from the TRT hit information and attempts to reconstruct tracks that did not originate from the PMV such as kaon decays or photon...
conversion tracks [42].

The inside out approach first attempts to form a track from the hit information within the silicon detectors (Pixel and SCT). The first step converts the raw detector information into 3 dimensional space points. This is automatic for pixel hits since their is segmentation in both $\phi$ and $z$, while for the SCT this is not possible for individual measurements since there is no segmentation in $z$. Instead pairs of SCT hits from adjacent layers, which are offset by 40 mrad, are used to form the 3 dimensional hits. Once the detector hit information is translated to space points, pattern recognition is performed to produce a collection of tracks. Once a collection of tracks are formed, there exist many fake tracks that share hits with actual tracks. An iterative process then loops over tracks with shared hits. A ranking process will then sort all the tracks based on hit quality information such as whether there is a hit in the innermost-layer of the pixel detector or a hole in any of the pixel layers. Tracks with higher scores retain the shared hit, while the track with the lower score has the shared hit removed and the track is then refit and re-scored. This procedure is done until all ambiguities are removed. After the collection of good silicon tracks are resolved, an attempt is made to extend the track with a segment of hits into the TRT sub-detector [43, 44].

The outside in approach is performed after the inside out approach. TRT segments that were used in extending tracks from the silicon detector are then removed and attempts are made to extend the remaining TRT segments with hits from the SCT and pixel detectors (that were previously not used). Tracks resulting from long-lived hadrons and photon conversions with a $p_T$ above 300 MeV can then be recovered.

5.2 Jet Reconstruction

Jets in ATLAS are reconstructed from the anti-$k_T$ algorithm [45] using three dimensional topological clusters as input [46]. The anti-$k_T$ algorithm is preferred over other jet clustering algorithms because it produces conical jets that are both collinear and infrared safe.

A topological cluster begins with a single calorimeter cell seed with an energy that is at least $4\sigma$ above the noise threshold for that cell. Neighboring cells are then added iteratively to the cluster if their energy exceeds $2\sigma$ of the noise threshold. Finally all neighboring cells are added to the cluster.
Jets are then formed from the list of clusters using the anti-$k_T$ algorithm which defines two distance parameters between clusters/pseudo-jets:

\[
    d_{ij} = \min(k_{ti}^{-2}, k_{tj}^{-2}) \frac{\Delta_{ij}^2}{R^2} \\
    d_{iB} = k_{ti}^{-2}
\]  

(5.1) (5.2)

Where $R$ is the distance parameter, 0.4, $\Delta$ is the distance between the two clusters($\Delta R$), and $k_t$ is the transverse momentum of the cluster. Cluster $i$ is considered a jet and removed from the list of clusters if $d_{iB} < \min_j \{d_{ij}\}$, otherwise cluster $i$ is combined with the cluster $j$ that minimizes equation 5.1 and the combined cluster is inserted back into the list of clusters. This procedure is done until the list of clusters is empty.

The distance parameter, $R$, dictates whether soft radiation will tend to be clustered with a hard jet (cluster) or not. If the distance between a cluster from soft radiation and a hard jet is less than the distance parameter, then the hard jet will tend to absorb the soft cluster, otherwise the two objects will be classified as separate jets. By making $R$ too small, a reconstructed jet may underestimate the energy and size of the underlying physics object. If the distance parameter is too large, on the other-hand, the reconstructed jet may overestimate the energy of the underlying physics object. Jets in ATLAS are reconstructed with either $R = 0.4$ or 0.6. Due to the collimation of hadronic taus, jets with $R = 0.4$ were used in this analysis.

The energy of jets is initially calibrated at the electromagnetic (EM) scale. At the electromagnetic scale, energy resulting from EM showers are properly accounted for, while the energy resulting from hadronic showers are not. Jets, which are primarily hadronic in nature, are calibrated to the hadronic scale in three steps:

- Correct for any excess energy caused by multiple $pp$ collisions occurring during the same bunch crossing. This correction is done on average in bins of $\eta$ and on the number of reconstructed vertices.

- The position of the reconstructed jet is corrected from pointing to the geometric center of the detector to the primary reconstructed vertex. Corrections are applied on each
of the constituent topoclusters.

- Monte Carlo derived multiplicative factors are applied to each reconstructed jet.

The derivation of the Monte Carlo correction factors is performed by comparing the reconstructed jets energy at EM scale with the energy of matched truth jets.\textsuperscript{1} The method used to derive a continuous response function is done in the same way as is done for the tau energy scale (TES Section 5.5.1).

### 5.3 Electron Reconstruction

High performance\textsuperscript{2} electron candidates are reconstructed in the region $|\eta| < 1.37 \& \& 1.52 < |\eta| < 2.47$, where the gap in $\eta$ corresponds to the barrel/endcap transition region in the EM calorimeter. Forward electrons, on the other hand, are reconstructed using only the calorimeter (fiducial ID coverage ends $|\eta| > 2.5$). Electron reconstruction begins by reconstructing 2-dimensional clusters in the second layer of the electromagnetic (EM) calorimeter using a sliding window. Clusters with energy greater than 2.5 GeV become electron candidate seeds. The seed becomes an electron candidate if a track from the ID, with $p_T > 0.5$ GeV, is matched to the cluster within $\Delta(\eta) \times \Delta(\phi) = 0.05 \times 0.1$ \textsuperscript{[47]}. If multiple tracks are found within the window, the track of closest approach to the cluster’s baryon center is retained. The energy of the final electron candidate is taken from the calorimeter cluster, while its direction is taken from the ID track. Electron candidates with $E_T$ as low as 5 GeV can be reconstructed, however, in this analysis all electrons are required to have an $E_T$ of at least 16 GeV.

#### 5.3.1 Electron Identification

Electron identification concentrates on separating prompt electrons resulting from the direct decay of $W/Z$ bosons from hadrons faking electrons in jets, electrons from converted...
photons, or from real electrons that decay from heavy flavor mesons. Electron identification generally provides a Loose, Medium, and Tight decision where Tight is a subset of Medium and Medium is a subset of Loose. The decision is based on variables derived from the cluster shape, leakage into the hadronic calorimeter, quality of the matched track, and the track/cluster association. The decisions for each discriminant are:

- **“Loose:”**
  The “Loose” decision includes requirements on hadronic leakage, the energy in the second layer of the EM calorimeter (where the seed is formed), and on the lateral width of the shower shape. Hadronic leakage is defined as the ratio of either all the $E_T$ in the hadronic calorimeter or only the $E_T$ in the first layer of the hadronic calorimeter to that of cluster itself. The energy in the second layer is further required to be centralized by ensuring that the ratio of energy in a window of 3x7 cells centered about the cluster to a window of 7x7 cells is close to unity.

- **“Medium:”**
  The “Medium” decision requires stricter track and cluster matching, track quality criteria, and requirements on the strip layer of the calorimeter. The requirements on the strip layer of the calorimeter include ensuring that the $E_T$ of the maximal cell is much greater than the sub-maximal cell and that the total shower width is small in the $\eta$ direction.

- **“Tight:”**
  The “Tight” decision places even more stringent cuts on the matched track. High threshold TRT hits on the matched track are used to distinguish heavier hadrons from electrons, while a hit is required in the innermost layer of the pixel detector, assuming the track does not traverse a dead pixel module, to veto photon conversions.

---

3The strip layer of the EM calorimeter is the first layer of the calorimeter which has very fine longitudinal segmentation ($\Delta\eta) = 0.0031$ at the expense of $\phi$ segmentation.
The specific thresholds used in the above variables are binned in 10 (cluster) \( \eta \) bins by 11 (cluster) \( E_T \) bins [48].

Both the “Medium” and “Tight” cuts are used in this analysis and have an efficiency, relative to the 98.3% reconstruction efficiency, of 96.3% and 78.5% respectively for electrons with \( 20 < E_T < 50 \) GeV within the pseudorapidity region of \( |\eta| < 1.37 \) or \( 1.52 < |\eta| < 2.47 \). For electrons with \( 15 < p_T < 20 \) GeV, lower identification efficiencies of 94.9% (78.3%) were measured for “Medium” (“Tight”) identified electrons [48]. The efficiencies were derived from \( Z \rightarrow ee \) and \( W \rightarrow e\nu \) MC simulated samples. A discussion on the scale factors used to correct the MC reconstruction and identification efficiencies to that observed in \( Z \rightarrow ee \) events can be found in Section 9.2.1.

### 5.4 Muon Reconstruction

Muon stand-alone reconstruction is performed using information only from the muon sub-detectors and is performed without the requirement of an ID track. The reconstruction begins locally in an individual precision chamber with the construction of straight-line segments using the precision \( \eta \) measurement in conjunction with the trigger \( \phi \) information when available. Segments are required to point to the origin of the ATLAS detector. Three dimensional tracks are then formed from 2 or more segments reconstructed in unique chambers. The tracks’ \( p_T, \eta, \phi, z_0, \) and\(^5 d_0 \) are then measured after extrapolating to the PMV and accounting for energy loss in the calorimeters. The average energy loss for a muon traversing the calorimeter system is 3 GeV [42].

The combined muon is formed when an ID track can be associated with a stand-alone muon track. In order to associate a MS track with an ID track, a \( \chi^2 \) test is performed which is computed by taking the difference between the respective ID and MS track parameters weighted by their combined covariance matrices. There are two algorithms used to compute

\(^4\)The direction of electron candidates can be based on either the parameters of the matched track or on the center of the calorimeter cluster seed. For analysis purposes (i.e., the invariant mass of an electron and hadronic tau candidate), the electron candidates track direction is used, for purposes of identification the direction of the cluster is used.

\(^5\)The \( d_0 \) is the transverse distance of closest approach of the track with the PMV, while \( z_0 \) is the longitudinal distance of closest approach.
the parameters of the final combined track: one where the combined track parameters are a statistical combination of the individual track parameters, and one where the final track parameters are extracted from a refit of the combined ID and MS track. Both methods were tested and shown to yield equivalent results [42]; the former method was used in this analysis.

The efficiency of combined muon reconstruction was measured in data using a $Z \rightarrow \mu\mu$ tag and probe analysis. A tight combined muon was tagged, while a track reconstructed in the ID with opposite charge to the tag was used as the probe. The invariant mass of the muon ID track system was then required to be within 10 GeV of the $Z$ peak. An efficiency of $93.3 \pm 0.022$ (stat) $\pm 0.013$ (sys)% relative to the ID track was found for muons with $p_T > 20$ GeV, while the corresponding value in MC was found to be $92.4\%$ [42, 49]. Although the efficiency measurements in data are consistent with simulation, the use of scale factors was necessary depending on the geometrical location of the reconstructed muon. This is discussed further in Section 9.2.2. Muon reconstruction is commissioned as low as $p_T = 6$ GeV, however, muons in this analysis are required to have a $p_T$ of at least 10 GeV. Other than ensuring that the the muon candidate is combined, there is no explicit identification required on the muon candidate.

5.5 Tau Reconstruction

Tau reconstruction attempts to reconstruct only hadronically decaying tau leptons; those taus that decay to a lepton (electron or muon) are nearly indistinguishable from a lepton that decays directly from a W/Z boson and are thus reconstructed as a lepton. A tau candidate is reconstructed from a jet seed, $|\eta| < 2.5$, using the anti-$k_T$ algorithm with an $R$ value of 0.4 (Section 5.2). From the initial jet seed, the tau candidate direction is determined from the vector sum over all the constituent topoclusters, the energy is determined by summing over all uncalibrated (EM scale) cells within the seed jet ($\Delta(R) < 0.4$) and further calibrated to the tau energy scale (Section 5.5.1), while the mass is defined to be zero [50]. Tracks with the following quality criteria:

6There are track quality requirements on the ID track that our analysis imposed. This is discussed in detail in Section 6.2.2.
- \( p_T > 1 \) GeV
- Number of hits in the first layer pixel \( \geq 1 \)
- Number of total pixel hits \( \geq 2 \)
- Number of total pixel and SCT hits \( \geq 7 \)
- \( d_0 < 1.0 \) mm
- \( |z_0 \sin \theta| < 1.5 \) mm

are then associated to each tau candidate in a core cone \( \Delta(R) < 0.2 \) about the initial jet seed. The number of tracks associated with the tau candidate is also known as its number of “prongs”. Tracks are also counted in an isolation annulus, \( 0.2 < \Delta R < 0.4 \), about the core cone in order to reject jet fakes (see Section 5.5.2).

### 5.5.1 Tau Energy Scale

When measuring the energy of a hadronic tau candidate, we can only measure the energy deposited by the decay products of the original tau lepton that are “visible” to the detector. Thus, since neutrinos rarely interact with matter, we are only measuring the energy deposited by the stable charged and neutral pion[s] (or possibly kaon[s]). Since hadronic taus, depending on their specific decay mode, may have in addition to charged pions, neutral pions (which decay immediately to two photons) in the final state, neither the EM scale nor the hadronic scale is appropriate for measuring the energy of the tau candidate. Thus, an independent scale is applied to each tau candidate depending on whether it has one track or multiple tracks; and whether the tau was reconstructed in the barrel (\( |\eta| < 1.3 \)), the barrel-endcap transition region (\( 1.3 < |\eta| < 1.6 \)), or in the endcap (\( |\eta| > 1.6 \)). In order to further separate single prong taus with no neutral pions from those with neutral pion[s], the electromagnetic energy fraction at EM scale (\( f_{EM} \)) of the tau candidate is required to be \( f_{EM} < 0.15 \). Single prong taus with \( f_{EM} < 0.15 \) are not classified with respect to \( \eta \) due to a lack of statistics.
For each tau candidate classification, response functions:

\[ R(p_T^{EM}) = \frac{p_T^{EM}}{p_T^{gen}} \]  

(5.3)

are formed from simulation, where \( p_T^{EM} \) refers to the energy from summing over all cell energies within \( \Delta R = 0.4 \) of the jet seed axis, while \( p_T^{gen} \) is the true visible \( p_T \) of the tau candidate\(^7\). Response functions are constructed in bins of \( p_T^{gen} \), where for each bin, a distribution of \( p_T^{EM}/p_T^{gen} \) and of \( p_T^{EM} \) are produced. The response is then, for each \( p_T^{gen} \) bin, the mean of an antisymmetric Gaussian fit of the \( p_T^{EM}/p_T^{gen} \) distribution. In order to get the response as a function of \( p_T^{EM} \) rather than \( p_T^{gen} \), the arithmetic mean of the \( p_T^{EM} \) distribution is computed in the corresponding \( p_T^{gen} \) bin. Finally to get a continuous tau energy scale (TES), the discrete set of points, \((p_T^{EM}, p_T^{EM}/p_T^{gen})\), are fit to the following function:

\[ 1 + \frac{a_1}{\ln(p_T^{EM})} + \frac{a_2}{[\ln(p_T^{EM})]^2} + \frac{a_3}{[\ln(p_T^{EM})]^3} \]  

(5.4)

which is shown for a particular classification in Figure 5.1.

5.5.2 Tau Identification

Hadronic taus generally decay to one or three charged pions with 0, 1, or 2 associated neutral pions. Differentiating these objects from generic multijet events is difficult since the resulting detectable decay products are similar, and the cross-section for multijet events is six orders of magnitude larger than \(W/Z\) decays. The two primary methods used to differentiate hadronic taus from jets are: the tau candidates track multiplicity and the width of the tau candidate as measured by the calorimeter. Since more than 99% of true hadronic taus have either 1 or 3 prongs [9], tau candidates with more than 3 prongs can generally be considered fakes. Also, since \( m(W/Z) \gg m(\tau) \), true hadronic taus should be highly collimated leaving a relatively narrow deposition of energy in the calorimeter as compared to generic jets.

The track multiplicity is not explicitly used in any tau identification method in order to minimize any bias of the tau track distribution after identification is applied. Applying tau\(^7\) The four vector of the true visible tau is \( \tau_{vis} = \tau - \nu \).
identification to reconstructed taus without any other event level cuts, still leaves an impure sample of true hadronic taus. If this impure sample of taus does not show a preference for one or three prong candidates, but does after other event level cuts, then there is strong evidence for the presence of true hadronic taus.

In general, the identification variables computed for tau candidates exploit the collimation of the tau in calorimeter, tracking, and combined tracking and calorimeter variables. The following are a list of the main variables used in identification:

- **$R_{\text{EM}}$**:

  The electromagnetic radius ($R_{\text{EM}}$) is the $E_T$ weighted shower width of the tau candidate as measured in the first three layers of the EM calorimeter (presampler, layer 1, and layer 2):

  $$R_{\text{EM}} = \frac{\Sigma_i E_{T,i} \Delta R_i}{\Sigma_i E_{T,i}}.$$  

  (5.5)

  The index, $i$, runs over all cells associated to the tau candidates jet seed within $\Delta R < 0.4$ of the uncalibrated jet seed axis, while the distance, $\Delta R_i$, is measured
between the $i^{th}$ cell and the jet axis.

- $R_{\text{track}}$:  
  The track radius is the $p_T$ weighted track width and is defined as:
  \[
  R_{\text{track}} = \frac{\Sigma_i p_{T,i} \Delta R_i}{\Sigma_i p_{T,i}}. \tag{5.6}
  \]
  The index, $i$, runs over all tracks associated to the tau within $\Delta R < 0.4$ of the jet seed axis. Since the width is with respect to the jet seed axis, rather than the leading track, the width is always non-zero as long as there is at least one associated track.

- $f_{\text{track}}$:  
  The leading track momentum fraction is the ratio of the $p_T$ of the leading track to the $p_T$ of the tau candidate.

The above variables are used in three different tau discriminant algorithms: a cut based discriminant, a multi-variate Boosted Decision Tree, and a multi-variate projective likelihood. The cut based discriminant was used in this analysis.

The cut based discriminant is optimized separately for one prong and three prong tau candidates and utilizes the $R_{\text{EM}}, R_{\text{track}},$ and the $f_{\text{track}}$ identification variables (Figure 5.2). Optimal cut values were chosen by performing a three dimensional grid search on the three identification variables. Grid points were required to achieve a signal efficiency (equation 5.7) of 30 (“Tight”), 50 (“Medium”), or 70% (“Loose”). These points that simultaneously produced the smallest background efficiencies (equation 5.8) were then selected as the discriminant points. As a final requirement, the “Tight” identification was required to be a strict subset of “Medium” identification, and the “Medium” identification was required to be a strict subset of the “Loose” identification. The grid search was performed using signal taus from $W \rightarrow \tau \nu$ and $Z \rightarrow \tau \tau$ samples, and background jets from data using a dijet event selection. To account for the tighter collimation of jets at higher $p_T$, the cuts on $R_{\text{EM}}$ and $R_{\text{track}}$ were parameterized as a function of $p_T$. Figure 5.3 shows the signal efficiency of the “Tight” tau discriminant for both 1 and 3 pronged tau candidates (see Section 9.2.4 for
The efficiency is defined as:

\[
\varepsilon_{\text{sig}}^{1/3-\text{prong}} = \frac{\text{(\# of tau candidates with 1/3 reconstructed track(s), passing ID, and truth-matched to a simulated 1/3-prong decay)}}{\text{(\# of simulated visible hadronic taus with 1/3 prong(s))}}.
\] (5.7)

while the background efficiency is defined as:

\[
\varepsilon_{\text{bkg}}^{1/3-\text{prong}} = \frac{\text{(\# of tau candidates with 1/3 reconstructed track(s), passing ID)}}{\text{(\# of tau candidates with 1/3 reconstructed track(s))}}.
\] (5.8)

The average efficiency for “Tight” identification, measured in MC, for taus with \(p_T > 20\) GeV is approximately 30% while approximately 1% of generic jets reconstructed as tau candidates pass the “Tight” identification. Tau candidates with a \(p_T > 20\) GeV that pass the “Tight” identification are used in this analysis.

### 5.6 Missing Energy Reconstruction

For events with no reconstructed muons, the transverse missing energy \((E_{\text{T}}^{\text{miss}})\) is formed by vectorially summing all 3 dimensional topological clusters:

\[
E_{x,y}^{\text{miss}}(\text{e}) = -\Sigma_i E_{x,y}^i.
\] (5.9)

(Section 5.2 [46]). All clusters are further split if additional local maxima can be found. On average each cluster, after splitting, represents approximately 1.6 particles [51]. The energy of all clusters are calibrated assuming that all incident particles are electromagnetic in nature. These clusters are then classified as either hadronic or electromagnetic in nature and then re-calibrated if necessary [52].

Events with muons in the final state are further corrected for the momentum of the muon track[s] taking into account any loss in the calorimeter:

\[
E_{x,y}^{\text{miss}}(\mu) = -\Sigma_i E_{x,y}^i - \Sigma_i E_{x,y}^i(\text{muon tracks}) + \Sigma_i E_{x,y}^i(\text{energy loss}).
\] (5.10)
Figure 5.2: The tau identification variables used in the cut base tau discriminant: $R_{EM}$ (top), $R_{track}$ (middle), and $f_{track}$ (bottom). The distributions are displayed both for one prong (left) and multi-prong (right) candidates. The vertical line represents the value at which the particular distribution was cut on for the “Tight” working point. The $R_{track}$ and $R_{EM}$ distributions have two vertical lines which depict the range that the distributions were cut on depending on the $E_T$ of the tau candidate [50].
Figure 5.3: The “Tight” tau identification efficiency for one prong (left) and three prong (right) tau candidates. The efficiency, as measured on the default MC samples, is plotted against the efficiency when varying systematic uncertainties due to extra detector material, the hadronic shower shape, the underlying event, and by varying the calorimeter noise threshold. The shaded band represents the total systematic per $p_T$ bin. The bottom plot is a ratio of each systematic variation to the nominal result [50].
Chapter 6

EVENT SELECTION

The event selections for $Z \rightarrow \tau\tau$ events are classified based on the decay products of the $\tau\tau$ pair: either to two hadronically decaying taus ($\tau_h\tau_h$), to hadron[s] and an electron ($\tau_h\tau_e$), to hadron[s] and a muon ($\tau_h\tau_\mu$), to two electrons ($\tau_e\tau_e$), to two muons ($\tau_\mu\tau_\mu$), and to an electron and a muon ($\tau_e\tau_\mu$). As discussed in Section 1, the $\tau_h\tau_h$ and $\tau_e\tau_e$ channels were not studied in depth due to overwhelming backgrounds from either multijet events or $\gamma^* / Z \rightarrow ee$ events, respectively. The $\tau_h\tau_e$ and $\tau_h\tau_\mu$ final states are collectively referred to as the semileptonic final states, while the $\tau_e\tau_\mu$ and the $\tau_\mu\tau_\mu$ final states are collectively referred to as the leptonic final states. For all four final states the event selection begins with an event preselection (Section 6.1), followed by an object selection (Section 6.2), and then finally event level cuts (Sections 6.5.1, 6.5.2, and 6.5.3).

6.1 Event Preselection

Events were only considered when the LHC was providing stable beams at 3.5 TeV of energy and when all ATLAS sub-detectors were performing at > 90% efficiency. In order to further select clean LHC events, a primary vertex (PMV) was required with at least 3 associated tracks and events with out of time jets or tau candidates caused, by cosmic ray events or known defects in the calorimeter, were rejected [53]. Quality criteria applied to reconstructed jets used to determine if an event should be rejected based on a poorly or anomalously reconstructed jet included:

- Ensure that less than 50% of the energy in a reconstructed jet originated from calorimeter cells whose signal shape was abnormal.

- Ensure that the majority of cells contained within a jet had energy deposited in them within 10 ns of the bunch crossing.
• Reject jets that were localized within one layer of the calorimeter.

Most of the above variables were not found to be well modeled by simulation. Thus, this procedure was only performed on data events. In total, less than 1% events were rejected based on this requirement in data. The systematic uncertainty of rejecting events with poorly or anomalously reconstructed jets is evaluated in Section 9.6.

6.2 Object Selection

After an event was preselected, objects \((e/\mu/\tau/jets)\) were preselected if they passed minimal kinematic and identification criteria (Table 6.1). These preselected objects were then thinned in order to remove object redundancy (overlap removal); two objects are redundant when they are reconstructed from the same detector signature. Preselected electrons were removed if they were within \(\Delta R < 0.2\) of any preselected muons, preselected taus were removed if they were within \(\Delta R < 0.4\) of any preselected electrons or muons, and finally any preselected jets were removed if they were within \(\Delta R < 0.4\) of any preselected electrons, muons, or taus. The order of object preference was based on the probability that the object could be faked. Minimal preselection was performed before any thinning in order to minimize any instances where, for example, a true hadronic tau was removed by a loosely reconstructed electron candidate, while full object selection was not required in order to maximize the probability of removing reconstructed hadronic tau candidates that were truly electrons.

6.2.1 Electron Selection

The requirements for preselected electrons were identical for all final states. A reconstructed electron was required to have \(E_T > 16\) GeV, and \(|\eta| < 2.47\). Only electrons with a well reconstructed energy were selected. To that end, electrons within the calorimeter barrel/endcap transition region, \(1.37 < |\eta| < 1.52\), in addition to any electrons reconstructed in regions of the calorimeter that suffered from excessive noise, readout problems, or from non-nominal high voltage conditions, were vetoed. Finally, the “Medium” electron identification with

\[\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}\]

is a measure of distance between two particles.
track match was required to be true for all preselected electrons (Section 5.3). For the \( \tau_h \tau_e \) final state, the “Tight” electron identification was required to be true for the final selected electron candidate, while for the \( \tau_e \tau_\mu \) final state, only “Medium” identification was required on the selected electron.

### 6.2.2 Muon Selection

Selected muons were required to be combined (Section 5.4), have a transverse momentum \((p_T) > 15 \text{ GeV}\), a pseudorapidity \((|\eta|) < 2.4\), a longitudinal impact parameter, from the Muon Spectrometer track, \((z_0(\text{MS})) < 10 \text{ mm}\) and the following quality criteria on the ID track:

- Number of hits in the first layer of the pixel detector \( \geq 1 \)
- Number of total pixel hits in all layers \( \geq 2 \)
- Number of SCT hits \( \geq 6 \)
- \((\text{Number of TRT high threshold hits})/(\text{Number TRT Hits}) < 0.9 \) \((|\eta| < 1.9)\)

in order to ensure the track was well reconstructed and to minimize fakes from decays in flight. The above track quality criteria would take into account holes due to dead or missing detector modules in the SCT and TRT, however, only one hole was allowed per track.

Each final state had slight modifications to the muon selection requirements. The \( \tau_e \tau_\mu \) final state allowed muons to have \( p_T > 10 \text{ GeV} \) since events were triggered by an electron trigger. The \( \tau_\mu \tau_\mu \) final state required that the lead muon have a \( p_T > 15 \text{ GeV} \), while the second muon was allowed to have a \( p_T > 10 \text{ GeV} \). Neither semileptonic final state modified the above selection, however, the selection was performed in two steps: a preselection that had no requirements on the ID track, and a final selection which imposed all selection criteria. By relaxing the requirements on the preselected muon, more muons that faked a hadronic tau signature were removed at the overlap removal stage.
6.2.3 Tau Selection

Hadronically decaying tau candidates were used only in the $\tau_h\tau_e$ and $\tau_h\tau_\mu$ final states. All hadronic tau candidates were required to have $p_T > 20$ GeV, and $|\eta| < 2.47$ (excluding the same transition region as electrons, $1.37 < |\eta| < 1.52$). Additionally, taus with one associated track were required to pass the “Medium” identification, while taus with more than one associated track were required to pass the “Tight” identification (Section 5.5). Finally, any tau that fails the tight electron veto was removed from further consideration. The requirement on the number of tracks associated with the tau candidate was not applied until all other event level cuts were applied in order to produce an unbiased track distribution (Section 6.5).

6.2.4 Jet Selection

Jets were used directly only in the $\tau_e\tau_\mu$ final state. The jets used in this analysis, like the jet seeds used to seed hadronic tau candidates, were reconstructed from three-dimensional topological clusters using the anti-$k_T$ algorithm with distance parameter $R = 0.4$. Jets used in this analysis were further required to have $p_T > 20$ GeV and $|\eta| < 4.5$. The jet energy scale was calibrated at the EM scale with MC derived multiplicative factors to account for hadronic response (Section 5.2).

6.3 Lepton Isolation

The methods used to reconstruct and identify leptons ($e/\mu$), mentioned above and in Section 5, were primarily intended to veto pions and $\pi/K$ in flight decays, rather than real leptons from heavy flavor decays (such as $c/b$ meson decays). Generally leptons resulting from heavy flavor meson decays are accompanied with multiple charged and neutral pions that will deposit extra energy in the calorimeter and produce spurious tracks in the ID. These two detector signatures were exploited in two isolation variables: the relative $p_T$ fraction of tracks around the lepton candidate in a $\Delta R$ cone of size $X$ ($I_{p_T}^X$), and the excess $E_T$ relative to the lepton’s $E_T$ deposited in the calorimeter in a $\Delta R$ cone of size $X$ ($I_{E_T}^X$). The values chosen for the four different final states were optimized using MC signal and
multijet enriched data (Figure 6.1). The data vs MC scale factor derivations and systematic uncertainties, for the selections used, are discussed in Section 9.2.3.

Figure 6.1: Isolation optimization curves are shown for the $\tau_h \tau_e$ ($\tau_h \tau_\mu$) final state in Figure a (b). The signal efficiency was computed using the default MC signal samples, while the background efficiency was computed using a multijet enriched control region in data. The plot shows relative calorimeter and tracker isolation in $\Delta R$ cones of both 0.3 and 0.4. The stars represent the value chosen in this analysis and the third star shows the signal efficiency and background rejection for the combined calorimeter and tracker isolation.

6.4 Final Object Selection

6.4.1 $\tau_h \tau_e$ Final State

The $\tau_h \tau_e$ final state candidate events were selected with a 15 GeV “Medium” single electron trigger. After event preselection, a 16 GeV “Tight” electron candidate was required to match the trigger object and pass the tracking isolation of $I^{0.4}_T < 0.06$ and the calorimeter isolation of $I^{0.3}_E < 0.10$. A “Tight” tau candidate with $p_T > 20$ GeV that satisfied the tight electron veto requirement was also required. Data vs MC distributions for lepton isolation can be found in Figure 6.2, while the electron and tau kinematic distributions, after lepton isolation, can be found in Figure 6.3.
<table>
<thead>
<tr>
<th>Object</th>
<th>$\tau_h\tau_e$</th>
<th>$\tau_h\tau_\mu$</th>
<th>$\tau_e\tau_\mu$</th>
<th>$\tau_\mu\tau_\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrons</td>
<td>$p_T &gt; 16$ GeV</td>
<td>$p_T &gt; 16$ GeV</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>\eta</td>
<td>&lt; 1.37$ or</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td>“Tight” ID</td>
<td>“Medium” ID</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$I_{E_T}^{0.3} &lt; 0.10$</td>
<td>$I_{E_T}^{0.3} &lt; 0.10$</td>
<td>$I_{E_T}^{0.4} &lt; 0.06$</td>
<td>$I_{E_T}^{0.4} &lt; 0.06$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>\eta</td>
<td>&lt; 2.4$</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td>Combined</td>
<td>Combined</td>
<td>Combined</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$I_{E_T}^{0.4} &lt; 0.06$</td>
<td>$I_{E_T}^{0.4} &lt; 0.06$</td>
<td>$I_{E_T}^{0.4} &lt; 0.20$</td>
<td>$I_{E_T}^{0.4} &lt; 0.20$</td>
</tr>
<tr>
<td></td>
<td>$I_{p_T}^{0.4} &lt; 0.06$</td>
<td>$I_{p_T}^{0.4} &lt; 0.06$</td>
<td>$I_{p_T}^{0.4} &lt; 0.15$</td>
<td>$I_{p_T}^{0.4} &lt; 0.15$</td>
</tr>
<tr>
<td>Taus</td>
<td>$p_T &gt; 20$ GeV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>\eta</td>
<td>&lt; 1.37$ or</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$1.52 &lt;</td>
<td>\eta</td>
<td>&lt; 2.47$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“Tight” ID</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jets</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$p_T &gt; 20$ GeV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$</td>
</tr>
</tbody>
</table>

Table 6.1: All kinematic, identification, and isolation requirements imposed on each object type for each $\tau\tau$ final state.
Figure 6.2: The tracker isolation (left) and calorimeter isolation (right) variables used to suppress electrons resulting from the decays of heavy flavor mesons. Both data and MC are displayed for each plot.

6.4.2 $\tau_h\tau_\mu$ Final State

The trigger selection was slightly more complicated in the $\tau_h\tau_\mu$ final state since as the instantaneous luminosity increased, certain lower $p_T$ threshold triggers were prescaled and new higher $p_T$ trigger thresholds were introduced. Thus, three separate single muon triggers were used in this analysis in order to maximize the available integrated luminosity. The first trigger had a 10 GeV threshold, while the other triggers had a 13 GeV threshold with differing identification requirements. In order to account for the differing trigger requirements in simulation, a flat random number between 0 and 1 was generated and the specific trigger for an event was then chosen based on the value of the random number:

$$t(r) = \begin{cases} 
  t_1, & r < f_1 \\
  t_2, & f_1 \leq r < f_1 + f_2 \\
  t_3, & f_1 + f_2 \leq r < 1
\end{cases} \quad (6.1)$$

where $r$ is the random number, $t_X$ is one of the three triggers, and $f_X$ is the fraction of the total integrated luminosity that trigger $X$ represents. After event preselection, a 15

---

$^2$Events that only pass a trigger with a prescale of $X$ are recorded once every $X$ events in order to control the overall event rate.
Figure 6.3: The $p_T$ (top) and $\eta$ (bottom) distributions for electrons (left) and hadronic tau candidates (right) after the requirement of a selected and isolated electron in conjunction with an identified hadronic tau. Both data and MC are displayed for each plot.
GeV “Combined” muon candidate was required to match the trigger object and pass the tracking isolation of $I_{p_T}^{0.4} < 0.06$ and the calorimeter isolation of $I_{E_T}^{0.4} < 0.06$. A “Tight” tau candidate with $p_T > 20$ GeV that satisfied the tight electron veto requirement was also required. Data vs MC distributions for lepton isolation can be found in Figure 6.4, while the muon and tau kinematic distributions, after lepton isolation, can be found in Figure 6.5.

Figure 6.4: The tracker isolation (left) and calorimeter isolation (right) variables used to suppress muons resulting from the decays of heavy flavor mesons. Both data and MC are displayed for each plot.

6.4.3 $\tau_\ell \tau_\mu$ Final State

In the $\tau_\ell \tau_\mu$ final state candidate events were selected with a 15 GeV “Medium” single electron trigger. A single electron trigger was used rather than a single muon trigger since this allowed the minimum $p_T$ requirement for muons to be as low as 10 GeV. Using a single muon trigger rather than a single electron trigger, however, would not have allowed us to lower the $p_T$ threshold on the electron since the understanding of electron reconstruction and identification performance for candidates with a $p_T$ less than 15 GeV was not as well understood as was for muons. Thus, the use of a single electron trigger maximized the signal yield. The selected electron candidate was required to have a $p_T > 16$ GeV, pass the “Medium” electron identification, and satisfy the isolation requirements of $I_{p_T}^{0.4} < 0.06$ and $I_{E_T}^{0.3} < 0.1$, while the selected muon candidate was required to have a $p_T > 10$ GeV, be
Figure 6.5: The $p_T$ (top) and $\eta$ (bottom) distributions for muons (left) and hadronic tau candidates (right) after the requirement of a selected and isolated muon in conjunction with an identified hadronic tau. Both data and MC are displayed for each plot.
“Combined”, and satisfy the isolation requirements of $p_{T}^{0.4} < 0.06$ and $E_{T}^{0.4} < 0.06$. Distributions of the electron and muon isolation variables can be seen in Figures 6.2 and 6.4, while their kinematic distributions, after the isolation requirements, can be seen in Figure 6.6.

Figure 6.6: The $p_T$ (top) and $\eta$ (bottom) distributions for electrons (left) and muons (right) after the requirement of a selected and isolated electron in conjunction with a selected and identified muon. Both data and MC are displayed for each plot.

6.4.4 $\tau_{\mu} \tau_{\mu}$ Final State

The $\tau_{\mu} \tau_{\mu}$ final state selection used the same trigger selection as the $\tau_{h} \tau_{\mu}$ final state. In addition, exactly two “Combined” muons were required. The lead muon was required to have a $p_T$ of at least 15 GeV in accordance with the trigger thresholds, while the second muon was required to have a $p_T$ of at least 10 GeV. In order to maximize the signal yield
and since the presence of two muons significantly suppresses the multijet background, looser isolation requirements of $p_T^{0.4} < 0.15$ and $E_T^{0.4} < 0.20$ were required for both muons.

### 6.5 Event Topological Cuts

After the selection of two leptons\(^3\), the multijet background was highly suppressed. The remaining backgrounds were other SM processes, primarily $W \to \ell\nu$, $Z \to \ell\ell (\ell = \mu, e)$, and $t\bar{t}$ processes.

$W \to \ell\nu + \text{jet}^4$ events tended to fake the $\tau_h\tau_e$ and $\tau_h\tau_\mu$ final states with the lepton naturally passing the lepton selection criteria, while an associated jet in the event was identified as the hadronic tau candidate. $W \to \mu\nu + \text{jet}$ events tended to pass the object-selection for the $\tau_\ell\tau_\mu$ final state when an associated jet was reconstructed as an electron candidate. $W \to e\nu + \text{jet}$ events would rarely pass full object selection in the $\tau_\ell\tau_\mu$ final state since jets are rarely reconstructed as muons. Two event level cuts were performed in order to suppress this background: the transverse mass of the lepton and $E_T^{\text{miss}}$ system ($m_T$) defined in equation 6.2, and the angular correlations between the selected objects and the $E_T^{\text{miss}} (\Sigma\cos\Delta(\phi))$ which is defined in equation 6.3.

\[
m_T = \sqrt{2p_T(\ell)E_T^{\text{miss}}[1 - \cos(\Delta\phi(\ell, E_T^{\text{miss}}))]} \tag{6.2}
\]

\[
\Sigma\cos\Delta(\phi) = \cos[\Delta\phi(\ell(e, \mu), E_T^{\text{miss}})] + \cos[\Delta\phi((e/\tau_h), E_T^{\text{miss}})] \tag{6.3}
\]

Note that in the second term of equation 6.3, the choice of $e$ vs $\tau_h$ is dependent on whether the final state is $\tau_h\tau_e/\tau_h\tau_\mu$ or $\tau_\ell\tau_\mu$.

The $\gamma^*/Z \to \ell\ell$ decays were a major background in all four final states. There were two ways in which $\gamma^*/Z \to \ell\ell$ decays could fake the three non-$\tau_\mu\tau_\mu$ final states: a lepton was reconstructed as a hadronic tau candidate, or an associated jet in the event was reconstructed as a hadronic tau or an electron. The main method to veto hadronic tau candidates that are truly leptons was through the overlap removal procedure (Section 6.2). Additionally there

---

\(^3\)Here the two leptons refer to the ditau decay products including the hadronic tau.

\(^4\)The lepton may be an electron or muon directly from the $W$ boson, or an electron or muon from a leptonic tau decay which in turn decayed directly from the $W$. Events where the $W$ boson decays to a hadronic tau were found to be a negligible background.
was a dedicated tight electron veto imposed on all hadronic tau candidates. For the case where an associated jet passes either tau or electron identification, a dilepton veto (DLV) was used to suppress those events. The DLV for the non $\tau_{\mu}\tau_{\mu}$ final states, along with the dimuon requirement for the $\tau_{\mu}\tau_{\mu}$ final state, was defined as:

- $\tau_h\tau_e$, $\tau_h\tau_{\mu}^5$: $N_e + N_{\mu} = 1$
- $\tau_{e}\tau_{\mu}$: $N_e = 1$ and $N_{\mu} = 1$
- $\tau_{\mu}\tau_{\mu}$: $N_{\mu} = 2$

By ensuring consistent definitions of $N_e$ and $N_{\mu}$ among the four final states, the DLV also ensured that each final state selection was mutually exclusive.

The $\gamma^*/Z \rightarrow \mu\mu$ background was overwhelming in the $\tau_{\mu}\tau_{\mu}$ final state due to the presence of two isolated muons. This background was suppressed with a boosted decision tree (Section 6.5.3).

$t\bar{t}$ decays also proved to be a substantial background when one of the $W$ bosons would decay leptonically, providing events rich with isolated leptons and jets that could potentially be reconstructed as hadronic taus or electrons. The $\tau_{e}\tau_{\mu}$ final state suffered the most from this background. To remove these events, the scalar sum of transverse energy, $\Sigma E_T$, was constructed out of the selected leptons, jets, and the $E_T^\text{miss}$:

$$\Sigma E_T = E_T(e) + p_T(\mu) + \Sigma \text{jets } p_T + E_T^\text{miss}$$

and required to be less than 150 GeV. There were no dedicated cuts to remove $t\bar{t}$ events in the $\tau_h\tau_e$, $\tau_h\tau_{\mu}$, and $\tau_{\mu}\tau_{\mu}$ final states since its background levels were relatively small. Table 6.2 summarizes the different event level cuts that were applied in each final state.

### 6.5.1 $\tau_h\tau_e$ and $\tau_h\tau_{\mu}$ Final States

After the lepton and hadronic tau selection, events were further selected if the DLV was satisfied, if the $m_T < 50$ GeV, if the $\Sigma \cos \Delta(\phi) > -0.15$, and if the visible mass ($m_{\text{vis}}$) of

---

$^5$Preselected, rather than selected, lepton objects are counted in the DLV in order to maximize the $Z \rightarrow \ell\ell$ rejection.
<table>
<thead>
<tr>
<th>Final State</th>
<th>Event Requirements</th>
</tr>
</thead>
</table>
| $\tau_h\tau_\ell$ | $N_e + N_\mu = 1$  
$m_T < 50 \text{ GeV}$  
$\Sigma\cos\Delta(\phi) > -0.15$  
$35 < m_{\text{vis}} < 75 \text{ GeV}$  
$N_{\text{trk}} = 1 \text{ or } 3$ |
| $\tau_e\tau_\mu$ | $N_e = 1 \text{ and } N_\mu = 1$  
$\Sigma\cos\Delta(\phi) > -0.15$  
$25 < m_{\text{vis}} < 80 \text{ GeV}$ |
| $\tau_\mu\tau_\mu$ | $N_\mu = 2$  
$25 < m_{\text{vis}} < 65 \text{ GeV}$ |

Table 6.2: All event level cut requirements imposed on each $\tau\tau$ final state. In addition each final state requires that the two selected leptons have opposite electric charge.

The lepton tau pair fell with the range $35 < m_{\text{vis}} < 75 \text{ GeV}$. Further cuts were then made on the hadronic tau candidate to ensure that it had a unit charge and either one or three associated tracks. The final requirement for an event passing the $\tau_h\tau_\ell$ selection was that the electric charge of the hadronic tau and the lepton had opposite signs. A total of 151 and 213 data events were selected in the $\tau_h\tau_e$ and $\tau_h\tau_\mu$ final states, respectively. Data vs MC distributions of the lepton and hadronic tau kinematic distributions are shown in Figure 6.7, while the $m_T$ and the $\Sigma\cos\Delta(\phi)$ distributions are shown in Figure 6.8. In addition, the final hadronic tau track distributions, which highlight the signal purity, as well as the $m_{\text{vis}}$ distributions are shown in Figure 6.9. All figures are displayed after the full selection, except for the specific variable that was plotted. The multijet background, displayed along with the MC, was determined from data, while the $W \rightarrow \ell\nu$ background shape was taken from simulation but scaled to data (Section 7).
Figure 6.7: The final $p_T$ distributions for leptons ($e/\mu$) (top) and hadronic tau candidates (bottom) after full event selection in the $\tau_h\tau_e$ final state (left) and the $\tau_h\tau_\mu$ final state (right). Both data and MC are displayed for each plot.
Figure 6.8: Distributions of the $\Sigma \cos \Delta(\phi)$ (top) and $m_T$ (bottom) in the $\tau_h \tau_e$ (left) and $\tau_h \tau_\mu$ (right) final states after full event selection, except for a cut on the specific variable itself. These two variables are used to suppress contamination from $W \rightarrow \ell \nu+$Jets events. Both data and MC are displayed for each plot.
Figure 6.9: The $m_{\text{vis}}$ (top) and tau track (bottom) distributions in the $\tau_h\tau_e$ (left) and $\tau_h\tau_\mu$ (right) final states after full event selection, except for a cut on the specific variable itself. Both data and MC are displayed for each plot.
6.5.2 $\tau_e\tau_\mu$ Final State

After the selection of an isolated electron and muon with opposite charge, events were further required to have no additional preselected leptons. The main backgrounds remaining were the $t\bar{t}$, diboson, and $W/Z$+jets backgrounds. The $t\bar{t}$ backgrounds were highly suppressed with a cut on the $\Sigma E_T < 150$ GeV, while a cut on $\Sigma \cos(\phi) > -0.15$ removed most of the $W/Z$+jets background. All candidate events were further required to have a dilepton visible mass within $25 < m_{\text{vis}} < 80$ GeV. A total of 85 events passed all signal selection. The $\Sigma \cos(\phi)$, $\Sigma E_T$, and $m_{\text{vis}}$ distributions are shown in Figure 6.11, while the basic kinematic distributions of the leptons are shown in Figure 6.10. Determination of the multijet background, and MC background validation is discussed in Section 7.

6.5.3 $\tau_\mu\tau_\mu$ Final State

After the selection of two isolated muons with opposite charge, the overwhelming background for the $\tau_\mu\tau_\mu$ final state came from $\gamma^*/Z \rightarrow \mu\mu$ events (Figure 6.13). Two methods were investigated to suppress this background: a simple cuts analysis and a Boosted Decision Tree (BDT) [54]. The BDT was ultimately chosen since there was little statistical significance in the simple cuts analysis. The variables used in both methods were (in decreasing order of BDT rank), labeling the leading muon as $\mu_1$ and the sub-leading muon as $\mu_2$:

- $|d_0(\mu_1)| + |d_0(\mu_2)|$:
  The $d_0$ is a measure of the point of closest approach in the plane transverse to the beam of the muons track with the reconstructed PMV. Since the tau lepton will travel a short distance before decay, the measured $d_0$ of the reconstructed track of its decay should, on average, be larger than the $d_0$ of a track resulting from the decay of a muon directly from the $\gamma^*/Z$.

- $\Delta p_T(\mu_1, \mu_2)$:
  Since the boost of $\gamma^*/Z \rightarrow \mu\mu$ events is small in the plane transverse to the beam, the difference in $p_T$ of the two muons should be small, while the difference in $p_T$ of the
Figure 6.10: The electron (left) and muon (right) $p_T$ (top) and $\eta$ (bottom) distributions after full event selection in the $\tau_e\tau_\mu$ final state. Both data and MC are displayed for each plot.
Figure 6.11: The $\Sigma \cos \Delta(\phi)$ (top left), the $\Sigma E_T$ (top right), and the $m_{\text{vis}}$ (bottom) distributions in the $\tau_\ell \tau_\mu$ final state after full event selection, except for a cut on the specific variable itself. Both data and MC are displayed for each plot.
two muons in \( Z \rightarrow \tau_\mu \tau_\mu \) events can differ depending on the momentum fraction the original tau lepton imparts on the muon due to the nature of the three body decay \( \tau \rightarrow \mu \nu \tau_\mu \).

- \( p_T(\mu_1) \):
  The \( p_T \) of muons decaying directly from the \( Z \) boson will, on average, by larger than that of tau leptons decaying to muons.

- \( \Delta \phi(\mu_1, E_T^{\text{miss}}) \):
  The \( E_T^{\text{miss}} \) in \( \gamma^*/Z \rightarrow \mu\mu \) events is largely fake and caused by detector effects and should be randomly distributed in \( \phi \), while the \( E_T^{\text{miss}} \) in \( Z \rightarrow \tau_\mu \tau_\mu \) events is real and tends to be either aligned or anti-aligned with the leading muon.

- \( \Delta \phi(\mu_1, \mu_2) \):
  Although weakest in BDT rank, this variable still provided some separation power between signal and \( \gamma^*/Z \rightarrow \mu\mu \).

Distributions of \( \Delta \phi(\mu_1, E_T^{\text{miss}}), \Delta \phi(\mu_1, \mu_2), \Delta p_T(\mu_1, \mu_2), \) and \( |d_0(\mu_1)| + |d_0(\mu_2)| \) are depicted in Figure 6.12.

The BDT was trained using only \( Z \rightarrow \tau_\mu \tau_\mu \) and \( \gamma^*/Z \rightarrow \mu\mu \) MC as inputs in order to maximize the separation power. The events entering the BDT were only required to have two selected muons with opposite sign whose invariant mass fell in the window \( 25 < m_{\mu\mu} < 65 \) GeV. The training was done on a subset of MC events, and validated on another set of events. The BDT output distribution is shown in Figure 6.14 along with the final invariant mass distribution after a cut on the BDT score of 0.07. In all a total of 90 data events passed all signal selection requirements.
Figure 6.12: Variables used as input to the BDT used to separate $\gamma^*/Z \rightarrow \mu\mu$ events from $\tau_\mu\tau_\mu$ final state events. Going in order from (a) through (d): $\Delta\phi(\mu_1, E_T^{\text{miss}})$, $\Delta\phi(\mu_1, \mu_2)$, $\Delta p_T(\mu_1, \mu_2)$, and $|d_0(\mu_1)| + |d_0(\mu_2)|$. Not shown is the lead $\mu p_T$. Both data and MC are displayed for each plot.
Figure 6.13: The $m_{\text{vis}}$ distribution in the $\tau_\mu \tau_\mu$ final state after the selection of two isolated muons with opposite electric charge. The vast majority of events are from $\gamma^*/Z \to \mu\mu$ processes. Both data and MC are displayed for each plot.

Figure 6.14: Figure (a) shows the final BDT output score for all data and MC in the $\tau_\mu \tau_\mu$ final state, while figure (b) shows the final invariant mass distribution of the two muons after a cut on the BDT score of 0.07. Both data and MC are displayed for each plot.
The cross-section for multijet events is more than a million times greater than the expected $Z \rightarrow \tau \tau$ cross-section making it technically difficult to fully simulate a statistically significant number of multijet events. Further, the absolute scale of the multijet cross-section was not well understood at the time of this study. Rather than relying on simulated MC samples, a data-driven two-dimensional side-band method (ABCD) was employed to determine the multijet background in all four final states. In an ABCD method, four regions are defined: a signal region (A), and three control regions (BCD) based on the distributions of two variables (Figure 7.1).

Assuming that the four regions are defined by two independent variables, then the ratio of the number of background events in regions C to D should equal the ratio of the number of background events in regions A to B:

$$\frac{N_A}{N_B} = \frac{N_C}{N_D} \quad (7.1)$$
Thus if the signal and EWK contamination in regions BCD is negligible, the total number of multijet (MJ) events in region A can be estimated as:

$$N_{MJ} = N_A = \frac{N_B N_C}{N_D}. \quad (7.2)$$

In practice, the three control regions contain some signal and EWK background. Taking into account the signal and EWK contamination, equation 7.2 can be rewritten as:

$$N_{MJ} = N_A = \frac{(N_B - N_B^{EWK} - N_B^{signal})(N_C - N_C^{EWK} - N_C^{signal})}{N_D - N_D^{EWK} - N_D^{signal}}. \quad (7.3)$$

The events in the two $\tau_h \tau_\ell$ final states were split into four regions depending on whether the lepton was isolated or anti-isolated and whether the $\tau_h \tau_\ell$ pair had opposite-signed (OS) electric charges or same-signed (SS) electric charges (Figure 7.2(a)). The events in the $\tau_e \tau_\mu$ final state, likewise, were split into four regions based on whether the $\tau_e \tau_\mu$ pair was OS or SS and whether both leptons were isolated, or whether both leptons were anti-isolated. Since the requirement of two muons in the $\tau_\mu \tau_\mu$ final state enriched events containing heavy flavor decays, the events were instead split into four regions depending upon whether the lead muon ($\mu_1$) was isolated or anti-isolated and whether the sub-leading muon ($\mu_2$) was isolated or anti-isolated (Figure 7.2(b)). In all cases, for a lepton to be isolated it must have passed both the calorimeter ($I_{EM}$) and the tracker ($I_{ET}$) isolation cuts, while to be anti-isolated, the lepton must have simultaneously failed both isolation requirements described in Sections 6.4.1-6.4.4.

The following three sections describe in more detail the background estimation methods used in the two semileptonic final states, the $\tau_e \tau_\mu$ final state, and finally the $\tau_\mu \tau_\mu$ final state.

### 7.1 $\tau_h \tau_\ell$ Final State Background Estimation

#### 7.1.1 $W$+Jets Normalization

In addition to determining the multijet background, MC simulation is also verified for the $W$+Jets backgrounds. It was found that the rate of generic jets passing hadronic tau identification was underestimated in simulation due primarily to the width of the hadronic tau candidate measured in the EM calorimeter ($R_{EM}$) being more narrow in data than in
Figure 7.2: The figure on the left shows the signal region (A) and the 3 control regions (BCD) that were used to estimate the multijet background in the $\tau_h\tau_e$, $\tau_h\tau_{\mu}$, and $\tau_e\tau_{\mu}$ final states, while the figure on right shows the four regions for the $\tau_{\mu}\tau_{\mu}$ final state.

simulation [55]. In order to correct for this effect, a $W$ control region was defined in which the cuts on $m_T$ and $\Sigma\cos\Delta(\phi)$ were inverted, while all other cuts, save the $m_{\text{vis}}$ window, were kept. A correction factor, $k_w$, was then defined as the ratio of events that pass “Tight” tau identification in the $W$ control region in data versus MC (equation 7.4).

$$k_w = \frac{N_{W}^{\tau-\text{id}}(\text{Data})}{N_{W}^{\tau-\text{id}}(\text{MC})}$$  \hspace{1cm} (7.4)$$

The $k_w$ values were computed for the case where the hadronic tau candidate had one associated track, three associated tracks, or one or three associated tracks. No deviation larger than the statistical uncertainty on each measurement was observed. The $k_w$ was observed, however, to depend on whether the event was OS or SS.

Figure 7.3 shows the muon and hadronic tau $p_T$ distributions before and after the application of “Tight” tau identification in the $W$ control region. Although the overall scale
is low, the shape seems to agree well with the data. This allows the use of the $k_w$ factors:

\[
\begin{align*}
    k_w^{\text{OS}}(\tau_\ell \tau_e) &= 0.63 \pm 0.07 \\
    k_w^{\text{SS}}(\tau_\ell \tau_e) &= 0.83 \pm 0.15 \\
    k_w^{\text{OS}}(\tau_\ell \tau_\mu) &= 0.73 \pm 0.06 \\
    k_w^{\text{SS}}(\tau_\ell \tau_\mu) &= 0.94 \pm 0.13
\end{align*}
\]

(7.5)

to normalize the $W$ background.

Figure 7.3: The muon (top) and hadronic tau candidate (bottom) $p_T$ distributions before (left) and after (right) the application of “Tight” tau identification. The data MC agreement is reasonable before tau identification, however, the simulation predicts that too many events will pass tau identification. The $k_w$ were factors used to correct for this discrepancy.
7.1.2 Multijet Estimation

Figure 7.4 shows the events, after all cuts in the $\tau_h \tau_\mu$ final state, split into four regions depending on whether the muon and the hadronic tau candidate have the same or opposite electric charge and whether the muon is isolated or not isolated. The isolation/non-isolation definition in Figure 7.4(b), discussed above, produced a discontinuous structure between the boundaries since events where a muon satisfied one isolation requirement, but not the other fit into neither category. Figure 7.4(a) shows how the events would be dispersed based on a continuous variable ($I_0 E_T$). In either case the relative signal contributions were small in regions BC and D which in turn minimized the dependence of the background estimation method on the cross-section of the process we measured.

![Figure 7.4](image)

Figure 7.4: The left figure displays all events split into four regions depending on whether the lepton and tau have the same or opposite electric charge and by the relative calorimeter isolation. The ABCD method used in this analysis, however, split events based on whether the selected lepton passed both tracker and calorimeter isolation or failed both isolation requirements (right). In both plots, the points can either be signal, electroweak background, or multijet background (actually simply data). The data points are not shown in region A since it will be dominated by signal and EWK backgrounds. To estimate the multijet background in region A, the ratio of data events in regions C to D normalized to the number of events in region B, after signal and electroweak subtraction, is computed.

The multijet background was predicted after all selection requirements since region B, isolated lepton/SS events, had a reasonable amount of statistics. Equation 7.2 can be
rewritten as:

\[ N^{A}_{\text{MJ}} = N^{B}_{\text{MJ}} \ast R_{\text{OS/SS}} \]
\[ N^{\text{OS}}_{\text{MJ}} = N^{\text{SS}}_{\text{MJ}} \ast R_{\text{OS/SS}} \]  

(7.6)

where \( R_{\text{OS/SS}} \) is the predicted ratio of OS to SS multijet events in data as measured in the anti-isolated regions, C and D. For clarity, \( N^{A/B}_{\text{MJ}} \) has been replaced by \( N^{\text{OS/SS}}_{\text{MJ}} \). The measured values of \( R_{\text{OS/SS}} \) for the \( \tau_h\tau_e \) and \( \tau_h\tau_\mu \) channels were:

\[ R_{\text{OS/SS}} = \begin{cases} 
1.07 \pm 0.07 \text{ (stat.)} \pm 0.07 \text{ (sys.)}, & \tau_h\tau_e \\
1.07 \pm 0.04 \text{ (stat.)} \pm 0.04 \text{ (sys.)}, & \tau_h\tau_\mu, 
\end{cases} \]  

(7.7)

The systematic uncertainty on \( R_{\text{OS/SS}} \) was estimated by measuring the dependence of \( R_{\text{OS/SS}} \) on lepton isolation (Section 9.4).

As can be seen in the ‘non-isolated’ columns of Table 7.1, the EWK/\( t\bar{t} \) contribution was negligible when computing \( R_{\text{OS/SS}} \). When finally computing \( N^{\text{OS}}_{\text{MJ}} \), all EWK/\( t\bar{t} \) background contamination in region B (\( N^{\text{SS}}_{\text{MJ}} \)) had to be removed using simulation (normalized to data in the case of \( W+\text{Jets} \)). The effect on the uncertainties of the EWK/\( t\bar{t} \) contamination in the three control regions are fully explored in Section 9. The main assumption with the method itself is that the ratio of OS to SS events was independent of whether the lepton was isolated or anti-isolated. This systematic uncertainty is discussed in Section 9.4.

The multijet background in the final signal region was predicted to be:

\[ N^{\text{OS}}_{\text{MJ}} = \begin{cases} 
25 \pm 6 \text{ (stat.)} \pm 3 \text{ (sys.)}, & \tau_h\tau_e \\
23 \pm 6 \text{ (stat.)} \pm 4 \text{ (sys.)}, & \tau_h\tau_\mu, 
\end{cases} \]  

(7.8)

All other backgrounds were estimated from simulation (where the \( W+\text{Jets} \) background was normalized to data).

7.2 \( \tau_e\tau_\mu \) Final State Background Estimation

The \( \tau_e\tau_\mu \) final state used the same ABCD method as the two semileptonic final states (\( \tau_h\tau_\ell \)), eqn. 7.6, in order to estimate the multijet background. The actual ABCD calculation was
<table>
<thead>
<tr>
<th></th>
<th>$\tau^+\tau^-$ channel</th>
<th>$\tau^+\tau^-$ channel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>isolated lepton</td>
<td>non-isolated lepton</td>
</tr>
<tr>
<td></td>
<td>region A</td>
<td>region C</td>
</tr>
<tr>
<td>data</td>
<td>151(12)</td>
<td>398(20)</td>
</tr>
<tr>
<td>$Z \to \tau\tau$</td>
<td>97(1)</td>
<td>3.2(2)</td>
</tr>
<tr>
<td>$\gamma \to \tau\tau$</td>
<td>0.3(2)</td>
<td>0.0(0)</td>
</tr>
<tr>
<td>OS Events</td>
<td>Multijet</td>
<td></td>
</tr>
<tr>
<td>+ final selection</td>
<td>$W \to \ell\nu$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.8(4)</td>
<td>0.2(1)</td>
</tr>
<tr>
<td></td>
<td>$W \to \tau\nu$</td>
<td>1.5(4)</td>
</tr>
<tr>
<td></td>
<td>$Z \to \ell\ell$</td>
<td>4.9(2)</td>
</tr>
<tr>
<td></td>
<td>$\gamma \to \ell\ell$</td>
<td>2.0(3)</td>
</tr>
<tr>
<td></td>
<td>$t\bar{t}$</td>
<td>1.02(8)</td>
</tr>
<tr>
<td></td>
<td>Diboson</td>
<td>0.18(1)</td>
</tr>
<tr>
<td></td>
<td>region B</td>
<td>region D</td>
</tr>
<tr>
<td></td>
<td>region B</td>
<td>29(5)</td>
</tr>
<tr>
<td></td>
<td>region D</td>
<td>367(19)</td>
</tr>
<tr>
<td>data</td>
<td>1415(38)</td>
<td></td>
</tr>
<tr>
<td>$Z \to \tau\tau$</td>
<td>1.0(1)</td>
<td></td>
</tr>
<tr>
<td>$\gamma \to \tau\tau$</td>
<td>0.2(1)</td>
<td>0.0(0)</td>
</tr>
<tr>
<td>SS Events</td>
<td>Multijet</td>
<td></td>
</tr>
<tr>
<td>+ final selection</td>
<td>$W \to \ell\nu$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.3(3)</td>
<td>0(0)</td>
</tr>
<tr>
<td></td>
<td>$W \to \tau\nu$</td>
<td>0.3(3)</td>
</tr>
<tr>
<td></td>
<td>$Z \to \ell\ell$</td>
<td>2.7(3)</td>
</tr>
<tr>
<td></td>
<td>$\gamma \to \ell\ell$</td>
<td>1.3(3)</td>
</tr>
<tr>
<td></td>
<td>$t\bar{t}$</td>
<td>0.1(3)</td>
</tr>
<tr>
<td></td>
<td>Diboson</td>
<td>0.029(5)</td>
</tr>
</tbody>
</table>

Table 7.1: Number of events in each region for the two semileptonic final states. The numbers in parenthesis are the statistical uncertainties in the least significant digit[s]. The multijet expectations are determined by the data-driven method discussed in that section. All other processes were estimated with Monte Carlo (normalized to data in the case of $W+\text{Jets}$).
not done after full event selection, as was done for the \(\tau_h \tau_\ell\) final state, since there were nearly no events in the isolated leptons/SS region after the visible mass requirement. Instead, the multijet contribution in region A was estimated after the dilepton-veto requirement and the contribution after full signal selection was:

\[
N_{\text{MJ}}^{\text{OS}}(\text{full-selection}) = N_{\text{MJ}}^{\text{SS}} \times R_{\text{OS}/\text{SS}} \times \epsilon_{\text{MJ}}
\]  

(7.9)

where \(\epsilon_{\text{MJ}}\) was the efficiency for events to pass the \(\Sigma \cos \Delta(\phi), \Sigma E_T\), and the visible mass window requirements calculated in region D (SS anti-isolated).

All EWK/\(t\bar{t}\) samples were estimated from simulation. The normalizations of the two largest backgrounds, \(W+\text{Jets}\), and \(t\bar{t}\) were verified in data using control regions that enhanced the respective signals. No deviation larger than the statistical uncertainties were observed. Table 7.2 shows the final signal and background contributions in all four regions after the dilepton-veto requirement.

The total multijet contribution in the final signal region was estimated as:

\[
N_{\text{MJ}}^{\text{OS}} = 5.7 \pm 4.1(\text{stat.}) \pm 0.9(\text{sys.}).
\]  

(7.10)

while the measured \(R_{\text{OS}/\text{SS}}\) value was:

\[
R_{\text{OS}/\text{SS}} = 1.55 \pm 0.04(\text{stat.}) \pm 0.20(\text{sys.}).
\]  

(7.11)

Where the systematic uncertainty on \(R_{\text{OS}/\text{SS}}\), like the \(\tau_h \tau_\ell\) final states, was evaluated by measuring the dependence of \(R_{\text{OS}/\text{SS}}\) on the isolation of the two leptons (Section 9.4).

### 7.3 \(\tau_\mu \tau_\mu\) Final State Background Estimation

The \(\tau_\mu \tau_\mu\) final state did not use the OS/SS regions since the expected multijet background was mostly from heavy flavor (c/b) meson decays which is OS biased. Instead, the multijet background was predicted based on whether the lead muon was isolated/anti-isolated and whether the sub-leading muon was isolated/anti-isolated (Figure 7.2(b)). The multijet background was predicted before the BDT requirement using:

\[
N_{\text{MJ}}^{\text{A}} = N_B \times \frac{N_C}{N_D} \times k
\]  

(7.12)
<table>
<thead>
<tr>
<th></th>
<th>isolated</th>
<th>non-isolated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>region A</td>
<td>region C</td>
</tr>
<tr>
<td>data</td>
<td>190(14)</td>
<td>22(5)</td>
</tr>
<tr>
<td>$\gamma^*/Z(\tau\tau)$</td>
<td>86.9(1.2)</td>
<td>1.4(2)</td>
</tr>
<tr>
<td>OS Events</td>
<td>Multijet</td>
<td>10(7)</td>
</tr>
<tr>
<td>+ dilepton selection</td>
<td></td>
<td>6.59</td>
</tr>
<tr>
<td>$W(e\nu)$</td>
<td>0.22(11)</td>
<td>0.11(7)</td>
</tr>
<tr>
<td>$W(\mu\nu)$</td>
<td>9.2(6)</td>
<td>9.6(7)</td>
</tr>
<tr>
<td>$W(\tau\nu)$</td>
<td>1.0(4)</td>
<td>0.50(3)</td>
</tr>
<tr>
<td>$\gamma^*/Z(ee)$</td>
<td>0.06(2)</td>
<td>0.05(3)</td>
</tr>
<tr>
<td>$\gamma^*/Z(\mu\mu)$</td>
<td>5.5(2)</td>
<td>2.81(15)</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>48.7(5)</td>
<td>0.38(4)</td>
</tr>
<tr>
<td>Diboson</td>
<td>9.11(13)</td>
<td>0.55(2)</td>
</tr>
<tr>
<td></td>
<td>region B</td>
<td>region D</td>
</tr>
<tr>
<td>data</td>
<td>3771(61)</td>
<td>2432(49)</td>
</tr>
<tr>
<td>$\gamma^*/Z(\tau\tau)$</td>
<td>0.61(9)</td>
<td>0.51(14)</td>
</tr>
<tr>
<td>SS Events</td>
<td>Multijet</td>
<td>3758.64</td>
</tr>
<tr>
<td>+ dilepton selection</td>
<td></td>
<td>2423.35</td>
</tr>
<tr>
<td>$W(e\nu)$</td>
<td>1.7(3)</td>
<td>0.40(15)</td>
</tr>
<tr>
<td>$W(\mu\nu)$</td>
<td>4.1(4)</td>
<td>3.5(4)</td>
</tr>
<tr>
<td>$W(\tau\nu)$</td>
<td>0.8(4)</td>
<td>0.7(4)</td>
</tr>
<tr>
<td>$\gamma^*/Z(ee)$</td>
<td>0.3(1)</td>
<td>0.08(3)</td>
</tr>
<tr>
<td>$\gamma^*/Z(\mu\mu)$</td>
<td>0.28(4)</td>
<td>0.26(4)</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>4.57(15)</td>
<td>3.15(12)</td>
</tr>
<tr>
<td>Diboson</td>
<td>0.11(1)</td>
<td>0.05(1)</td>
</tr>
</tbody>
</table>

Table 7.2: The number of data and MC events (for the significant backgrounds) for the four regions of the multijet background estimation after the dilepton selection [56] in the $\tau_e\tau_\mu$ final state.
Table 7.3: The efficiency that one muon passes the given isolation requirement when the other muon is either isolated and when it is not isolated. The ratio of efficiencies, the $k$ value, is presented in the last column.

<table>
<thead>
<tr>
<th>Isolation requirement</th>
<th>$\mu_1$ isolated</th>
<th>$\mu_1$ non-isolated</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon(\mu_2)T_{ET}^{0.4} &lt; 0.20$</td>
<td>0.38(3)</td>
<td>0.110(4)</td>
<td>3.4(3)</td>
</tr>
<tr>
<td>$\epsilon(\mu_2)T_{pT}^{0.4} &lt; 0.20$</td>
<td>0.37(3)</td>
<td>0.110(4)</td>
<td>3.5(3)</td>
</tr>
<tr>
<td>Isolation requirement</td>
<td>$\mu_2$ isolated</td>
<td>$\mu_2$ non-isolated</td>
<td>$k$</td>
</tr>
<tr>
<td>-----------------------</td>
<td>-------------------</td>
<td>-----------------------</td>
<td>-----</td>
</tr>
<tr>
<td>$\epsilon(\mu_1)T_{ET}^{0.4} &lt; 0.20$</td>
<td>0.53(4)</td>
<td>0.180(6)</td>
<td>2.9(2)</td>
</tr>
<tr>
<td>$\epsilon(\mu_1)T_{pT}^{0.4} &lt; 0.20$</td>
<td>0.44(4)</td>
<td>0.136(4)</td>
<td>3.2(3)</td>
</tr>
</tbody>
</table>

where $k$ is a factor that corrects for any observed correlations between the isolation of the two selected muons.

Four $k$ factors were computed by measuring the ratio of the efficiency of the leading (sub-leading) muon to pass either calorimeter ($T_{ET}^{0.4} < 0.20$) or tracking ($T_{pT}^{0.4} < 0.15$) isolation when the sub-leading (leading) muon was isolated versus anti-isolated. The final $k$ value was taken as the simple average of the four measured $k$ values:

$$k = 3.26 \pm 0.55 \text{ (stat.).} \quad (7.13)$$

The individual $k$ measurements can be found in Table 7.3.

The number of multijet events measured in data before the BDT requirement was, using eqn. 7.12:

$$N_{MJ}^{A} = 69 \pm 12 \text{ (stat.)} \pm 11 \text{ (sys.),} \quad (7.14)$$

while the final number of multijet events, after the entire event selection, was obtained by multiplying $N_{MJ}^{A}$ by the efficiency for events in region C to pass the BDT selection. The final multijet contribution after the entire event selection was measured as:

$$N_{MJ}^{A} = 10.1 \pm 2.5 \text{ (stat.)} \pm 1.6 \text{ (sys.)}. \quad (7.15)$$

The systematic uncertainties on the final event yields were evaluated by varying the measured $k$ values within their uncertainties (Section 9.4).
<table>
<thead>
<tr>
<th>Region</th>
<th>Mu1 Isolated</th>
<th>Mu1 Non-Isolated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>region A</td>
<td>region C</td>
</tr>
<tr>
<td></td>
<td>2491(50)</td>
<td>366(19)</td>
</tr>
<tr>
<td>(Z\rightarrow\tau\tau)</td>
<td>115.1(1.4)</td>
<td>3.2(2)</td>
</tr>
<tr>
<td>Mu2 Isolated</td>
<td>Multijet</td>
<td>69(12)</td>
</tr>
<tr>
<td>+ Visible Mass Selection</td>
<td>(W\rightarrow\tau\nu)</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>(W\rightarrow\mu\nu)</td>
<td>1.5(3)</td>
</tr>
<tr>
<td></td>
<td>(W\rightarrow\nu\nu)</td>
<td>0.0</td>
</tr>
<tr>
<td>(\gamma^* / Z \rightarrow \mu\mu)</td>
<td>2140(10)</td>
<td>49(1.7)</td>
</tr>
<tr>
<td>(\gamma^* / Z \rightarrow ee)</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>(t\bar{t})</td>
<td>12.4(4)</td>
<td>4.9(3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Region</th>
<th>Mu2 Non-Isolated</th>
<th>Mu2 Non-Isolated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>region B</td>
<td>region D</td>
</tr>
<tr>
<td></td>
<td>766(28)</td>
<td>6550(81)</td>
</tr>
<tr>
<td>(Z\rightarrow\tau\tau)</td>
<td>9.2(4)</td>
<td>0.4(1)</td>
</tr>
<tr>
<td>Mu2 Non-Isolated</td>
<td>Multijet</td>
<td>460(20)</td>
</tr>
<tr>
<td>+ Visible Mass Selection</td>
<td>(W\rightarrow\tau\nu)</td>
<td>2.7(7)</td>
</tr>
<tr>
<td></td>
<td>(W\rightarrow\mu\nu)</td>
<td>43.9(1.5)</td>
</tr>
<tr>
<td></td>
<td>(\gamma^* / Z \rightarrow ee)</td>
<td>0.0</td>
</tr>
<tr>
<td>(\gamma^* / Z \rightarrow \mu\mu)</td>
<td>231(3)</td>
<td>9.5(8)</td>
</tr>
<tr>
<td>(t\bar{t})</td>
<td>22.7(6)</td>
<td>4.3(2)</td>
</tr>
</tbody>
</table>

Table 7.4: The number of events in each region for the multijet estimation method before the BDT requirement in the \(\tau\mu\tau\mu\) final state.
Chapter 8

CROSS-SECTION MEASUREMENT

The $Z \rightarrow \tau\tau$ production cross-section for each final state was measured within the fiducial volume of the ATLAS detector using:

$$\sigma_{\text{fid}} = \frac{N - N_{\text{bkgd}}}{C_Z L} \quad (8.1)$$

where $\sigma$ represents the cross-section, $C_Z$ represents the detector acceptance, and $L$ the total integrated luminosity. The total cross-section was then measured, after extrapolating to the entire phase space, using:

$$\sigma_{\text{tot}} = \frac{N - N_{\text{bkgd}}}{C_Z A_Z L B} \quad (8.2)$$

where $A_Z$ is the measured extrapolation factor that represents the geometrical and kinematic acceptance and $B$ is the branching ratio for $Z \rightarrow \tau\tau \rightarrow \tau_x \tau_y$. The combined total cross-section is then derived using the Best Linear Unbiased Estimate (BLUE) Method [57, 58] to combine the individual cross-section measurements, taking correlations into account, in a manner that minimizes the combined uncertainty.

Section 8.1 discusses the geometric and kinematic correction factor, followed by Section 8.2 which discusses the detector efficiency, and finally Section 8.3 discusses the combination procedure.

8.1 Geometrical Acceptance

The geometric and kinematic acceptance factor, $A_Z$, was defined as the ratio:

$$A_Z = \frac{N_{\text{gen kin dressed}}}{N_{\text{gen min Born}}} \quad (8.3)$$

---

1This is not quite true. There is still a phase space cut on the true invariant mass of the ditau pair: $66 < m_{\tau\tau} < 116$ GeV
where \( N_{\text{Born}}^{\text{gen \, \text{toy}}} \) was the number of events at Born\(^2\) level whose \( \tau \tau \) invariant mass fell within the window [66,116] GeV and \( N_{\text{dressed}}^{\text{gen \, \text{kin}}} \) is the number of events at generator level that fell within the fiducial regions described in Table 8.1. The generator level tau lepton decay products in the \( N_{\text{dressed}}^{\text{gen \, \text{kin}}} \) term were further “dressed” by combining their 4-vectors with any photons radiated, either from the original tau or from its subsequent decay products, in order to correct for any final state radiation. Since there was no invariant mass requirement on the \( N_{\text{dressed}}^{\text{gen \, \text{kin}}} \) term, events that passed the fiducial cuts, but not the invariant mass cut at Born level, were accounted for. The nominal \( A_Z \) values were computed using the default PYTHIA MC sample generated with the modified LO parton distribution function (PDF) MRSTLO [36] and the ATLAS Monte Carlo tune [38] (Section 4.2). The central values for \( A_Z \), along with their total uncertainties are reported in Table 8.2. A discussion on the systematic uncertainty is given in Section 9.8.

### 8.2 Detector Acceptance

The detector acceptance factor, \( C_Z \), takes into account the full trigger, reconstruction, and identification efficiencies within the fiducial volume of the ATLAS detector. \( C_Z \) was defined as:

\[
C_Z = \frac{N_{\text{reco \, \text{pass}}}^{\text{gen \, \text{kin}}}^{\text{dressed}}}{N_{\text{reco \, \text{pass}}}^{\text{gen \, \text{kin}}}^{\text{dressed}}}
\]  

(8.4)

where \( N_{\text{reco \, \text{pass}}}^{\text{gen \, \text{kin}}}^{\text{dressed}} \) represents the number of events that pass the full offline selection, including all correction factors, as described in Chapters 6 and 9. Since the \( N_{\text{reco \, \text{pass}}}^{\text{gen \, \text{kin}}}^{\text{dressed}} \) term did not have a requirement on the generator level fiducial cuts, events that migrated from the defined fiducial regions at generator level, were accounted for. Table 8.2 presents the final \( C_Z \) measurements along with their total uncertainty. The total uncertainty is a quadratic sum of each individual source discussed in Chapter 9 together with the MC statistical uncertainties, of approximately 1\%, in each channel.

\(^2\)Born level refers to the state of the lepton before any final state radiation.
<table>
<thead>
<tr>
<th>Final State</th>
<th>Fiducial Region</th>
</tr>
</thead>
</table>
| $\tau_\ell \tau_\ell$ | Electron: $p_T > 16$ GeV, $|\eta| < 2.47$  
Excluding $1.37 < |\eta| < 1.52$  
Muon: $p_T > 15$ GeV, $|\eta| < 2.4$  
Tau: $p_T > 20$ GeV, $|\eta| < 2.47$  
Excluding $1.37 < |\eta| < 1.52$  
Event: $\Sigma \cos \Delta(\phi) > -0.15, m_T < 50$ GeV  
$35 < m_{vis} < 75$ GeV |
| $\tau_\ell \tau_\mu$ | Electron: $p_T > 16$ GeV, $|\eta| < 2.47$  
Excluding $1.37 < |\eta| < 1.52$  
Muon: $p_T > 10$ GeV, $|\eta| < 2.4$  
Event: $\Sigma \cos \Delta(\phi) > -0.15$  
$25 < m_{vis} < 80$ GeV |
| $\tau_\mu \tau_\mu$ | Leading Muon: $p_T > 15$ GeV, $|\eta| < 2.4$  
Sub-Leading Muon: $p_T > 10$ GeV, $|\eta| < 2.4$  
Event: $25 < m_{vis} < 65$ GeV |

Table 8.1: The definition of the fiducial regions used for the cross-section measurements in each $\tau \tau$ final state.
<table>
<thead>
<tr>
<th>( N_{\text{obs}} )</th>
<th>( \tau_e \tau_h )</th>
<th>( \tau_\mu \tau_h )</th>
<th>( \tau_e \tau_\mu )</th>
<th>( \tau_\mu \tau_\mu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>151</td>
<td>213</td>
<td>85</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>( N_{\text{obs}} - N_{\text{bkgrd}} )</td>
<td>114 ( \pm ) 14 ( \pm ) 3</td>
<td>164 ( \pm ) 16 ( \pm ) 4</td>
<td>76 ( \pm ) 10 ( \pm ) 1</td>
<td>43 ( \pm ) 10 ( \pm ) 3</td>
</tr>
<tr>
<td>( A_Z )</td>
<td>0.101 ( \pm ) 0.003</td>
<td>0.117 ( \pm ) 0.004</td>
<td>0.114 ( \pm ) 0.003</td>
<td>0.156 ( \pm ) 0.006</td>
</tr>
<tr>
<td>( C_Z )</td>
<td>0.12 ( \pm ) 0.02</td>
<td>0.20 ( \pm ) 0.03</td>
<td>0.29 ( \pm ) 0.02</td>
<td>0.27 ( \pm ) 0.02</td>
</tr>
<tr>
<td>( B )</td>
<td>0.2313 ( \pm ) 0.0009</td>
<td>0.2250 ( \pm ) 0.0009</td>
<td>0.0620 ( \pm ) 0.0002</td>
<td>0.0301 ( \pm ) 0.0001</td>
</tr>
<tr>
<td>( \mathcal{L} )</td>
<td>35.7 ( \pm ) 1.2 pb(^{-1} )</td>
<td>35.5 ( \pm ) 1.2 pb(^{-1} )</td>
<td>35.5 ( \pm ) 1.2 pb(^{-1} )</td>
<td>35.5 ( \pm ) 1.2 pb(^{-1} )</td>
</tr>
</tbody>
</table>

Table 8.2: The components of the \( Z \rightarrow \tau\tau \) cross-section calculations for each final state. For \( N_{\text{obs}} - N_{\text{bkgrd}} \) the first uncertainty is statistical and the second systematic. For all other values, the total uncertainty is given. The systematic uncertainty for all \( C_Z \) values was obtained by adding each of the individual sources in quadrature.

### 8.3 Cross-Section Measurement and Combination

By inputting the results from Table 8.2 into equations 8.1 and 8.2, the total and fiducial cross-sections were computed, respectively. The measured fiducial and total cross-sections for each final state are presented in Table 8.3. The total systematic uncertainties were determined by adding, in quadrature, the effect of each individual systematic uncertainty on the final measured cross-section, as described in Chapter 9, rather than using the total systematic uncertainties on \( C_Z \) and \( N - N_{\text{bkgrd}} \) directly.

In the absence of any correlations between \( n \) measurements of the cross-section \( (\sigma_{x.s.}) \), a combined cross-section can be computed by weighting each individual measurement by its variance (uncertainty squared \( \sigma^2 \)):

\[
\sigma_{x.s.} = \frac{1}{\sigma^2} \sum_i \left( \frac{\sigma_{x.s.,i}}{\sigma_i^2} \right)
\]  

where \( \sigma_{x.s.,i} \) are the individual cross-section measurement, \( \sigma_i \) the respective uncertainties, and \( \sigma^2 \) is the total uncertainty \( (1/\sigma^2 = \Sigma(1/\sigma_i^2)) \).
Table 8.3: The fiducial and individual cross-sections, including all uncertainties, for all four final states. The combined total cross-section is found using the Best Linear Unbiased Estimate (BLUE) method.
8.3.1 BLUE Method

Since each measurement used the same data-set, the same detector, and the same reconstruction and identification techniques, we cannot assume that uncertainties on each final state are uncorrelated. The BLUE method assumes that an experiment has \( n \) unbiased measurements \( y_i \), and a corresponding symmetric \( n \times n \) error (uncertainty) matrix where the diagonal elements represent the variance for each measurement \( y_i \), while the off-diagonal elements represent the correlations between pairs of measurements. The BLUE method [57, 58] attempts to find the best estimate \( y \) which:

- is a linear combination of each of the individual estimates
- is unbiased
- provides the smallest possible variance (error/uncertainty) for the estimate \( y \)

From the first condition we can write the best estimate \( y \) as:

\[
y = \Sigma \alpha_i \ast y_i
\]  \hspace{1cm} (8.6)

whereby the second condition, the weighting factors, \( \alpha_i \), must satisfy \( 1 = \Sigma \alpha_i \). From equation 8.6, we can compute the combined variance as:\(^3\)

\[
\sigma^2 = \tilde{\alpha}^T E \tilde{\alpha}
\]  \hspace{1cm} (8.7)

where \( \tilde{\alpha} \) is a vector of the weighting factors, \( \tilde{\alpha}^T \) is its transpose, and \( E \) is the matrix. The computation of the error matrix is described further in Section 8.3.2. Thus, by minimizing the variance (equation 8.7), we can solve for \( \tilde{\alpha} \). Lagrangian multipliers can be used to find the \( \tilde{\alpha} \) that minimizes the variance:

\[
\nabla (\tilde{\alpha}^T E \tilde{\alpha}) = \lambda \nabla (\Sigma \alpha_i - 1)
\]

\[
\Sigma \alpha_i = 1.
\]  \hspace{1cm} (8.8)

^3Note that if we ignore correlations, \( E \) is a diagonal matrix whose elements are the variance for each measurement, then the vector, \( \tilde{\alpha} \), would have elements of \( 1/\sigma_i^2 \) leading to the naive uncertainty estimate of \( \sigma^2 = \Sigma \sigma_i^2 \).
Since the error matrix, $E$, is symmetric by construction ($\text{cov}(i,j) = \text{cov}(j,i)$), and by introducing a vector $\vec{u}$ whose elements are all unity, equations 8.8 can be rewritten as:

$$\nabla_{\alpha_i}(\vec{\alpha}^T E \vec{\alpha}) = (E + E^T)\vec{\alpha}$$

$$= 2E\vec{\alpha} = \lambda\vec{u}$$

$$\sum \alpha_i = \vec{u}^T \vec{\alpha} = 1. \tag{8.9}$$

Solving for the $\vec{\alpha}$ vector:

$$\vec{\alpha} = \frac{\lambda E^{-1} \vec{u}}{2} \tag{8.10}$$

and multiplying both sides of equation 8.10 by the constraint $\vec{u}^T \vec{\alpha} = 1$ to solve for $\lambda$:

$$\lambda = \frac{2}{\vec{u}^T E^{-1} \vec{u}} \tag{8.11}$$

and finally substituting $\lambda$ back into equation 8.10, the weights that minimize the error can be found as:

$$\vec{\alpha} = \frac{E^{-1} \vec{u}}{\vec{u}^T E^{-1} \vec{u}}. \tag{8.12}$$

### 8.3.2 Computation of Error Matrix

In order to utilize equation 8.12, the error matrix, $E$, must be constructed. The total error matrix is simply the sum of the error matrices from each individual uncertainty:

$$E = E(\text{stat.}) + \sum_i E_{i,\text{(sys.)}} + E(\mathcal{L}) \tag{8.13}$$

where the systematic contribution is itself a sum. The diagonal elements represent the variance for a specific uncertainty on a specific final state defined as:

$$\sigma^2 = ((\sigma^- - \sigma^+)/(2))^2 \tag{8.14}$$

where the $+/-$ refers to the resultant cross-section when a source of uncertainty is scaled up or down respectively. The off-diagonal elements, on the other hand, represent any correlation that a specific uncertainty has between a pair of final states:

$$\text{cov}(i,j) = \frac{1}{4}(\sigma^- - \sigma^+)(\sigma^- - \sigma^+)R \tag{8.15}$$
where $R$ represents the correlation factor between the two final states. We can then, for example, construct the error covariance matrix for the systematic uncertainty on the energy scale by looking at Table 9.8 and filling in the corresponding numbers. Table 8.5 (left) depicts this example error matrix.

The correlation factors, for each systematic uncertainty were set to either 1 for fully correlated, or 0 for fully uncorrelated. Since the event selections were mutually exclusive, the statistical error is naturally uncorrelated between channels. The uncertainties on the geometrical acceptance factor, luminosity, the pileup description, and the theoretical cross-sections were considered fully correlated between all channels since any sources of uncertainties in these measurements were common among all the final states. The multijet estimate method is considered fully correlated between the $\tau_h\tau_e$, $\tau_h\tau_{\mu}$, and $\tau_e\tau_{\mu}$ final states, but uncorrelated with the $\tau_{\mu}\tau_{\mu}$ final state since different methods were used between the two sets of final states. The other partially correlated uncertainties arise when a particular final state had no expected uncertainty due to a specific systematic (i.e. hadronic tau identification efficiency on the $\tau_e\tau_{\mu}$ final state). Table 8.4 summarizes whether a systematic uncertainty was considered correlated between a pair of final states.

Table 8.5 (right) shows the complete error matrix after considering each source of uncertainty and taking all possible correlations into account. Inserting the full covariance matrix into equation 8.12 gave us the final weighting factors, $\alpha$ (Table 8.6). We then found the combined cross-section by substituting the final state weights into equation 8.6, and the statistical, systematic, and luminosity uncertainties were found by plugging the corresponding error matrices into equation 8.7. The total combined cross-section was determined to be:

$$\sigma = 0.97 \pm 0.07 \text{ (stat.)} \pm 0.06 \text{ (sys.)} \pm 0.03 \text{ (lumi.)} \text{ nb.}$$

(8.16)

which is in agreement with the Next to Next to Leading Order (NNLO) Standard Model prediction of:

$$\sigma(\text{NNLO}) = 0.96 \pm 0.05 \text{ nb,}$$

(8.17)

for $\gamma^*/Z \rightarrow \tau\tau$ decays within the invariant mass window of $[66, 116]$ GeV. The combined ATLAS $\gamma^*/Z \rightarrow \tau\tau$ cross-section measurement is compared with the ATLAS combined
<table>
<thead>
<tr>
<th>Systematic</th>
<th>$\tau_{h}\tau_{e}$</th>
<th>$\tau_{h}\tau_{\mu}$</th>
<th>$\tau_{e}\tau_{\mu}$</th>
<th>$\tau_{e}\tau_{\mu}$</th>
<th>$\tau_{e}\tau_{\mu}$</th>
<th>$\tau_{e}\tau_{\mu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muon efficiency</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Muon D0</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Muon resolution &amp; energy scale</td>
<td>0%</td>
<td>100%</td>
<td>0%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Electron efficiency, resolution</td>
<td>0%</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>$\tau_{h}$ misidentification</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>$e$ charge misidentification</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Energy scale ($e/\tau$/jets/$E_{T}^{miss}$)</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Multijet Estimate method</td>
<td>100%</td>
<td>100%</td>
<td>0%</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>W normalization factor</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Object Quality Cuts</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Pileup description in simulation</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Theoret. cross-section</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>$A_{Z}$ systematics</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 8.4: Correlations of systematic uncertainties between the four individual channels.

<table>
<thead>
<tr>
<th>[pb]$^2$</th>
<th>$\tau_{h}\tau_{e}$</th>
<th>$\tau_{h}\tau_{\mu}$</th>
<th>$\tau_{e}\tau_{\mu}$</th>
<th>$\tau_{e}\tau_{\mu}$</th>
<th>$\tau_{e}\tau_{\mu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{h}\tau_{e}$</td>
<td>15000</td>
<td>11000</td>
<td>-2300</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$\tau_{h}\tau_{\mu}$</td>
<td>11000</td>
<td>8000</td>
<td>-1600</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$\tau_{e}\tau_{\mu}$</td>
<td>-2300</td>
<td>-1600</td>
<td>330</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$\tau_{e}\tau_{\mu}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.5: An example error matrix for the effect of the electron, tau, jet, and $E_{T}^{miss}$ energy scale on the cross-section measurement (left) along with the total error matrix (right). The uncertainty on the muon momentum scale is expected to be independent on the uncertainty of the electron, tau, jet, and $E_{T}^{miss}$ energy scale.
\( \gamma^*/Z \rightarrow ee/\mu\mu \) cross-section measurement and each of the individual final state measurements in Figure 8.1. The NNLO theoretical prediction (66 < \( m_{\text{inv}} \) < 116 GeV) along with its uncertainty is also displayed. Good agreement, within one standard deviation can be seen amongst all the individual channels. Table 9.8 in Chapter 9 includes the effect that each systematic uncertainty had on the combined cross-section measurement.

<table>
<thead>
<tr>
<th></th>
<th>( \tau_h\tau_e )</th>
<th>( \tau_h\tau_\mu )</th>
<th>( \tau_e\tau_\mu )</th>
<th>( \tau_\mu\tau_\mu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma ) (nb)</td>
<td>1.14</td>
<td>0.86</td>
<td>1.06</td>
<td>0.96</td>
</tr>
<tr>
<td>Total unc. (nb)</td>
<td>0.24</td>
<td>0.15</td>
<td>0.17</td>
<td>0.25</td>
</tr>
<tr>
<td>Weight</td>
<td>0.079</td>
<td>0.394</td>
<td>0.390</td>
<td>0.137</td>
</tr>
<tr>
<td>Pull</td>
<td>-0.76</td>
<td>1.02</td>
<td>-0.68</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Table 8.6: The individual final state cross-section measurements along with their total uncertainty, weight in the combination, and pull. The pull is defined as the ratio of the difference between the combined result and the individual result to the error on this difference.
Figure 8.1: The ATLAS combined $Z \rightarrow \tau\tau$ cross-section measurement compared with the ATLAS combined $Z \rightarrow ee$ and $Z \rightarrow \mu\mu$ cross-sections. The vertical dashed line represents the theoretical prediction and the shaded band its uncertainty. The individual $Z \rightarrow \tau\tau$ final states are also shown. Uncertainties for each cross-section measurement include statistical, statistical and systematic, and the total uncertainty.
Chapter 9

SYSTEMATIC UNCERTAINTIES

For each systematic uncertainty considered in this analysis, the full background extraction method discussed in Section 7 was performed, including fluctuating the MC background and signal contributions in the three background regions (B, C, and D) within \( \pm 1 \sigma \) of the estimated uncertainty. A new cross-section \( (\sigma_{\text{x.s.}}) \) was then measured, for each systematic uncertainty, by simultaneously fluctuating the correlated detector acceptance factor \( (C_Z) \) within in one standard deviation \( (\sigma) \):

\[
\sigma_{\text{x.s.}}^\pm = \frac{(N - N_{\text{bkgd}})^\pm}{C_Z^\pm L}.
\] (9.1)

The quoted systematic uncertainty of the cross-section, from each source of uncertainty, was calculated as \( \frac{1}{2} (\sigma_{\text{x.s.}}^+ - \sigma_{\text{x.s.}}^-) \). The total systematic uncertainty on the measured cross-section, for each final state, was the quadratic sum of the individual uncertainties on each cross-section measurement.

9.1 Pileup Reweighting

Due to the high instantaneous luminosities achieved at the LHC, there are events where multiple hard interactions occur. Such events are referred to as pileup events. The degree of pileup, or the number of hard interactions in the event, can be quantified by measuring the number of reconstructed vertices in an event. On average, there were about 1.6 interactions per event in the 2010 data set. An example of the effect of pileup is shown in Figure 9.1, where the \( R_{\text{EM}} \), a variable used in tau identification (Section 5.5.2), and the muon calorimeter isolation variable, \( I_{E_T}^{9.4} \), are shown in events with one vertex, two vertices, or 3 or more vertices. In general, events with more pileup exhibit wider distributions in both variables due to extra calorimeter deposits from the pileup events.

In order to simulate the pileup conditions at the LHC, minimum-bias events were overlaid with the event of interest in all default MC samples. For the MC samples used in this
analysis, an average of two\(^1\) extra minimum-bias events were overlaid on each hard scattering parton-parton event (Figure 9.2(a)). MC events were further reweighted, based on the number of reconstructed vertices, to match the distributions in data. Separate weights were computed for both data triggered by muons (\(\tau_h\tau_\mu\) and \(\tau_\mu\tau_\mu\) final states) and data triggered by electrons (\(\tau_h\tau_e\) and \(\tau_e\tau_\mu\) final states). Similar weights were observed. Thus, in order to use the same weights for all four final states, the two sets of weights were averaged. This averaging procedure produced small discrepancies at high number of vertices (Figure 9.2(b)).

A systematic uncertainty on the reweighting procedure was estimated by rerunning all signal and background MC samples shifting the pileup reweighting factors up and down by one standard deviation. Small shifts of 0.35, 0.35, 0.6, and < 0.1\%, were observed in the \(\tau_h\tau_e\), \(\tau_h\tau_\mu\), \(\tau_e\tau_\mu\), and \(\tau_\mu\tau_\mu\) final states, respectively.

### 9.2 Physics Object Efficiency

There are four components of the physics object\(^2\) efficiency that could potentially suffer from systematic uncertainty: the trigger efficiency (\(\epsilon_{\text{trig}}\)), reconstruction efficiency (\(\epsilon_{\text{reco}}\)),

---

\(^1\) The number of overlaid minimum-bias events was determined by a poissonian distribution with a mean of two.

\(^2\) In this analysis, electrons, muons, taus, and jets are considered physics objects.
identification efficiency ($\epsilon_{\text{id}}$), and the isolation efficiency ($\epsilon_{\text{isol}}$). Since single lepton ($e/\mu$) triggers were used in all four final states and no isolation was applied to the tau candidates, only reconstruction and identification efficiency uncertainties were applied to hadronic tau candidates, while electrons and muons were subject to all four sources of uncertainty.

In order to account for differences in object efficiencies between data and MC, scale factors were applied to the MC events in order to ensure that the MC efficiency matched the data efficiency.

\[ \epsilon_{\text{s.f.}} = \frac{\epsilon_{\text{data}}}{\epsilon_{\text{MC}}} \]  \hfill (9.2)

The efficiency in data ($\epsilon_{\text{data}}$) was measured by tagging an object (a lepton or $E_T^{\text{miss}}$) and then probing for an unbiased lepton. The following subsections describe in more detail the different tag probe analyses used to determine the lepton efficiency in both data and MC. The efficiency in data was defined as:

\[ \epsilon_{\text{probe}} = \frac{N \text{ probes pass requirement}}{N \text{ probes}} \]  \hfill (9.3)

The systematic uncertainty on the object efficiency provides the uncertainty on the derived scale factor. This systematic uncertainty was often dominated by uncertainties in the

Figure 9.2: The number of vertices before pileup reweighting (left) and after pileup reweighting (right) for data (markers) and MC (lines) are shown. After reweighting, the number of reconstructed vertices in data and MC match. The small differences at high number of vertices are due to the small differences in the overall data distributions for electron triggered data and muon triggered data.
background subtraction method and the probe statistics (in data).

The final systematic for the object efficiency was measured by rerunning the entire analysis on all MC signal and background samples with the scale factors shifted up and down by one standard deviation.

9.2.1 Electron Efficiency

Three complementary tag and probe data samples were used to determine the electron reconstruction ($\epsilon_{\text{reco}}$), identification ($\epsilon_{\text{id}}$), and trigger ($\epsilon_{\text{trig}}$) efficiencies: a $Z \to ee$ sample, a $W \to e\nu$ sample, and a $J/\psi$ sample [48]. Due to the 16 GeV $p_T$ thresholds imposed on the selected electrons, only the results from the $W/Z$ decays were used in this analysis.

The $W \to e\nu$ sample, used to measure the trigger scale factors, used the expected missing transverse energy ($E_T^{\text{miss}}$) from the neutrino as the tag, and the electron as the probe. In order to eliminate any bias from electron triggers, these events were selected with $E_T^{\text{miss}}$ triggers with thresholds ranging from 20 to 40 GeV, depending on the instantaneous luminosity. These events were further refined to have an offline $E_T^{\text{miss}}$ measurement of at least 25 GeV, and a transverse mass ($m_T$) of at least 40 GeV. In order to reduce backgrounds from multijet events, or events with an electron that converts to a pair of photons due to material interactions in the tracker, the $E_T^{\text{miss}}$ direction was required to be isolated from any jet or lepton in the event ($\Delta\phi(E_T^{\text{miss}}, \ell(j)) > 2.5$). The background in this sample was estimated using the electron’s relative calorimeter isolation distribution within a $\Delta R$ cone of 0.4, $I_0^{0.4}$. As discussed in Section 6.3, true prompt electrons should have an $I_0^{0.4}$ value close to zero, while fake electrons (or true electrons from heavy flavor meson decays) tend to have larger isolation values. A background template $I_0^{0.4}$ distribution was made by reversing some of the identification requirements used in electron identification. This background template distribution was then scaled to match the number of events with $I_0^{0.4} > 0.4$ in the signal distribution. Assuming that nearly all events where the probe electron has an $I_0^{0.4} > 0.4$ are background in the signal distribution, the amount of background in events with $I_0^{0.4} < 0.4$ can be estimated from the background template distribution.

3Offline simply means that the quantity was calculated with access to the entire event record after it was written to disk.
The $Z \to ee$ sample, used for measuring the reconstruction and identification scale factors, required a tag electron passing the “Tight” identification with $p_T > 20$ GeV that was matched to a trigger electron object. A second electron was then probed in the event and required to have a $p_T > 15$ GeV and an opposite charge to the tag electron. The typical signal region was further refined to ensure that the invariant mass of the electron pair was within 10 GeV of the $Z$ boson mass ($80 < m_{ee} < 100$ GeV). For the $\eta$-dependent scale factors, the background was estimated with a simple same sign event subtraction method\textsuperscript{4}, while for the $p_T$ dependent scale factors, the background was estimated with separate fits on the dielectron invariant mass in each probe $p_T$ bin.

The measured trigger efficiency was found to be 99.0\% with respect to offline “Tight” electron selection with an uncertainty of 0.5\% for electrons with $p_T > 20$ GeV and an uncertainty of 2\% for electrons with $p_T < 20$ GeV. The reconstruction efficiency, measured as the efficiency for a reconstructed cluster in the EM calorimeter to be matched to a quality inner detector track (Section 5.3), was measured as 94.3\% with an uncertainty, independent of $p_T$ and $\eta$, of 1.5\%. The “Tight” identification efficiency with respect to a reconstructed electron candidate was found to be 80.7\% with uncertainties ranging from 17\% for low $p_T$ electrons to less than 1\% for high $p_T$ electrons. The large uncertainty for the electron identification efficiency at low $p_T$ is primarily due to low statistics in the probe sample. Electrons with $15 < p_T(e) < 20$ GeV were found to have significantly lower efficiencies in data than in MC (62\% in data for “Tight” electrons versus 78.3\% in MC) \cite{48}.

In order to provide a conservative systematic estimate, the trigger, reconstruction, identification, and isolation (Section 9.2.3) scale factors were simultaneously shifted up and down by one standard deviation. The total systematic on signal MC was found to be 9.1(6.1)\% in the $\tau_\ell\tau_e(\tau_e\tau_\mu)$ final states. The identification uncertainty for low $p_T$ electrons dominates the 9.1\%. The uncertainty on the $W/Z$ background estimates with direct decays to electrons was somewhat lower ($\sim 4\%$), since these electrons have a higher $p_T$.

\textsuperscript{4}Assuming that the background has an equal probability of having electron candidates with the same sign as electron candidates with opposite signs, the number of background events in the opposite sign region should equal the number of events that passes full selection in the same sign region.
9.2.2 Muon Efficiency

The muon efficiency scale factors, $\epsilon_{\text{trig}}$, $\epsilon_{\text{reco}}$, $\epsilon_{\text{id}}$, and $\epsilon_{\text{isol}}$ (Section 9.2.3), were measured using $Z \rightarrow \mu\mu$ tag and probe samples from data [49]. In all cases, a combined muon candidate with $p_T > 20$ GeV and $|\eta| < 2.4$ was required as the tag muon. In addition, the tagged muon was required to pass the tracker isolation of $I_0^0.4 < 0.2$, have $|z_0| < 10$ mm, have at least 2 (6) hits in the pixel (SCT) detector, and satisfy the following TRT hit requirements:

\[
\begin{cases}
\text{Hits + Outliers} > 5 & \frac{\text{Outliers}}{\text{Hits} + \text{Outliers}} < 0.9, & |\eta| < 1.9 \\
\text{if(Hits + Outliers} > 5): & \frac{\text{Outliers}}{\text{Hits} + \text{Outliers}} < 0.9, & |\eta| > 1.9.
\end{cases}
\] (9.4)

The probe muon was either an inner detector track or a standalone muon. In either case, the probe muon candidate must have $p_T > 20$ GeV, $|\eta| < 2.5(2.4)$ ID(MS), $|z_0| < 10$ mm, pass the same ID track requirements (if an ID track), pass the same isolation requirement as the tagged muon, be associated with the same vertex ($|\Delta(z_0)| < 3$ mm), be separated in azimuthal angle ($|\Delta(\phi)| > 2.0$), have an opposite charge to the tagged muon, and have an invariant mass within 10 GeV of the Z mass when paired with the tagged muon. By choosing the probe to be either a standalone muon or an ID track, both the efficiency of ID track reconstruction and the efficiency to reconstruct a MS track and match it to the ID track could be estimated. The background in both analyses was small: 0.7% when the probe was an ID track, and < 0.1% when the probe was a MS track.

The ID track reconstruction efficiency (99.1%) matched that found in MC, so no scale factors were necessary. The MS track reconstruction and matching efficiency (92.8 ± 0.2%), however, does deviate from the MC prediction based on the geometrical region that the muon was reconstructed within the MS. The scale factors have a mean of 0.989 ± 0.003. Since the muon scale factors were not dependent on the $p_T$, the overall systematic uncertainty on muon reconstruction and identification efficiency was not dominated by the low $p_T$ muon regime, where data statistics were low. Thus, the overall uncertainty on muon efficiency was less than that for electrons.

The trigger scale factors were obtained using a similar tag and probe analysis. Since the trigger efficiency with respect to offline reconstruction was sought, the requirements on
the probe muon were tightened to be a combined muon, while the tag was required to have fired the trigger. Separate scale factors were then produced as a function of \( \eta \) for the three different triggers used in the analysis (Section 6.4.2). No significant dependence on \( p_T \) was observed. The scale factors were generally within 5% of unity with an uncertainty between 1 and 2.5%.

As was the case for the electron object systematic uncertainty, all scale factors for muon reconstruction, trigger, and isolation were varied simultaneously up and down by one standard deviation. Total systematic uncertainties of 3.6, 2.6, and 4.7% were observed in the \( \tau_h \tau_\mu, \tau_e \tau_\mu, \) and \( \tau_\mu \tau_\mu \) final states, respectively.

### 9.2.3 Lepton Isolation

Due to the high multijet backgrounds, a very tight isolation was required for both electrons and muons in the \( \tau_h \tau_e, \tau_h \tau_\mu, \) and \( \tau_e \tau_\mu \) final states. To calculate the efficiency of these selections, tag and probe analyses were once again performed for both electrons and muons in \( Z \to \ell \ell \) events, except that the backgrounds were reduced by allowing the probe lepton to pass full identification. Figure 9.3 shows both the measured isolation efficiencies in data and MC along with the computed scale factors. Scale factors for muon isolation were found to be very near to one and mostly dependent on \( p_T \), while the scale factors for electron isolation were seen to depend both on \( p_T \) and \( \eta \). The total scale factor for electrons was computed by taking the product of the \( p_T \) and \( \eta \) dependent scale factors divided by the total measured efficiency in data:

\[
\text{sf}_e = \frac{\text{sf}(p_T)\text{sf}(\eta)}{\epsilon(\text{data})}.
\]  

(9.5)

Systematic uncertainties on the scale factors were derived by slightly changing the selection required on the tag and probe leptons. The overall muon isolation scale factors were within 1% of unity with an uncertainty never exceeding 1.2%, while the overall electron isolation scale factors ranged from 0.9 to 1.0 with a combined error between 1 and 3%. 
Figure 9.3: Isolation efficiency and scale factors measured in data and Monte Carlo. Isolation cut for muons (left): $I_{pT}^{0.4} < 0.06$ and $I_{E_T}^{0.4} < 0.06$. Isolation cut for electrons (right): $I_{pT}^{0.4} < 0.06$ and $I_{E_T}^{0.3} < 0.1$. 
9.2.4 Tau Identification Efficiency

As opposed to electrons and muons, the systematic uncertainty for tau reconstruction and identification was estimated solely with simulation [50] due to the difficulty of obtaining a pure sample of hadronic taus in data. The hadronic tau efficiency and its uncertainty was measured in separate bins of $p_T$ ([15,30], [30,40], [40,100] GeV), the true number of stable charged decay products (one or three associated tracks), and whether there were less than three reconstructed vertices or not in the event. A precise definition of the hadronic tau efficiency as a function of $p_T$ (or $\eta$) can be found in Section 5.5.2. As discussed in Section 9.1, some of the variables used in hadronic tau identification, such as the electromagnetic radius ($R_{EM}$), were sensitive to multiple interactions. Thus, the uncertainty of hadronic tau identification was also studied with respect to the number of reconstructed vertices. Table 9.1 summarizes the results in each of the bins together with the statistical and systematic uncertainties.

<table>
<thead>
<tr>
<th>$p_T(\tau)$ [GeV]</th>
<th>[20, 30]</th>
<th>[30, 40]</th>
<th>[40, 100]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{trk}}$</td>
<td>$N_{\text{vxp}}$</td>
<td>$\epsilon \pm \text{stat} \pm \text{sys} [%]$</td>
<td>$\epsilon \pm \text{stat} \pm \text{sys} [%]$</td>
</tr>
<tr>
<td>1 $\leq 2$</td>
<td>40.0±0.1±3.5</td>
<td>42.1±0.1±3.7</td>
<td>42.1±0.2±3.9</td>
</tr>
<tr>
<td>$\geq 3$</td>
<td>31.7±0.1±3.5</td>
<td>34.6±0.1±3.6</td>
<td>35.7±0.1±3.4</td>
</tr>
<tr>
<td>3 $\leq 2$</td>
<td>23.3±0.1±2.9</td>
<td>29.6±0.2±2.6</td>
<td>34.9±0.3±4.2</td>
</tr>
<tr>
<td>$\geq 3$</td>
<td>18.4±0.1±2.1</td>
<td>24.6±0.1±2.7</td>
<td>30.3±0.2±3.2</td>
</tr>
</tbody>
</table>

Table 9.1: Efficiencies and relative systematic uncertainties for $\tau$ lepton identification together with the tight electron veto. The numbers are given with their statistical uncertainties in bins of visible $p_T$, the number of tracks ($N_{\text{trk}}$) of the Monte Carlo truth $\tau$ lepton and the number of primary vertices of the event ($N_{\text{vxp}}$).

The systematic uncertainties were determined by varying the event generators and parton distribution functions (Section 4.2), the hadronic shower model (the default QGSP_BERT [59, 60, 61] versus QGSP and FTFP_BERT [62]), the amount of detector material (Section 4.3), jet topological clustering noise thresholds [51], and the EM energy scale (Section 5.2). The individual systematic uncertainties from these sources were added in quadrature to obtain the total systematic uncertainty per bin.
Variations of the underlying event model can influence the calculation of the $R_{EM}$ and, to a lesser extent, the $f_{\text{track}}$ by either introducing or removing low $p_T$ cells used directly in the computation of the $R_{EM}$ and indirectly in the $f_{\text{track}}$. Different hadronic shower models will also directly influence how the constituent partons in hadronic tau decays are modeled in the calorimeter, and thus influence both the $R_{EM}$ and $f_{\text{track}}$ variables. The efficiency was also measured after simulating additional dead material in the detector which can affect the efficiency since the introduction of extra material will affect the uncertainty of the tau’s $p_T$ and the computation of $R_{EM}$. Finally, by adjusting the noise threshold on the topological clustering algorithm (Section 5.2) or the EM scale of the calorimeter, the hadronic tau efficiency can be affected mainly by shifts in its reconstructed $p_T$ and $R_{EM}$ computation. Figure 5.3 in Section 5.5.2 shows the effect that each systematic variation had on the hadronic tau efficiency.

The hadronic shower model and noise clustering threshold were found to be the dominant systematic for low $p_T$ taus, while for high $p_T$ taus, only the noise clustering threshold was found to be significant. On average, the systematic uncertainty on hadronic tau identification is found to be about 10% relative to the measured efficiency. In order to find the effect of hadronic tau identification on our event selection, the events are split into bins based on the selected tau’s $p_T$, number of tracks, and the number of reconstructed vertices, analogous to Table 9.1. The systematic uncertainties from each bin are then added, weighted by the number of signal sample events that fall in that particular bin. A total systematic uncertainty of 9% was found for $Z \rightarrow \tau\tau$ events.

9.2.5 Tau Fake Rate Systematic Uncertainties

Jets\(^6\) have a relatively high probability to be mis-identified as hadronic taus, especially single isolated charged pions. As was discussed in Section 7.1.1 and [63], having a precise measurement of the hadronic tau mis-identification systematic uncertainty is difficult to

\(^5\)The fraction of total momentum belonging the highest $p_T$ track of the tau candidate (Section 5.5.2).

\(^6\)Quarks can radiate a gluon which can in turn radiate two gluons, or a quark-antiquark pair. After the quarks and gluons can no longer radiate, the bare quarks hadronize into stable particles. A reconstructed jet is a collection of these stable particles in a conical shape (Section 5.2).
obtain due to the unknown mixture of gluon and quark initiated jets in a given analysis performed on a data sample. This effect was not an issue for the $W \to \ell(e/\mu/\tau)\nu$ samples since the MC was normalized to data. However, for $Z \to \ell\nu$ and $t\bar{t}$ samples, constructing a pure control region is difficult. Additionally, while it is fairly certain that jets are mis-identified as hadronic taus in $W \to \ell\nu$ decays, a second electron (muon) may be mis-identified as a hadronic tau rather than an associated jet in $Z \to \ell\ell$ or $t\bar{t}$ decays. According to simulation, in $Z \to ee$ events, approximately 55% of events passing the full event selection were events where an associated jet passes tau identification, while events in which electrons were reconstructed and identified as hadronic taus make up the remaining 45%.

In order to estimate the mis-identification rate of jets (electrons) in $Z \to \ell\ell$ and $t\bar{t}$ decays, tag and probe analyses were performed in data to select either a pair of leptons (electrons or muons) and a probe jet, or a tight electron and a probe electron that passes tight tau identification. The tag and probe analyses were performed in a similar manner to those discussed in Section 9.2.1. The tau/jet mis-identification rate was then defined as the number of probe jets that pass tight tau identification divided by the number probes. Similarly, the tau/electron mis-identification rate was defined as the number of probe electrons that pass “Tight” tau identification and the electron veto divided by the number of probe electrons that pass “Tight” tau identification. Due to a low number of statistics in both tag and probe analyses, $p_T$ dependent scale factors were not used; rather an overall systematic was applied. For MC samples where no real electrons were expected, an overall systematic of 24%, the difference in the overall scale factor from unity combined with its uncertainty in quadrature, was applied. For the $Z \to ee$ and $t\bar{t}$ backgrounds, the overall tau mis-identification uncertainty was the weighted sum of 24% on events where the hadronic tau candidate was truly a jet and 20% on events where the hadronic tau candidate was truly an electron. The overall tau-electron mis-identification uncertainty was estimated by applying $\eta$ dependent scale factors to events in MC where the reconstructed and identified tau candidate was matched to a true electron.

The uncertainty of the $W \to \ell\nu$ background normalization was obtained by fluctuating the MC within the statistical uncertainty of the measured $k_\omega$ normalization factors (Section 7.1.1). The statistical uncertainty of the $k_\omega$ factors ranged from 7 to 15%.
9.3 Energy Scale

The uncertainties due to the energy scale of electrons, muons, hadronic taus, jets, and the $E_T^{\text{miss}}$ were all considered. The details of each are explained in the following sections. However, the effect of the energy scale uncertainty was dependent on the ditau final state:

- $\tau_h\tau_e$:
  The uncertainties on the energy scale for electrons, taus, and the $E_T^{\text{miss}}$ were treated as correlated.

- $\tau_h\tau_\mu$:
  The uncertainties on the energy scale for taus and $E_T^{\text{miss}}$ were treated as correlated, while the small uncertainty on the muon momentum scale is considered as uncorrelated.

- $\tau_e\tau_\mu$:
  The uncertainties on the energy scale for electrons, jets, and $E_T^{\text{miss}}$ were treated as correlated, while the muon momentum scale was considered as uncorrelated.

- $\tau_\mu\tau_\mu$:
  The muon momentum scale and $E_T^{\text{miss}}$ were considered.

The final systematic was measured by simultaneously varying each correlated systematic either up or down. Any smearing or scale variation of the muon’s momentum was propagated to the final $E_T^{\text{miss}}$ (Section 9.3.5). Since the $E_T^{\text{miss}}$ was reconstructed from all topological clusters rather than from final identified and calibrated physics objects (Section 5.6), any smearing or scale variations to jets, hadronic tau candidates, and electrons was not propagated to the final $E_T^{\text{miss}}$.

9.3.1 Tau Energy Scale

In addition to the systematic uncertainties discussed for hadronic tau efficiency (Section 9.2.4), the systematic on closure is considered. The derived continuous response function (Section
5.5.1) should predict the generator level $p_T$ of the true hadronic tau:

$$R_T^{EM} = 1 + \frac{a_1}{\ln(p_T^{EM})} + \frac{a_2}{[\ln(p_T^{EM})]^2} + \frac{a_3}{[\ln(p_T^{EM})]^3} = \frac{p_T^{EM}}{p_T^{Gen}}. \quad (9.6)$$

Any discrepancy was assigned as a systematic uncertainty. The main reason for this discrepancy was the assignment of an average response for an entire $p_T$ bin. This closure deviated from one at low $p_T$, especially for multi-pronged taus (7%).

The other main contribution to the uncertainty was in the hadronic shower model which yields a maximum uncertainty of 3% (6%) for single (multi-) pronged taus. Variations on the event generator, detector material, EM scale, and on the cell noise threshold for clustering yield uncertainties less than 2%. The overall uncertainties were computed separately for taus binned in $p_T$, $\eta$, and number of prongs (Table 9.2).

<table>
<thead>
<tr>
<th>$N_{trk}$</th>
<th>$\eta$</th>
<th>$p_T &lt; 20$ GeV</th>
<th>$20 &lt; p_T &lt; 30$ GeV</th>
<th>$p_T &gt; 30$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$</td>
<td>\eta</td>
<td>&lt; 1.3$</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>$1.3 &lt;</td>
<td>\eta</td>
<td>&lt; 1.6$</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>\eta</td>
<td>&gt; 1.6$</td>
<td>4.5</td>
</tr>
<tr>
<td>3</td>
<td>$</td>
<td>\eta</td>
<td>&lt; 1.3$</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>$1.3 &lt;</td>
<td>\eta</td>
<td>&lt; 1.6$</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>\eta</td>
<td>&gt; 1.6$</td>
<td>6.5</td>
</tr>
</tbody>
</table>

Table 9.2: The uncertainty of the hadronic tau energy scale is shown split into bins of $p_T$, $\eta$, and number of tracks associated with the tau candidate ($N_{trk}$).

Figure 9.4(b) shows the tau $p_T$ distribution before and after applying the energy scale variations.

9.3.2 $E_T^{miss}$ Energy Scale

Early $< E/P >$ studies performed in data and MC showed that the simulation mis-measures the $E_T$ of central ($|\eta| < 3.2$) clusters by about 20% for clusters with $E_T < 0.5$ GeV and 5% at high $E_T$. At high rapidity ($|\eta| > 3.2$), the clusters’ energies were mis-measured by
Figure 9.4: $p_T$ distributions for taus (left) and $E^{\text{miss}}_T$ (right) for the nominal case where no scaling is done, and when the scale is shifted up and down.

10% [64, 65]. The $E^{\text{miss}}_T$ scale uncertainty was quantified in all final states by scaling all input topological clusters up and down by the following $E_T$ dependent scale variations:

$$sv = \begin{cases} 
1 + a(1 + \frac{b}{E_T}) \text{GeV} , & |\eta| < 3.2 \\
1 \pm 0.1 , & |\eta| > 3.2
\end{cases} \quad (9.7)$$

The scale variation coefficients, “a” and “b”, were chosen to simulate a 20% uncertainty for low $E_T$ clusters ($\sim 0.5$ GeV) and an asymptotic 5, 6, or 7% uncertainty for high $E_T$ clusters. A flat 10% scale variation was assigned for high pseudorapidity clusters. Figure 9.5 plots the scale variation for central clusters as a function of their $E_T$, while Figure 9.4(b) shows the result of the scaling on the final measured $E^{\text{miss}}_T$.

Table 9.3 shows the effect of scaling the tau, electron ($\tau_e\tau_e$), and $E^{\text{miss}}_T$ energy scale simultaneously on the two semileptonic channels. As was expected, the largest uncertainties occur when the “a” (asymptotic) coefficient is maximal; however, varying the “a” coefficient between 5 and 7% did not greatly change the magnitude of the uncertainty on the signal samples. The background samples have larger uncertainties primarily due to a lack of MC statistics towards the end of the cut-flow. As can be seen in Table 9.6, these uncertainties did not lead to a large uncertainty on the final $N - N_{\text{bkgd}}$ calculation.

The effect on the $\tau_e\tau_\mu$ final state will be discussed in Section 9.3.3, while this effect on
Table 9.3: The effect of shifting the cluster energies along with shifting the $\tau$ energy on the final event yield. For the electron channel, the electron energy is also scaled up or down depending on the sign of $a$. 

<table>
<thead>
<tr>
<th>Shift</th>
<th>$Z \rightarrow \tau\tau(e)$</th>
<th>$Z \rightarrow ee$</th>
<th>$W+$Jets</th>
<th>$t\bar{t}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a=0.07, b=0.93</td>
<td>9.39</td>
<td>29</td>
<td>21.1</td>
<td>10.6</td>
</tr>
<tr>
<td>a=0.06, b=1.17</td>
<td>9.21</td>
<td>27</td>
<td>20</td>
<td>11</td>
</tr>
<tr>
<td>a=0.05, b=1.50</td>
<td>9.16</td>
<td>24</td>
<td>18.6</td>
<td>10.2</td>
</tr>
<tr>
<td>a=-0.05, b=1.50</td>
<td>-9.1</td>
<td>-4.11</td>
<td>-8.74</td>
<td>-12.5</td>
</tr>
<tr>
<td>a=-0.06, b=1.17</td>
<td>-9.26</td>
<td>-4.58</td>
<td>-9.07</td>
<td>-12.9</td>
</tr>
<tr>
<td>a=-0.07, b=0.93</td>
<td>-9.44</td>
<td>-5.7</td>
<td>-10.1</td>
<td>-13</td>
</tr>
</tbody>
</table>

| Cluster $|\eta| > 3.2$ |
|------------------|------------------|--------------------|----------|-----------|
| a=1.1, b=0       | -0.154           | 1.88               | -2.15    | 1.63      |
| a=0.9, b=0       | -0.246           | -0.803             | -3.36    | -0.0744   |

<table>
<thead>
<tr>
<th>Shift</th>
<th>$Z \rightarrow \tau\tau(\mu)$</th>
<th>$Z \rightarrow \mu\mu$</th>
<th>$W+$Jets</th>
<th>$t\bar{t}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a=0.07, b=0.93</td>
<td>7.54</td>
<td>24.3</td>
<td>18.1</td>
<td>17.8</td>
</tr>
<tr>
<td>a=0.06, b=1.17</td>
<td>7.5</td>
<td>24.1</td>
<td>17.9</td>
<td>17.6</td>
</tr>
<tr>
<td>a=0.05, b=1.50</td>
<td>7.4</td>
<td>23.6</td>
<td>18.1</td>
<td>17.9</td>
</tr>
<tr>
<td>a=-0.05, b=1.50</td>
<td>-8.24</td>
<td>-17.9</td>
<td>-18.5</td>
<td>-13.5</td>
</tr>
<tr>
<td>a=-0.06, b=1.17</td>
<td>-8.42</td>
<td>-19.2</td>
<td>-18.4</td>
<td>-14</td>
</tr>
<tr>
<td>a=-0.07, b=0.93</td>
<td>-8.55</td>
<td>-20.1</td>
<td>-18.4</td>
<td>-14.7</td>
</tr>
</tbody>
</table>

| Cluster $|\eta| > 3.2$ |
|------------------|------------------|--------------------|----------|-----------|
| a=1.1, b=0       | 0.0517           | -0.04              | -0.0895  | 0.129     |
| a=0.9, b=0       | -0.0501          | 0.617              | -3.71    | 1.5       |
Figure 9.5: The functional form for the scale factors used to scale the constituent clusters of the $E_T^{\text{miss}}$. The “a” factors determine the asymptotic behavior, while the “b” factors are chosen such that the maximum scale factor is 20% for clusters with a $E_T$ of 0.5 GeV.

The $\tau_\mu\tau_\mu$ final state is negligible since $E_T^{\text{miss}}$ is only used in the $\Delta\phi(\mu_1, E_T^{\text{miss}})^7$ variable which was ranked low in the BDT used to distinguish $\gamma^*/Z \rightarrow \tau\tau$ events from $\gamma^*/Z \rightarrow \mu\mu$ events.

9.3.3 Jet Energy Scale

The jet energy scale uncertainty was measured in $\eta$ bins roughly corresponding to the hadronic calorimeter detector segmentation. The central barrel extends from $0 < |\eta| < 0.8$, the barrel-endcap transition and endcap covers $0.8 < |\eta| < 2.8$, the Hadronic Endcap and Forward Calorimeter transition covers $2.8 < |\eta| < 3.2$, while the Forward Calorimeter covers $3.2 < |\eta| < 4.5$. As a baseline, the uncertainty for all $\eta$ regions used the measurement in the central region, since the detector geometry is most well understood there, and the test beam measurements measuring calorimeter response only extended over the Tile region of the calorimeter. Six sources of uncertainty were considered for the JES: the uncertainty due to the JES calibration method, calorimeter response, detector simulation, event generator, relative contribution for jets with $|\eta| < 0.8$, and pileup [46]. Each individual component

---

7The difference in azimuthal angle between the direction of the $E_T^{\text{miss}}$ and the leading muon candidate.
was then summed in quadrature to give the total systematic uncertainties per $\eta$ region (Table 9.4).

<table>
<thead>
<tr>
<th>$\eta$ region</th>
<th>Maximum fraction JES Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T^{\text{jet}} = 20$ GeV</td>
<td>$p_T^{\text{jet}} = 200$ GeV</td>
</tr>
<tr>
<td>$0 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>$0.3 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>$0.8 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>$1.2 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>$2.1 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>$2.8 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>$3.2 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>$3.6 &lt;</td>
<td>\eta</td>
</tr>
</tbody>
</table>

Table 9.4: The overall systematic uncertainties of jets of 20, 200, and 1500GeV divided in bins of pseudorapidity [46].

The $\tau e \tau \mu$ final state, which was the only analysis to use jets directly, measured a total systematic on the jet, $E_T^{\text{miss}}$, and electron energy scale by varying all three uncertainties simultaneously both up and down by one $\sigma$. Shifts on the energy of the electron were propagated to the $E_T^{\text{miss}}$ while those for jets were not, since the $E_T^{\text{miss}}$ was not measured using fully reconstructed jets. The effect on the signal sample averaged 1.7% relative to the default event selection.

9.3.4 Electron Energy Scale

The electromagnetic (EM) response of the LAr calorimeter has been calibrated using test beam data [66] with an uncertainty less than 3% in the barrel region, and about 5% in the high $|\eta|$ regions [48]. The test beam analysis approximated the ATLAS environment by placing pixel, SCT, and TRT modules upstream of the LAr module. The majority of the calibration uncertainty arises from extrapolating the results of the test beam setup to
the actual ATLAS detector environment. The EM calibration scale was further refined after a sufficient data set of $Z \rightarrow ee$ and $J/\psi$ events could be collected. Recalibrating the EM scale with $Z$ bosons in collision data provides the advantage of being able to perform the calibration using particles of a well-known mass and within the true ATLAS detector environment. Uncertainties on the electron energy scale were found to be between $0.3 - 1.6\%$ in the barrel region and between $2 - 3\%$ in the forward regions.

The energy of electrons in data events was rescaled to match the results of the $Z \rightarrow ee$ calibration, while the electron energy in MC events was smeared so that the $Z \rightarrow ee$ width in MC matched that found in data. The effect of the uncertainty of the electron energy scale on our analysis was evaluated by rerunning over all MC samples both scaling the electrons energy up and down depending on the electron’s energy and pseudorapidity. The electron energy scale along with the tau, jet, and $E_T^{\text{miss}}$ scale were all varied in a correlated manner.

9.3.5 **Muon Momentum Scale and Resolution**

The muon momentum in MC, like that of the electron energy, was smeared such that the $Z \rightarrow \mu\mu$ mass peak in MC matched that observed in data events [67]. In order to study the effect of the uncertainty of the smearing, the muon momentum in MC was smeared by $\pm 1\sigma$ of the uncertainty. The effect of the smearing was simultaneously propagated to the $E_T^{\text{miss}}$. An uncertainty never exceeding $0.2\%$ was estimated for the muon momentum scale.

9.4 **Background Estimation**

The main assumption applied in the estimation of the multijet background for the two semileptonic and the $\tau_e\tau_\mu$ final states is that the $R_{OS/SS}$ ratio does not depend on the isolation of the selected lepton(s). By tightening the isolation on the selected lepton, more true leptons arising from heavy flavor ($c, b$) meson decays tend to be removed than fake leptons (or mmons from charged $\pi/K$ decays in flight). If the selected leptons (or selected lepton and hadronic tau) are truly from heavy flavor meson decays, then their charges will tend to be opposite to each other. Thus, by tightening the isolation, the number of OS sign events may be suppressed in a different proportion to SS events, making the measured $R_{OS/SS}$ dependent on the isolation of the lepton.
In order to measure the potential dependence on the isolation of the selected lepton in the semileptonic final states, the $R_{OS/SS}$ ratio was measured in bins of lepton isolation. In order to increase the statistics in each of the isolation bins and to suppress the signal at low lepton isolation, the identification on the hadronic tau candidate was reversed. To ensure that there was not an additional dependence on the ratio as a function of hadronic tau identification, the $R_{OS/SS}$ was again measured in bins of hadronic tau identification in the anti-isolated lepton region. Figure 9.6 summarizes the results. In all sub-figures, the solid line represents the measured nominal value of the ratio, the dashed lines represent one standard deviation in statistical uncertainty, while the boxes around each point estimate signal/EWK/$t\bar{t}$ contamination. The two data points in each bin represent the raw data value of $R_{OS/SS}$ and the value when all EWK, signal, and $t\bar{t}$ processes were subtracted.

No dependence significantly greater than the statistical uncertainty on $R_{OS/SS}$ was observed as a function of hadronic tau identification or lepton isolation. The maximal deviation from the nominal measured $R_{OS/SS}$ as a function of the isolation was taken as a systematic uncertainty. A similar procedure was used for the $\tau_e\tau_\mu$ final state, except that dependencies on the isolation were measured for both leptons. The measured systematic uncertainties were 7, 4, and 13% for the $\tau_h\tau_e$, $\tau_h\tau_\mu$, and $\tau_e\tau_\mu$ final states, respectively.

An additional systematic was considered in the $\tau_e\tau_\mu$ final state since the multijet contribution was estimated only after the dilepton veto and then extrapolated to the final signal region. The assumption is that the cut efficiency for the $\Sigma \cos \Delta (\phi)$, the $\Sigma E_T$, and the $m_{vis}$ window is independent of lepton isolation. Once again this assumption was tested as a function of the lepton isolation. Figure 9.7 shows the cut efficiency as a function of the lepton isolation for both electrons and muons and both track and calorimeter isolation. When measuring the dependence as a function of muon (electron) isolation, the electron (muon) isolation is not applied to increase the data statistics and decrease signal, EWK, and $t\bar{t}$ contamination. A linear regression was performed on each of the plots, where the first bin, due to large signal contamination, was not included in the fit. If the slope of the regression, together with the fit uncertainty was not consistent with 0, then a systematic
Figure 9.6: $R_{OSSS}$ as a function of calorimeter isolation on the top and as a function of tau identification on the bottom for the $\tau_h \tau_e$ final state (left) and the $\tau_h \tau_\mu$ final state (right). The solid line represents the nominal measured $R_{OSSS}$, while the dashed lines mark one sigma in statistical uncertainty. The estimated electroweak contribution is shown as the solid box over each point.
was derived by

\[
\frac{R_{\text{ex}}}{R'_{\text{OS/SS}}} - 1
\]

(9.8)

where \( R_{\text{ex}} \) is the extrapolation of the linear fit to the first bin (signal region) and \( R'_{\text{OS/SS}} \) is the cumulative measured \( R_{\text{OS/SS}} \) in the remaining bins. The largest systematic uncertainty, was measured in the cut efficiency as a function of the electron calorimeter isolation (Figure 9.7(a)). This systematic uncertainty, 3%, was added in quadrature with the uncertainty on \( R_{\text{OS/SS}} \) to yield the final uncertainty of 13% on the multijet background estimate method.

The systematic uncertainty on the multijet estimate for the \( \tau_\mu \tau_\mu \) final state was derived by fluctuating the measured correlation \( \text{``k''}^8 \) factors within their uncertainties and was measured to be 6.5% (Table 7.3).

### 9.5 Muon \( d_0 \) Simulation (\( \tau_\mu \tau_\mu \))

The variable that provided the best separation between \( \gamma^*/Z \rightarrow \mu\mu \) and \( \gamma^*/Z \rightarrow \tau\tau \) events was the sum of the absolute values of the transverse impact parameters of the muon track \( (d_0(\mu_i)) \) extrapolated to the reconstructed primary vertex \( (|d_0(\mu_1)| + |d_0(\mu_2)|) \). The \( d_0 \) is expected to be larger, on average, in \( \gamma^*/Z \rightarrow \tau\tau \) events than in \( \gamma^*/Z \rightarrow \mu\mu \) events due to the secondary decay vertex from the tau lepton decay (Figure 6.12 in Section 6.5.3). In order to effectively use this variable, the \( d_0 \) distribution must be accurately modeled in the MC simulation. Figure 9.8 shows the lead muon \( d_0 \) distribution before and after muon \( d_0 \) smearing in a \( \gamma^*/Z \rightarrow \mu\mu \) rich control region. The \( d_0 \) distribution was generally wider in MC than in data.

Both the data and MC \( d_0 \) distributions were fit to a double Gaussian distribution where the separate Gaussians are known as either “inner” or “outer” (shown in Figure 9.9). The MC \( d_0 \) distribution was then smeared for both the lead and sub-leading muon in each event by:

\[
d_{0}(MC)_{\text{smeared}} = d_{0}(MC) + G(\mu, \sigma),
\]

(9.9)

\(^8\)The factor intended to correct for any correlations between the isolation of the two selected muons in the ABCD method used to estimate the multijet background in the \( \tau_\mu \tau_\mu \) final state (Section 7.3).
Figure 9.7: The cut efficiency as a function of calorimeter isolation on the top and as a function of tracker isolation on the bottom for the electrons on the left and muons on the right in the $\tau_e\tau_\mu$ final state. The solid line represents the nominal measured $\epsilon$(Multijet), the dashed region represents its statistical uncertainty, the solid circles the measured ratio per isolation bin, the solid sloped lines represent a linear fit together with $\pm1\sigma$ of the fit uncertainty, and the solid squares, when present either represent the extrapolation of the linear fit to the signal region bin or the cumulative average of the anti-isolated bins. Any EWK/$t\bar{t}$/signal contamination is removed.
Figure 9.8: The lead muon $d_0$ distribution before (left) and after (right) smearing in MC.
where \( G(\mu, \sigma) \) is a normal distribution with a mean of \( \mu \) and width of \( \sigma \). The mean of \( G \) was constructed as the difference of the data double Gaussian mean by the MC double Gaussian mean (The mean of the double Gaussian was defined as the weighted sum of the “inner” and “outer” means). The width of \( G \) was defined as (using \( i \) for “inner” and \( o \) for “outer”):

\[
\sigma(i, o) = \sqrt{\sigma_{\text{data}}^2(i, o) - \sigma_{\text{MC}}^2(i, o)} \tag{9.10}
\]

where the choice of \( \sigma(i, o) \) was made randomly, muon by muon, based on the relative weights of the “inner” and “outer” Gaussians in the MC distribution at a particular \( d_0 \) value.

Three systematic uncertainties were considered for the \( d_0 \) smearing procedure: the muon \( d_0 \) width, the muon \( d_0 \) shape, and the muon \( d_0 \) scale. The uncertainty on the width of the smearing function, \( G \), was evaluated by adjusting the widths by \( \pm 1\sigma \) and observing the relative change in the event counts. The shape uncertainty was evaluated by smearing the \( d_0 \) using a single Gaussian which was a weighted sum of the “inner” and “outer” Gaussians. Finally, the scale uncertainty was evaluated by comparing the tails of the data and the smeared MC \( d_0 \) distributions (\( |d_0| > 4 \text{ mm} \)). Uncertainties of 0.5, 1.1, and 2.0% were observed for the width, shape, and scale uncertainties, respectively.

### 9.6 Object Quality

As mentioned in Section 6.1, since the variables used to reject events based on poorly or anomalously reconstructed jets was not well modeled in simulation, jet object quality requirements were only applied to data events. To evaluate this effect on the simulated samples, an efficiency function, parameterized in jet rapidity and transverse momentum, was applied to each jet in the simulated samples. Events with jets that failed the efficiency function were subsequently vetoed. The effect of this modified jet object quality procedure on MC signal samples was 1.8, 0.4, and 0% in the two semileptonic final states, the \( \tau_e \tau_\mu \) final state, and the \( \tau_\mu \tau_\mu \) final state, respectively. The effect on the background samples ranged from 2% for \( \gamma^* / Z \rightarrow \ell \ell \) events to 5% for the busier \( t\bar{t} \) events.
Figure 9.9: The lead muon $d_0$ distribution fit to a double Gaussian in data (left) and MC (right). The wider Gaussian is referred to as the “outer” Gaussian, while the narrower Gaussian is referred to as the “inner” Gaussian.
9.7 Theoretical Cross-Section

The extraction of the multijet background (Chapter 7) relied on MC predictions for estimating both EWK/$t\bar{t}$ and signal impurities in the control regions. In addition, all EWK/$t\bar{t}$ backgrounds were directly subtracted in the final mass windows. Thus, the final cross-section measurement was dependent on the predicted theoretical cross-section for each of the background processes. In order to measure this dependence, the entire background extraction and cross-sections were measured while simultaneously scaling all cross-sections up and down by their uncertainties (Table 4.2). The uncertainties on the $Z \rightarrow \ell\ell$, $W \rightarrow \ell \nu$, and $t\bar{t}$ cross-sections were considered as correlated since they largely depended on the same PDF sets and programs. Since the $W \rightarrow \ell \nu$ MC was scaled to match data in the two semileptonic channels, the uncertainty of the $W \rightarrow \ell \nu$ cross-section was not considered.

9.8 Geometric and Kinematic Acceptance

The uncertainty on the geometric and kinematic acceptance factor ($A_Z$) arises primarily from the uncertainty in the parton distribution function (PDF) used to generate the $\gamma^*/Z \rightarrow \tau\tau$ events and the by the modeling of the subsequent parton shower.

The uncertainty on the PDF set was analyzed both within a single PDF set, and amongst multiple PDF sets. To quantify the uncertainty within a given PDF set, the CTEQ6.6 next-to-leading order (NLO) PDF set was used along with its 22 error eigenvectors. These eigenvectors are meant to cover the uncertainties of the parton parameter space resulting from the input experimental uncertainties [37]. The default signal sample was then reweighted according to each eigenvector and the resulting differences were added in quadrature to yield an uncertainty of 1.2%. The uncertainty due to PDF choice was evaluated by measuring the difference between the acceptance factor when using CTEQ6.6 or HERAARDF1.0 [68] and when using the default PDF set of MRSTLO*. A maximal difference of 1.8% was observed between choices of PDF sets.

The uncertainty due to the parton showering model was performed by generating events with MC@NLO interfaced with HERWIG using the CTEQ6.6 PDF set and the additional ATLAS MC tune [38]. The default parton showering was performed with PYTHIA using the MRSTLO*
PDF set and the additional ATLAS MC tune. The default case was reweighted to the CTEQ6.6 PDF set in order to perform a fair comparison between the two parton showering models. Differences of less than 2% were observed in both semileptonic final states.

<table>
<thead>
<tr>
<th>Variation</th>
<th>$\tau_h\tau_e$</th>
<th>$\tau_h\tau_\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variation w/i PDF set</td>
<td>1.2%</td>
<td>1.2%</td>
</tr>
<tr>
<td>Different PDF sets</td>
<td>1.9%</td>
<td>1.9%</td>
</tr>
<tr>
<td>Model dependence</td>
<td>1.8%</td>
<td>1.6%</td>
</tr>
<tr>
<td>Total</td>
<td>2.9%</td>
<td>2.8%</td>
</tr>
</tbody>
</table>

Table 9.5: The individual components to the uncertainty on the theoretical acceptance for the two semileptonic final states.

The relative contributions from each source of uncertainty are shown in Table 9.5 for the two semileptonic final states. The total uncertainty on $A_Z$ was derived by adding the individual components in quadrature. The total uncertainty on $A_Z$ was measured as 2.9, 2.8, 2.9, and 4.0% in the $\tau_h\tau_e$, $\tau_h\tau_\mu$, $\tau_e\tau_\mu$, and $\tau_\mu\tau_\mu$ final states, respectively.

9.9 Luminosity

An explanation of the ATLAS luminosity calculation can be found in Appendix A. The main uncertainties in the luminosity calculation arose from:

- **beam intensities:**
  
  Having a precise knowledge of the number of protons in each colliding bunch.

- **Length-Scale Calibration**
  
  Having a precise knowledge of the distance between the two beams during each ($vdM$) scan.

- **Imperfect Beam Centering**
  
  Slight deviations from zero separation in the direction transverse to the scan direction.
will systematically lower the measured interaction rate in all separation points in the scan direction.

- **Choice of Fit Model**
  
  A double Gaussian fit was used in preference to a single Gaussian fit for the extraction of the horizontal and vertical beam profiles due to a lower $\chi^2/NDoF$. A cubic spline fit model was used as an alternative to the double Gaussian.

  All systematic uncertainties, except for the beam intensity measurement, were estimated to be less than 1% [69]. The beam intensity uncertainty was measured as 3.1%. Combining all systematic uncertainties, the relative uncertainty on the luminosity was estimated to be 3.4%.

### 9.10 Summary

Table 9.6 summarizes the effect that each systematic uncertainty had on the detector acceptance ($C_Z$), the predicted number of events after full background subtraction ($N - N_{bkgd}$), and on the final cross-section measurement, for the two semileptonic final states. Table 9.7 provides the analogous information for the two leptonic final states. If the uncertainties on $C_Z$ and on $N - N_{bkgd}$ shift in the same direction (positively correlated), then the relative uncertainty on the cross-section is approximately the difference of the relative uncertainties on $C_Z$ and $N - N_{bkgd}$, while if $C_Z$ and $N - N_{bkgd}$ shift in opposite directions (negatively correlated), the relative uncertainty on the cross-section is approximately the sum of the relative uncertainties on $C_Z$ and $N - N_{bkgd}$. The $\tau_h\tau_e$, $\tau_h\tau_\mu$, and $\tau_\mu\tau_\mu$ final states all had systematic uncertainties on $C_Z$ and $N - N_{bkgd}$ that tended to be negatively correlated resulting in larger uncertainties on the corresponding cross-sections, while the $\tau_e\tau_\mu$ final state tended to have uncertainties that were positively correlated allowing the uncertainties on $C_Z$ and $N - N_{bkgd}$ to partially compensate each other, leading to a smaller uncertainty on the resultant cross-section.

  Table 9.8 summarizes the effect that each systematic uncertainty had on the cross-section measurement in each final state. The second to last column in the Table 9.8 describes whether the systematic uncertainty was considered to be correlated amongst the four final
<table>
<thead>
<tr>
<th>Systematic Uncertainty</th>
<th>$\tau_h\tau_e$ C_Z</th>
<th>$\tau_h\tau_e$ N - N_bkgrd</th>
<th>$\tau_h\tau_e$ $\sigma$</th>
<th>$\tau_h\tau_\mu$ C_Z</th>
<th>$\tau_h\tau_\mu$ N - N_bkgrd</th>
<th>$\tau_h\tau_\mu$ $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron efficiency</td>
<td>9.2%</td>
<td>0.31%</td>
<td>9.6%</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Electron charge mis-id.</td>
<td>0.2%</td>
<td>0.014%</td>
<td>0.2%</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Muon efficiency</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>3.6%</td>
<td>0.24%</td>
<td>3.8%</td>
</tr>
<tr>
<td>Muon resolution &amp; energy scale</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$\tau_h$ identification efficiency</td>
<td>8.6%</td>
<td>0.11%</td>
<td>8.6%</td>
<td>8.6%</td>
<td>0.078%</td>
<td>8.6%</td>
</tr>
<tr>
<td>$\tau_h$ mis-identification</td>
<td>–</td>
<td>0.66%</td>
<td>0.7%</td>
<td>–</td>
<td>1.1%</td>
<td>1.1%</td>
</tr>
<tr>
<td>Energy scale (e/$\tau$/jets/$E_T^{miss}$)</td>
<td>9.4%</td>
<td>1.3%</td>
<td>11%</td>
<td>8.6%</td>
<td>1.7%</td>
<td>10%</td>
</tr>
<tr>
<td>Multijet estimate method</td>
<td>–</td>
<td>2%</td>
<td>2%</td>
<td>–</td>
<td>0.76%</td>
<td>0.8%</td>
</tr>
<tr>
<td>W normalization factor</td>
<td>–</td>
<td>0.18%</td>
<td>0.2%</td>
<td>–</td>
<td>0.12%</td>
<td>0.1%</td>
</tr>
<tr>
<td>Object quality cuts</td>
<td>1.8%</td>
<td>0.07%</td>
<td>1.9%</td>
<td>1.8%</td>
<td>0.07%</td>
<td>1.9%</td>
</tr>
<tr>
<td>pile-up description in sim.</td>
<td>0.4%</td>
<td>0.02%</td>
<td>0.4%</td>
<td>0.4%</td>
<td>0.029%</td>
<td>0.4%</td>
</tr>
<tr>
<td>Theoret. cross-section</td>
<td>–</td>
<td>0.12%</td>
<td>0.1%</td>
<td>–</td>
<td>0.2%</td>
<td>0.2%</td>
</tr>
<tr>
<td>$A_Z$ systematics</td>
<td>–</td>
<td>–</td>
<td>3%</td>
<td>–</td>
<td>–</td>
<td>3%</td>
</tr>
<tr>
<td>Total Systematic uncertainty</td>
<td>16%</td>
<td>2.5%</td>
<td>17%</td>
<td>13%</td>
<td>2.2%</td>
<td>15%</td>
</tr>
<tr>
<td>Statistical uncertainty</td>
<td>1.4%</td>
<td>12%</td>
<td>12%</td>
<td>1.2%</td>
<td>9.8%</td>
<td>9.8%</td>
</tr>
<tr>
<td>Luminosity</td>
<td>–</td>
<td>–</td>
<td>3.4%</td>
<td>–</td>
<td>–</td>
<td>3.4%</td>
</tr>
</tbody>
</table>

Table 9.6: A summary of the effect of each systematic uncertainty on the measured $C_Z$, predicted $N - N_{\text{bkgrd}}$, and the measured cross-section. The systematic uncertainty on the cross-section from each source is computed by fully accounting for correlations between the measured $C_Z$ and the $N - N_{\text{bkgrd}}$. The total systematic on the cross-section measurement is obtained by adding each individual source in quadrature.
<table>
<thead>
<tr>
<th>Systematic Uncertainty</th>
<th>$\tau_e \tau_\mu$</th>
<th>$\tau_\mu \tau_\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$C_Z$</td>
<td>$N - N_{bkgd}$</td>
</tr>
<tr>
<td>Electron efficiency</td>
<td>6.1%</td>
<td>0.20%</td>
</tr>
<tr>
<td>Electron charge mis-id.</td>
<td>0.28%</td>
<td>0.016%</td>
</tr>
<tr>
<td>Muon efficiency</td>
<td>2.6%</td>
<td>0.33%</td>
</tr>
<tr>
<td>Muon d0 (shape and scale)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Muon resolution &amp; energy scale</td>
<td>0.05%</td>
<td>0.00%</td>
</tr>
<tr>
<td>Energy scale (e/jets/$E_T^{miss}$)</td>
<td>1.7%</td>
<td>0.03%</td>
</tr>
<tr>
<td>Multijet estimate method</td>
<td>0%</td>
<td>0.97%</td>
</tr>
<tr>
<td>Object quality cuts</td>
<td>0.35%</td>
<td>0.015%</td>
</tr>
<tr>
<td>pile-up description in sim.</td>
<td>0.57%</td>
<td>0.034%</td>
</tr>
<tr>
<td>Theoret. cross-section</td>
<td>0%</td>
<td>0.30%</td>
</tr>
<tr>
<td>$A_Z$ systematics</td>
<td>–</td>
<td>3%</td>
</tr>
<tr>
<td>Total Systematic uncertainty</td>
<td>7.1%</td>
<td>1.1%</td>
</tr>
<tr>
<td>Statistical uncertainty</td>
<td>1.2%</td>
<td>13%</td>
</tr>
<tr>
<td>Luminosity</td>
<td>–</td>
<td>3.4%</td>
</tr>
</tbody>
</table>

Table 9.7: A summary of the effect of each systematic uncertainty on the measured $C_Z$, predicted $N - N_{bkgd}$, and the measured cross-section. The systematic uncertainty on the cross-section from each source is computed by fully accounting for correlations between the measured $C_Z$ and the $N - N_{bkgd}$. The total systematic on the cross-section measurement is obtained by adding each individual source in quadrature.
<table>
<thead>
<tr>
<th>Systematic uncertainty</th>
<th>$\tau_h\tau_e$</th>
<th>$\tau_h\tau_\mu$</th>
<th>$\tau_e\tau_\mu$</th>
<th>$\tau_\mu\tau_\mu$</th>
<th>Correlation</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron efficiency, resolution &amp; $e$ charge mis-identification</td>
<td>9.6%</td>
<td>–</td>
<td>5.9%</td>
<td>–</td>
<td>✓</td>
<td>1.6%</td>
</tr>
<tr>
<td>Muon efficiency</td>
<td>–</td>
<td>3.8%</td>
<td>2.2%</td>
<td>8.6%</td>
<td>✓</td>
<td>0.80%</td>
</tr>
<tr>
<td>Muon $d_0$ (shape and scale)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>6.2%</td>
<td>X</td>
<td>0.83%</td>
</tr>
<tr>
<td>Muon resolution &amp; energy scale</td>
<td>–</td>
<td>0.2%</td>
<td>0.1%</td>
<td>1.0%</td>
<td>✓</td>
<td>0.09%</td>
</tr>
<tr>
<td>$\tau_h$ identification efficiency</td>
<td>8.6%</td>
<td>8.6%</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>3.8%</td>
</tr>
<tr>
<td>$\tau_h$ mis-identification</td>
<td>0.7%</td>
<td>1.1%</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>0.43%</td>
</tr>
<tr>
<td>Energy scale ($e/\tau/jets/E_{miss}$)</td>
<td>11%</td>
<td>10%</td>
<td>1.7%</td>
<td>0.0%</td>
<td>✓</td>
<td>3.9%</td>
</tr>
<tr>
<td>Multijet estimate method</td>
<td>2%</td>
<td>0.8%</td>
<td>1.0%</td>
<td>1.7%</td>
<td>✓</td>
<td>0.23%</td>
</tr>
<tr>
<td>$W$ normalization factor</td>
<td>0.2%</td>
<td>0.1%</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>0.05%</td>
</tr>
<tr>
<td>Object quality cuts</td>
<td>1.9%</td>
<td>1.9%</td>
<td>0.4%</td>
<td>0.4%</td>
<td>✓</td>
<td>0.63%</td>
</tr>
<tr>
<td>pile-up description in simulation</td>
<td>0.4%</td>
<td>0.4%</td>
<td>0.5%</td>
<td>0.1%</td>
<td>✓</td>
<td>0.06%</td>
</tr>
<tr>
<td>Theoret. cross-section</td>
<td>0.1%</td>
<td>0.2%</td>
<td>0.3%</td>
<td>4.3%</td>
<td>✓</td>
<td>0.53%</td>
</tr>
<tr>
<td>$A_Z$ systematics</td>
<td>3%</td>
<td>3%</td>
<td>3%</td>
<td>4%</td>
<td>✓</td>
<td>3.1%</td>
</tr>
</tbody>
</table>

Table 9.8: Relative statistical and systematic uncertainties in % on the total cross-section measurement. The electron and muon efficiency terms include the lepton trigger, reconstruction, identification and isolation uncertainties, as described in the text. The last column indicates whether a given systematic uncertainty is treated as correlated (✓) or uncorrelated (X) among the relevant channels when combining the results, as described in Section 8.3.1. For the multijet background estimation method, the uncertainties in the $\tau_h\tau_e$, $\tau_h\tau_\mu$, and $\tau_e\tau_\mu$ channels are treated as correlated while the $\tau_\mu\tau_\mu$ uncertainty is treated as uncorrelated, since a different method is used, as described in Section 7. The final column lists the effect of each uncertainty on the final combined cross-section.
states (Section 8.3.2) or not. The last column shows the effect that the uncertainty had on the combined cross-section measurement (Section 8.3.1). The two largest contributors to the total combined systematic uncertainty are the hadronic tau identification efficiency and the energy scale for electrons, taus, jets, and the missing energy. Overall, the largest source of uncertainty in the cross-section measurement was statistical.
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SUMMARY

The $Z \to \tau\tau$ combined cross-section was measured to be:

$$\sigma = 0.97 \pm 0.07 \text{ (stat.)} \pm 0.06 \text{ (sys.)} \pm 0.03 \text{ (lumi.) } \text{nb.} \quad (10.1)$$

This is in good agreement with the next-to-next-to-leading order prediction of:

$$\sigma(\text{NNLO}) = 0.96 \pm 0.05 \text{nb.} \quad (10.2)$$

The majority of the uncertainty in the cross-section measurement was statistical in the two leptonic channels, while the majority of the uncertainty in the two hadronic channels was due to the systematic uncertainty of the tau identification efficiency and energy scale efficiency. In addition the electron identification efficiency proved to be a major contribution in the $\tau_h\tau_e$ final state.

In order to discover the Standard Model Higgs (or other new physics) with two tau leptons in the final state, the $Z \to \tau\tau$ background must be very well understood. Figure 10.1 [70] shows the invariant mass distribution\(^1\) of the candidate ditau pair after a $H \to \tau\tau \to \tau_h\tau_\ell$ event selection. It is evident that the overwhelming background arises from the $Z \to \tau\tau$ background. Our $Z \to \tau\tau$ cross-section measurement shows that a ditau event selection can be performed. In addition, continued studies of $Z \to \tau\tau$ events will allow us to minimize the systematic uncertainties on the hadronic tau energy scale and identification efficiency allowing us to make a definitive claim on a discovery or refutation of a low mass SM Higgs.

\(^{1}\)After this analysis was completed, a new method was introduced to reconstruct the invariant mass of the ditau pair accounting for the energy of the neutrinos in the final state. This is called the missing mass calculator (MMC) [71]
Figure 10.1: The invariant mass of the selected $\tau\tau$ pair in the $H \to \tau\tau \to \tau_h\tau_\ell$ analysis [70] using the missing mass calculator MMC [71]. The mass distribution is shown when no additional jets in the event are selected. A $H(120) \to \tau\tau$ signal is also shown. As was done in the $Z \to \tau\tau$ cross-section analysis, the multijet background was estimated from data and all other backgrounds were estimated from MC (with the $W$+jets background scaled to data).
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Appendix A

ATLAS LUMINOSITY DETERMINATION

Ideally the instantaneous luminosity can be measured by:

\[ \mathcal{L} = \frac{\mu n_b f_r}{\sigma_{\text{inel}}} \]  
(A.1)

where \( \mu \) is the average number of inelastic interactions per bunch crossing (BC) (Section 2.1), \( n_b \) is the number of bunches that cross the interaction point, \( f_r \) is the frequency at which bunches circulate the accelerator ring, and \( \sigma_{\text{inel}} \) is the proton-proton (pp) inelastic collision cross-section. The \( \mu \) quantity cannot be measured directly, however, due to detector inefficiencies. Instead only the visible number of inelastic interactions per bunch crossing, defined as:

\[ \mu_{\text{vis}} = \epsilon \mu, \]  
(A.2)

can be measured, where \( \epsilon \) is the detector efficiency. Substituting into equation A.1 yields:

\[ \mathcal{L} = \frac{\mu n_b f_r}{\sigma_{\text{inel}}} = \frac{\mu_{\text{vis}} n_b f_r}{\epsilon \sigma_{\text{inel}}} = \frac{\mu_{\text{vis}} n_b f_r}{\sigma_{\text{vis}}} \]  
(A.3)

where \( \sigma_{\text{vis}} = \epsilon \sigma_{\text{inel}} \) is now the observable inelastic pp collision cross-section \([72, 69]\).

Thus, in order to measure the luminosity for every data run, the calibration constant, \( \sigma_{\text{vis}} \), must be known (the \( \mu_{\text{vis}} \) will be measured for each run while \( n_b \) and \( f_r \) are known accelerator parameters). In order to measure \( \sigma_{\text{vis}} \), Van der Meer (vdM) scans were employed to measure the individual widths of the horizontal and vertical beam profiles, \( \Sigma_x \) and \( \Sigma_y \) respectively \([73]\), which can then be used to alternatively measure the luminosity as:

\[ \mathcal{L} = \frac{n_b f_r n_1 n_2}{2\pi \Sigma_x \Sigma_y}, \]  
(A.4)

where \( n_1 \) and \( n_2 \) represent the number of protons in the respective beam’s bunches. Combining the previous equation with equation A.2, one can solve for \( \sigma_{\text{vis}} \):

\[ \sigma_{\text{vis}} = \frac{\mu_{\text{vis}} 2\pi \Sigma_x \Sigma_y}{n_1 n_2}. \]  
(A.5)
In (vdM) scans, the rate of interactions is measured as a function of beam separation in both the $x$ and $y$ directions. A peak interaction rate is expected at a distance of zero beam separation, while the rate is expected to fall off as Gaussian as the beam separation distance is increased. The horizontal and vertical beam width profiles can then be extracted from a Gaussian fit. Once the beam profiles, $\Sigma_x$ and $\Sigma_y$, are extracted, the calibration constant $\sigma_{\text{vis}}$ can be extracted and the luminosity can be determined on a run by run basis.