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Provider profiling as a means to describe and compare performance of health care professionals has gained great momentum in the past decade. The implications of profiling, which can drive provider incentives and guide health policy, call for precise and accurate statistical methods. We used a simulation study to compare the performance of three commonly used methods for estimating provider performance (ranking) and for identifying high performing providers (classifying). We evaluated classification performance based on sensitivity and specificity and ranking performance based on mean squared error. We found that when between-provider variability in performance was low, all three methods performed poorly, with low accuracy for identifying top performers and high mean squared error for ranking. We then demonstrated the performance of these methods in an application to data on satisfaction with mental health care providers. Based on these findings, we caution against the use of any classification method in the setting of low between-provider variability and recommend the use of risk-adjusted methods, which take into account variation in characteristics of providers’ patients, when the ratio of between-provider variability to within-provider variability is high.
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Chapter 1
INTRODUCTION

This thesis explores the performance of alternative statistical methods for ranking medical providers and applies them to an analysis of data on satisfaction with mental health care from Group Health Cooperative, an integrated health care plan in Washington state. We explored performance of alternative statistical methods, varying patient volume, between-provider variation in patient characteristics, and between-provider variability in performance to reflect characteristics of providers and patients seen in a variety of health care settings. In this chapter, we provide a brief overview of the practice of provider profiling and an introduction to the statistical methods used for this purpose.

1.1 Overview of provider profiling

Provider profiling is a method of describing performance or patterns of health care provided by a single physician or physician group; the resulting profile is then compared to other norms based on practice, i.e., other physicians’ profiles or to standards of practice. The basic concept of comparative profiling of medical providers dates back to Florence Nightingale (b. 1820), who pioneered the systematic collection, analysis, and dissemination of comparative hospital outcomes data in order to understand and improve performance (Smith, 2002). There has been a proliferation of studies conducted for this purpose since the 1960s.

Assessing the comparative performance of health care providers is now widely practiced and is a key feature of health care reform (Marshall et al., 2000). One of the primary objectives of this assessment is to evaluate the quality or value of care provided by individual practitioners. Absolute performance standards, e.g. a national guideline, are normally unavailable (Normand et al., 1997), but information on the
relative performance of health care providers may be used by individual patients to select providers or by health care organizations to identify candidates for remedial programs or bonuses (Kak et al., 2001; Epstein et al., 2004). Moreover, policymakers may use performance data to assess whether core health care needs are being met (Hauck et al., 2003).

A potential approach to increasing the effectiveness of health care that has garnered interest among managed care organizations, purchasers, and researchers is the use of clinician financial incentives. Financial incentives may influence clinician performance in the form of either a higher payment for providing a particular service or a bonus for meeting a specified target. Recently, Meredith et al. (2011) used stakeholder input to select incentives for mental health clinicians and to conduct a feasibility test of an incentive-based program in a managed behavioral healthcare organization (MBHO). Program feasibility was assessed with case review and clinician surveys from a large independent practice association that contracted with the MBHO. They found that providing incentives for mental health clinicians was feasible and that the incentive program did increase clinician awareness.

The “pay for performance” (P4P) model is the application of the provider incentives idea on a broader scale, and provider profiling is increasingly used to identify providers exceeding performance thresholds, an integral part of the P4P concept. P4P is an emerging movement in health insurance that began in Britain and the United States. In the P4P model, physicians or hospitals receive more money if their quality measures exceed fixed thresholds or if their measures improve from year to year; this is a fundamental change from previous fee for service payments, which were instead dependent on the quantity of care. According to Epstein et al. (2004), a core goal of the P4P movement was to create financial incentives large enough to change the status quo rather than to simply reward “good” physicians and punish “bad” ones. By 2003, P4P was gaining widespread acceptance in health care.

Uses of provider profiling such as P4P differ from earlier uses, which focused on identifying outlying providers whose performance was far from the norm. Simple stratification into top- and bottom-performers, without considering individual outlier
status, is now common and integral to health care reform. This has created a need for statistical methods that accurately classify providers as top- or bottom-performers. However, little research on statistical methods for provider profiling has focused on classification accuracy.

1.2 Estimating provider performance

The basic goal of profiling methods is to estimate and compare provider performance using one or more proxy measures of performance. A provider's intrinsic ability is multifaceted and difficult to gauge, but excellent care tends to elicit certain responses in those receiving it, e.g. a feeling of satisfaction, a sense of rapport with the provider, and/or a willingness to return for future services. Each of these responses may be quantified on a numeric scale and combined across a provider's patients to provide an overall performance score. In this section we will discuss alternative approaches to generating performance scores and their pros and cons.

A simple method for assessing provider performance is to base estimation on the provider-specific sample average of a quality measure. Eisenstein et al. (2005) examined the use of average costs for creating physicians' economic profiles. For binary outcomes, this method corresponds to the proportion of patients with a positive response. When the measure of health status is mortality, a crude death rate can be obtained by summing the number of deaths per year per 1,000 people. Crude vital statistics were first calculated from the London Bills of Mortality to monitor plague deaths from the 17th century to the 1830s, and use of the crude death rate was discussed by Walker and Grusin (1959). Mortality rates are now widely used as a way to measure the quality of coronary artery bypass graft (CABG) surgery performed at a particular hospital.

However, there may be case-mix variation—differences in the population of patients treated by each provider—that makes such a comparison unfair. For example, some providers may see more difficult-to-treat patients by chance or even because they are known to be skilled providers. Also, certain subpopulations may be more predisposed to give positive feedback than others. Thus, ignoring patient characteristics related to
the patients’ response to treatment, e.g. disease severity or gender, would put certain providers at a disadvantage in provider profiling if unadjusted measures are used.

Of the commonly used statistical methods for estimating provider performance, many strive for fairness by accounting for case-mix variation through a practice known as risk adjustment (Iezzoni, 1994; Rosenbaum, 1995). Confounding by case-mix variation occurs when a provider’s performance rating is higher or lower than those of other providers due to reasons other than his/her performance. Two current caveats of P4P programs are that they could encourage physicians and hospitals to avoid high-risk patients in order to keep their performance scores up (McMahon et al., 2007) and could also put institutions and physicians attending to more vulnerable populations in resource-poor environments at a disadvantage (Casalino et al., 2007). As disparities in patient conditions are inevitable, profiling methods used in P4P or in any incentive-based program must take them into consideration so as to not encourage preferential patient admission.

Consequently, data quality and availability of information on confounders are key to obtaining unbiased estimates of provider performance. Normand and Shahian (2007) noted that in any profiling initiative, data quality is more important than choice of statistical models. Krumholz et al. (2006) recommended the use of a prospectively maintained clinical database containing core clinical variables. Indeed, if a key correlate of the outcome is unmeasured, then it would be impossible to obtain risk-adjusted results. Rosenbaum and Rubin (1983) demonstrated that conclusions about the association between treatment assignment and a binary outcome in an observational study, adjusted for categorical covariates, are sensitive to the omission of a binary confounder. Despite the importance of adjusting for confounders, it is usually impossible to adjust for them all. Even when data are relatively complete, other statistical concerns have been expressed regarding risk adjusted models, including inaccuracy of estimates from low-volume providers, multiple comparisons, and nonindependence of patients among providers (Normand and Shahian, 2007).
1.2.1 **Indirect standardization**

Indirect standardization is one means of addressing case-mix variation. This type of standardization produces a weighted sum of stratum-specific averages, with weights chosen such that the influence of case-mix effects can be reduced. It was first introduced as a method to assess geographical variations in adjusted death rates (Neison, 1844). Under this framework, the expected score for an average provider treating patients with a given set of characteristics is estimated using a fixed-effects regression model. The total score for all of a provider's patients is then calculated and the ratio of the observed to the expected score computed. Shahian and Normand (2008) used this method and data from the Society of Thoracic Surgeons National Database to compare hospital-specific, risk-standardized, 30-day all-cause mortality after isolated CABG surgery.

Indirect standardization is often used when the sample size is too small for direct standardization or when stratum specific rates are unavailable in the study population. The direct method, which utilizes weights taken from an external standard population, yields greater comparability across populations but requires more data (Daly and Bourke, 2000). The indirect method avoids the problem of imprecise estimates of stratum-specific rates by using stratum-specific rates from a standard population of sufficient size to derive expected counts in the study population. However, it may not be appropriate when samples sizes are small in strata given substantial weight, since weighting will magnify the instability of these stratum-specific estimates. Another limitation is that the choice of a standard population is not always obvious, and different choices may yield different results.

1.2.2 **Hierarchical models**

Hierarchical models (Bryk and Raudenbush, 1992) are widely used to evaluate providers using estimates of case-mix-adjusted performance (Glance et al., 2006; D'Errigo et al., 2007; Shahian et al., 2007). Under this framework, fixed effects are estimated for case-mix characteristics that may be associated with the outcome, and residual between-
provider variability is incorporated via a provider-level random effect.

Central to hierarchical modeling is the idea of shrinkage (James and Stein, 1961), which entails borrowing information across all units in the estimation of individual effects. Efron and Morris (1975) famously demonstrated that predictions for individual baseball players are much more accurate if the performances of all other players were taken into consideration, i.e., when each player’s batting average was shrunk toward the group average.

Suppose we have data from $k$ clusters of size $n_i$ each and wish to estimate the mean of each cluster, $\mu_i$. A no pooling approach would be to use cluster means; these maximum likelihood estimators are unbiased for $\mu_i$ but can have large standard errors if within-cluster variation is high. Complete pooling, i.e., calculating the grand mean, results in increased efficiency but also potentially large bias for $\mu_i$ if between-cluster variation is high. Stein (1955) proved the existence of a biased estimator that has lower mean squared error than the no pooling estimator. The random effects estimator, an extension of the James-Stein estimator (James and Stein, 1961), dominates the no pooling estimator in terms of mean squared error. For estimating each $\mu_i$, it lies optimally between the cluster mean and the grand mean—close to the cluster mean if the clusters are very different and shrunk to the grand mean if the clusters are similar. Furthermore, estimates obtained from smaller clusters are shrunk toward the grand mean more than those from larger clusters, because for smaller clusters, there is weaker evidence that their means differ from the grand mean.

Hierarchical models have many advantages in provider profiling. They can incorporate both patient-level and provider-level characteristics and account for within-provider correlation in patient outcomes. They not only adjust for variation in case-mix, but they also address differences in the precision of provider-performance estimates that arise from differences in the number of patients per provider (Burgess et al., 2000).

Furthermore, in hierarchical modeling, variation in sample size is addressed by borrowing information across providers to stabilize estimates for providers who have relatively few subjects. The random effects distribution determines the degree to which
information is borrowed; smaller variance implies a greater degree of sharing.

However, hierarchical models are sensitive to distributional assumptions. Random effects (provider effects in the profiling context) are assumed to be drawn from an appropriate distribution—usually a normal distribution (Normand et al., 1997; DeLong et al., 1997; Austin, 2002) with mean 0. The normality assumption can lead to severe shrinkage of estimates for providers with few patients, so methods that use flexible distributional assumptions (e.g. Paddock et al. (2006)) are more suitable if estimates are to be used for detecting outliers. Moreover, hierarchical modeling assumes “exchangeability” (Bernardo and Smith, 1994) of the providers, meaning that provider performance arises from a common distribution for all providers. This notion is unjustified if performance depends on patient or provider characteristics, although if these characteristics are included in the regression model, then only conditional exchangeability is required.

1.2.3 Bayesian approaches to profiling

Bayesian hierarchical modeling is increasingly being advocated for use in profiling medical care (Berlowitz et al., 2002). In Bayesian inference, prior distributions are specified for unknown parameters of a chosen model to capture one’s beliefs before seeing the data, and Bayes’ theorem is applied to obtain posterior distributions for the parameters of interest (Savage, 1954). Thomas et al. (1994) used empirical Bayes for estimating hospital-specific mortality rates. Their fully model-based formulation was found to produce accurate estimates and resolved the problem of multiple comparisons.

Browne and Draper (2006) examined Markov chain Monte Carlo (MCMC) estimation in hierarchical modeling via a large simulation study of the properties of quasi-likelihood and Bayesian estimation methods in the random effects logistic regression model. They noted that estimates achieved using both proper and improper priors on the variance parameters were close to unbiased and had coverage probabilities closer to nominal at all levels when compared to the two quasi-likelihood methods under study.
Caveats exist concerning more recent methodologies. Berlowitz et al. (2002) examined the use of Bayesian hierarchical modeling in profiling nursing homes on the rate of pressure ulcer development. Though they cited several advantages of Bayesian hierarchical modeling over standard statistical techniques in terms of estimating risk-adjusted ulcer rates and identifying outliers, they warned that appropriate inferences from Bayesian models require careful model-checking to ensure that the model is not misspecified. Furthermore, sophisticated methods that appeal to statisticians may not yield results that are transparent to all stakeholders in provider profiling. The Bayesian semi-parametric models developed in Ohlssen et al. (2007) to detect “true” outlying health care providers were critiqued by Racz and Sedransk (2010) as being innovative but having “complicated and cumbersome” parts. The framework proposed by Ohlssen and colleagues is based on three stages of analysis—an exploratory stage that involves using a normal random-effects model and approximate cross-validation $p$-values to identify potential outlying providers, a modeling stage that involves performing detailed sensitivity analysis of potential outliers, and a confirmatory stage that involves applying the Bonferroni correction to each $p$-value. While these are all statistically sound approaches, they are not easily utilized or understood by a non-statistical audience. Transparency is truly an important consideration due to the widespread implications and varied consumers of provider profiling.

1.3 Previous evaluations of methods for provider profiling

Previous research has compared methods for estimating provider performance. Austin et al. (2003) compared the performance of indirect standardization and hierarchical models for identifying hospitals with outlying (higher than acceptable or lower than acceptable) mortality rates with respect to sensitivity, specificity, and positive predictive value. They found that when the distribution of hospital-specific log-odds of death was normal, random-effects models had greater specificity and positive predictive value than fixed-effects models. However, fixed-effects models had greater sensitivity than random-effects models. Racz and Sedransk (2010) compared Bayesian and likelihood-
based frequentist approaches to identifying outlying hospitals using coronary artery bypass graft surgery data released by the New York State Department of Health. The six methods under comparison were indirect standardization, fixed effects models, and random effects models, each estimated via Bayesian and frequentist methods. They found that for medium and large hospital volumes, indirect standardization and the random effects model yielded almost identical results. This is because, as noted in Normand et al. (1997), the estimators for hospitals with large patient volume are only slightly shrunk toward the group mean, even when they are quite different from it. For low volume hospitals, however, there was a marked reduction in outlier detection using the random effects model as compared to using indirect standardization in simulations, as estimators for these hospitals experienced greater degrees of shrinkage than those for larger hospitals.

Previous research has also examined the statistical uncertainty in provider profiling. Ohlssen et al. (2007) described a hierarchical modeling framework for identifying unusual performance in health care providers and observed that using rank-based criteria not only has the problem of great uncertainty in estimates of provider ranks but also is conceptually problematic even when estimates are reasonably precise. Their paper tried to distinguish between an estimation approach and a hypothesis testing approach for describing unusual performance. The former is based on a single encompassing model for identifying extreme cases, while the latter uses a fairly simple model to describe most cases, with interest in assessing whether the few are truly unusual. They concluded that ranking might indicate which providers are at the extremes but cannot address whether the worst provider is actually worse than would be expected by chance.

Goldstein and Spiegelhalter (1996) noted that ranks are particularly sensitive to sampling variability, so there is a need to quantify their uncertainty when they are used to make comparisons between institutions, with an easily interpretable example being a graph of ranks and their intervals. To illustrate this problem, the authors considered examination scores taken from a single-year cohort of students nested within schools. The following two-level variance components model was fit.
\[ y_{ij} = \beta_0 + u_j + e_{ij}, \]
\[ \text{var}(u_j) = \sigma_u^2, \]
\[ \text{var}(e_{ij}) = \sigma_e^2, \]
where \( y_{ij} \) is the examination score for the \( i \)th student in the \( j \)th school, \( u_j \) is the residual for the \( j \)th school, and \( e_{ij} \) is the residual for the \( i \)th student in the \( j \)th school. The residuals are assumed to be mutually independent with zero means. This model yields posterior estimates \( \hat{u}_j \) and \( \text{var}(\hat{u}_j) \), which were then used for comparisons between institutions. After applying this model to real data and plotting the school intercept residual estimates in ascending order with their 95% intervals, they commented that in terms of pairwise comparisons, the majority of the schools could not be distinguished from one another due to overlapping intervals. An adjusted model showed that an estimated two-thirds of all possible comparisons among 325 schools do not allow separation. The authors concluded that such rankings may allow some institutions at the extremes to be isolated for further study but should not be used to make definitive judgments on individual institutions.

Goldstein's view on the importance of quantifying statistical uncertainty in provider profiling was echoed in Davidson et al. (2007), who considered estimating the amount of uncertainty in measuring relative quality to be a policy relevant issue, as low levels of confidence with which hospitals are assigned to the top percentile of ranks means that such top performers may not actually be worthy of rewards and/or public recognition. Their main metric for portraying the uncertainty in estimates of the true relative performance of hospitals was the 95% credible interval about the mean rank derived from the Bayesian models for each medical condition. They concluded that identifying relative quality from simple ranks based on annual composite scores will impact smaller institutions to a greater extent than larger institutions. The dramatic inverse relationship found between hospital size and ranking uncertainty suggested that in profiling studies, institutions with smaller patient volume will be wrongly penalized or credited more frequently than will larger institutions.
Paddock and Louis (2011) further highlighted the risk of misclassifying providers as exceptionally good or poor performers when uncertainty in statistical benchmark estimates is ignored. Statistical benchmarks are performance standards derived from existing data for the purpose of setting performance targets (e.g. the top 90th percentile of provider performance). The typical benchmarking approach is to use one data set to derive the statistical benchmark estimate and then to use a second data set to obtain provider-specific performance estimates and to compare them with the previously determined benchmark. The authors’ goal was to identify extreme (e.g. top 10%) provider performance; they developed alternative empirical distribution function (EDF) estimates for univariate provider-specific parameters based on order statistics of MCMC samples drawn from the posterior distribution of provider-specific parameters, and their approach produced the optimal estimates with respect to integrated squared error loss. Their rationale for considering the EDF was that while approximate uncertainty bounds for commonly used statistical benchmarks can be obtained by using the posterior mean and variance, it is more desirable to avoid relying on the Bayesian central limit theorem.

1.4 Our work

Our research was motivated by the use of profiling for identifying top-performing providers in the setting of mental health care. Group Health, an integrated health care system in Washington state and North Idaho, has been developing incentives for its contracted network providers and plans to fully implement their use for quality improvement this year (GHC, 2012). However, a study by Katon et al. (2000) had found no important differences in quality of care or patient outcomes, when hierarchical logistic regression models were used to estimate mental health care provider quality. Motivated by the need for accurately identifying top and bottom providers, meanwhile entertaining the possibility that little variation exists in the quality of care delivered by health care providers (Katon et al., 2000; Krein et al., 2002), we explored the performance of alternative statistical methods for identifying providers exceeding
a percentile-based threshold. We evaluated both classification accuracy and uncertainty, as recent literature has suggested that an understanding of uncertainty is key in provider profiling studies (Goldstein and Spiegelhalter, 1996; Davidson et al., 2007; Paddock and Louis, 2011).

In selecting methods for comparison, we took into consideration ease of interpretation, since straightforward methods are more widely used and are more readily accepted by non-statisticians. For the same reason, we chose to investigate classification of providers based on a single outcome measure. The statistical issues highlighted in previous research led us to scrutinize primarily how the methods compare in realistic scenarios involving low patient volumes and high case-mix variation and additionally in more ideal, albeit unrealistic, situations. Holding other factors constant, we expected all methods to discriminate more successfully when greater differences exist in provider performance, and we wanted to quantify the gain, if any, of methods that account for clustering and case-mix variation over methods that do not. As low patient volume, presence of case-mix variation, and low between-provider variability are common in the medical field, we are particularly interested in how methods compare in such close-to-life settings.

In Chapter 2, we first describe the three classification methods under comparison and then compare their classification accuracy for estimating provider performance using a simulation study. By using simulated data, we were able to assess the performance of statistical methods in a setting in which true provider ranks were known. We also quantified the uncertainty of the estimated provider ranks using a Bayesian estimation method. In Chapter 3, we apply these statistical methods to data from Group Health, using the results of simulation studies to guide our interpretation of results, and compare the performance of alternative methods. In Chapter 4, we summarize our findings and discuss future directions.
Chapter 2

METHODS EVALUATION

This chapter introduces three methods for provider profiling and the three measures of classification performance upon which they were compared. Here we also describe the design of our simulation study and present results for an investigation of the relationship between classification performance and mean patient volume, degree of between-provider variability, and strength of case-mix effects.

2.1 Notation and definitions

Suppose there are \( N \) providers, with the \( i \)th provider having \( n_i \) patients and the \( j \)th patient of the \( i \)th provider having outcome measure, \( Y_{ij} \). We focus on the case of binary outcome measures. However, similar considerations apply to continuous measures. Let \( X_{ij} \) represent a vector of patient characteristics, such as age, gender, and disease severity. Let \( \theta_i \) be the \( i \)th provider’s true performance score, and assume

\[
\theta_1, \ldots, \theta_N \mid (\mu, \sigma^2) \sim D(\mu, \sigma^2),
\]

where \( D \) is assumed to be a known distribution. In numerical examples below, \( \theta_i \) is assumed to follow a normal distribution. In principle, \( D(\cdot) \) need not be normal. While a provider’s true performance is independent of patient characteristics, these characteristics may affect patient outcomes and consequently impact observed performance.

We assume, without loss of generality, that in a given sample of providers, the provider with the poorest performance will have the smallest \( \theta \) value. The true rank of the \( i \)th provider, based on his/her performance, \( \theta_i \), is given by

\[
R(\theta_i) = \sum_{j=1}^{N} I_{\theta_i \geq \theta_j}.
\]
We estimate the rank of the $i$th provider by

$$R(\hat{\theta}_i) = \sum_{j=1}^{N} I_{\hat{\theta}_i \geq \hat{\theta}_j},$$

where $\hat{\theta}_i$ is the estimated performance of the $i$th provider. Below we discuss three methods for estimating $\hat{\theta}_i$.

### 2.2 Methods for estimating provider performance

A straightforward method of assessing provider performance is to use the provider-specific sample average as the estimate. In the case of binary outcomes, this corresponds to the proportion of subjects with a positive response. Formally, we define

$$\hat{\theta}^{(E)}_i = \frac{\sum_{j=1}^{n_i} Y_{ij}}{n_i}.$$ 

Below, we refer to this as the empirical method. This method is appealing for its simplicity and transparency. However, no adjustment is made for differences in case-mix between providers or possible instability of estimated ranks for providers with low patient volumes.

Indirect standardization is a simple alternative which allows for adjustment on the basis of measured patient characteristics. This method provides an estimate of provider performance standardized by an expected performance measure computed based on patient characteristics. This standardized performance score is computed as the ratio of the sum of observed outcomes to the sum of expected outcomes had these patients been treated by an average provider in the reference population (Shahian and Normand, 2008). This is accomplished via a two-step estimation procedure.

First, observations from all providers are used to estimate a fixed effects logistic regression model relating patient characteristics to the outcome:

$$\log \left( \frac{p_{ij}}{1 - p_{ij}} \right) = X_{ij}^T \beta,$$

where $Y_{ij}$ is assumed Bernoulli distributed with mean $p_{ij}$. Provider performance is then estimated as

$$\hat{\theta}^{(I)}_i = \frac{\sum_{j=1}^{n_i} Y_{ij}}{\sum_{j=1}^{n_i} p_{ij}}.$$
where $\hat{p}_{ij} = \exp(X^T_{ij} \hat{\beta})/(1 + \exp(X^T_{ij} \hat{\beta}))$ is the fitted probability for the $j$th patient of the $i$th provider from the logistic regression model. This estimate is a ratio of the observed number of positive responses to the expected number of positive responses for provider $i$.

The last method that we consider is a hierarchical logistic regression model assuming common effects of patient characteristics across providers and allowing for between-provider variability in the outcome via a random effect. We use a random intercepts model of the form

$$\log\left(\frac{p_{ij}^*}{1 - p_{ij}^*}\right) = \alpha_i + X^T_{ij} \beta,$$

where $Y_{ij}$ is now assumed Bernoulli distributed with mean $p_{ij}^*$, which is assumed to depend on both patient characteristics and provider. The provider-specific random intercepts, $\alpha_i$, are assumed to arise from a common distribution

$$\alpha_i \sim \mathcal{N}(\mu, \sigma^2).$$

$\mu$ and $\sigma^2$ denote the mean and variance, respectively, of the distribution of random intercepts. In this method, provider performance is assessed using the estimated provider-specific random effects

$$\hat{\theta}_i^{(R)} = \hat{\alpha}_i,$$

with higher values corresponding to better performance. The hierarchical model can also be used to estimate the degree of variability between providers, $\hat{\sigma}$.

### 2.3 Estimator precision

The performance of rankings depends on the precision of our estimates for $\theta_i$. In the case of the empirical method, $\hat{\theta}_i^{(E)}$, the variance is given by $\theta_i(1 - \theta_i)/n_i$. Note that $\theta_i(1 - \theta_i)$ can be thought of as the degree of within provider variability. For the indirect standardization method, variance of the estimator is $n_i \theta_i(1 - \theta_i)/\sum_j \hat{p}_{ij})^2$, where $\hat{p}_{ij}$ is the estimated probability of a positive response for the $j$th observation for provider $i$, assumed to be fixed and known.
In the case of the random effects approach, an explicit formula for the estimator is not available. However, we can use the inverse Fisher information as a measure of the asymptotic variance. Specifically, let \( g(\theta_i) \) represent a function mapping provider performance, \( \theta_i \), to the probability of a positive response for an individual subject. For instance, in the case of the logistic random intercepts model we assume a logistic relationship between \( \theta_i \) and \( p_{ij} \). For ease of presentation, we assume that all subjects for provider \( i \) have the same risk factor values. However, similar results follow allowing for differences in risk factors within providers. We further assume that \( \theta_i \) is normally distributed with mean \( \mu \) and variance \( \sigma^2 \). Under this formulation the likelihood for \( \theta_i \) is given by

\[
L \propto \exp \left( -\frac{1}{2\sigma^2} (\theta_i - \mu)^2 \right) g(\theta_i) \sum_j Y_{ij} (1 - g(\theta_i))^{n_i - \sum_j Y_{ij}}.
\]

From this likelihood we can derive the score function

\[
\frac{\partial \ell}{\partial \theta_i} = -\frac{1}{\sigma^2} (\theta_i - \mu) + \frac{\partial g}{\partial \theta_i} \left( \frac{\sum_j Y_{ij} - n_i g(\theta_i)}{g(\theta_i)(1 - g(\theta_i))} \right).
\]

Differentiating the score function again with respect to \( \theta_i \), we see that the negative inverse Fisher information is

\[
-\left( \frac{\partial^2 \ell}{\partial \theta_i^2} \right)^{-1} = \frac{\sigma^2}{\sigma^2 h \left( \sum_j Y_{ij}; \theta_i, n_i \right) + 1}, \tag{2.1}
\]

where

\[
h \left( \sum_j Y_{ij}; \theta_i, n_i \right) = \frac{\partial}{\partial \theta_i} \left( \frac{\sum_j Y_{ij} - n_i g(\theta_i)}{g(\theta_i)(1 - g(\theta_i))} \right).
\]

From Equation (2.1) we can see that the variance of \( \hat{\theta}_i^{(R)} \) will be directly proportional to \( \sigma^2 \) and inversely proportional to \( n_i \).

The variance expressions for the three methods for estimating provider performance indicate that increasing the number of evaluations available for an individual provider, \( n_i \), will improve the precision of the estimator. However, in the case of \( \hat{\theta}_i^{(I)} \) and \( \hat{\theta}_i^{(R)} \) the improvement in precision associated with increasing sample size is attenuated by other factors. Specifically, in the case of \( \hat{\theta}_i^{(I)} \) improvements in precision are proportional to \( (\sum_j \hat{p}_{ij})^2 / n_i \). Thus for providers with low expected performance scores,
sample size will improve performance more slowly. In the case of \( \hat{\theta}_{(R)} \), when there is a high degree of between provider variability \( (\sigma^2) \), performance will improve as a function of \( n_i \). When between provider variability is low, \( \sigma^2 \) will be the dominant factor affecting estimator performance.

The precision of each of these estimators of provider performance must be evaluated with respect to the total amount of between provider variability. If \( \sigma^2 \) is small then even modest levels of uncertainty in our estimators may make it impossible to correctly rank providers. In contrast, when \( \sigma^2 \) is high we need not estimate \( \theta_i \) with great precision in order to place providers in the correct rank order. Based on the forms of the variance for the three methods of estimating provider performance, we anticipate that the performance of the methods for ranking providers will depend on sample size and the true degree of between-provider variability.

The uncertainty of the estimated provider ranks can be quantified using a Bayesian estimation method. For our analysis of mental health satisfaction survey data, diffuse prior distributions were assumed for the parameters in each model. Specifically, for classification via the empirical method, each provider’s mean was assumed to be normally distributed, centered at 0 with variance 1,000. All other fixed effects in logistic regression models were assumed to be normally distributed, with mean 0 and variance 1,000. Each provider’s random effect was assumed to be normally distributed, with mean 0 and precision following a gamma distribution with mean 1 and variance 100. We then used a Markov chain Monte Carlo simulation to generate 1,000 samples from the posterior distribution of the provider ranks. In all cases, a single chain was used for the Gibbs sampler, and the burn-in phase consisted of 1,000 iterations. After burn-in, one thousand iterations were run for the empirical method; four thousand were run for the other two methods, thinned by a factor of 4. A 95% credible interval for the ranks was constructed based on this sample. WinBUGS 1.4.3 (Lunn et al., 2000) was used for Bayesian estimation.

Below we explore the impact of sample size and between-provider variability in simulation studies using values representative of those expected to be encountered
in studies of health care provider performance. In Chapter 3, we use the previously described methods to rank Group Health providers and quantify the uncertainty of their ranks.

### 2.4 Assessing performance of classification

As mentioned in Chapter 1, top and bottom performing providers are sometimes identified for bonuses or remedial programs. If each provider’s true performance were known, then we could classify a subset of providers into a top performing group based on their ranks. However, in general, true performance is unknown, and an estimate such as those previously described must be used to carry out classification. Suppose we are interested in identifying $100p_0\%$ of $N$ providers as “top” performers. We assign each provider a rank based on an estimate of their performance. Top performers are defined as those with ranks $N(1 - p_0) + 1$ to $N$. The classification performance of an estimator can be assessed in a variety of ways. In this study, we focus on three measures of classification performance:

1. **Sensitivity**, defined as the proportion of top performing providers that are correctly classified as such, i.e.,

   $$
   \frac{1}{Np_0} \sum_{i=1}^{N} I[R(\hat{\theta}_i) > N(1 - p_0), R(\theta_i) > N(1 - p_0)].
   $$

2. **Specificity**, defined as the proportion of non-top performers that are correctly classified, i.e.,

   $$
   \frac{1}{N(1 - p_0)} \sum_{i=1}^{N} I[R(\hat{\theta}_i) \leq N(1 - p_0), R(\theta_i) \leq N(1 - p_0)].
   $$

3. **Root mean squared error (RMSE)** of the provider ranks, defined as

   $$
   \sqrt{\frac{1}{N} \sum_{i=1}^{N} [R(\hat{\theta}_i) - R(\theta_i)]^2}.
   $$
2.4.1 Simulation study design

Because providers’ true performance measures are unobservable, classification performance can only be assessed using Monte Carlo methods. We simulated random data representing $N$ providers, with Poisson-distributed patient volumes. Values for $N$, patient volume, and between-provider variability were motivated by data on satisfaction with mental health care from Group Health (see Section 3.1). We generated each provider’s true performance, $\alpha_i$, from a $\mathcal{N}(0, \sigma^2)$ distribution for a range of values of $\sigma^2$. We explored a range of $\sigma^2$ values to assess the impact of between-provider variability on classification accuracy. As a measure of patient variation, we simulated a value ranging from -5 to 5 for the $j$th patient of the $i$th provider from a truncated $\mathcal{N}(m_i, 1)$ distribution, with $m_i$, the $i$th provider’s mean value, simulated from a truncated $\mathcal{N}(0, 2)$ distribution. This covariate represents a patient characteristic that is associated with his/her perception of the provider’s performance. Finally, we simulated binary performance outcomes for each patient from a Bernoulli distribution with

$$q_{ij} = \frac{\exp(\alpha_i + \log(\gamma)X_{ij})}{1 + \exp(\alpha_i + \log(\gamma)X_{ij})},$$

where $\alpha_i$ is the true performance score for the $i$th provider, $X_{ij}$ is the covariate value for the $j$th patient of the $i$th provider, and $\gamma$ is the odds ratio associated with a one unit difference in $X_{ij}$. For each simulated data set, we estimated performance using each method, classified providers into the top 20% based on each performance estimate, and then evaluated classification performance using the measures discussed in Section 2.4. All results are based on 1,000 replications, which yielded a maximum Monte Carlo standard error of 0.004 for sensitivity and specificity and 0.05 for RMSE. Finally, we simulated a data set of comparable size and variability as survey data from Group Health mental health care providers (described in Section 3.1) to summarize both performance and agreement among the three methods. We used R 2.10.1 (R Development Core Team, Vienna, Austria) for our simulations and data analyses.
2.5 Simulation study results

We investigated the relationship between classification performance and mean patient volume, strength of case-mix effects, and degree of between-provider variability for a simulated sample of 50 providers with patient volumes of 20, 30, 40, 50, 70, and 100. In the absence of case-mix variation, i.e., $\gamma = 1$, all three methods performed similarly in terms of sensitivity and specificity at each mean patient volume considered (Figure 2.1). Furthermore, all methods showed improvements in sensitivity and specificity as patient volume increased at each level of between-provider variability. When case-mix effects were present, little improvement was evident with increased patient volume for the empirical method at all levels of between-provider variability (Figures 2.2 and 2.3).

We report results for trends in sensitivity, specificity, and RMSE as functions of the effect of case-mix variation and degree of between-provider variability for simulated data for 50 providers with a mean of 50 patients per provider (Table 2.2). We found similar trends for more extreme patient volumes of 20 and 100 (Table 2.1 and Table 2.3). For $\gamma = 1$, the three classification methods were comparable in terms of sensitivity, specificity and RMSE. Sensitivity for the empirical method decreased dramatically as the effect of case-mix variation increased. Between the two methods that adjusted for patient differences, classification based on random effects was robust to the presence of increased effects of case-mix. For instance, when $\sigma^2 = 1$, increasing $\gamma$ from 1 to 2 resulted in a decrease in sensitivity for the indirect standardization method of 10%, while sensitivity of the random effects method decreased by only 3%. RMSE was lower for the random effects method compared to the empirical and indirect standardization methods when the effect of case-mix variability was greater than 1.

Overall, classification performance and ranking precision improved in terms of sensitivity, specificity, and RMSE as between-provider variability increased. Under very low levels of between-provider variability ($\sigma^2 = 0.01$), all three methods performed very poorly, with sensitivity below 40%. Sensitivity and specificity improved as between-provider variability increased, with the random-effects method slightly outperforming other methods in terms of sensitivity and specificity for nearly all simulated scenar-
ios. We found that sensitivity was quite poor for even moderate levels of between-provider variability. Precision of the provider rankings, as indicated by RMSE, decreased substantially as between-provider variability increased. Differences between the random effects method and indirect standardization at larger cluster sizes were more pronounced for \( \gamma = 2 \) due to the plateauing of the latter method’s sensitivity and specificity.

Finally, we evaluated agreement of ranks from the three methods using simulated data for 55 providers with mean patient volume of 30 per provider, low between-provider variability \((\sigma^2 = 0.04)\), and no case-mix effects \((\gamma = 1)\). These parameters were motivated by Group Health satisfaction survey data, which are described in detail in Chapter 3.

Agreement of methods was strong between ranking by indirect standardization and by the other two methods and less so between the random effects and empirical methods. Despite the strength of agreement, Figure 2.4 reveals substantial misclassification of true top and bottom 20% providers. This is consistent with the low sensitivity and specificity associated with the case of moderate between-provider variability and no case-mix variation in Table 2.2.
Figure 2.1: Sensitivity and specificity for no case-mix effect. Estimated sensitivity and specificity of classification into top 20% of providers for three methods, empirical (EM), indirect standardization (IS), and random effects (RE), for 50 providers, with values of mean patient volume varying from 20 to 100, effect of patient variation, $\gamma$, equal to 1, and degree of between-provider variability, $\sigma^2$, equal to 0.01, 0.1, and 1.
Figure 2.2: **Sensitivity and specificity for moderate case-mix effect.** Estimated sensitivity and specificity of classification into top 20% of providers for three methods, empirical (EM), indirect standardization (IS), and random effects (RE), for 50 providers, with values of mean patient volume varying from 20 to 100, effect of patient variation, $\gamma$, equal to 1.5, and degree of between-provider variability, $\sigma^2$, equal to 0.01, 0.1, and 1.
Figure 2.3: **Sensitivity and specificity for high case-mix effect.** Estimated sensitivity and specificity of classification into top 20% of providers for three methods, empirical (EM), indirect standardization (IS), and random effects (RE), for 50 providers, with values of mean patient volume varying from 20 to 100, effect of patient variation, $\gamma$, equal to 2, and degree of between-provider variability, $\sigma^2$, equal to 0.01, 0.1, and 1.
Table 2.1: **Classification performance for mean patient volume of 20.** Estimated sensitivity and specificity for classification into top 20% of providers and RMSE of ranks based on three classification methods, empirical (E), indirect standardization (I), and random effects (R), for varying strength of effect of patient variation ($\gamma$), three levels of between-provider variability ($\sigma^2$), and mean patient volume of 20 per provider.

<table>
<thead>
<tr>
<th></th>
<th>$\gamma = 1$</th>
<th>$\gamma = 1.5$</th>
<th>$\gamma = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma^2 = 0.01$</td>
<td>$\sigma^2 = 0.1$</td>
<td>$\sigma^2 = 1$</td>
</tr>
<tr>
<td><strong>Sensitivity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\theta}^{(E)}$</td>
<td>0.29</td>
<td>0.28</td>
<td>0.27</td>
</tr>
<tr>
<td>$\hat{\theta}^{(I)}$</td>
<td>0.30</td>
<td>0.25</td>
<td>0.23</td>
</tr>
<tr>
<td>$\hat{\theta}^{(R)}$</td>
<td>0.29</td>
<td>0.28</td>
<td>0.26</td>
</tr>
<tr>
<td><strong>Specificity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\theta}^{(E)}$</td>
<td>0.82</td>
<td>0.82</td>
<td>0.82</td>
</tr>
<tr>
<td>$\hat{\theta}^{(I)}$</td>
<td>0.82</td>
<td>0.81</td>
<td>0.80</td>
</tr>
<tr>
<td>$\hat{\theta}^{(R)}$</td>
<td>0.82</td>
<td>0.82</td>
<td>0.82</td>
</tr>
<tr>
<td><strong>RMSE</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\theta}^{(E)}$</td>
<td>18.22</td>
<td>18.29</td>
<td>18.57</td>
</tr>
<tr>
<td>$\hat{\theta}^{(I)}$</td>
<td>18.20</td>
<td>19.24</td>
<td>19.68</td>
</tr>
<tr>
<td>$\hat{\theta}^{(R)}$</td>
<td>18.23</td>
<td>18.32</td>
<td>18.57</td>
</tr>
</tbody>
</table>
Table 2.2: Classification performance for mean patient volume of 50. Estimated sensitivity and specificity for classification into top 20% of providers and RMSE of ranks based on three classification methods, empirical (E), indirect standardization (I), and random effects (R), for varying strength of effect of patient variation ($\gamma$), three levels of between-provider variability ($\sigma^2$), and mean patient volume of 50 per provider.

<table>
<thead>
<tr>
<th></th>
<th>$\gamma = 1$</th>
<th></th>
<th></th>
<th>$\gamma = 1.5$</th>
<th></th>
<th></th>
<th>$\gamma = 2$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma^2 = 0.01$</td>
<td>$\sigma^2 = 0.1$</td>
<td>$\sigma^2 = 1$</td>
<td>$\sigma^2 = 0.01$</td>
<td>$\sigma^2 = 0.1$</td>
<td>$\sigma^2 = 1$</td>
<td>$\sigma^2 = 0.01$</td>
<td>$\sigma^2 = 0.1$</td>
<td>$\sigma^2 = 1$</td>
</tr>
<tr>
<td>Sensitivity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\theta}^{(E)}$</td>
<td>0.35</td>
<td>0.58</td>
<td>0.81</td>
<td>0.25</td>
<td>0.35</td>
<td>0.61</td>
<td>0.23</td>
<td>0.30</td>
<td>0.48</td>
</tr>
<tr>
<td>$\hat{\theta}^{(I)}$</td>
<td>0.34</td>
<td>0.57</td>
<td>0.78</td>
<td>0.33</td>
<td>0.53</td>
<td>0.72</td>
<td>0.31</td>
<td>0.49</td>
<td>0.68</td>
</tr>
<tr>
<td>$\hat{\theta}^{(R)}$</td>
<td>0.34</td>
<td>0.57</td>
<td>0.80</td>
<td>0.33</td>
<td>0.55</td>
<td>0.80</td>
<td>0.32</td>
<td>0.53</td>
<td>0.77</td>
</tr>
<tr>
<td>Specificity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\theta}^{(E)}$</td>
<td>0.83</td>
<td>0.89</td>
<td>0.95</td>
<td>0.81</td>
<td>0.84</td>
<td>0.90</td>
<td>0.81</td>
<td>0.82</td>
<td>0.87</td>
</tr>
<tr>
<td>$\hat{\theta}^{(I)}$</td>
<td>0.83</td>
<td>0.89</td>
<td>0.95</td>
<td>0.83</td>
<td>0.88</td>
<td>0.93</td>
<td>0.83</td>
<td>0.87</td>
<td>0.92</td>
</tr>
<tr>
<td>$\hat{\theta}^{(R)}$</td>
<td>0.83</td>
<td>0.89</td>
<td>0.95</td>
<td>0.83</td>
<td>0.89</td>
<td>0.95</td>
<td>0.83</td>
<td>0.88</td>
<td>0.94</td>
</tr>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\theta}^{(E)}$</td>
<td>16.91</td>
<td>10.95</td>
<td>4.74</td>
<td>19.15</td>
<td>16.61</td>
<td>10.19</td>
<td>19.60</td>
<td>18.09</td>
<td>13.45</td>
</tr>
<tr>
<td>$\hat{\theta}^{(I)}$</td>
<td>16.95</td>
<td>11.05</td>
<td>5.06</td>
<td>17.21</td>
<td>11.72</td>
<td>6.16</td>
<td>17.56</td>
<td>12.61</td>
<td>7.19</td>
</tr>
<tr>
<td>$\hat{\theta}^{(R)}$</td>
<td>16.93</td>
<td>11.04</td>
<td>4.86</td>
<td>17.15</td>
<td>11.46</td>
<td>5.18</td>
<td>17.43</td>
<td>12.14</td>
<td>5.73</td>
</tr>
</tbody>
</table>
Table 2.3: **Classification performance for mean patient volume of 100.** Estimated sensitivity and specificity for classification into top 20% of providers and RMSE of ranks based on three classification methods, empirical (E), indirect standardization (I), and random effects (R), for varying strength of effect of patient variation ($\gamma$), three levels of between-provider variability ($\sigma^2$), and mean patient volume of 100 per provider.

<table>
<thead>
<tr>
<th></th>
<th>$\gamma = 1$</th>
<th></th>
<th>$\gamma = 1.5$</th>
<th></th>
<th>$\gamma = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma^2 = 0.01$</td>
<td>$\sigma^2 = 0.1$</td>
<td>$\sigma^2 = 1$</td>
<td>$\sigma^2 = 0.01$</td>
<td>$\sigma^2 = 0.1$</td>
</tr>
<tr>
<td>Sensitivity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\theta}^{(E)}$</td>
<td>0.40</td>
<td>0.67</td>
<td>0.85</td>
<td>0.39</td>
<td>0.64</td>
</tr>
<tr>
<td>$\hat{\theta}^{(I)}$</td>
<td>0.40</td>
<td>0.67</td>
<td>0.85</td>
<td>0.25</td>
<td>0.36</td>
</tr>
<tr>
<td>$\hat{\theta}^{(R)}$</td>
<td>0.40</td>
<td>0.66</td>
<td>0.82</td>
<td>0.38</td>
<td>0.61</td>
</tr>
<tr>
<td>Specificity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\theta}^{(E)}$</td>
<td>0.85</td>
<td>0.92</td>
<td>0.96</td>
<td>0.85</td>
<td>0.91</td>
</tr>
<tr>
<td>$\hat{\theta}^{(I)}$</td>
<td>0.85</td>
<td>0.92</td>
<td>0.96</td>
<td>0.81</td>
<td>0.84</td>
</tr>
<tr>
<td>$\hat{\theta}^{(R)}$</td>
<td>0.85</td>
<td>0.92</td>
<td>0.96</td>
<td>0.84</td>
<td>0.90</td>
</tr>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\theta}^{(E)}$</td>
<td>15.48</td>
<td>8.82</td>
<td>3.68</td>
<td>15.86</td>
<td>9.27</td>
</tr>
<tr>
<td>$\hat{\theta}^{(I)}$</td>
<td>15.44</td>
<td>8.73</td>
<td>3.57</td>
<td>19.11</td>
<td>16.44</td>
</tr>
<tr>
<td>$\hat{\theta}^{(R)}$</td>
<td>15.50</td>
<td>8.85</td>
<td>3.96</td>
<td>15.96</td>
<td>9.68</td>
</tr>
</tbody>
</table>
Figure 2.4: Agreement of rankings in a simulated setting. Agreement of rankings of 55 providers based on three methods for estimating provider performance in a simulated setting ($\gamma = 1$, $\sigma^2 = 0.04$, mean patient volume of 30 per provider). Triangles indicate true top 20%, empty circles indicate true middle 60%, and filled circles indicate true bottom 20%. Horizontal and vertical lines represent cutpoints for the 20th and 80th percentiles of classification ranks.
Chapter 3

APPLICATION TO GROUP HEALTH DATA

In this chapter, we first describe the mental health provider satisfaction survey data from Group Health and then use the methods described in the previous chapter to estimate provider performance and rank Group Health providers. Uncertainty of the estimated ranks was quantified using a Bayesian approach. Our analysis indicated that in the event of low between-provider variability among Group Health providers, classification based on the three methods was relatively consistent but that its performance would have been shown to be poor if a gold standard method were available, as demonstrated by our simulation study in Chapter 2.

3.1 Description of Group Health provider satisfaction data

We compared the performance of our classification methods using data from mailed consumer satisfaction surveys used to evaluate Group Health providers. Group Health is a not-for-profit prepaid health plan serving approximately 500,000 members in Washington state and northern Idaho. Within these states, the Group Health enrollment is similar to the population of the serviced area in terms of income, educational attainment, and representation of different racial and ethnic groups. Group Health provides mental health services using both a salaried staff of group-model providers and a contracted network of external fee-for-service providers. Group-model providers primarily serve members living in or near the cities of Seattle, Bellevue, Tacoma, Olympia, and Spokane. Network providers serve members living in or near the cities of Everett, Bellingham, and Richland as well as members living in more rural areas. Group Health conducts routine satisfaction surveys of members making individual visits to group or network mental health providers.

We included surveys returned between March, 2008 and February, 2010 from pa-
tients who were 18 years or older at the time of their visit. We excluded providers with fewer than five surveys. Our analysis focused on a single item, “How would you rate how well this practitioner understood your concerns?” We chose to focus on this item because it has been used by Group Health as the basis for determining which providers receive bonuses or are recommended for additional training (Crosier et al., 2012). Patients rated this on a 5-point scale, ranging from 1, poor, to 5, excellent. As is typical for satisfaction surveys (Lebow, 1982), responses were skewed toward the positive end of the scale, with 92.9% of responses being 4 or 5. We thus dichotomized the categorical outcome into satisfied, defined as a rating of excellent, or unsatisfied, defined as any other rating.

These data have been previously described by Simon et al. (2009). Although the response rate was only 34%, previous analyses have found that demographic characteristics and visit patterns of respondents and non-respondents were similar (Simon et al., 2009). All procedures were reviewed and approved by Group Health’s Human Subjects Review Committee. Consistent with applicable regulations, the committee granted a waiver of consent for research use of deidentified data from the satisfaction survey and computerized records.

We used the three methods described in Section 2.1 to estimate provider performance and rank providers from Group Health. We also quantified the uncertainty of the estimated provider ranks using a Bayesian estimation method.

### 3.2 Group Health data analysis results

Our sample consisted of 1,742 surveys for providers in the Group Health integrated practice (group) and 1,522 surveys for providers in the community network (network). These surveys represented responses for 55 group providers and 128 network providers. The number of surveys per provider ranged from 9 to 69, with a median of 30 for group providers and ranged from 5 to 33 for network providers, with a median of 10. Table 3.1 summarizes the patient characteristics of those who submitted these surveys. Patients who rated group and network providers were comparable in age, sex, diagnosis, and
Table 3.1: **Description of Group Health enrollees.** Description of Group Health enrollees who submitted satisfaction ratings for group or network providers.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Group providers (N=1,742)</th>
<th>Network providers (N=1,522)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (mean, sd)</td>
<td>48.7 (15.1)</td>
<td>47.9 (14.1)</td>
</tr>
<tr>
<td>Male (n, %)</td>
<td>483 (27.7%)</td>
<td>375 (24.6%)</td>
</tr>
<tr>
<td>Depression diagnosis</td>
<td>955 (54.8%)</td>
<td>857 (56.3%)</td>
</tr>
<tr>
<td>Anxiety diagnosis</td>
<td>411 (23.6%)</td>
<td>397 (26.1%)</td>
</tr>
<tr>
<td>Bipolar/Psychosis diagnosis</td>
<td>85 (4.9%)</td>
<td>110 (7.3%)</td>
</tr>
<tr>
<td>Other diagnosis</td>
<td>291 (16.7%)</td>
<td>158 (10.3%)</td>
</tr>
<tr>
<td>Had prior visit(s)</td>
<td>613 (35.2%)</td>
<td>249 (16.4%)</td>
</tr>
<tr>
<td>≥24 mos. enrollment</td>
<td>1,297 (74.5%)</td>
<td>1,056 (69.4%)</td>
</tr>
</tbody>
</table>

enrollment duration, though network providers were rated more frequently by new patients. Comparison between the two groups may be biased by selection of different patients into care with group and network providers (Simon and Ludman, 2010).

Using unadjusted random effects models we estimated the standard deviation of the provider random effects in each sample to quantify between-provider variability. We anticipated that there would be less variability between group providers, who practice in a common setting and participate in common training, than among network providers. The standard deviation of the random effects for group model providers was 0.202 and for network providers was 0.552. Based on random effects from this model, the estimated proportion of a provider’s patients rating their satisfaction as “excellent” ranged from 56.5% to 67.3% for group providers and from 41.0% to 81.1% for network providers. Figure 3.1 shows the distribution of these estimates for group and network providers. The difference between the top 20% and bottom 20% among group providers was only 3.5%, while among network providers top and bottom performers differed by 12.3%.

We estimated provider performance for the two samples using each of the three
methods described above. Simon and Ludman (2010) noted that dropout from psychotherapy was also typically associated with younger age, minority race or ethnicity, no previous mental health treatment, and a longer time between screening and the initial visit. Therefore, in the indirect standardization and random effects methods we adjusted for patient age in years, a continuous variable, to demonstrate the degree of discrepancy between an unadjusted method (the empirical method) and methods that adjusted for variability in providers’ patient populations. In the group sample we found that age was not significantly associated with satisfaction (odds ratio = 1.001, \( p = 0.18 \)). We therefore expected that in this context the effect of adjusting for age on classification should be minimal. However, age was significantly associated with satisfaction in the network sample (odds ratio = 1.002, \( p = 0.04 \)).

Because no gold standard classification is available, we compared provider rankings based on the three methods. Figures 3.2 and 3.3 show ranks for each provider based on performance scores estimated using each of the three methods. For both group and network providers, ranks based on the empirical and indirect standardization methods agree closely with almost no disagreement in classification into the top and bottom 20% of providers between the two methods. Agreement between the random effects method and the other two methods was poorer. Agreement between methods appears similar for the group and network samples, despite the greater degree of variability among the network providers and the presence of a significant effect of a patient characteristic, age, on the outcome.

We plotted 95% credible intervals for the estimated ranks for group providers (Figure 3.4). For all three methods, intervals for most top performers extend substantially below the 80th percentile while those for most bottom performers extend substantially above the 20th percentile. Estimates based on the random effects approach exhibited greater variation than those based on the empirical or indirect standardization approaches. Similar results were found for network providers (Figure 3.5).

In this chapter, we compared classification of providers into the top 20% based on the three methods and found high levels of agreement between methods. As our simulation study has shown, consistent results do not necessarily imply accurate classi-
fication for any of the three methods when between-provider variability is low. We also found substantial uncertainty in the estimated ranks of both group and network providers.
Figure 3.1: Distribution of proportion of “excellent” ratings. Estimated distribution of proportion of “excellent” ratings for 55 group providers and 128 network providers. Vertical lines represent cutpoints for the 20th and 80th percentile of providers.
Figure 3.2: **Agreement of rankings of group model providers.** Agreement of rankings of 55 group model providers based on three methods for estimating provider performance. Horizontal and vertical lines represent cutpoints for the 20th and 80th percentile of providers.
Figure 3.3: **Agreement of rankings of network model providers.** Agreement of rankings of 128 network model providers based on three methods for estimating provider performance. Horizontal and vertical lines represent cutpoints for the 20th and 80th percentile of providers.
Figure 3.4: Credible intervals for ranks of group model providers. 95% credible intervals for ranks of 55 group model providers based on three methods for estimating provider performance. Providers are indexed in decreasing order of estimated performance, as determined by the posterior rank. Intervals for the estimated top and bottom 20% of providers are displayed in black. Horizontal lines represent 80th and 20th percentile of providers.
Figure 3.5: **Credible intervals for ranks of network model providers.** 95% credible intervals for ranks of 128 network model providers based on three methods for estimating provider performance. Providers are indexed in decreasing order of estimated performance, as determined by the posterior rank. Intervals for the estimated top and bottom 20% of providers are displayed in black. Horizontal lines represent 80th and 20th percentile of providers.
Chapter 4

DISCUSSION

We compared classification accuracy, sensitivity and specificity, as well as precision of three methods for estimating provider performance—an empirical method, an indirect standardization method, and a hierarchical model. This chapter is a discussion of findings from our simulations and Group Health data analysis and concludes with some remarks on the future direction of our research.

4.1 Discussion of simulations

Our simulation study indicated that all three methods perform poorly when little between-provider variability exists. Our simulations covered a range of plausible values for patient volume, number of providers, variation in patients seen among providers, and between-provider variability in the setting of mental health provider performance. In this context, past studies have shown that minority race or ethnicity and younger age are significantly negatively associated with patient satisfaction (Simon and Ludman, 2010). Failing to adjust for such covariates could result in misleading inference. Our simulation studies demonstrated that the empirical method is inappropriate when the distribution of patient characteristics differs across providers and affects patient ratings of providers. While we only included a single covariate capturing differences in patient characteristics, our results can be generalized to data with multiple patient-level characteristics that are associated with a binary outcome. Small sample size, large variations in patient characteristics across providers, and low between-provider variability all contribute to poor classification accuracy. In the presence of substantial between-provider variability, all three methods will perform adequately even if sample sizes for individual providers are relatively small or variability in patient populations exists between providers. However, when between-provider
variability is low none of these methods perform well, regardless of large patient volumes or homogeneity of patient characteristics across providers. Thus, low between-provider variability is the greatest obstacle to successful classification via the methods we explored.

When between-provider variability is low, classification by any of the three methods investigated here is unreliable. Indeed, the degree of variability among providers should be considered before classification is undertaken, because in these low variability cases, performance is so similar across providers that classification into top and bottom performing groups may not be meaningful (Lockwood et al., 2002). For moderate patient volumes and levels of variability, hierarchical models or indirect standardization may be undertaken. Statistical methods that appropriately account for differences in patient characteristics that are associated with the outcome are critical to successful estimation of provider performance, yet even these methods cannot yield satisfactory results when providers are similar. We conclude that exploration of between provider variability is an important first step in any provider profiling analysis.

4.2 Discussion of Group Health data analysis

Our analysis of data on satisfaction with mental health care indicated that there is relatively little variability between providers both within the Group Health practice and the contracted community network. While the network providers had greater between-provider variability than group providers (either because network providers are inherently more heterogeneous in their practice or because it was driven by greater variability in their patient volume), it was not sufficient for top performing providers to be accurately identified based on comparison of performance in simulations with this degree of variability. We compared classification based on the three methods and found high levels of agreement between methods. Based on our simulation study, we anticipate that the three methods would provide relatively consistent but erroneous classifications in this setting. We caution against making inference on top- and bottom-performers in the setting of low between-provider variability. Agreement in classifica-
tion across methods should not be interpreted as an indication of accurate classification. Our simulation studies showed that in this scenario all methods are likely to agree on the same erroneous classifications.

Consistent with previous literature on the behavior of ranks in profiling studies (Goldstein and Spiegelhalter, 1996; Davidson et al., 2007), estimates of variability in Group Health provider ranks indicated substantial uncertainty. In many cases credible intervals extended well below the 80th percentile for top performers and well above the 20th percentile for bottom performers. This problem was particularly severe for the random effects approach. Given this high degree of uncertainty in this setting, it is not surprising that misclassification is common.

Consequently, any time a profiling initiative is undertaken, we advise quantifying the uncertainty of the procedure. Standard errors, confidence intervals, or credible intervals of estimated ranks can be used as a means of assessing whether or not classification is reliable in a given setting, with one example being the 95% credible interval about the mean rank derived from Bayesian models (Davidson et al., 2007).

Previous research on performance of mental health providers has suggested that hierarchical models can be used to identify top/bottom performing providers using both cross-sectional (Landrum et al., 2003) and longitudinal (Bronskill et al., 2002) data. Our analysis of data from Group Health indicated that in our sample, between provider variability was insufficient to allow for reliable classification of providers. Performance of estimation methods may be improved if repeated measures for individual subjects were available (Okiishi et al., 2003, 2006; Wampold and Brown, 2005). This would allow for more sensitive adjustment for random variation attributable to patients than is possible with single measures per subject and is likely to perform better than estimates based on single observations per subject. However, repeated assessments are often unavailable.
4.3 Future direction and final comments

There are a number of additional research directions for studies of statistical methods for provider profiling. We assumed that random effects were normally distributed and only simulated normally distributed random effects. We could consider alternative data generating models in our future simulations, e.g. allowing the provider random effects to arise from a non-normal or a normal mixture distribution. This would allow us to see whether the random effects model will achieve the highest sensitivity and specificity even when the random effects distribution is misspecified.

Misspecification of the random effects distribution has been found to cause estimation problems for the hierarchical modeling approach. Heagerty and Kurland (2001) computed the asymptotic bias in the maximum likelihood estimators for the parameters in a logistic mixed model in four instances of random-effect model misspecification, one of which—relevant to our simulation study design—was the use of maximum likelihood to fit a simple Gaussian random intercepts model when random intercepts are in fact gamma-distributed. They found that the asymptotic relative bias of the intercept estimate was on the order of 30% for highly skewed distributions and even greater when between-cluster heterogeneity was substantial. MuCulloch and Neuhaus (2011) echoed this finding and additionally noted that the shape of the estimated random effects distribution will reflect the shape of the assumed distribution rather than the true underlying shape. In the profiling context, imposing a Gaussian assumption may result in attenuated estimated effects for top providers if the true distribution is more highly skewed, although this is not expected to greatly impact provider rankings based on estimated provider effects.

We illustrated classification of providers using various methods based on percentiles. This approach identifies a prespecified number, the top 20% of all providers considered, as top-performers. As critiqued by Berlowitz et al. (2002), this approach may be problematic in that there may not be any evidence that a provider with outlying performance is different from the norm; this was also addressed in Ohlssen et al. (2007). Satisfaction survey responses are typically skewed to the positive end (Lebow, 1982),
so we have reason to believe that mental health providers, usually holding at least a Master's degree and sufficiently trained, tend to deliver care of comparable quality. However, our current classification scheme treats a provider at the 79th percentile very differently from one at the 80th.

Because Bayesian hierarchical modeling provides not only a point estimate of performance but also the probability that a provider's true performance exceeds a fixed threshold, we could alternatively classify providers based on whether they exceed some posterior probability threshold of lying in the extremes. The group of providers for which this probability is high would then be the ones to identify as top-performers. This reward system is less quota-based and more merit-based, although the threshold is still an arbitrarily assigned value rather than a separation of outliers and the norm.

Several authors have published on the use of posterior tail probabilities in profiling. Austin and Brunner (2008) used Monte Carlo methods to assess the accuracy of posterior tail probabilities derived from Bayesian hierarchical regression models for identifying hospitals with higher than acceptable mortality, and they demonstrated that the use of posterior tail probabilities was the Bayes’ rule associated with generalized 1-0 loss functions. Austin (2008) additionally developed Bayes’ rules for squared error loss and absolute error loss when Bayesian hierarchical regression models are used to identify hospitals with unacceptably high mortality. Austin (2008) also investigated the impact of assuming each of these three loss functions on the number of hospitals identified as having unacceptably high mortality and found it to be minimal. We therefore need not consider multiple loss functions in our future work.

A variety of methods are currently used in profiling studies, and we saw that the sophisticated random effects model—despite its theoretical and practical advantages—performed no better than unadjusted means in realistic settings. Since low between-provider variability and low patient volume are prevalent in health care settings, one must maintain a certain degree of skepticism. As Goldstein and Spiegelhalter (Goldstein and Spiegelhalter, 1996) so aptly said, profiling results should be treated as suggestive rather than definitive.
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