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We study the local cohomology of a Schubert variety in a co-minuscule flag variety at a generic singularity. Let $G$ be a reductive complex algebraic group with a Borel subgroup $B$, let $W$ be the Weyl group of $G$ with a set of coxeter generators $S$ and let $P$ be a maximal parabolic subgroup of $G$ corresponding to the set $S - \{s\}$, where $s$ is a co-minuscule node. Let $X_w$ be a Schubert variety in co-minuscule flag variety $G/P$ with a generic singularity $\bar{v}$, where $v, w$ are minimal coset representatives in $W/W_{s - \{s\}}$ and $\bar{v}$ is $vP/P$. We develop a process to compute the local cohomology of $X_w$ at $\bar{v}$, $H^*(X_w, X_w - \bar{v})$, with respect to integer coefficients and examine whether or not $H^*(X_w, X_w - \bar{v})$ has torsion.

We consider the Richardson variety $R_{vw}$, the intersection of $X_w$ with the opposite Schubert variety $X_w^-$. Further, we introduce the concept of Thom variety, a Schubert variety that is also the Thom space of a line bundle over a flag variety. Reformulating results due to Brion-Polo, we show that, barring the case when we consider a Schubert variety in co-minuscule flag variety of type $C_l/A_{l-1}$ with a generic singularity of a certain exceptional type, for each $R_{vw}$ there is a flag variety $M$ such that $R_{vw}$ can be identified with a Thom variety $T(\xi)$, where $\xi$ is a special line bundle over $M$. The singularity $\bar{v}$ of $R_{vw}$ corresponds to the point at infinity in $T(\xi)$. We prove a theorem
that identifies all the possible types of flag varieties $M$ that correspond to $R_{vw}$ and also determine that $H^*(X_w, X_w - v)$ is just the suspension of $H^*(T(\xi), T(\xi) - \infty)$.

We compute $H^*(T(\xi), T(\xi) - \infty)$ for each possible flag varieties $M$ using the node-firing game, a variant of Mozes’ number-game. Using these computations we prove that $H^*(X_w, X_w - v)$ is torsion-free when flag variety $G/P$ is simply-laced and has 2-torsion when $G/P$ is of type $B_l/B_{l-1}$. 
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Chapter 1

INTRODUCTION

The main aim of this thesis is to understand the local cohomology at generic singularities of Schubert varieties in co-minuscule flag varieties. In order to put our problem and results in context we begin with a discussion of the general problem.

Let $X_w$ be a Schubert variety in a flag variety $G/P$. There are the following fundamental questions:

(a) When is $X_w$ smooth?

(b) More generally, what is the smooth locus of $X_w$?

(c) What kind of singularities does $X_w$ have?

There is vast literature on singularities of Schubert varieties which deal with (a) and (b) (see [1] for background). For example, if $v$ is a smooth point of $X_w$, where $X_w$ is of complex dimension $n$, then

$$H^i(X_w, X_w - v) \cong H^i(C, C - 0) = \begin{cases} \mathbb{Z} & \text{for } i = 2n \\ 0 & \text{otherwise.} \end{cases}$$

Further, the variety $X_w$ is said to be rationally smooth at $v$ if the isomorphism above holds with rational coefficients, i.e. after tensoring with $\mathbb{Q}$. The problem of rational smoothness also has an extensive literature (again see [1]). A theorem of Dale Peterson (see [7]) shows that for Schubert varieties in simply-laced flag varieties of type ADE, rationally smooth implies smooth. The analogous result for affine Grassmannians holds only in types DE (see [2]).
We are mainly interested in understanding the question (c) by studying the local topology of a Schubert variety $X_w$ at a singular point $\bar{v}$. In particular, there is the following interesting problem:

**Problem:** What can one say about the local cohomology $H^*(X_w, X_w - \bar{v})$?

Here the cohomology referred to is the integral cohomology. This general problem is hopelessly difficult if considered as stated, so in this thesis we find specific constraints using the work of Brion-Polo in [5], which make this problem more accessible. We focus exclusively on *generic singularities* of $X_w$ and consider the problem of finding the local cohomology $H^*(X_w, X_w - \bar{v})$ when $X_w$ is a Schubert variety of a *co-minuscule flag variety*. We summarize our work below.

In chapter 2, we introduce basic definitions, notations and results from topics such as root system, Weyl group, weights, root system of a semi-simple algebraic group, parabolic subgroup, flag varieties, co-minuscule flag variety, Schubert varieties and Richardson varieties.

In chapter 3, we describe the node-firing game studied in [9], which is a version of Eriksson’s number game (See [10], [11]). This game was orginally formulated by Mozes (See [23]). We focus mainly on the results of playing the node-firing game played on a fundamental co-weight $\omega_a^\vee$. This gives us a process of constructing the lattice $(W \cdot \omega_a^\vee, \preceq_r)$, where $W$ is the corresponding Weyl group and $\preceq_r$ is a specified partial order on the co-weights. It also gives us the values of $\sigma \omega_a^\vee(\alpha)$ for each $\sigma$ from the set of minimal coset representatives $W^{[s_a]}$ and simple root $\alpha$. This game is used in chapter 6 for identifying generic singularities and for computation of local cohomology in chapter 7.

In chapter 4, we introduce the concept of *Thom variety* which is a Schubert variety that is also a Thom space of a line bundle over a smaller flag variety $M$. In
Thom varieties are known as projective cones but we want to emphasize the topology. We then recall a well known result that the minimal non-trivial parabolic orbit $O$ formed by the left $P$-action on the flag variety $G/P$ where $P$ is a maximal parabolic subgroup of $G$ is isomorphic as a variety to a line bundle $\xi$ over a smaller flag variety $M = L/Q$. Then it turns out that $T(\xi)$ is a Thom variety. In fact, Thom variety $T(\xi_s)$ is a Schubert variety with the point at infinity as a possible generic singularity (not true in all cases; e.g. type $A_l/A_{l-1}$).

In chapter 5, we start with a Schubert variety $X_w$ with a generic singularity $v$. Since $v$ as a singularity of a Schubert variety is smoothly equivalent to $\overline{v}$ as a singularity of the corresponding Richardson variety, we determine the relation that the local cohomology at $\overline{v}$ of $X_w$ is just a suspension of the local cohomology at $\overline{v}$ of $R_{v,w}$. That is,

$$H^s_{\overline{v}}(X_w) \cong H^{s-2m}(R_{v,w}).$$

We consider the local cohomology at the point at infinity of a Thom variety $T(\xi)$, considered as a Schubert variety and derive the following.

$$H^*_{\infty}(T(\xi)) \cong H^{*-1}(-M).$$

Inspired by Juteau’s work in [18] where he computes the cohomology of minimal nilpotent orbits we derive the following result.

**Theorem 1.0.1.** Let the map $H^*(M) \xrightarrow{c_1(\xi)} H^{*+2}(M)$ denote the cup product with $c_1(\xi)$ where $c_1(\xi) \in H^2(M)$ is the first Chern class of $\xi$. Then we have the following relations.

$$H^n(-M) \simeq \begin{cases} 
\text{Coker}(H^{n-2}(M) \xrightarrow{c_1(\xi)} H^n(M)) & \text{if } n \text{ is even,} \\
\text{Ker}(H^{n-1}(M) \xrightarrow{c_1(\xi)} H^{n+1}(M)) & \text{if } n \text{ is odd.} 
\end{cases}$$
Hence in the case when the Richardson variety $R_{vw}$ is also a Thom variety $T(\xi)$, with $\bar{v}$ corresponding to the point at infinity in $T(\xi)$, we can rewrite the local cohomology at $\bar{v}$ of $R_{vw}$ in terms of the cohomology of the total space $\mathcal{O}$ minus the zero section. That is,

$$H^*(R_{vw}, R_{vw} - \bar{v}) \cong H^{*-1}(\mathcal{O} - M).$$

Therefore our problem simplifies it into answering the following. Let $X_w$ be a Schubert variety with a generic singularity $\bar{v}$.

(1) Under what conditions can we say that the Richardson variety $R_{vw}$ is a Thom variety?

(2) Under the conditions (from (1)) that $R_{vw}$ is a Thom variety, how can we further simplify and compute $H^*(\mathcal{O} - L/Q)$?

In Chapter 6, we derive an answer for question (1) by re-formulating Brion-Polo’s work in [5]. First we consider a Schubert variety $X_w$ in any flag variety with a point $\bar{v}$ such that the corresponding $v \in W$ is a minimal degeneration of $w$. Then in Proposition 6.1.4 we give sufficient conditions which generate a Thom variety $T(\xi)$ such that the Richardson variety $R_{vw}$ is equal to $T(\xi)$ and the point $\bar{v}$ corresponds to the point at infinity of $T(\xi)$. We then show in Lemma 6.2.1 that for a Schubert variety in a co-minuscule flag varieties $\bar{v}$ in $X_w$ is a generic singularity if and only if $v$ minimal degeneration of $w$. Finally, in Theorem 6.2.9 we show that for a Schubert variety $X_w$ in any co-minuscule flag variety except for the type $C_l/A_{l-1}$ we can identify $R_{v,w}$ with a Thom variety.

In Chapter 7, we consider a Richardson varieties $R_{vw}$ with generic singularity $\bar{v}$ in a co-minuscule flag variety except for the type $C_l/A_{l-1}$. Then there is a line bundle $\xi$ with a base space $M$ such that $T(\xi) = R_{vw}$. Since the main aim of this paper
is to understand the local cohomology at the generic singularities of Schubert varieties in co-minuscule flag varieties, we are interested in computing $H^*(\mathcal{O} - M)$ and also particularly interested in the appearance of torsion in the cohomology. As we will see (following [5]), the auxiliary flag varieties $M$ which can occur are severely restricted, making the problem accessible. Hence we identify the types of all such flag varieties $M$ (see Theorem 7.2.1). All the possible flag varieties $M$ turn out to be of co-minuscule type except for one simple exceptional case. We describe a process of using the node-firing game from Chapter 3 on the co-minuscule co-weight corresponding to co-minuscule $M$, which helps find the matrices representing each map $c_1(\xi) : (H^{2i-2}(M) \to H^{2i}(M))$. Finally, by a case-by-case analysis we compute $H^*(\mathcal{O} - M)$ for each possible $M$.

This raises the more general question of computing the local cohomology at the point at infinity of Thom varieties over any co-minuscule $M$. We consider this question in chapter 8 by looking at $H^*(\mathcal{O} - M)$ for all the co-minuscule $M$ that haven’t been considered in Chapter 7. In the computation of $H^*(\mathcal{O} - M)$ for $M$ of type $B_l/B_{l-1}$ and $E_7/E_6$ we see that 2-torsion appears. Also for $M$ of type $A_l/(A_k \times A_{l-k-1})$ for $2 \leq k \leq l - 2$, $C_l/A_{l-1}$ for $l \geq 3$ and $D_l/A_{l-1}$ for $l \geq 6$, we compute $H^*(\mathcal{O} - M)$ for some initial values of $l$. We again observe the presence of 2-torsion in the local cohomology. For some higher values of $l$ we also see the appearance of odd torsion in some cases. The presence of p-torsion in local cohomology raises the question that given the usual line bundle $\xi$ over a co-minuscule flag variety $M_s$, is there a condition that gives us the prime $p$ such that $p$-torsion appears in $H^*_\infty(T(\xi))$. We will leave the investigation of the presence of p-torsion to future work.
Chapter 2

PRELIMINARIES

In this chapter we review essential definitions and results, and fix notations. The main references for this Chapter are [16], [4], [6], [20] and [1].

2.1 Abstract Root System

Let \( V \) be a finite-dimensional vector space with a non-degenerate inner product \((\cdot, \cdot)\).

2.1.1 Reflection with respect to a vector

Given a non-zero vector \( \alpha \in V \) we define the reflection \( s_\alpha \) to be the linear transformation \( s_\alpha \) on \( V \) given by

\[
s_\alpha(v) = v - 2\frac{(v, \alpha)}{(\alpha, \alpha)}\alpha.
\]

Denote the vector \( \frac{2}{(\alpha, \alpha)}\alpha \) by \( \alpha^\vee \) then we can also write

\[
s_\alpha(v) = v - (v, \alpha^\vee)\alpha.
\]

Remark 2.1.1. The reflections preserve the inner product on \( V \).

2.1.2 Root system

A root system of a vector space \( V \) is defined to be a set of vectors \( \Phi \) in \( V \) such that

1. \( \Phi \) spans \( V \) and \( 0 \not\in \Phi \).

2. If \( \alpha \in \Phi \) then the only multiples of \( \alpha \) in \( \Phi \) are \( \pm \alpha \).

3. \( s_\alpha \Phi = \Phi \) for all \( \alpha \in \Phi \).
4. \((\beta, \alpha^\vee)\) is an integer for any \(\alpha, \beta \in \Phi\) (See [16], §1.2).

### 2.1.3 Positive and Negative root system

Given a total ordering \(<_T\) on \(V\), we say that \(\lambda \in V\) is positive if \(0 <_T \lambda\). Since roots in \(\Phi\) come in pairs \(\{\alpha, -\alpha\}\) we can partition \(\Phi\) into positive system of roots \(\Phi^+\) and negative system of roots \(\Phi^-\). For example we can construct a total ordering corresponding to lexicographic ordering. Let \(\dim(V) = l\), which is also called the rank of \(\Phi\). Pick a basis \(\{\lambda_1, \lambda_2, \cdots, \lambda_l\}\) of \(V\). Then

\[
\sum a_i \lambda_i <_T \sum b_i \lambda_i \text{ if } a_k < b_k \text{ for the least index } i \text{ such that } a_i \neq b_i
\]

Note that all the basis elements \(\lambda_i\) are then positive by definition.

### 2.1.4 Simple system

A subset \(\Delta = \{\alpha_1, \alpha_2, \cdots, \alpha_l\}\) of \(\Phi\) is called a simple system if

1. \(\Delta\) is a basis of \(V\).

2. For any \(\alpha \in \Phi\), we can write \(\alpha = \sum c_i \alpha_i\) such that all the coefficients \(c_i\) are integers with the same sign.

Note that all roots in \(\Delta\) are positive and are called simple roots.

**Theorem 2.1.2.** In a root system, given a positive \(\Phi^+\) there exists a unique simple system \(\Delta\) such that \(\Delta \subseteq \Phi^+\). The converse is also true. (See [16], Pg 8)

### 2.1.5 Dual root system

The vector \(\alpha^\vee\) described earlier is called the coroot of \(\alpha\). The set of all coroots \(\Phi^\vee = \{\alpha^\vee : \alpha \in \Phi\}\) is also a root system in \(V\), known as the dual root system. We define a simple system in \(\Phi^\vee\) by \(\Delta^\vee = \{\alpha^\vee : \alpha \in \Delta\}\). Note that \((\alpha^\vee)^\vee = \alpha\).
2.1.6 Irreducible root system

A root system is said to be reducible if it can be partitioned into two sub-root systems such that vector sub-spaces of $V$ that correspond to the sub-root systems are orthogonal spaces; otherwise the root system is said to be irreducible.

2.1.7 Highest root

Given a fixed simple system $\Delta$ for a root system $\Phi$ there is natural partial ordering $\preceq$ on $V$ defined as $\mu \preceq \nu$ if and only if $\nu - \mu$ is a sum of positive roots. There is a unique maximal root $\tilde{\alpha} \in \Phi$ relative to the partial order given above called the highest root (see [17], §10.4 Lemma A).

Remark 2.1.3. Set $\preceq_r$ to be the another partial order on $V$ given by $\nu \preceq_r \mu$ if and only if $\mu \preceq \nu$. This will useful in some later reference.

2.2 Weyl group

Let $V$ be a finite-dimensional vector space.

2.2.1 Weyl group

Given a root system $\Phi$ in $V$, let $R$ be the set of all corresponding reflections, that is $R = \{s_\alpha : \alpha \in \Phi\}$. Define the Weyl group $W$ corresponding to $\Phi$ to be the subgroup of the group of inner product preserving transformations on $V$ generated by the $R$. It turns out $R$ contains every reflection in $W$ (See [16], Pg 24). $W$ is also a subgroup of the permutation group on the vectors in $\Phi$ by property of root systems, hence it is finite. If $\Delta$ is a simple system of $\Phi$ then the elements of the set $S = \{s_\alpha : \alpha \in \Delta\}$ are called simple reflections in $W$. In fact, $S$ is a generating set of $W$ (See [16], Pg 11). For convenience, we will sometime denote $s_\alpha_i \in S$ by $s_i$. 
2.2.2 Coxeter System presentation of Weyl group

For any $\alpha, \beta \in \Phi$, let $m(\alpha, \beta)$ be the order of $s_\alpha s_\beta$ in the Weyl group $W$. Then $W$ has following presentation.

$$W = \langle s_{\alpha_i} \in S : (s_{\alpha_i} s_{\alpha_j})^{m(\alpha_i, \alpha_j)} = 1 \ \forall \alpha_j \in \Delta \rangle \quad (\text{see [16] Theorem 1.9})$$

Hence $(W, S)$ is a Coxeter System (See [4] §1.3).

**Proposition 2.2.1.** For any $\alpha, \beta \in \Phi$ such that $\alpha \neq \beta$ we have that $m(\alpha, \beta) \in 2, 3, 4, 6$. (See [16], §2.9)

2.2.3 Coxeter graph and Coxeter matrix of $(W, S)$

We can represent a Coxeter system $(W, S)$ by labeled graph $\Gamma$ as follows.

1. The simple system $\Delta = \{\alpha_1, \ldots, \alpha_l\}$ corresponding to $(W, S)$ forms the vertex set of $\Gamma$.

2. Vertices $\alpha_i, \alpha_j$ for $i \neq j$ are joined by an edge whenever $m(\alpha_i, \alpha_j) \geq 3$ and the edge is labeled with $m(\alpha_i, \alpha_j)$.

We can also represent $(W, S)$ by a square matrix $M_\Gamma = [m(\alpha_i, \alpha_j)]_{\alpha_i, \alpha_j \in \Delta}$. Hence $\Gamma$ and $M_\Gamma$ are the Coxeter graph and Coxeter matrix representation of $(W, S)$ respectively. (See [4], IV, §1.9)

**Remark 2.2.2.** If two vertices $\alpha_i, \alpha_j$ are not joined by an edge it means $m(s_{\alpha_i}, s_{\alpha_j}) = 2$ which implies $s_{\alpha_i}, s_{\alpha_j}$ commute.

**Remark 2.2.3.** The vertex set of a Coxeter graph is can also be represented by either set of Coxeter generators $S = \{s_1, \ldots, s_l\}$ or just the index set $I = \{1, \ldots, l\}$. 
2.2.4 Length function on a Weyl group

We know that for any $w \in W$, we have the expression $w = s_1 \cdots s_r$ for some $s_i \in S$. If $r$ is the smallest value for which such an expression of $w$ exists then $s_1 \cdots s_r$ is called a reduced expression of $w$. Then length of $w$, denoted by $l(w)$, is equal to $r$. For example, for $s_{\alpha} \in \Delta$, $l(s_{\alpha}) = 1$.

**Remark 2.2.4.** There exists a unique maximal length element $w_0$ in $W$.

2.2.5 Partial order on a Weyl group

Recall $R$ is the set of all reflections in $W$.

*Bruhat order*

Let $w, w' \in W$. Then

- $w \uparrow w'$ denotes that there exists $s' \in R$ such that $w' = ws'$ and $l(w) < l(w')$ then.

- $w \leq w'$ denotes that there exists $w_1, \cdots w_m \in W$ such that $w \uparrow w_1 \uparrow \cdots \uparrow w_m \uparrow w'$. This defines a partial order on $W$ called the Bruhat order.

A Bruhat poset $(W, \leq)$ denotes $W$ as a partially ordered set relative to Bruhat order.

**Remark 2.2.5.** For any $w, w' \in W$, $w \leq w'$ if there is a reduced decomposition of $w'$ from which a reduced decomposition of $w$ can be obtained by simply deleting some of the factors.

**Remark 2.2.6.** For $w, w' \in W$, $w \uparrow w'$ if and only if there exists $s'' \in R$ such that $w' = s''w$. Using the notations given above, in fact $s'' = ws'w^{-1}$.

**Remark 2.2.7.** For $w, w' \in W$ such that $w \leq w'$ the set $\{v \in W : w \leq v \leq w'\}$ is called a Bruhat interval denoted by $[w, w']$. 
Left weak order

Let $w, w' \in W$. Then $w \leq_L w'$ denotes that there exists $s_1, \ldots, s_r \in S$ such that $w' = s_1 \cdots s_r w$ and $l(s_1 \cdots s_i w) = l(w) + i$ for all $1 \leq i \leq r$. This defines a partial order on $W$ which is called the left weak order.

Remark 2.2.8. For $w, w' \in W$, $w \leq_L w'$ implies $w \leq w'$.

2.2.6 Parabolic subgroup of a Weyl group

Let $I$ be any arbitrary subset of $S$ then the subgroup $W_I$ of $W$ generated by $I$ is called a parabolic subgroup of $W$. For example, $W_{\emptyset} = 1$ and $W_S = W$. Now let $\Delta_I = \{ \alpha \in \Delta : s_\alpha \in I \}$ and let $\Phi_I$ be the span of $\Delta_I$ in $\Phi$. Then $\Phi_I$ is also a root system in $V$ with $\Delta_I$ as the corresponding simple system and $W_I$ as the corresponding Weyl group.

Proposition 2.2.9. Let $\Gamma$ be the Coxeter graph corresponding to the Coxeter system $(W, S)$. Let $\Gamma_1, \cdots, \Gamma_r$ be the connected components of $\Gamma$. Then for each $\Gamma_i$ we have the corresponding subsets $S_i$ of $S$. Now let $W_{S_i}$ be the parabolic subgroup generated by $S_i$. Then $W$ is the direct product of subgroups $W_{S_1}, \cdots, W_{S_r}$, and each Coxeter system $(W_{S_i}, S_i)$ is irreducible. (Proposition 2.2, [16])

2.2.7 Minimal coset representatives

Let $W_I$ be a parabolic subgroup of $W$ for some $I \subseteq S$. Let $W^I = \{ w \in W : l(ws) > l(w) \text{ for all } s \in I \}$. Then from [16] ( Pg 19, Proposition (c)) we have the following.

Proposition 2.2.10. For any $w \in W$, there exists unique $w^I \in W^I$ and $v \in W_I$ such that $w = w^I v$ and $l(w) = l(w^I) + l(v)$.

Thus $w^I \in W$ is the unique element of the smallest length in the coset $wW_I$. Clearly, $w^I W_I = wW_I$. 
Remark 2.2.11. There is a bijective correspondence between cosets of $W/W_I$ and $W^I$ ($wW_I \leftrightarrow w^I$).

Hence we call $w^I$ the minimal coset representative of $wW^I$. By abuse of notation we represent the coset $wW_I$ in $W/W_I$ by just $w$. We define a length function $l^I$ on $W/W_I$ as follows: For $w \in W/W_I$, $l^I(w) = l(w^I)$.

Remark 2.2.12. The Bruhat order and the left weak order on $W^I$ are the partial orders on $W^I$ formed by the restriction of Bruhat order and left weak order on $W$ to $W^I$.

2.2.8 Minimal double coset representatives

Let $I, J$ be subsets of $S$. The double cosets $W_I \backslash W/W_J$ are the $W_I$ orbits obtained by the left $W_I$ action on cosets $W/W_J$. Then we have the following.

**Proposition 1.** Given a double coset $W_I w W_J$ for some $w \in W$, there is a unique element $w_{IJ}^I$ in it of minimal length. That is, $w_{IJ}^I$ is the minimal length representative of $W_I w W_J$. (See [12] Proposition 2.1.7)

**Proposition 2.** Consider a double coset $W_I w W_J$ such that $w$ is the minimal length element in the coset. Let $K_w$ be a subset of $I$ defined as $K_w = \{ s \in I : w^{-1} sw \in J \}$. Then the isotropy group of $w W_J$ in $W_I$ by the left action is a parabolic subgroup of the form $W_{K_w}$.

Remark 2.2.13. From Proposition 2 we have a bijection between $(W_I)^{K_w}$ and $W_I w W_J / W_J$ where $\nu \in (W_I)^{K_w}$ corresponds to the element $\nu w \in W_I w W_J / W_J$

2.3 Weights

Let $V$ be a finite-dimensional vector space with a non-degenerate inner product $(\cdot, \cdot)$. We will continue using the notations introduced in Section 2.1.
2.3.1 Weight and co-weights

If \( \lambda \) is a vector in \( V \) such that \( (\lambda, \alpha^\vee) \in \mathbb{Z} \) for all \( \alpha \in \Phi \) then \( \lambda \) is called a weight. If \( \lambda \) is a vector in \( V \) such that \( (\lambda, \alpha) \in \mathbb{Z} \) for all \( \alpha \in \Phi \) then \( \lambda \) is called a coweight. The weight lattice, denoted by \( P(\Phi) \), is the set of all weights and similarly the coweight lattice, denoted by \( P(\Phi^\vee) \), is the set of all co-weights.

Remark 2.3.1. Any weight \( \lambda \) can also be represented as an integer function on \( \Phi^\vee \) by setting \( \lambda(\alpha^\vee) = (\lambda, \alpha^\vee) \)

2.3.2 Fundamental weights

Let \( \Delta = \{\alpha_1, \cdots, \alpha_l\} \) be a simple system corresponding to root system \( \Phi \). Then the set \( \{\omega_1, \cdots, \omega_l | \omega_i(\alpha_j^\vee) = \delta_{ij}\} \) forms a basis of \( P(\Phi) \) and the weights in this basis are called the fundamental weights. Similarly the set \( \{\omega_1^\vee, \cdots, \omega_l^\vee | \omega_i^\vee(\alpha_j) = \delta_{ij}\} \) forms a basis of \( P(\Phi^\vee) \) and the co-weights in this basis are called the fundamental co-weights.

2.3.3 Dominant weight

A weight \( \lambda \) is said to be a dominant weight if \( \lambda = \sum c_i \omega_i \) such that \( c_i \in \mathbb{Z}^+ \) for all \( i = 1, \cdots, l \).

2.4 Classification of root systems

Let \( \Phi \) be a root system in a vector space \( V \) with a non-degenerate inner product \( (\cdot, \cdot) \). Then the length of a root \( \alpha \in \Phi \) is \( (\alpha, \alpha)^{1/2} \). If all roots in \( \Phi \) are of the same length then \( \Phi \) is said to be simply laced. If \( \Phi \) was irreducible then we have the following. (See [16], [17]).

- There are at most two possible lengths for the roots in \( \Phi \).

- If \( \Phi \) has roots of two different lengths then the ratio of the squared lengths of the long root to the short root can be 2 or 3. If \( \alpha, \beta \in \Delta \) such that \( \alpha \) is a longer
root than $\beta$ then the ratio is 2 if and only if $m(\alpha, \beta) = 4$ and the ratio is 3 if and only if $m(\alpha, \beta) = 6$.

2.4.1 Dynkin Diagrams

A Dynkin diagram corresponding to a root system $\Phi$ is the Coxeter graph $\Gamma$ of the corresponding Coxeter system $(W, S)$ along with additional information about the lengths of the simple roots (vertices). We can construct the Dynkin diagram of an irreducible root system $\Phi$ as follows.

1. Construct the Coxeter graph for the corresponding Coxeter system $(W, S)$.

2. Replace label 3, 4 or 6 on an edge by a single edge, double edge or triple edge respectively.

3. If adjacent vertices in the graph represent are of different lengths then add a directing arrow towards the short root on the edge between the two vertices.

Now suppose we have a reducible root system $\Phi$ which can be partitioned into a family irreducible root systems $(\Phi_i)_{i \in I}$. Then using proposition 2.2.9 the Dynkin diagrams of each $\Phi_i$ as constructed above form all the connected components of the Dynkin diagram of root system $\Phi$ (See [4], §1.2).

Theorem 2.4.1. If $\Phi$ is an irreducible root system, then the Dynkin diagram is isomorphic to one of the diagrams given in Figure 2.1.

For a proof of this Theorem see [4] §4.2.

2.5 Root System of a semi-simple algebraic group

Let $G$ be a semi-simple simply connected complex Lie group with Lie algebra $\mathfrak{g}$. Fix a Borel subgroup $B$ in $G$ containing a maximal torus $H$ and a unipotent subgroup
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$U$. Then $B = UH$. Now the group $W = N_G(H)/H$ is called the Weyl group of $G$. This related to the Weyl group defined above. In this section, we will briefly discuss the corresponding root system which is basically the collection of non-zero weights of the adjoint representation.

### 2.5.1 Weights and Weight space of a representation of $H$

Let $V$ be a $H$-module. Let $\chi : T \to \mathbb{C}$ be an irreducible character such that the following set is non-zero.

$$V_\chi = \{v \in V : t \cdot v = \chi(t)v \text{ for all } t \in T\}$$

Then $\chi$ is called a weight of $V$ and $V_\chi$ the corresponding weight space. In fact, $V$ is a direct sum of its weight spaces, $V = \bigoplus V_\chi$. A weight vector of a weight $\chi$ is any non-zero vector in the weight space $V_\chi$.

### 2.5.2 Root System of $G$

By the adjoint action of $G$ on $\mathfrak{g}$ we can describe $\mathfrak{g}$ to be an $H$-module. Then we have the weight space decomposition $\mathfrak{g} = \bigoplus \mathfrak{g}_\alpha$. The set of all non-zero weights of $\mathfrak{g}$ in the decomposition forms the root system $\Phi$ of $G$ with respect to $H$.

In fact, if we let $\mathfrak{h} = \text{Lie}(H)$, then

$$\mathfrak{g} = \bigoplus_{\alpha \in \Phi} \mathfrak{g}_\alpha \text{ (see 13.18 in [3])}$$

### 2.5.3 Root subgroups of $G$

For each $\alpha \in \Phi$ there exists a unique subgroup $U_\alpha$ of $G$ such that $U_\alpha$ is connected and $T$-stable with Lie algebra $\mathfrak{g}_\alpha$. It is also known that the unipotent subgroup $U$ is generated by root subgroups $U_\alpha$ for $\alpha \in \Phi^+$. (see [3]).
2.6 **Parabolic subgroup**

Let $G$ be a semi-simple simply connected complex Lie group. We will continue using the notation in §2.5.

2.6.1 **Parabolic subgroup**

Any subgroup $P$ of $G$ that contains some Borel subgroup is called a parabolic subgroup of $G$. A subgroup $P$ of $G$ containing the fixed Borel subgroup $B$ is called a *standard parabolic subgroup*. For any subset $I$ of $S$, $W_I$ is the parabolic subgroup of the Weyl group $W$ corresponding to $I$. Then by $P_I$ we denote a parabolic subgroup $P_I = BW_IB$ of $G$. We can see that $P_I$ is a standard parabolic subgroup. Note that for any standard parabolic subgroup $P$ that contains $B$, there exists a $I \subseteq S$ such that $P = P_I$. From now on whenever we mention parabolic subgroup, we mean a standard parabolic subgroup.

2.6.2 **Unipotent radical and Levi subgroup of a parabolic subgroup**

Let $I$ be subset of $S$. Then the subgroup of unipotent elements of the radical of $P_I$ forms the *unipotent radical of $P_I$* denoted by $R_u(P_I)$. In fact, $R_u(B) = U$. There is connected subgroup $L_I$ of $P_I$ such that $P_I$ is a semidirect product of $L_I$ and $R_u(P_I)$. $L_I$ is called the Levi subgroup of $P_I$. The Levi subgroup is in fact a reductive algebraic group. Now $\Phi_I$, the sub-root system of $\Phi$, is the root system corresponding to $L_I$. In fact, we can consider $L_I$ to be the subgroup of $P_I$ generated by $H$ and the root subgroups $U_\alpha$, $\alpha \in \Phi_I$. Let $B_I = B \cap L_I$. Then $B_I$ is a Borel subgroup of $L_I$. We then have $B_I = U_IH$ such that $U_I = R_u(B_I)$. Thus $U_I$ is generated by the root subgroups $U_\alpha$ for $\alpha \in \Phi_I^+$ (see [3]).
2.7 Flag Varieties

Let $G$ be a semi-simple simply connected complex Lie group. We will continue using the notations from the previous sections.

2.7.1 Flag variety

Let $P_J$ be a parabolic subgroup for some $J \subseteq S$, then the homogeneous space $G/P_J$ forms a flag variety. When $J = \emptyset$ is empty set then $G/P_J = G/B$. Now $\Phi$ is the root system corresponding to $G$. Let $L_J$ be the Levi subgroup of $P_J$. Then the sub-root system $\Phi_J$ of the $\Phi$ is the root system of $L_J$. Now suppose the Dynkin diagrams corresponding to $\Phi$ and $\Phi_J$ are of some type $M$ and $N$ respectively (see Theorem 2.4.1) then we say that $W/W_J$ is of type $M/N$. We also say that, The flag variety of $G/P_J$ is of type $M/N$.

2.7.2 Schubert variety

The Bruhat decomposition states that $G$ is a disjoint union of the double coset $BwB$, where $w \in W$. That is

$$G = \bigsqcup_{w \in W} BwB.$$  

(see [3])

This leads to generalization and other forms of decomposition. Here is a list we will be referring to later.

- $G/B = \bigsqcup_{w \in W} B \cdot wB/B$ (Schubert cell decomposition).

- If $J \subseteq S$ then $G/P_J = \bigsqcup_{w \in W^J} B \cdot wP_J/P_J$ (Schubert cell decomposition).

- If $I, J \subseteq S$ then by the left $P_I$-action on flag variety $G/P_J$ we get

$$G/P_J = \bigsqcup_{w \in W^{IJ}} P_I \cdot wP_J/P_J.$$
For any $w \in W$, we call the orbit $e_w = B \cdot wP_J/P_J$ due to left Borel action on $G/P_J$, a Schubert cell and its closure $X_w = \overline{e_w}$ a Schubert variety. Here are some important facts about Schubert varieties we will be using.

- $X_w = \bigcup_{v \in W^J, v \leq w} e_v$.
- The family $\{[X_w]^*\}_{w \in W^J}$ forms an additive basis of the cohomology ring $H^*(G/P_J)$ called the Schubert basis.
- For $w_1, w_2 \in W^I$, $w_1 \leq w_2 \iff X_{w_1} \subseteq X_{w_2}$ (Bruhat order, see [8]).

### 2.8 Richardson Variety

#### 2.8.1 Opposite Borel subgroup

For the fixed Borel subgroup $B$ of $G$, the Borel subgroup $B^- = w_0 B w_0$, where $w_0$ is the maximal length element of $W$, is called the opposite Borel subgroup. In fact, $B^-$ is the unique Borel subgroup of $G$ such that $B \cap B^- = H$.

#### 2.8.2 Opposite Schubert variety

Let $G/P_I$ be a flag variety for some $I \subset S$. With $B^-$ we have the Bruhat decomposition

$$G/P_I = \bigsqcup_{w \in W^I} B^- \cdot wP_I/P_I.$$  

Here $e_w^- = B^- \cdot wP_I/P_I$ is the opposite Schubert cell and correspondingly $X_w^- = \overline{e_w^-}$ is the opposite Schubert variety. Then we have that $X_w^- = \bigcup_{v \geq w} e_v^-$. 

#### 2.8.3 Richardson variety

Let $G/P_I$ be a flag variety for some $I \subset S$. Pick any $v, w \in W^I$. We define a Richardson variety $R_{v,w}$ as the intersection $X_w \cap X_v^-$. Here are some important properties of Richardson varieties.
1. $X_w \cap X_v = \phi$ unless $v \leq w$.

2. If $v \leq w$, $\sigma P_I/P_I \in R_{v,w}$ if and only if $v \leq \sigma \leq w$.

3. $R_{v,w}$ is irreducible of $\dim(l^I(w)) - \dim(l^I(v))$.

4. If $w = v$, $R_{w,w} = wP_I/P_I$ and $X_w, X_w^-$ intersect transversally at $\overline{w}$.

### 2.9 Co-minuscule flag variety

Let $G$ be a semi-simple simply connected complex Lie group. We will continue using the notations from the previous sections.

#### 2.9.1 Co-minuscule nodes

Let $\Phi$ be the corresponding root system with the simple system $\Delta = \{\alpha_1, \cdots, \alpha_l\}$. We call $s_t \in S$ where $t \in \{1, \cdots, N\}$ a co-minuscule node if it satisfies one of the following equivalent properties.

1. The coefficient of the simple root $\alpha_t$ in the highest root $\tilde{\alpha}$ is 1.

2. $s_t$ is conjugate to $s_0$ under an automorphism of the affine diagram $\tilde{\Gamma}_S$.

The highest root and the affine Dynkin diagram for each type of irreducible root system is given in [4]. Using this we list below the set of all co-minuscule nodes for each of type of irreducible root system (see Theorem 2.4.1).

1. In type $A_l$ the set of co-minuscule nodes are $\{s_1, \cdots, s_l\}$ where $l \geq 1$.

2. In type $B_l$ the set of co-minuscule nodes are $\{s_1\}$ where $l \geq 2$.

3. In type $C_l$ the set of co-minuscule nodes are $\{s_l\}$ where $l \geq 2$.

4. In type $D_l$ the set of co-minuscule nodes are $\{s_1, s_{l-1}, s_l\}$ where $l \geq 4$. 
5. In type $E_6$ the set of co-minuscule nodes are $\{s_1, s_6\}$.

6. In type $E_7$ the set of co-minuscule nodes are $\{s_7\}$.

7. In types $E_8$, $F_4$ and $G_2$ there are no co-minuscule nodes.

2.9.2 Co-minuscule flag variety

If $P_{[t]}$ is the maximal parabolic subgroup of $G$ corresponding to the subset $S - \{s_t\}$ of $S$ where $s_t$ is a co-minuscule node then $G/P_{[t]}$ is called a co-minuscule flag variety.

Remark 2.9.1. The list of all possible types of co-minuscule flag varieties are

1. $A_l/(A_k \times A_{l-k-1})$ where $0 \leq k \leq l - 1$

2. $B_l/B_l - 1$

3. $C_l/A_{l-1}$

4. $D_l/D_{l-1}$

5. $D_l/A_{l-1}$

6. $E_6/D_5$

7. $E_7/E_6$

The types 1,4,5,6,7 are called simply-laced co-minuscule flag variety since in the root system corresponding $G$, all roots have the same length. Set $I = S - s_t$ then the quotient $W/W_I$ or $W^I$ is also said to be of co-minuscule type.

Remark 2.9.2. The co-minuscule flag variety of the type $A_l/(A_k \times A_{l-k-1})$, where $0 \leq k \leq l - 1$, is just the Grassmannian $Gr(k, \mathbb{C}^l)$. 
2.9.3 Minuscule nodes and flag varieties

We call the element $s_t \in S$, where $t \in \{1, \cdots, N\}$, a minuscule node if and only if the coefficient of the simple co-root $\alpha_i^\vee$ in the highest co-root $\tilde{\alpha}^\vee$ is 1. If $P_{[t]}$ is the maximal parabolic subgroup of $G$ corresponding to the subset $S - \{s_t\}$ of $S$ where $s_t$ is a minuscule node then $G/P_{[t]}$ is called a minuscule flag variety.

In the simply laced case (type ADE), the minuscule and co-minuscule nodes coincide since the corresponding root system and co-root system are the same. Thus all the simply laced minuscule flag varieties are exactly the simply-laced co-minuscule flag varieties (types 1,4,5,6,7 shown above). In the non-simply laced of type $B_l$, where $l \geq 2$, $s_l$ is the only minuscule node and in type $C_l$, where $l \geq 2$, $s_1$ is the only minuscule node. Hence non-simply laced minuscule flag varieties are of the type $B_l/A_{l-1}$ and $C_l/C_{l-1}$, where $l \geq 2$. 
Chapter 3

THE NODE-FIRING GAME AND CO-MINUSCULE
FLAG VARIETY

3.1 Bruhat poset \((W^I, \leq)\) for co-minuscule \(W^I\)

Let \(W\) be a Weyl group with the set \(S\) of Coxeter generators. Now \(\Gamma_S\) denotes the corresponding Dynkin diagram. Let \(I = S - \{s_t\}\) where \(s_t\) is a co-minuscule node of \(S\). Then \(W_I\) is the maximal parabolic subgroup of \(W\) and \(W^I\) denotes the set of minimal coset representatives of \(W/W_I\).

3.1.1 Hasse Diagram for \((W^I, \leq)\)

In the theory of Schubert varieties, Bruhat order plays a key role. In fact Bruhat order is actually determined by the inclusion order of Schubert varieties (see [8]). We can represent the partially ordered set \((W^I, \leq)\) by a Hasse diagram as follows.

- Each element of \(W^I\) is represented by a vertex.
- The identity element \(1 \in W^I\) is placed at the bottom (initial vertex).
- If \(w, w' \in W^I\) such that \(w'\) is an immediate successors of \(w\), that is \(w \uparrow w'\), then \(w'\) is placed above the node \(w\) and connected by a straight line segment.
- All elements of the same length are at the same height from the bottom.

**Example 3.1.1.** Suppose \(\Phi\) is of type \(A_3\) with the corresponding Weyl group \(W = \Sigma_4\), the symmetric group. Then let \(S = \{s_1, s_2, s_3\}\) be the set of Coxeter generators and \(I = S - \{s_2\}\).
3.1.2 Bruhat order and left weak order for co-minuscule $W^I$

**Theorem 3.1.2.** If $W^I$ is of co-minuscule type, then the Bruhat order $\leq$ and left weak order $\leq_L$ coincide. This theorem results as a consequence Theorems 6.1 and 7.1 in [28].

Using the above Theorem we know that the Hasse diagram for Bruhat poset $(W^I, \leq)$ is the same as the diagram for $(W^I, \leq_L)$. Hence we can also say the following for the Hasse diagram of $(W^I, \leq)$.

- For $\sigma, \sigma' \in W^I$ if $\sigma \uparrow \sigma'$ then $l^I(\sigma') = l^I(\sigma) + 1$.

- All elements at the same level of the Hasse diagram are of the same length. We set the identity element $1 \in W^I$ to be at level 0.

- The level of the element in the Hasse diagram of $W^I$ also represents its length. Set $W^{I,k}$ to be the subset of $W^I$ containing all the minimal coset representatives of length $k$ which is also the set of all elements at level $k$ of the Hasse diagram.

- The elements at each level $k$ of the Hasse diagram determine a basis of $H^{2k}(G/P_I)$. This is because $\{[X_\sigma]\}_{\sigma \in W^{I,k}}$ forms the Schubert basis for $H_{2k}(G/P_I, \mathbb{Z})$,
where \([X_\sigma]\) is the homology class of the Schubert variety \(X_\sigma\). Similarly, \(H^{2k}(G/P_I, \mathbb{Z})\) is free with the Kronecker dual basis \(\{y_\sigma\}_{\sigma \in W^{I,k}}\).

From now on whenever we mention Hasse diagram we assume it is relative to Bruhat order but the partial order on the elements will be defined in terms of be the left weak order for convenience as the two partial orders are equivalent.

### 3.1.3 Longest and highest coset representative of \(W^I\)

Let \(w_0\) be the unique longest element in \(W\).

**Theorem 3.1.3.** The minimal coset representative \(w_0^I\) of \(w_0\) is the longest element in \(W^I\) and for every element \(\sigma \in W^I\), \(\sigma \leq w_0^I\) in Bruhat order.

Theorem 3.1.3 is a consequence of Results 3.1.4 and 3.1.5.

**Result 3.1.4.** The following properties are satisfied by \(w_0\) in \(W\) (see [16], §1.8).

1. \(l(w_0s_\alpha) < l(w_0)\) for all \(\alpha \in \Delta\).

2. For any \(\sigma \in W\), \(l(w_0\sigma) = l(w_0) - l(\sigma)\).

3. Given a reduced expression \(\sigma = s_{i_1} \cdots s_{i_r}\) we can multiply \(\sigma\) successively on the right by simple reflections which increase the previous length by 1 every time until \(w_0\) is obtained.

**Result 3.1.5.** Suppose \(v_I\) represents the unique longest element of \(W_I\). Set \(u^I = w_0v_I\). Then

1. \(u^I\) is the unique longest element in \(W^I\),

2. every element of \(\sigma \in W^I\) is such that \(l(u^I\sigma^{-1}) = l(u^I) - l(\sigma)\) (see [12]).
We know that there exists unique $w'_0 \in W_I$ and $(w_0)_I \in W_I$ such that $w_0 = (w'_0)((w_0)_I)$ (See [16], §1.10 Proposition(c)). From Result 3.1.5, we also know that $w_0 = u'v_{I}^{-1}$ where $v_{I}^{-1} \in W_I$ and $u' \in W_I$. Therefore we have the Theorem 3.1.3.

Remark 3.1.6. In the Hasse diagram the element at the lowest level(initial vertex) is the identity $1 \in W^I$ and the element at the highest level(terminal vertex) is $(w_0)^I$.

Hence every element of $W^I$ will lie in the Bruhat interval $[1,w^I_0]$.

3.1.4 Co-weight representation of the Bruhat poset $(W^I, \leq)$

Recall there is a natural partial order on the co-weight lattice $\preceq$ defined as follows. For $\lambda_1^\vee, \lambda_2^\vee \in P(\Phi^\vee)$, $\lambda_1^\vee \preceq \lambda_2^\vee$ if and only if $\lambda_2^\vee - \lambda_1^\vee$ is a sum of positive co-roots.

For any co-weight $\lambda^\vee \in \Phi^\vee$, let $W\lambda^\vee$ denote the left $W$-orbit of $\lambda^\vee$ in the co-weight lattice.

**Proposition 3.1.7.** $W \cdot \omega_i^\vee$ is a co-weight poset in $P(\Phi^\vee)$ under the partial order $\preceq$ (See [28], §1).

**Proposition 3.1.8.** There is a natural bijection $W^I \xrightarrow{\text{bij}} W \cdot \omega_i^\vee$ such that $\sigma \mapsto \sigma \omega_i^\vee$.

**Remark 3.1.9.** One can check that $\sigma_1, \sigma_2 \in W^I$, $\sigma_1\omega_i^\vee \preceq \sigma_2\omega_i^\vee$ if and only if $\sigma_2 \preceq \sigma_1$ hence the above bijection is order reversing.

We set a new partial order $\preceq_r$ for co-weights which is the reverse of the partial order $\preceq$. That is, $\nu^\vee \preceq_r \omega^\vee$ if and only if $\omega^\vee \preceq \nu^\vee$.

**Theorem 3.1.10.** The Hasse Diagram of $W^I$ with respect to Bruhat order $\leq$ is isomorphic to the lattice of $W \cdot \omega_i^\vee$ with respect to order $\preceq_r$ (See Proposition 4.1 in [24]).

The construction of the lattice $(W \cdot \omega_i^\vee, \preceq_r)$ gives us the Hasse diagram with some additional information regarding co-weights in $W \cdot \omega_i^\vee$. This lattice construction will to be very useful in the later chapters. Hence in the next section we will describe a technique that helps construct the lattice $(W \cdot \omega_i^\vee, \preceq_r)$.
3.2 The Node Firing Game

In this section we will describe a one person game called the Node-firing game using which we can construct the lattice \((W \cdot \omega_i^\vee, \leq_r)\). For this we will be referring to the version of Eriksson’s number game studied by Donnelly in [9]. This game was originally formulated by Mozes (See [23]) and has also been studied by various others (See [10], [11], [24], [25]). We will consider a very specialized version of the game played with the Dynkin diagrams of co-minuscule flag varieties labeled by certain co-weights.

3.2.1 Essential Definitions and Notations

Let \(\Gamma_S\) denote the Dynkin Diagram corresponding to the Coxeter system \((W, S)\) and the root system \((\Phi, \Delta)\). If \(\Gamma_S\) consists of \(l\) nodes, then let the nodes correspond to simple roots \(\Delta = \{\alpha_1, \alpha_2, \cdots, \alpha_l\}\). Consider a co-minuscule flag variety \(G/P_I\) where \(P_I\) is a maximal parabolic subgroup of \(G\) corresponding to \(I = S - \{s_t\}\) where \(s_t\) is a co-minuscule node of \(\Gamma_S\). In this section all the following definitions are taken from [9].

**Definition 3.2.1.** Position of a Dynkin diagram: Let \(M := (M_1, \cdots, M_l)\) then we say \(M\) is a position of the Dynkin diagram \(\Gamma_S\) if \(M\) represents the diagram \(\Gamma_S\) labeled with integer values \(M_1, \cdots, M_l\) such that \(M_i\) corresponds to node \(\alpha_i\).

**Remark 3.2.2.** Any co-weight \(\omega^\vee\) represents a position of a Dynkin diagram denoted by \(\omega^\vee := (\omega^\vee(i))_{\alpha_i \in \Delta}\) where \(\omega^\vee(i) = (\omega^\vee, \alpha_i)\). By abuse of notation sometimes we will also refer to \(\omega^\vee(i)\) by \(\omega^\vee(\alpha_i)\) or \(\omega^\vee(s_i)\).

**Remark 3.2.3.** We can clearly see that a position representation of a co-weight \((\omega^\vee(i))\) described above completely determines the co-weight.

**Example 3.2.4.** Here are some examples of a co-weights as positions.
1. In type $A_2$

\[
\omega_1^\vee : \begin{array}{c}
1 \\
0
\end{array}
\]

2. In type $A_3$

\[
\omega_1^\vee - 2\omega_3^\vee : \begin{array}{c}
1 \\
0 \\
-2
\end{array}
\]

**Definition 3.2.5.** *A fundamental position $\omega_i^\vee$ of $\Gamma_S$:* A fundamental position represents $\Gamma_s$ labeled with number 1 for node $\alpha_i$ and 0 for all other nodes. In other words, the a fundamental position represents the fundamental co-weight $\omega_i^\vee$.

**Definition 3.2.6.** *Firing a node $\alpha_i$ of $M$:* Firing a node $\alpha_i$ of $M$ gives us a new position $N = (N_1, \ldots, N_l)$ of $\Gamma_S$ provided node $M_i$ is a positive integer. The new position is determined in the following way.

1. $N_i := -(M_i)$.

2. If $\alpha_j$ is a node adjacent to $\alpha_i$ then

\[
N_j := \begin{cases} 
M_j + M_i & \text{if } |\alpha_j| \leq |\alpha_i| \\
M_j + 2M_i & \text{if } |\alpha_j| = 2|\alpha_i|
\end{cases}
\]

3. If $\alpha_j$ is a node not adjacent to $\alpha_i$ then $N_j := M_j$.

Denote the new position $N$ by $s_{\alpha_i}M$.

**Remark 3.2.7.** When node $\alpha_i$ is fired on a co-weight $\omega^\vee$, the new position formed is just the co-weight $s_{\alpha_i}\omega^\vee$.

**Example 3.2.8.** Consider the co-weight position $\omega_2^\vee$ in $C_3$.
Then firing node $\alpha_2$ on $\omega_2^\vee$ will be as follows.

\begin{center}
\begin{tikzpicture}
  \node (0) at (0,0) {0};
  \node (1) at (1,0) {1};
  \node (2) at (2,0) {2};
  \node (3) at (3,0) {3};
  \draw (0) -- (1);
  \draw (1) -- (2);
  \draw (2) -- (3);
\end{tikzpicture}
\end{center}

**Definition 3.2.9.** A firing sequence of a position $M$: A firing sequence $(\alpha_{i_1}, \alpha_{i_2}, \ldots, \alpha_{i_l})$ of a position $M$ ($\alpha_{i_k} \in \Delta$) represents a sequence of $l$ steps played on the position $M$ as follows. First step is to fire the node $\alpha_{i_1}$ of $M$ to determine a new position $s_{\alpha_{i_1}} M$. Next step is to fire the node $\alpha_{i_2}$ of $s_{\alpha_{i_1}} M$ to determine the new position $s_{\alpha_{i_2}} s_{\alpha_{i_1}} M$. Continue in this manner for $l$ steps until you determine the position $s_{\alpha_{i_1}} \cdots s_{\alpha_{i_l}} s_{\alpha_{i_1}} M$.

**Remark 3.2.10.** Any firing sequence it is assumed to be legal. A legal firing sequence ensures that node-firing is possible at each step, that is, $s_{\alpha_{i_k}} \cdots s_{\alpha_{i_2}} s_{\alpha_{i_1}} M$ has a positive label for node $\alpha_{i_k}$.

**Definition 3.2.11.** A game sequence of a position $M$: A game sequence is a maximal firing sequence of position $M$. It could be an empty, finite or an infinite sequence. A finite game sequence $(\alpha_{i_1}, \alpha_{i_2}, \ldots, \alpha_{i_l})$ of a position $M$ represents a firing sequence such that there are no positively labeled node for $s_{\alpha_{i_1}} \cdots s_{\alpha_{i_2}} s_{\alpha_{i_1}} M$. This marks the end of the game.

**Definition 3.2.12.** Strongly convergent game: Given any initial position, if every game sequence either diverges or converges to the same terminal position in the same number of steps then we say the game is strongly convergent.

### 3.2.2 Convergence in a node-firing game and Bruhat poset $(W^I, \leq)$

Using proposition 3.2, corollary 3.3 and corollary 3.4 from [9] we can state the following theorem.
Theorem 3.2.13. If $\omega_1^\vee$ is a fundamental co-weight then $(\alpha_{i_1}, \alpha_{i_2}, \ldots, \alpha_{i_l})$ is a game sequence for $\omega_1^\vee$ if and only if $s_{\alpha_{i_1}} \cdots s_{\alpha_{i_2}} s_{\alpha_{i_l}} = (w_0)^J$.

Remark 3.2.14. In the above Theorem we don’t require $s_t$ to be a co-minuscule node. By Remark ?? and Theorem 3.2.13 we have the following result.

Corollary 3.2.15. We can use the node-firing game with $\omega_1^\vee$ as the initial position to construct a poset diagram of $(W \cdot \omega_1^\vee, \preceq)$ in the co-weight lattice as follows.

1. Sketch $\omega_1^\vee$ as the initial position (as shown in Example 3.2.4)

2. For each game sequence $(\alpha_{i_1}, \alpha_{i_2}, \ldots, \alpha_{i_l})$, sketch the position $s_{\alpha_{i_j}} \cdots s_{\alpha_{i_2}} s_{\alpha_{i_1}} \omega_1^\vee$ above $s_{\alpha_{i_{j-1}}} \cdots s_{\alpha_{i_2}} s_{\alpha_{i_1}} \omega_1^\vee$ with an upward arrow connecting them for $1 \leq j_l - 1$.

3. Combine the diagram of all game sequences into one by merging all the identical positions of each of the game sequence. Hence we will start with the same initial position $\omega_1^\vee$, ending with the terminal position $(w_0)^J \omega_1^\vee$.

The poset diagram of $(W \omega_1^\vee, \preceq)$ hence drawn using the node-firing game gives us the Hasse diagram of $(W^I, \leq)$(see Proposition 3.1.10) along with the description of each the co-weights of $W \omega_1^\vee$ as functions on the simple roots. This poset diagram construction will be very relevant for the rest of the Thesis.

Example 3.2.16. Consider the fundamental co-weight $\omega_2^\vee$ in type $A_3$ as an initial position.

\[
\omega_2^\vee: \quad \bullet \quad \bullet \quad \bullet \\
0 \quad 1 \quad 0
\]

Then the node-firing game with the initial position $\omega_2^\vee$ is given in Figure 3.2. The resulting diagram can be seen is clearly isomorphic as a poset to the Hasse diagram of $(W^I, \leq)$ when $W^I$ is of type $A_3/(A_1 \times A_1)$. 
**Result 3.2.17.** Here are some important relations that can be deciphered from the node-firing game on $\omega^\vee_t$. For any co-weight of the form $\omega^\vee = w\omega_t^\vee$ for $w \in W^I$, where $I = S - \{s_t\}$,

1. $\omega^\vee(i) = 0 \iff s_i\omega^\vee = \omega^\vee \iff s_iw = w$.

2. $\omega^\vee(i) = -1 \iff s_i\omega^\vee < \omega^\vee \iff s_ww$. 

3. $\omega^\vee(i) = 1 \iff \omega^\vee < s_i\omega^\vee \iff w^t \uparrow s_ww$.

We also have the following nice theorem when we consider the node-firing game on a co-minuscule co-weight.

**Theorem 3.2.18.** Suppose $s_t \in S$ is a co-minuscule node. Let $\omega_t^\vee$ be the fundamental co-weight corresponding to root $\alpha_t$. Then co-weight $\omega^\vee = w\omega_t^\vee$ considered as position of the node-firing game labels every simple root only with integers 0, 1 or -1.

**Proof.** For any $\alpha_i \in \Delta$, we know that the label of $\omega^\vee$ at $\alpha$ is $\omega^\vee(i)$. Now

$$\omega^\vee(i) = (\omega^\vee, \alpha_i) = (w\omega_t^\vee, \alpha_i) = (\omega_t^\vee, w^{-1}\alpha_i).$$

Since $s_t$ is co-minuscule, the coefficient of $\alpha_t$ in the highest root $\tilde{\alpha}$ is equal to 1. That is, $(\omega_t^\vee, \tilde{\alpha}) = 1$. For any $\beta \in \Theta$, by definition of the highest root, $\tilde{\alpha} - \beta$ is a sum of
positive roots. Thus the coefficient of $\alpha_t$ in $\beta$ can be at most 1. Thus $(\omega^\vee_t, \beta) \leq 1$.

If $(\omega^\vee_t, \beta) < -1$ then $\beta$ is a negative root and $(\omega^\vee_t, -\beta) > 1$ which contradicts our assumption that $\tilde{\alpha}$ is the highest root. Thus $(\omega^\vee_t, \beta) \geq -1$. Therefore, for any $\beta \in \Theta, (\omega^\vee_t, \beta) = 0, 1$ or $-1$. In particular choosing $\beta = w^{-1}\alpha_i$ we get

$$\omega^\vee(i) = 0, 1 \text{ or } -1 \text{ for all } i.$$

\[
3.2.3 \quad \text{Node-firing game on weights}
\]

\textit{Bruhat poset (} $W^I, \leq$) and poset (} $W \cdot \omega_t, \preceq_r$)

Let $\omega_t$ be the fundamental weight corresponding to the co-minuscule node $s_t$ in $\Gamma_S$.

Set $\preceq_r$ to be the order on weights given by $\nu \prec \omega$ if and only if $\nu - \omega$ is a sum of positive roots (intuitively we see that this is the reverse of the natural order on weights). Since a fundamental weight is just the fundamental co-weight of the corresponding dual root system and since the Weyl group is the same for a root system and its dual, we can restate Theorem 3.1.10 as

\textbf{Theorem 3.2.19.} The Hasse Diagram of $W^I$ with respect to Bruhat order $\leq$ is isomorphic to the lattice of $W \cdot \omega_t$ with respect to order $\preceq_r$.

\textbf{Remark 3.2.20.} The posets of weight lattice $(W \cdot \omega_t, \preceq_r)$ and the poset of the co-weight lattice $(W \cdot \omega^\vee_t, \preceq_r)$ are isomorphic.

\textit{Node-firing game}

Since weight $\omega$ can be thought of as a co-weight of the corresponding dual root system the discussion on node-firing game given in (3.2.1) and (3.2.2) applies here.

\textbf{Remark 3.2.21.} We can consider a weight $\omega$ to represent a position of the Dynkin diagram corresponding to the dual root system $\Phi^\vee$ denoted by $\omega := (\omega(i))_{\alpha^\vee_i \in \Delta^\vee}$ where $\omega(i) = (\omega^\vee, \alpha^\vee)$. 
Result 3.2.22. By theorem 3.2.13, the node-firing game with $\omega_t$ as the initial position we can construct a poset diagram of $(W \cdot \omega_t^\vee, \preceq)$ in the weight lattice using the steps given in corollary 3.2.15.

Remark 3.2.23. In the simply-laced case since $\Phi = \Phi^\vee$ the node-firing game on $\omega_t^\vee$ is identical to the game played on $\omega_t$.

Remark 3.2.24. In the non-simply laced case, even though the lattices $(W \cdot \omega_t, \preceq)$ and $(W \cdot \omega_t^\vee, \preceq)$ are isomorphic, since $s_t$ is no longer a co-minuscule node of Dynkin diagram of the dual root system, in the node-firing game on $\omega_t$ the label values the positions can be 0, 1, -1, 2, -2 while in the node-firing game on $\omega_t^\vee$ the label values the positions can only be 0, 1, -1 (See Theorem 3.2.18)
4.1 Parabolic orbits in flag varieties

4.1.1 Basic notations

Let $G$ be a reductive complex algebraic group. Fix a Borel subgroup $B$ in $G$ containing a maximal torus $H$ and connected unipotent subgroup of $U$. The unipotent radical of $B$, $\mathcal{R}_u(B) = U$. Now $W = N_G(H)/H$ is the Weyl group of $G$ with a set of Coxeter generators $S$, such that $(W, S)$ is a Coxeter system. Let $\Phi$ be the root system corresponding to $\mathfrak{g}$. For any subset $I$ of $S$, let $W_I$ denote the parabolic subgroup of $W$ generated by $I$, and let $P_I = BW_IB$ denote the parabolic subgroup of $G$ corresponding to $I$. Then $(W_I, I)$ is itself a Coxeter system. Suppose $J$ is another subset of $S$, then let $W_{IJ}$ be the set of minimal length representatives of the set of double cosets $W_I \setminus W/W_J$.

4.1.2 Parabolic orbits and Bruhat decomposition

If $I, J \subset S$ then $G$ has the following double-coset decomposition

$$G = \bigcup_{w \in W_I \setminus W/W_J} P_I w P_J.$$ 

We can also index the above decomposition in terms of the minimal length representatives $W^{IJ}$. If we consider the left $P_I$-action on the flag variety $G/P_J$, then similarly $G/P_J$ also has the double-coset decomposition

$$G/P_J = \bigcup_{w \in W^{IJ}} P_I w P_J / P_J. \quad (4.1)$$
We call each $P_I w P_J / P_J$ a parabolic orbit of $G/P_J$ and we denote the parabolic orbit by $O_w$. In fact, if $I = \phi$ then $P_I = B$ and hence the parabolic orbits are the Schubert cells $e_w = BwP_J / P_J$ and the decomposition given in (4.1) is just the Bruhat decomposition (§8.5, [26]). Now if we let $K_w = \{ s \in I | w^{-1} sw \in J \}$ then we can see that

$$O_w = \prod_{v \in W_I w W_J / W_J} e_v = \prod_{\nu \in (W_I)^K w} e_{\nu w}. \quad (4.2)$$

4.1.3 The line bundle $O_s \downarrow M_s$

Let $I$ be a maximal subset of $S$, say $I = S - \{s\}$. Let $L_I$ be the Levi subgroup of $P_I$. Then $L_I$ is a reductive complex algebraic group such that $W_I$ is its Weyl group and $I$ is the corresponding set Coxeter generators. Consider the left $P_I$ action on the flag variety $G/P_I$. Then $O_s$ is the lowest non-trivial $P_I$-orbit in $G/P_I$ where clearly $s$ is the minimal length representative of $W_I s W_I$ hence an element of $W_I$. The lowest $P_I$-orbit is $P_I \cdot 1 P_I / P_I = P_I / P_I$, which we also call the base-point of $G/P_I$. Now the set $K_s$ is just $I$ minus the nodes adjacent to $s$ in the Dynkin diagram $\Gamma$. Let $Q_{K_s}$ denote the parabolic subgroup of $L_I$ corresponding to the subset $K_s$ of $I$. Let $M_s$ denote the flag variety $L_I / Q_{K_s}$. It is well-known that $O_s$ is isomorphic as a variety to a certain line bundle $\xi_s$ over the flag variety $M_s$. Since $\xi_s$ plays a fundamental role throughout this work, we describe it and the isomorphism in detail.

First we need to recall some relevant facts on Bruhat decomposition. Let $B^-$ be the opposite Borel subgroup of $B$ and $U^- = R_u B^-$. Then for any $w \in I$ we define the following.

$$U'_w = \{ u \in U : w^{-1} uw \in U^- \}$$

$$\Phi'_w = \{ \alpha \in \Phi^+ : w^{-1} \alpha \in \Phi^- \}$$

Then we have that $U'_w$ corresponds to the subset $\Phi'_w$ and from remark (3) of 14.12 in [3]

$$B w B = U'_w w B. \quad (4.3)$$
We will also need following lemma which is a well-known generalization of Theorem 15 from Lectures on Chevalley Groups ([27]), which is proved the same way. (See Theorem 5.1.3 (i) in [19] and Result 2.9 in [22] )

**Lemma 4.1.1.** Fix a subset $I$ of $S$ and let $w = w_1 \cdots w_k$ is a $I$-reduced product. Let $A_i \subset Bw_iB$ be any subsets such that for all $i$, the natural map $p_i : A_i \to BwB$ is bijective[surjective]. Then the natural map $p : A_1 \times \cdots A_k \to G/P_I$, namely

$$p(a_1, \cdots, a_k) = a_1 \cdots a_k P_I/P_I$$

is a bijection [surjection] onto $B_I w Q_K / Q_K$.

Now consider the map $L_I \times e_s \to O_s$ given by the action. Let $Q$ be the stabilizer of $e_s$ in $L_I$ then $B \cap L_I \subseteq Q$, hence $Q$ is parabolic subgroup of $L_I$. Then there is a subgroup $K$ of $I$ such that $Q_K = Q$. The definition of $Q$ implies $K = \{ t \in I | t \cdot BsP_I / P_I = BsP_I / P_I \}$. That is, $K = \{ t \in I | ts = st \} = K_s$. Hence $Q = Q_K_s$. This gives us the following injective map.

$$\phi : L_I \times_{Q_K_s} e_s \to O_s$$

We would like to show that $\phi$ is an isomorphism of varieties but before that we need the following lemmas.

**Proposition 4.1.2.** The map $\phi$ is an isomorphism of varieties.

*Proof.* Let $B_I = B \cap L_I$ be the Borel subgroup of $L_I$ with a maximal torus $T$ and unipotent radical $U_I$. Then we have a double coset decomposition of $L_I$ given by

$$L_I = \coprod_{v \in (W_I)^K_s} B_I v Q_K_s.$$ 

For any $v \in W_I$ define

$$U'_{I,v} = \{ u \in U_I | v^{-1} uv \in U_I^- \}$$
Then using (4.3) we can say that $B_I v Q_K = U_{I,v} v Q_K$ for all $v \in (W_I)^K$. Hence the domain of $\phi$ has a cell decomposition as follows.

\[
L_I \times Q_K e_s = \coprod_{v \in W^K_I} U_{I,v}' e_s.
\]

Define the set $\Phi_{I,v}' = \{\alpha \in \Phi_I^+ : v^{-1} \alpha \in \Phi_I^-\}$ corresponding to $U_{I,v}'$. Clearly, $\Phi_{I,v}' \subseteq \Phi_v'$. Since $v \in W_I$ and $W_I$ preserves the set of $I$-radical roots $\Phi_I^+$. Thus if $\alpha \in \Phi_v'$ then $\alpha \in \Phi_I^+$. Therefore $\Phi_{I,v}' = \Phi_v'$ which implies the corresponding subgroups are equal. That is, if $v \in W_I$ then $U_{I,v}' = U_v'$. Hence we have

\[
L_I \times Q_K e_s = \coprod_{v \in W^K_I} U_v' e_s.
\]

Also note that

\[
O_s = \coprod_{v \in W^K_I} e_{vs}.
\]

Now $e_s = U's P_I/P_I$ and $e_{vs} = U_v's P_I/P_I = B vs P_I/P_I$. For $v \in W^K_I$, $vs$ is such that $v \in W_I$ and $s \not\in W_I$ so we can choose $A_1 = U_v' v$ and $A_2 = U_v'^s$. Thus Lemma 4.1.1) shows that $\phi$ maps each cell in the domain bijectively to its counterpart in the codomain. This proves that $\phi$ is bijective. Further $\phi$ is also an isomorphism of varieties by Zariski’s main theorem ([13]), proving our claim.

The Schubert cell $e_s$ as a one dimensional space. We next consider the action of $Q_K$ on $e_s$ and determine the kernel of this action; i.e. the subgroup of $Q_K$ that fixes $e_s$ point-wise. We will use the following general fact concerning commutation of root subgroups.

**Lemma 4.1.3.** Suppose $\alpha, \beta$ are roots and $x \in U_\alpha$, $y \in U_\beta$. Then

(a) If $\alpha + \beta$ is not a root, $xy = yx$.

(b) In general $xy = yxz_1...z_r$, where $z_i \in U_{\gamma_i}$ for some $\gamma_i = m\alpha + n\beta$ with $m, n > 0$. 

For a proof see [15] § 33.2, where more refined statements can be found. For example, if \( \alpha, \beta \) generate a root system of type \( A_2 \), one has \( xy = yxz \) with \( z \in U_{\alpha+\beta} \). In fact Humphreys even gives explicit formulas for \( z \) in terms of \( x, y \), but these are not important for us.

Let \( Q' \) denote the subgroup of \( Q_{K_s} \) generated by the root subgroups contained in \( Q_{K_s} \). Thus there is a group extension \( Q' \to Q_{K_s} \to H \) where \( H \) is a complex torus.

**Lemma 4.1.4.** \( Q' \) fixes \( e_s \) point-wise.

**Proof.** We show that the generating root subgroups of \( Q \) fix \( e_s \) point-wise. Consider a root subgroup \( U_{\alpha_t} \) corresponding to a simple root \( \alpha_t, t \in I \). Since \( t \neq s \), all such \( U_{\alpha_t} \) fix \( sP_I/P_I \). Now \( e_s = U'_s sP_I/P_I \). But \( U'_s = U_{\alpha_s} \) so if \( y \in U_s \) and \( x \in U_{\alpha_t} \), then by the commutation lemma b and since \( xz \) is a product of elements from \( U_{\alpha_t} \)'s with \( t \neq s \)

\[
xysP_I/P_I = yxzP_I/P_I = ysP_I/P_I.
\]

If \( t \in K_s \), then also the negative root subgroup \( U_{\alpha_t}^- \) acts trivially, by the commutation lemma part (a). Hence proved.

Thus \( Q_{K_s} \) acts on \( e_s \) via a certain homomorphism \( \omega : Q_{K_s} \to \mathbb{C}^\times \), and it is clear that as a weight on the maximal torus of \( L_I \), \( \omega \) is just the restriction of the root \( \alpha_s \).

We summarize our conclusions in the following proposition:

**Proposition 4.1.5.** The total space of the line bundle \( \xi_s \downarrow L_I/Q_{K_s} \) associated to the weight \( \alpha_s \) (restriction of root \( \alpha_s \) on maximal torus of \( L_I \) defined on \( Q_{K_s} \)) \( E(\xi_s) = L_I \times e_s \). Hence there is an isomorphism of varieties \( E(\xi_s) \xrightarrow{\sim} O_s \).
4.2 Thom Variety

4.2.1 Thom space of line bundle $\xi_s$

Let $\xi_s$ be the line bundle described in the previous section with the projection map $\pi_s : \mathcal{O}_s \downarrow M_s$. Let $X$ denote the Zariski-closure of $\mathcal{O}_s$. From 4.2 we know that

$$\mathcal{O}_s = \bigoplus_{\nu \in (W_I)^{K_s}} e_{\nu s}. \quad (4.4)$$

Hence $X$ is the Schubert variety $X_\sigma$, where $\sigma = \nu_m s$ where $\nu_m$ is the maximal element in $(W_I)^{K_s}$. Then we can see that

$$X = \mathcal{O}_s = \bigcup_{w' \leq s} \mathcal{O}_{w'}$$

Since there are only two $w'$ such that $w' \leq s$, namely identity element 1 and $s$ itself, $X = \mathcal{O}_s \cup \ast$, where $\ast = P_I / P_I$ is the basepoint. Thus we can consider $X$ to be the one point compactification of the total space of line bundle $\xi_s$. Hence $X$ can be identified with $T(\xi_s)$, the Thom space of the line bundle $\xi_s$. We call $X$ a Thom variety.

4.2.2 Understanding the Cohomology ring $H^*(X)$ of a Thom variety $X$.

Let the map $\Phi_T : H^*(M_s) \to H^{*+2n}(T(\xi_s))$ be the Thom isomorphism (see §19 [21]). Then we note that there are two natural bases for $H^*(X)$, one the natural Schubert basis, and the other is the basis inherited from the Schubert basis for $H^*(M_s)$ via the Thom isomorphism. We would like to show that these two bases coincide.

Since $M_s = L_I / Q_{K_s}$ is a flag variety where $L_I$ is the Levi factor of $P_I$ and $Q_{K_s}$ is its parabolic subgroup corresponding to the subset $K_s$ of $I$ that contains all nodes not adjacent to $s$. Thus $H_*(M_s) = H_*(L_I / Q_{K_s})$ has its natural Schubert basis $\{[Z_w]\}_{w \in (W_I)^{K_s}}$. Hence $H^*(M_s)$ has the corresponding Schubert basis $\{[Z_w]^*\}_{w \in (W_I)^{K_s}}$. Similarly $H^*(T(\xi_s))$ has the natural Schubert basis $\{[T_w]^*\}_{w \in W^I}$ where $T_w = T(\xi_s |_{Z_w})$. 

and $H^*(X)$ has the Schubert basis $\{[X_w]_*\}_{w \in W^K}$ (in $H_0(X)$, the basis will also contain the base point class.). Thus we would like to prove the following.

**Proposition 4.2.1.** Given the Thom isomorphism $\Phi_T : H^*(M_s) \to H^{*+2n}(T(\xi_s))$ and canonical homeomorphism $f : T(\xi_s) \to X$ we have

$$f^*([X_w]_*) = \Phi_T([Z_w]^*).$$

For the proof of this proposition we will use the following two lemmas.

**Lemma 4.2.2.** If $Y$ is an irreducible $n$-dimensional projective variety then $Y$ has a fundamental class $[Y]^* \in H^{2n}(Y)$.

**Lemma 4.2.3.** For all $w \in W^K, f(T_w) = X_w$.

This is true by Lemma 4.1.1.

**Proof of Proposition 4.2.1.**

Consider the line bundle $\xi_s|_{Z_w}$. Then by Lemma 4.2.2, $Z_w$ and $T_w = T(\xi_s|_{Z_w})$ have the fundamental classes $[Z_w]^* \in H^{2n}(Z_w)$ and $[T_w]^* \in H^{2n+2}(T_w)$ respectively. Since both $H^{2n}(Z_w)$ and $H^{2n+2}(T_w)$ are isomorphic to $\mathbb{Z}$ so the Thom isomorphism $\Phi_T : H^{2n}(Z_w) \to H^{2n+2}(T_w)$ maps one $\mathbb{Z}$ to another. This implies $\Phi_T([Z_w]^*) = \pm [T_w]^*$. Since everything is complex, the orientations automatically match up, hence the Thom isomorphism $\Phi_T : H^{2n}(Z_w) \to H^{2n+2}(T_w)$ takes $[Z_w]^*$ to $[T_w]^*$. Now by naturality of Thom isomorphism we have the that $\Phi_T : H^*(M_s) \to H^{*+2n}(T(\xi_s))$ is such that

$$\Phi_T([Z_w]^*) = [T_w]^* \text{ for all } w \in W^K. \quad (4.5)$$

Further from Lemma 4.2.3 we have the following.

$$f^*([X_w]_*) = [T_w]^* \text{ for all } w \in W^K \quad (4.6)$$

From (4.5) and (4.6) we have the required result. □
4.2.3 **Singularities of Thom variety**

Since a Thom variety is the one point compactification of the total space of the line bundle $\xi_s$ by definition, we can say that the possible point of singularity of $T(\xi_s)$ is the point at infinity. But the point at infinity need not be singular in all cases.

**Example 4.2.4.** The co-minuscule flag variety of type $A_n/A_{n-1}$ is the flag variety $G/P_I \cong \mathbb{CP}^n$ where the Weyl group $W = \Sigma_{n+1}$ is the symmetric group and $S = \{s_1, \ldots, s_n\}$ is the corresponding Coxeter generators. We can choose $I = S - \{s_1\}$. Then the Thom variety $T(\xi_{s_1}) \cong \mathbb{CP}^n$ and hence the point at infinity is not a singular point.
Chapter 5

LOCAL COHOMOLOGY OF SCHUBERT VARIETIES AT A GENERIC SINGULARITIES AND THOM VARIETIES

The fundamental thought we explore in this thesis is what can one say about the local topology of Schubert variety $X_w$ at a singular point $\overline{v}$? We do this by specifically computing $H^*(X_w, X_w - \overline{v})$ where $\overline{v}$ is a generic singularity under certain hypothesis. In this Chapter, we better understand the problem we want to focus on and also simplify our process using Thom varieties.

5.1 Local cohomology

Let $Y$ be any space and let $y_0 \in Y$. The local cohomology at $y_0$ of $Y$ is defined to be the relative cohomology of the pair $(Y, Y - y_0)$, that is

$$H^*_{y_0}(Y) = H^*(Y, Y - y_0).$$

Now suppose $U$ is any neighborhood of $y_0$. Since $Y - U \subseteq Y - y_0 \subseteq Y$ by applying the excision theorem we have that $H^*(U, U - y_0) \cong H^*(Y, Y - y_0)$. Hence we can see that $H^*_{y_0}(Y) \cong H^*_{y_0}(U)$.

Now suppose $Y$ is a variety of dimension $n$ and $y_0 \in Y$, then we then have the following.

Remark 5.1.1. If $y_0$ is a smooth point of $Y$ then by excision (see [14])

$$H^i_{y_0}(Y; \mathbb{Z}) \cong H^0_0(\mathbb{C}^n; \mathbb{Z}) = \begin{cases} \mathbb{Z} & \text{for } i = 2n \\ 0 & \text{otherwise.} \end{cases}$$
**Remark 5.1.2.** $Y$ is said to be *rationally smooth at point* $y_0$ if the isomorphism above holds with rational coefficients. That is,

$$H^*_{y_0}(Y; \mathbb{Q}) \cong H^*_0(C^n; \mathbb{Q}).$$

From now on when we talk about cohomology we will be referring to only to integral cohomology unless otherwise specified.

### 5.2 Local cohomology of a Schubert variety at a generic singularity

Let $G_\Theta$ be a reductive complex algebraic group and $g_\Theta$ be its Lie algebra with the root system $\Theta$. Let $W_\Theta$ be the corresponding Weyl group with Coxeter generators $S_\Theta$. For some subset $J \subseteq S_\Theta$ let $P_J$ be a parabolic subgroup of $G_\Theta$. Let $X_w$ be a Schubert variety in the flag variety $G_\Theta/P_J$ for some $w \in W^J_\Theta$.

#### 5.2.1 Generic Singularities

The singular locus of $X_w$ is a finite union of Schubert varieties. Define subset $A_w$ of $W_\Theta$ such that $v \in A_w$ if and only if $X_v$ is a maximal Schubert variety in $\text{Sing}(X_w)$ by (Bruhat)order of inclusion. Hence we can write

$$\text{Sing}(X_w) = \bigcup_{v \in A_w} X_v.$$

**Definition 5.2.1.** All the points $\overline{v} = vP_J/P_J$ in $X_w$ such that $v \in A_w$ are called *generic singularities* of $X_w$.

#### 5.2.2 Local cohomology of $X_w$ at a generic singularity and Thom variety

Pick any generic singularity $\overline{v}$ of $X_w$. Let $m = l(v)$. We denote by $R_{v;w}$ the Richardson variety $X_w \cap X^-_v$. Then we have the following lemma.

**Lemma 5.2.2.** $H^*_\overline{v}(X_w) \cong H^*_{\overline{v}}(R_{v;w})$
Proof. Since \((X_w, \overline{v})\) is ‘smoothly equivalent’ to \((R_{v,w}, \overline{v})\) in the strong sense, \(\overline{v}\) has a Zariski-open neighborhood \(U\) in \(X_w\) and \(V\) in \(R_{v,w}\) such that \(U \cong V \times \mathbb{A}^m\) as varieties and \(\overline{v} \in U\) corresponds the \((\overline{v}, 0) \in V \times \mathbb{A}^m\). Thus \(H^*_\pi(U) \cong H^*_\pi(V) \otimes H^*_0(\mathbb{A}^m)\) by Künneth theorem. Since \(H^*_0(\mathbb{A}^m) \cong \tilde{H}^*(S^{2m})\), we have that \(H^*_\pi(U) \cong H^*_\pi-2m(R_{v,w})\). 

Using this lemma we get the following theorem which relates the local cohomology at a generic singularity of a Schubert variety to a Thom variety introduced in the previous chapter.

**Theorem 5.2.3.** Suppose there is a line bundle \(\xi_s\) over a flag variety \(M_s\), as described in (4.1.3) in Chapter 4, such that \(R_{v,w}\) can be identified with the Thom variety \(T(\xi_s)\) then

\[
H^*_\pi(X_w) \cong H^*_{\pi-2m}(\mathcal{O}_s - M_s).
\]

Proof. If we can identify \(R_{v,w}\) with a Thom variety \(T(\xi_s)\) then

\[
H^*_\pi(R_{v,w}) \cong H^*_\pi(T(\xi_s)). \tag{5.1}
\]

Since \(M_s \subseteq T(\xi_s) - \infty \subseteq T(\xi_s)\) by excision we have that

\[
H^*_\infty(T(\xi_s)) \cong H^*_\infty(T(\xi_s) - M_s). \tag{5.2}
\]

Now \(T(\xi_s)\) is identified with the one point compactification of \(\mathcal{O}_s\) (see 4.1.3) thus we can identify \(T(\xi_s) - M_s - \infty\) with \(\mathcal{O}_s - M_s\). Further since \(T(\xi_s) - M_s\) is contractible, by taking the long exact sequence of the pair \((T(\xi_s) - M_s, \mathcal{O}_s - M_s)\) we get

\[
H^*_\infty(T(\xi_s) - M_s) \cong H^*_\infty - 1(\mathcal{O}_s - M_s) \tag{5.3}
\]

Hence using 5.1, 5.2, 5.3 and Lemma 5.2.2 we have the required result. □
5.2.3 $H^*(O_s - M_s)$ and the Gysin sequence

For the line bundle $\xi_s$ we know we can denote the base space $M_s$ be the flag variety of the form $L_I/Q_{K_s}$, where $L_I$ is a complex, reductive algebraic group. Fix a Borel subgroup $B_I$ and maximal torus $T_I$ of $L_I$. Let $(W_I, I)$ be the Coxeter system where $W_I$ is Weyl group corresponding to $L_I$ and the $I$ is the set of Coxeter generators of $W_I$. Hence $Q_{K_s}$ is a parabolic subgroup of $L_I$ corresponding to subset $K_s \subseteq I$.

Further let $\Phi_I$ be the root system corresponding the Lie algebra $g_I$ of $L_I$, with set of simple roots $\Delta_I$.

**Theorem 5.2.4.** Let the map $H^*(M_s) \xrightarrow{c_1(\xi_s)} H^{*+2}(M_s)$ denote the cup product with $c_1(\xi_s)$ where $c_1(\xi_s) \in H^2(M_s)$ is the first Chern class of $\xi_s$. Then we have the following relations.

$$H^n(O_s - M_s) \simeq \begin{cases} \text{Coker}(H^{n-2}(M_s) \xrightarrow{c_1(\xi_s)} H^n(M_s)) & \text{if } n \text{ is even.} \\ \text{Ker}(H^{n-1}(M_s) \xrightarrow{c_1(\xi_s)} H^{n+1}(M_s)) & \text{if } n \text{ is odd.} \end{cases}$$

**Proof.** Consider the Gysin sequence for the line bundle $\xi_s$ minus the zero section (pg. 143, [21]), given as follows.

$$\cdots \to H^{*+2}(M_s) \xrightarrow{c_1(\xi_s)} H^*(M_s) \to H^*(O_s - M_s) \to H^{*+1}(M_s) \xrightarrow{c_1(\xi_s)} H^{*+1}(M_s) \to \cdots$$

From this we derive the following short exact sequence.

$$0 \to A \to H^*(O_s - M_s) \to B \to 0$$

where $A = \text{Coker}(H^{*-2}(M_s) \xrightarrow{c_1(\xi_s)} H^*(M_s))$ and $B = \text{Ker}(H^{*-1}(M_s) \xrightarrow{c_1(\xi_s)} H^{*+1}(M_s))$.

By looking at the cases when $n$ is odd and $n$ is even separately for $H^n(O_s - M_s)$ in the above short exact sequence and using the fact the cohomology of $M_s$ is concentrated in even degrees, we get the required relations in terms of the cup product with $c_1(\xi_s)$.

In the next chapter we would now like to determine a ‘nice’ hypothesis under which we identify the Richardson variety $R_{v,w}$ with a Thom variety $T(\xi_s)$. 


Chapter 6

RICHARDSON VARIETY AS THOM VARIETY IN CO-MINUSCULE FLAG VARIETIES

To further analyze the local cohomology at a generic singularity of Schubert variety, based on Theorem 5.2.3, we would like to now consider the following question: “Under what hypothesis, given a generic singular point $\tau$ of a Schubert variety $X_w$, can we identify the Richardson variety $R_{v,w}$ with a Thom variety?” We derive an answer to this question reformulating results from [5] which are based on the hypothesis that we consider the Schubert variety in a co-minuscule flag variety.

6.1 Minimal degeneration and Richardson variety as Thom variety

6.1.1 Minimal degeneration

Let $G_\Theta$ be a reductive complex algebraic group and $g_\Theta$ be its Lie algebra with the root system $\Theta$. Let $W_\Theta$ be the corresponding Weyl group with Coxeter generators $S_\Theta$. For some subset $J \subseteq S_\Theta$ let $P_J$ be a parabolic subgroup of $G_\Theta$. Let $X_w$ be a Schubert variety in the flag variety $G_\Theta/P_J$ for some $w \in W_\Theta^J$. For any $u \in W_\Theta^J$ let $\overline{u}$ denote the point $uP_J/P_J$ in $G_\Theta/P_J$. Now let $J_w$ be a subset of $S_\Theta$ defined by $J_w = \{s \in S_\Theta : sw \leq w\}$, that is $P_{J_w} = \text{Stab}X_w$.

Definition 6.1.1. Let $w \in W_\Theta^J$. If $v \in W_\Theta^J$ is a maximal element relative to Bruhat order in the set $[e, w(W_\Theta)_J] - (W_\Theta)_{J_w}w$ then we call $v$ a minimal degeneration of $w$.

The parabolic orbit $P_{J_w}wP_J/P_J$ is smooth since $\overline{w}$ is a smooth point of $X_w$. Thus $P_{J_w}wP_J/P_J \subseteq X_w^{\text{smooth}}$, and we have the following remarks.
Remark 6.1.2. If $v$ is a minimal degeneration of $w \in W_{\Theta}^J$ then $\overline{v}$ is a maximal possible element in the Bruhat order that could be a singular point of $X_w$.

Remark 6.1.3. If $v$ is a minimal degeneration of $w$ such that $\overline{v}$ is a singular point of $X_w$ then $\overline{v}$ is a generic singular point.

6.1.2 Richardson variety as Thom variety

Using the notations given in Section 6.1.1, let $R_{v,w}$ be a Richardson variety in $G_{\Theta}/P_J$ where $v, w \in W_{\Theta}^J$ such that $v$ is a minimal degeneration of $w$. By definition of minimal degeneration there is a reflection $s_\gamma$ such that $v \leq s_\gamma v$ and $s_\gamma v \in (W_{\Theta})_{J_w} \cdot w(W_{\Theta})_J$.

Proposition 6.1.4. Suppose there is a subset $I'$ of $J_w$ such that the following three conditions are satisfied.

1. The left action of $(W_{\Theta})_{I'}$ on $W_{\Theta}^J$ fixes $v$. That is, $sv(W_{\Theta})_J = v(W_{\Theta})_J$ for all $s \in I'$.

2. The left $(W_{\Theta})_{I'}$ orbit of $s_\gamma v$ in $W_{\Theta}^J$ contains $w$.

3. If $S' = I' \cup \{s_\gamma\}$ then the set of roots $\{\alpha \in \Theta : s_\alpha \in S'\}$ forms a simple system of roots that generates a sub-root system $\Phi$ of $\Theta$.

Let $G' = G_{S'}$ be the Levi subgroup of parabolic subgroup $P_{S'}$ of $G_{\Theta}$ and $Q_{I'}$ is a maximal parabolic subgroup of $G'$ corresponding to the subset $I'$ of $S'$. Then

(a) Richardson variety $R_{v,w}$ in $G_{\Theta}/P_J$ is also a Schubert variety in the flag variety $G'/Q_{I'}$.

(b) $R_{v,w}$ is equal to the Thom variety $T(\xi_{s_\gamma})$ where $\xi_{s_\gamma}$ is the line bundle $O_{s_\gamma} \downarrow M_{s_\gamma}$, with $O_{s_\gamma} = Q_{I'} \cdot s_\gamma Q_{I'}/Q_{I'}$, the lowest non-trivial left $Q_{I'}$-orbit in $G'/Q_{I'}$.

Proof. Suppose we have subset $I'$ that satisfies the conditions 1, 2 and 3. Consider the Levi orbit $G'\overline{v}$ for $\overline{v} = vP_J/P_J$. Then the parabolic subgroup $Q_{I'}$ of $G'$ is the
isotropy group of the $G'$-action on $v$. Therefore $G'v$ can be considered as the flag variety $G'/Q_{I'}$. Since $W' = (W_\Theta)_{S'}$ is the Weyl group corresponding to $G'$, $W''$ corresponds isomorphically to a Bruhat poset to the orbit $(W_\Theta)_{S'}v$. Hence by this poset isomorphism and abuse of notation we can consider points $v, w$ to lie in $W''$ where $v < w$. Hence we have a Richardson variety $R_{v,w}[I']$ in $G'/Q_{I'}$. 

Now by using conditions 1 and 2, we can see that $v$ is minimal in the orbit $(W_\Theta)_{S'}v$. Hence $v$ corresponds to the identity element in $W''$. This implies $R_{v,w}[I']$ is in fact the Schubert variety in $G'/Q_{I'}$ corresponding to the element $w \in W''$. We change notations and set $X_w[I'] = R_{v,w}[I']$.

By condition 2, $w \in W'_I \cdot s_\gamma W'_I$, but since $I' \subseteq J_w$, $w$ is the maximal element in $W'_I \cdot s_\gamma W'_I$. Now suppose $\mathcal{O}_{s_\gamma}$ is the parabolic orbit $Q_{I'}s_\gamma Q_{I'}/Q_{I'}$ then closure of $\mathcal{O}_{s_\gamma}$ is the Schubert variety $X_w[I']$. Then as described in (4.1.3) in Chapter 4, $X_w[I']$ is the Thom variety $T(\xi_{s_\gamma})$ where $\xi_{s_\gamma}$ is the line bundle $\mathcal{O}_{s_\gamma} \downarrow M_{s_\gamma}$.

All that remains to be shown is that in fact $R_{v,w}[I'] = R_{v,w}$. We can consider $R_{v,w}[I'] = R_{v,w} \cap G''\mathfrak{v}$ so $R_{v,w}[I'] \subseteq R_{v,w}$. Also the intervals $[v, w]$ in $W''$ and $[v, w]$ in $W'_I$ are of the same length. This implies $R_{v,w}[I']$ and $R_{v,w}$ are of the same dimension. Since Richardson varieties are irreducible, this forces $R_{v,w}[I'] = R_{v,w}$. \qed

Remark 6.1.5. If $R_{v,w} = T(\xi_{s_\gamma})$ then $\overline{v} \in R_{v,w}$ corresponds to the point at infinity in $T(\xi_{s_\gamma})$. Hence if $\overline{v}$ is a singular point then it is a generic singular point of $X_w$.

### 6.2 Richardson variety in a co-minuscule flag variety

In this section we reformulate results due to Brion-Polo in [5] to find the required hypothesis under which we can identify the Richardson variety $R_{v,w}$ with a Thom variety.
6.2.1 Minimal degeneration in a co-minuscule flag variety

Consider the notations given in §6.1.1 and assume $G_{\Theta}/P_J$ is a co-minuscule flag variety from now on. Thus $J = S_{\Theta} - \{s_t\}$ where $s_t$ is a co-minuscule node in $S_{\Theta}$. Let $X_w$ be a Schubert variety in $G_{\Theta}/P_J$ for some $w \in W_{\Theta}^J$. We are interested in looking at minimal degeneration due to the following lemma.

Lemma 6.2.1. Given a Schubert variety $X_w$ in a co-minuscule flag variety $G_{\Theta}/P_J$ then $v \in W_{\Theta}^J$ is a minimal degeneration of $w$ if and only if $\bar{v}$ in $X_w$ is a generic singularity.

Proof. From [5] and [2] we know that the singular locus of $X_w$ is given by

$$\text{Sing}(X_w) = X_w - P_{J_w}wP_J/P_J.$$

Then by definition, $\bar{v} \in X_w$ is a generic singularity if and only if $X_v$ is a maximal Schubert variety (relative to order of inclusion) in $X_w - P_{J_w}wP_J/P_J$. This implies $\bar{v}$ is a generic singularity if and only if $v$ is a maximal element of the subset $[e, w(W_{\Theta})_J] - (W_{\Theta})_{J_w}w(W_{\Theta})_J$. Thus $\bar{v} \in X_w$ is a generic singularity if and only if $v$ is a minimal degeneration of $w$. \qed

Recall from Theorem 3.1.10 that we can represent the Bruhat poset $(W_{\Theta}^J, \leq)$ isomorphically by the poset $(W_{\Theta} \cdot \omega^\vee_t, \preceq_r)$ in the co-weight lattice. Further, when we consider a co-weight we can also refer to it as a co-weight position resulting from the node-firing game on $\omega^\vee_t$. Then the definition of minimal degeneration in terms of element of $W_{\Theta}^J$ can be restated in terms of elements of $W_{\Theta} \cdot \omega^\vee_t$. Set $\omega^\vee = w\omega^\vee_t$. Then $J_w = \{s \in S_{\Theta} : \omega^\vee(s) \leq 0\}$.

Definition 6.2.2. If $v \in W_{\Theta}^J$ such that $\nu^\vee = v\omega^\vee_t$ is a maximal element relative to co-weight order $'\preceq_r'$ in the set $[e, \omega^\vee] - (W_{\Theta})_{J_w}\omega^\vee$ then we call $\nu^\vee$ a minimal degeneration of $\omega^\vee$. 

Remark 6.2.3. By definition \( v \) is a minimal degeneration of \( w \) if and only if \( v^\vee = v\omega_i^\vee \) is a minimal degeneration of \( \omega^\vee \).

Definition 6.2.4. Transit node: If \( r \) is a node adjacent to \( s_0 \) in the affine Dynkin diagram then \( r \) is called a transit node of the Dynkin diagram \( \Gamma_{S_\Theta} \).

Definition 6.2.5. Descent graph: A descent graph of the co-weight \( \omega^\vee \), is a pair \((\Gamma_D, s_D)\) where \( \Gamma_D \) is a connected subgraph of \( \Gamma_{S_\Theta} \) for some subset \( D \) of \( S \) and \( s_D \in D \) is node of \( \Gamma_D \) such that \( \omega^\vee \) satisfies the condition given below on the nodes of \( \Gamma_D \) based on its isomorphism type.

1. For \( \Gamma_D \) of all types except type \( C_l \) (typical case)

\[
\omega^\vee(i) = \begin{cases} 
-1 & \text{if } s_i \text{ is a transit node of } \Gamma_D \\
1 & \text{if } s_i = s_D \text{ and } s_D \text{ is a co-minuscule node of } \Gamma_D \\
0 & \text{otherwise}
\end{cases}
\]

2. For \( \Gamma_D \) of type \( C_l \) (exceptional case)

\[
\omega^\vee(i) = \begin{cases} 
-1 & \text{if } s_i \text{ is a leaf node of } \Gamma_D \\
1 & \text{if } s_D = s_i \text{ where } s_D \text{ is an interior node of } \Gamma_D \\
0 & \text{otherwise}
\end{cases}
\]

Definition 6.2.6. Simple descent: Let \( \nu^\vee \) be a co-weight given by \( \nu^\vee = v\omega_i^\vee \). Then \( \nu^\vee \) is a simple descent of \( \omega^\vee \), denoted by \( \omega^\vee \rightarrow \nu^\vee \), if there exists a descent graph \((\Gamma_D, s_D)\) such that \( \nu^\vee - \omega^\vee = \tilde{\alpha}^\vee \), where \( \tilde{\alpha}_D \) is the highest root of the root system corresponding to \( \Gamma_D \).

Remark 6.2.7. In the above definition, we also consider the co-root \( \tilde{\alpha}_D^\vee \) as a position in the node-firing game. We do this by setting \( \tilde{\alpha}_D^\vee(s_i) = (\tilde{\alpha}_D^\vee, \alpha_i) \) for all \( s_i \in S_\Theta \).
We would like to focus on all Richardson varieties $R_{v,w}$ in Co-minuscule flag varieties $G_{\Theta}/P_J$ where $\nu^\vee = v\omega_i^\vee$ is a simple descent of $\omega^\vee = w\omega_i^\vee$ corresponding to a typical descent graph. We know that when $G_{\Theta}/P_J$ is of the simply-laced type or type $B_l/B_{l-1}$, which we shall call the general type of Co-minuscule flag variety for convenience, simple descent with only typical descent graph occurs.

**Theorem 6.2.8.** For $v, w \in W^J_{\Theta}$ where $W^J_{\Theta}$ is co-minuscule of general type, let $\nu^\vee = v\omega_i^\vee$ and $\omega^\vee = w\omega_i^\vee$. Then $\omega^\vee \rightarrow \nu^\vee$ is a simple descent (with a typical descent graph) if and only if $\nu^\vee$ is a minimal degeneration of $\omega^\vee$.

**Proof.** Suppose $\nu^\vee = v\omega_i^\vee$ is a simple descent of $\omega^\vee$ then there is a descent graph $(\Gamma_D, s_D)$ of $\omega^\vee$. This implies $\nu^\vee = \omega^\vee + \tilde{\alpha}_D^\vee$, where $\tilde{\alpha}_D$ is the highest root corresponding to $(\Gamma_D, s_D)$.

Firstly $s_{\tilde{\alpha}_D}\omega^\vee = \omega^\vee - (\omega^\vee, \tilde{\alpha}_D)\tilde{\alpha}_D^\vee$. By checking the highest root $\tilde{\alpha}_D$ in each type of Dynkin diagram and using the definition of descent graph we get $(\omega^\vee, \tilde{\alpha}_D) = -1$. This implies $s_{\tilde{\alpha}_D}\omega^\vee = \omega^\vee + \tilde{\alpha}_D^\vee$. Hence $\nu^\vee = s_{\tilde{\alpha}_D}\omega^\vee < \omega^\vee$.

Next we want to show that $\nu^\vee$ is maximal in its $(W_{\Theta})_{J_w}$-orbit. That is, we want to show $\nu^\vee(r) \leq 0$ for all $r \in J_w$. By definition of $J_w$, $\omega_i^\vee(r) \leq 0$ for all $r \in J_w$. Thus we need to check the value of $\nu^\vee(r)$ for all $r \in J_w$ where $\tilde{\alpha}_D^\vee(r) > 0$. Since $\tilde{\alpha}_D^\vee$ is the highest root corresponding to $(\Gamma_D, s_D)$, $\tilde{\alpha}_D^\vee(r) = 0$ for all nodes $r$ in $J_w$ that are not in or adjacent to $\Gamma_D$. Also $D - \{s_D\} \subseteq J_w$. By inspection of the highest root of the Dynkin diagram in the typical case, we can see that

$$
\tilde{\alpha}_D^\vee(r) = \begin{cases} 
1 & \text{if } r \text{ is a transit node of } \Gamma_D \\
0 & \text{if } r \text{ is a node in } \Gamma_D - \{s_D\} \text{ that is not a transit node} \\
0 \text{ or } -1 & \text{if } r \text{ is a node of } J_w \text{ that is adjacent to } \Gamma_D \text{ in } \Gamma_{S_{\Theta}}.
\end{cases}
$$

Thus for Dynkin diagram $\Gamma_D$, $\nu^\vee(r) \leq 0$ for all $r \in J_w$ which implies $\nu^\vee$ is maximal in its $(W_{\Theta})_{J_w}$-orbit.
Finally we want to show that if there exists \( \nu' \in W_\Theta \omega_i^\vee \) where \( \nu' \) is maximal in its \( (W_\Theta)_{J_w} \)-orbit such that \( \nu' \leq \nu'' \leq \omega^\vee \) then \( \nu'' = \nu' \). Suppose \( \nu' < \nu'' \) then there is a simple co-root \( \alpha'^\vee \) such that \( s'^\nu'' \in (W_\Theta)_{J_w} \nu'' \) where \( s' = s_{\alpha'^\vee} \). This implies \( \nu''(s') = 1 \). Hence we can say that \( \alpha'^\vee \) is a simple co-root such that \( \nu' < \nu'' \leq \omega^\vee \). Now since \( \nu'' \) is maximal in \( (W_\Theta)_{J_w} \)-orbit and \( \nu'' < \omega^\vee \), \( \nu'' \) is not in the \( (W_\Theta)_{J_w} \)-orbit of \( \omega^\vee \). Thus we can similarly say that there is a simple co-root \( \alpha''^\vee \) such that \( \nu'' - \omega^\vee \) contains \( \alpha''^\vee \) and \( s_{\alpha''^\vee} \) is not in \( J_w \). This implies

\[
\nu'' - \omega^\vee = (\nu'' - \nu'^\vee) + (\nu'^\vee - \omega^\vee) \text{ contains two simple co-roots not in } J_w.
\]

By definition, \( \nu'' - \omega^\vee = \check{\alpha}_D^\vee \) and by inspection in each case we can see that \( \check{\alpha}_D^\vee \) contains only one simple co-root not in \( J_w \) namely, \( \check{\alpha}_s^\vee \), which gives us a contradiction. Hence \( \nu'' = \nu' \).

Therefore, \( \nu'' \) is a maximal element in \( [e, \omega^\vee] - (W_\Theta)_{J_w} \cdot \omega^\vee \), which implies \( \nu'' \) is a minimal degeneration of \( \omega^\vee \).

Conversely, suppose \( \nu'' \) is a minimal degeneration of \( \omega^\vee \). Then there is a simple reflection \( s' \) such that \( \nu'' \uparrow s'^\nu'' \in (W_\Theta)_{J_w} \cdot \omega^\vee \). Since \( \nu'' \) is maximal in its \( (W_\Theta)_{J_w} \)-orbit, \( \nu''(r) \leq 0 \) for all \( r \in J_w \). Thus we can select a maximal connected subgraph \( \Gamma_D \) of \( \Gamma_{S_w} \) such that \( s' \in D, D - \{s'\} \subseteq J_w \) and \( \nu''(r) = 0 \) for all \( r \in D - \{s'\} \). Let \( \check{\alpha}_D \) be the highest root corresponding to \( D \).

First we would like to show that \( s' \) is a co-minuscule node of \( \Gamma_D \). By choosing \( \beta = v^{-1}\check{\alpha}_D \) in proof of Theorem 3.2.18, we can see that \( (\nu'' , \check{\alpha}_D) = 0, 1 \) or \(-1\). Now highest root \( \check{\alpha}_D \) is of the form

\[
\check{\alpha}_D = \sum_{\alpha \in D} a_\alpha \alpha \text{ where } a_\alpha \geq 1 \text{ for all } \alpha \in D.
\]
By construction of $D$, $(\nu^\vee, \check{\alpha}_D) = a_{\alpha'}$ where $s' = s_{\alpha'}$. This implies $a_{\alpha'} = 1$. Therefore by definition, $s'$ is a co-minuscule node of $\Gamma_D$.

Further by inspection in typical case of $\Gamma_D$, $\alpha'$ has coefficient 1 in $\check{\alpha}_D^\vee$ also. Define $\tau$ to be the co-weight $\tau^\vee = \nu^\vee - \check{\alpha}_D^\vee$. Then $\nu^\vee \prec \tau^\vee$ and $\tau^\vee \in (W_\Theta)J_w \omega^\vee$. Therefore $\tau^\vee \leq \omega^\vee$. We would now like to show that $\tau^\vee = \omega^\vee$. That is, we would like to show that $\tau^\vee(r) \leq 0$ for all $r$ in $J_w$. Since $\check{\alpha}_D^\vee$ is the highest root corresponding to $\Gamma_D$, by inspection of the highest root of the Dynkin diagram in the typical case, we can see that

$$
\check{\alpha}_D^\vee(r) = \begin{cases} 
1 & \text{if } r \text{ is a transit node of } \Gamma_D \\
0 & \text{if } r \text{ is a node in } \Gamma_D - \{s_D\} \text{ that is not a transit node} \\
0 \text{ or } -1 & \text{if } r \text{ is in } J_w \text{ that is adjacent to } \Gamma_D \text{ in } \Gamma_{S_\Theta}. \\
0 & \text{if } r \text{ is in } J_w \text{ but not in or adjacent to } \Gamma_D
\end{cases}
$$

Further $\nu^\vee(r) \leq 0$ for all $r \in J_w$. Since $\Gamma_D$ is maximal by construction, $\nu^\vee(r) = -1$ for all $r$ in $J_w$ that are adjacent to $\Gamma_D$ in $\Gamma_{S_\Theta}$. Thus we see that $\tau^\vee(r) = \nu^\vee(r) - \check{\alpha}_D^\vee(r) \leq 0$ for all $r \in J_w$. This implies $\tau^\vee$ is maximal in its $(W_\Theta)J_w$-orbit. Hence $\tau^\vee = \omega^\vee$.

In type $A$ the transit nodes are also co-minuscule. Suppose $s'$ is a transit node then $\omega^\vee(s') = 0$ which implies $s' \in J_w$ which contradicts our assumption. Hence, $s'$ is an interior minuscule node of $\Gamma_D$ in type $A$. Therefore in the typical case

$$
\omega^\vee(r) = \begin{cases} 
-1 & \text{if } r \text{ is a transit node of } \Gamma_D \\
1 & \text{if } r = s' \text{ and } s' \text{ is a co-minuscule node of } \Gamma_D \\
0 & \text{otherwise}
\end{cases}
$$

Therefore we have that $(\Gamma_D, s')$ is a descent graph of $\omega^\vee$ such that $\nu^\vee = \omega^\vee + \check{\alpha}_D^\vee$ is a simple descent of $\omega^\vee$. □
6.2.2 Richardson variety in Co-minuscule flag variety as Thom variety

In the next theorem we specifically consider co-minuscule flag varieties of the general type.

**Theorem 6.2.9.** Given a Richardson variety \( R_{v,w} \) in a general type of co-minuscule flag variety \( G_\Theta/P_J \) such that \( v \) is a minimal degeneration of \( w \) then we can identify \( R_{v,w} \) with a Thom variety.

**Proof.** \( G_\Theta/P_J \) is a co-minuscule flag variety where \( J = S_\Theta - \{ s_I \} \) where \( s_I \) is a co-minuscule node. Set \( \nu^\vee = v\omega_I^\vee \) and \( \omega^\vee = w\omega_I^\vee \). Since \( v \) is a minimal degeneration of \( w \) by Theorem 6.2.8 \( \nu^\vee \) is a simple descent of \( \omega^\vee \). Therefore we have a descent graph \( (\Gamma_D, s_D) \) such that \( \nu^\vee = \omega^\vee + \tilde{\alpha}_D^\vee \) where \( \tilde{\alpha}_D \) is the highest root corresponding to simple system \( D \).

Let \( I \) be the subset of \( J_w \) given by \( I = D - \{ s_D \} \). Let \( G = G_D \) be the Levi subgroup of parabolic subgroup \( P_D \) of \( G_\Theta \) and \( Q_D \) is a maximal parabolic subgroup of \( G \) corresponding to the subset \( I \) of \( D \). Then by construction of \( D \) in the proof of Theorem 6.2.8, we can see that

- \( sv(W_\Theta)_J = v(W_\Theta)_J \) for all \( s \in I \).
- The left \( (W_\Theta)_J \) orbit of \( s_Dv \) in \( W_\Theta^J \) contains \( w \).
- \( D = I \cup \{ s_D \} \) forms a simple system of roots that generates a sub-root system of \( \Theta \).

Then by proposition 6.1.4, \( R_{v,w} \) is equal to the Thom variety \( T(\xi_{s_D}) \) where \( \xi_{s_D} \) is the line bundle \( \mathcal{O}_{s_D} \downarrow M_{s_D} \), with \( \mathcal{O}_{s_D} = Q_I \cdot s_D Q_I/Q_I \), the lowest non-trivial left \( Q_I \)-orbit in \( G/Q_I \). \( \square \)

If flag variety \( G_\Theta/P_J \) is of type \( C_l/A_{l-1} \) then the descent graphs you can get are either of type \( (A_m, s_k) \) for \( 1 < k < m \) or of type \( (C_m, s_m) \).
Corollary 6.2.10. Given a Richardson variety $R_{v,w}$ in a co-minuscule flag variety $G_{\Theta}/P_J$ of type $C_l/A_{l-1}$ such that $v$ is a minimal degeneration $w$ such that the corresponding descent graph $(\Gamma_D, s_D)$ is of type $(A_m, s_k)$ for $1 < k < m$ then we can identify $R_{v,w}$ with a Thom variety.

Proof. Follows the same construction proof as Theorem 6.2.9, since this is just a special case. □

Remark 6.2.11. The above construction using the descent graph $(\Gamma_D, s_D)$ doesn’t work in the exceptional case. This is because if $(\Gamma_D, s_D)$ is of type $(C_m, s_m)$, then by definition $\nu^\vee(s_m) = -1$, where $s_m$ is the leaf node which corresponds to a long root. Therefore if we choose $I = D - \{s_D\}$, the condition 1 of proposition 6.1.4 is not satisfied.
Chapter 7

COMPUTING LOCAL COHOMOLOGY AT GENERIC SINGULARITIES FOR SCHUBERT VARIETIES IN CO-MINUSCULE FLAG VARIETIES

From Chapter 5 and Chapter 6, we have that the local cohomology of a Schubert variety at a generic singularity can be written in terms of the map $H^{*-2}(M_s) \xrightarrow{\alpha(\xi_s)} H^*(M_s)$ using the concept of Thom variety under the hypothesis that the Schubert variety is picked from any co-minuscule flag variety except for type $C_l/A_{l-1}$. In this Chapter we use the node-firing game described in Chapter 3 to explicitly compute the local cohomology at a generic singularity of such a Schubert variety.

7.1 Notations

Given below are all the notations that we would need in this chapter. We continue using most of notations from the previous chapters.

$G_\Theta$ a reductive complex algebraic group with Lie algebra $\mathfrak{g}_\Theta$ and root system $\Theta$. Let the corresponding Weyl group be $W_\Theta$ with Coxeter generators $S_\Theta$. Denote the Dynkin diagram by $\Gamma_{S_\Theta}$. The group $\Gamma_{S_\Theta}$ is not of type $C$.

$P_J$ is a maximal parabolic subgroup of $G_\Theta$, where $J \subseteq S_\Theta$ given by $J = S_\Theta - \{s_t\}$, where $s_t$ is a co-minuscule node of $\Gamma_{S_\Theta}$.

$X_w$ is a Schubert variety in the flag variety $G_\Theta/P_J$ for some $w \in W_\Theta^J$. Element $v$ is a minimal degeneration of $w$, hence $\overline{v}$ is a generic singularity of $X_w$. Set $J_w = \{s \in S_\Theta : sw \leq w\}$, that is $P_{J_w} = StabX_w$. 

\((\Gamma_D, s)\) is the descent graph of \(\omega^\vee = w\omega_i^\vee\) such that \(\nu^\vee = v\omega_i^\vee\) is a simple descent of \(\omega^\vee\). That is, \(\nu^\vee = \omega^\vee + \alpha_D^\vee\), where \(\alpha_D\) is the highest root corresponding to \(D\).

(We use \(s\) instead of \(s_D\) for convenience of notation)

\(G\) is the Levi subgroup of parabolic subgroup \(P_D\) of \(G_{\Theta}\) with corresponding Lie algebra \(\mathfrak{g}\) and root system \(\Phi\). Let \(W = W_D\) be the corresponding Weyl group with Coxeter generators \(D\) with Dynkin diagram \(\Gamma_D\). \(\Gamma_D\) can’t be of type \(C\).

\(Q_I\) is a maximal parabolic subgroup of \(G\), where \(I = D - \{s\}\). By definition \(s\) is co-minuscule in \(\Gamma_D\).

\(O_s\) is the lowest non-trivial parabolic orbit \(Q_I s Q_I / Q_I\) in \(G/Q_I\).

\(M_s\) is the flag variety \(L_I / Q_{K_s}\) where \(L_I\) is the Levi subgroup of \(Q_I\). \(Q_{K_s}\) is the parabolic subgroup of \(L_I\) corresponding to subset \(K_s\) which contains all nodes of \(I\) that are not adjacent to \(s\). \(\Phi_I\) be the root system corresponding to \(L_I\) with a simple system \(\Delta_I\).

\(T(\xi_s)\) is the Thom variety where \(\xi_s\) is the line bundle \(O_s \downarrow M_s\).

\(c_1(\xi_s)\) is the first Chern class of \(\xi_s\) \((c_1(\xi_s) \in H^2(M_s))\).

### 7.2 Cohomology of \(O_s - M_s\) and the flag variety \(M_s\)

From Theorem 6.2.9 and Theorem 5.2.3, we know that

\[ H^*_\tau(X_w) \cong H^{*-2m-1}(O_s - M_s). \] (7.1)

The map \(H^*(M_s) \xrightarrow{c_1(\xi_s)} H^{*+2}(M_s)\) denotes the cup product with \(c_1(\xi_s)\). Then by Theorem 5.2.4

\[ H^n(O_s - M_s) \cong \begin{cases} \text{Coker}(H^{n-2}(M_s) \xrightarrow{c_1(\xi_s)} H^n(M_s)) & \text{if } n \text{ is even.} \\ \text{Ker}(H^{n-1}(M_s) \xrightarrow{c_1(\xi_s)} H^{n+1}(M_s)) & \text{if } n \text{ is odd}. \end{cases} \]
7.2.1 The map $H^{n-2}(M_s) \xrightarrow{c_1(\xi_s)} H^n(M_s)$

Recall $M_s = L_I/Q_{K_s}$. In order to compute $H^n(O_s - M_s)$ we need to understand the following map explicitly.

$$c_1(\xi_s) : H^{2k-2}(L_I/Q_{K_s}) \to H^{2k}(L_I/Q_{K_s})$$

$$y \mapsto c_1(\xi_s) \cup y$$

The Bruhat decomposition for $L_I/Q_{K_s}$([20]) gives us that

$$L_I/Q_{K_s} = \bigsqcup_{\sigma \in W_I^{K_s}} B\sigma Q_{K_s}/Q_{K_s}$$

where $e_\sigma = B\sigma Q_{K_s}/Q_{K_s}$ are the Schubert cells and $X_\sigma = e_\sigma$, closure in Zariski topology are the Schubert Varieties of $L_I/Q_{K_s}$. Let $W_I^{K_s,k}$ be the subset of $W_I^{K_s}$ containing all the minimal coset representatives of length $k$. Then $\{[X_\sigma]\}_{\sigma \in W_I^{K_s,k}}$ forms the Schubert basis for $H_{2k}(L_I/Q_{K_s},\mathbb{Z})$, where $[X_\sigma]$ is the homology class of the Schubert variety $X_\sigma$. Similarly the cohomology of $L_I/Q_{K_s}$, $H^{2k}(L_I/Q_{K_s},\mathbb{Z})$, is free with the Kronecker dual basis $\{y_\sigma\}_{\sigma \in W_I^{K_s,k}}$. For the map $H^{n-2}(L_I/Q_{K_s}) \xrightarrow{c_1(\xi_s)} H^n(L_I/Q_{K_s})$ we can take the Schubert basis of $H^{2k-2}(L_I/Q_{K_s})$ and $H^{2k}(L_I/Q_{K_s})$ given by $\{y_\sigma\}_{\sigma \in W_I^{K_s,k-1}}$ and $\{y_\zeta\}_{\zeta \in W_I^{K_s,k}}$ respectively and then we want to find all the integers $\delta_{\zeta,\sigma}$ such that

$$c_1(\xi_s) \cup y_\sigma = \sum_{\zeta \in W_I^{K_s,k}} \delta_{\zeta,\sigma} y_\zeta$$

for all $\sigma \in W_I^{K_s,k-1}$.

7.2.2 The flag variety $M_s$

To further understand the map $H^{n-2}(M_s) \xrightarrow{c_1(\xi_s)} H^n(M_s)$, we would like to determine all the relevant flag varieties $M_s = L_I/Q_{K_s}$.

**Theorem 7.2.1.** All the possible flag varieties $M_s$ for which $T(\xi_s)$ to be is isomorphic to $R_{vw}$ are given below.
1. $D_4/A_3$

2. $D_5/A_4$

3. $E_6/D_5$

4. $D_l/D_{l-1}$ for $l \geq 5$

5. $A_l/(A_1 \times A_{l-2})$ for $l \geq 3$

6. $B_l/B_{l-1}$ for $l \geq 2$ ($B_1 = A_1$)

7. $(A_{k-1}/A_{k-2}) \times (A_{l-k}/A_{l-k-1})$ for $1 < k < l$

**Proof.** By the construction given in proof of Theorem 6.2.9, we know that the flag variety $L_I/Q_{K_s}$ depends on the type of descent graph $(\Gamma_D, s)$. The relevant relations are $I = D - s$ and $K_s$ is subset of $I$ that contains all nodes except the nodes adjacent to $s$ in $\Gamma_D$.

Table 7.1: Typical descent graph $(\Gamma_D, s)$ with corresponding flag variety $M_s$ for which $T(\xi_s)$ is isomorphic to $R_{vw}$

<table>
<thead>
<tr>
<th>$(\Gamma_D, s)$</th>
<th>Type of $M_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(A_l, s_k)$ for $l \geq 2, 1 &lt; k &lt; l$</td>
<td>$(A_{k-1}/A_{k-2}) \times (A_{l-k}/A_{l-k-1})$</td>
</tr>
<tr>
<td>$(D_4, s_1)$</td>
<td>$A_3/(A_1 \times A_1)$</td>
</tr>
<tr>
<td>$(D_5, s_1)$</td>
<td>$D_4/A_3$</td>
</tr>
<tr>
<td>$(D_{l+1}, s_1)$ for $l \geq 5$</td>
<td>$D_l/D_{l-1}$</td>
</tr>
<tr>
<td>$(D_{l+1}, s_l)$ for $l \geq 4$</td>
<td>$A_l/(A_1 \times A_{l-2})$</td>
</tr>
<tr>
<td>$(E_6, s_6)$</td>
<td>$D_5/A_4$</td>
</tr>
<tr>
<td>$(E_7, s_7)$</td>
<td>$E_6/D_5$</td>
</tr>
<tr>
<td>$(B_{l+1}, s_1)$ for $l \geq 3$</td>
<td>$B_l/B_{l-1}$</td>
</tr>
</tbody>
</table>
Given in the table 7.1 are all the typical descent graphs \((\Gamma_{D,s})\) that can be derived from the definition 6.2.5 and the corresponding flag variety \(L_I/Q_{K_s}\). We can easily check that each of the descent graphs listed in the table 7.1 occurs for Schubert varieties in certain co-minuscule flag varieties. Thus, in the table we have listed all types of typical descent graph \((\Gamma_{D,s})\) and hence also all the types of the relevant flag variety \(L_I/Q_{K_s}\) that occur.

\[\square\]

**Remark 7.2.2.** We see that except for type \((A_{k-1}/A_{k-2}) \times (A_{l-k}/A_{l-k-1})\) all others are co-minuscule.

### 7.3 Co-minuscule \(M_s\) and the map \(H^{n-2}(M_s) \xrightarrow{c_1(\xi_s)} H^n(M_s)\)

We continue using the notations from the previous section. As given in Section 7.2.1, to completely understand the map \(H^{n-2}(M_s) \xrightarrow{c_1(\xi_s)} H^n(M_s)\) we want to find all the integers \(\delta_{\zeta,\sigma}\) such that

\[c_1(\xi_s) \cup y_\sigma = \sum_{\zeta \in W_{W_{I/K_s}}^{K_s,k}} \delta_{\zeta,\sigma} y_\zeta\]

for all \(\sigma \in W_{I/K_s}^{K_s,k-1}\). As given in Theorem 7.1, the flag variety \(M_s\) is of co-minuscule type except for one case. In this section we will deal with the co-minuscule case. Suppose \(\dim_{\mathbb{C}}(M_s) = N\).

**Chevalley Coefficients**

Let \(M_s = L_I/Q_{K_s}\) be a co-minuscule flag variety such that subset \(K_s = I - \{s_a\}\) where \(s_a\) is a co-minuscule node corresponding to \(I\). Pick an element \(\sigma \in W_{I/K_s}^{K_s,k-1}\). Since in a co-minuscule flag variety the Bruhat order and left weak order coincide, if \(\zeta > \sigma\) in Bruhat order on \(W_{I/K_s}\) such that \(\sigma \uparrow \zeta\) then there is a simple root \(\alpha \in \Delta_I\) such that \(\zeta = s_\alpha \sigma\) and \(l(\zeta) = l(\sigma) + 1\) in \(W_{I/K_s}\). Hence if \(y_\sigma\) is a basis element of \(H^{2k-2}(L_I/Q_{K_s})\) and \(s_\alpha : \sigma \uparrow \zeta\) then \(y_\zeta\) is a basis element of \(H^{2k}(L_I/Q_{K_s})\). Hence the
Chevalley formula gives us that
\[ c_1(\xi_s) \cup y_\sigma = \sum_{s_\alpha : \sigma \uparrow \zeta} \sigma \omega_\alpha(\alpha^\vee)y_\zeta \]

where \( \omega_\alpha \) is the fundamental weight corresponding to the co-minuscule node \( s_\alpha \). Therefore for \( \sigma \in W_{I}^{K_s,k-1} \) and \( \zeta \in W_{I}^{K_s,k} \) we have the following.

\[ \delta_{\zeta,\sigma} = \begin{cases} \sigma \omega_\alpha(\alpha^\vee) & \text{if } s_\alpha : \sigma \uparrow \zeta \\ 0 & \text{otherwise} \end{cases} \]

We will also call \( \delta_{\zeta,\sigma} \) the Chevalley coefficients.

**Matrix \( \mathcal{M}_k \)**

Using Chevalley coefficients we want to construct a matrix to represent the map \( c_1(\xi_s) : H^{2k-2}(M_s) \to H^{2k}(M_s) \). For this first we need to specify how to order the elements of \( W_{I}^{K_s,m} \) for \( 0 \leq m \leq N \). We already have an order (lexicographic) on the simple roots \( \alpha_i \in \Delta_I \) as given in the Dynkin diagrams (see [4]). We use this to inductively order the elements of \( W_{I}^{K_s,k} \) as follows.

1. \( W_{I}^{K_s,0} = \{1\} \) so we have an order when \( k = 0 \) vacuously.

2. Assume we can order elements of \( W_{I}^{K_s,k-1} \), so we write \( W_{I}^{K_s,k-1} = \{\sigma_1, \sigma_2, \ldots, \sigma_{n_{k-1}}\} \) where \( |W_{I}^{K_s,k-1}| = n_{k-1} \).

3. For each \( i \) where \( 1 \leq i \leq n_{k-1} \), first define set \( D_i = \{\alpha \in \Delta_I : s_\alpha \sigma_i > \sigma_i\} \). Now define \( E_i = D_i - \{\alpha \in D_i : s_\alpha \sigma_m = s_\alpha \sigma_i \text{ for some } m < i\} \).

   If \( D_i \) is empty then \( k - 1 = N \) and \( \sigma_i = w_0^I \) for all \( i \).

4. By the ordering on the \( \Delta_I \) we can write \( E_i \) as an ordered sequence \( \{\alpha_{(i,1)}, \alpha_{(i,2)}, \ldots, \alpha_{(i,r_i)}\} \) for \( 1 \leq i \leq n_{k-1} \). \((|E_i| = r_i)\)
5. From the above steps we know that the number of element in $W_{I}^{K_{s,k}}$ is $n_k = r_1 + \cdots + r_{n_k-1}$. To order these element we first define sets $F_i$ as follows.

$F_1 = \{ \zeta_1 = s_{\alpha(1,1)} \sigma_1, \ldots, \zeta_{r_1} = s_{\alpha(1,r_1)} \sigma_1 \}$

$F_2 = \{ \zeta_{r_1+1} = s_{\alpha(2,1)} \sigma_2, \ldots, \zeta_{r_1+r_2} = s_{\alpha(2,r_2)} \sigma_2 \}$

$\vdots$

$F_{n_k-1} = \{ \zeta_{\sum_{i=1}^{n_k-1} r_i+1} = s_{\alpha(n_{k-1},1)} \sigma_{n_{k-1}}, \ldots, \zeta_{n_k} = \zeta_{\sum_{i=1}^{n_k-1} r_i} = s_{\alpha(n_{k-1},r_{n_{k-1}})} \sigma_{n_{k-1}} \}$

Then

$$W_{I}^{K_{s,k}} = \bigcup_{1 \leq i \leq n_{k-1}} F_i.$$ 

Therefore from now on we will always consider the elements of $W_{I}^{K_{s,k}}$ with the order described above. Using this order we can correspondingly define the basis of $H^{2k-2}(M_s)$ as $\{ y_{\sigma_i} : \sigma_i \in W_{I}^{K_{s,k-1}} \}$ and the basis of $H^{2k}(M_s)$ as $\{ y_{\zeta_i} : \zeta_i \in W^{K_{s,k}} \}$.

Hence we can define a matrix for the map $c_1(\xi_s) : H^{2k-2}(M_s) \to H^{2k}(M_s)$ as follows.

$$\mathcal{M}_k = [\mathcal{M}_k(i,j)]_{1 \leq i \leq n_k, 1 \leq j \leq n_{k-1}}$$ such that $\mathcal{M}_k(i,j) = \delta_{\xi_i, \sigma_j}$

where $\sigma_j \in W_{I}^{K_{s,k-1}}$ and $\zeta_i \in W^{K_{s,k}}$.

7.3.1 Node Firing Game and Chevalley Coefficients

If the co-minuscule flag variety $M_s$ is simply laced then we can identify the root system with its dual. This implies the Chevalley coefficients

$$\delta_{\zeta, \sigma} = \begin{cases} 
\sigma \omega_\alpha^\vee(\alpha) & \text{if } s_\alpha : \sigma \uparrow \zeta \\
0 & \text{otherwise} 
\end{cases}.$$ 

Then the node-firing game described in Chapter 3 gives us a very simple technique to compute the Chevalley coefficients $\delta_{\zeta, \sigma}$ as follows.

Step 1 Consider the fundamental co-weight $\omega_\alpha^\vee$ corresponding to the Dynkin diagram $\Gamma_I$ as an initial position and play the node-firing game on $\omega_\alpha^\vee$. (This gives
us the poset \( (W_I \omega_a^\vee, \preceq) \) embedded in the co-weight lattice. Also \((W_I \omega_a^\vee, \preceq)\) is isomorphic to the Bruhat poset \((W_I^{K_s}, \preceq)\).

**Step 2** For \( \sigma \in W_I^{K_s,k-1} \) the node-firing game will give us the co-weight \( \sigma \omega_a^\vee \) as a position at the \( k - 1 \)-th step.

**Step 3** For all \( \zeta \in W_I^{K_s,k} \) such that \( s_\alpha : \sigma \uparrow \zeta \) for some \( \alpha \in \Delta_I \) the Chevalley coefficient value \( \sigma \omega_a^\vee(\alpha) \) appears as the label of node \( \alpha \) of the co-weight position \( \sigma \omega_a^\vee \). (In fact, these will correspond to all the positive node-values \( \sigma \omega_a^\vee(\alpha) \) since \( s_\alpha \sigma > \sigma \).)

If \( M_s \) is non-simply laced then we play the node-firing game on the fundamental weight \( \omega_a \) on the Dynkin diagram corresponding the dual root system \( \Phi_I^\vee \) and compute the Chevalley coefficients (\( \sigma \omega_a(\alpha^\vee) \)) using the same steps as given above.

### 7.4 Computing \( H^*(O_s - M_s) \) when \( M_s \) is co-minuscule

In this section we finally compute \( H^*(O_s - M_s) \) for all cases when \( M_s \) is co-minuscule (see Theorem 7.1). First we will use the node-firing game as explained in (7.3.1) to construct the poset \((W_I \omega_a, \preceq)\) of the co-weight lattice. Second we will use the poset to compute the Chevalley coefficients \( \delta_{\zeta,\sigma} \) and construct the matrices \( \mathcal{M}_k \) for \( 1 \leq k \leq N \) (See (7.3), (7.3), (7.3.1)). Then by Theorem 5.2.4

\[
\text{Ker}(\mathcal{M}_i) = H^{2i-1}(O_s - M_s) \quad (7.2)
\]
\[
\text{Coker}(\mathcal{M}_i) = H^{2i}(O_s - M_s) \quad (7.3)
\]

All the figures derived from the node-firing game are given in (??). We will use these figures to do case by case analysis in the following sections.

#### 7.4.1 Type \( D_4/A_3 \)

We have \( \dim_{\mathbb{C}}(M_s) = 6 \). Playing the node-firing game on \( \omega_1^\vee \) in \( D_4 \) we get figure 7.1.
Hence we have the following.

\[ M_1 = M_2 = M_5 = M_6 = [1] \]

\[ M_3 = \begin{bmatrix} 1 \\ 1 \end{bmatrix} \]

\[ M_4 = \begin{bmatrix} 1 & 1 \end{bmatrix} \]

Therefore

\[ H^i(O_s - M_s) \cong \begin{cases} \mathbb{Z} & \text{for } i = 0, 6, 7, 13 \\ 0 & \text{otherwise.} \end{cases} \]
7.4.2 $D_5/A_4$

We have $\text{dim}_C(M_s) = 10$. Playing the node-firing game on $\omega^\gamma_5$ in $D_5$ we get figure 7.2.

Hence we have the following.

$$M_1 = M_2 = M_9 = M_{10} = \begin{bmatrix} 1 \end{bmatrix}$$

$$M_3 = \begin{bmatrix} 1 \\ 1 \end{bmatrix}$$
\[ \mathcal{M}_4 = \mathcal{M}_7 = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} \]

\[ \mathcal{M}_5 = \mathcal{M}_6 = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} \]

\[ \mathcal{M}_8 = \begin{bmatrix} 1 & 1 \end{bmatrix} \]

Therefore

\[ H^i(\mathcal{O}_s - M_s) \cong \begin{cases} \mathbb{Z} & \text{for } i = 0, 6, 15, 21 \\ 0 & \text{otherwise.} \end{cases} \]

7.4.3 \ E_6/D_5

We have \( \text{dim}_{\mathbb{C}}(M_s) = 16 \). Playing the node-firing game on \( \omega_6^X \) in \( E_6 \) we get figure 7.3. Hence we have the following.

\[ \mathcal{M}_1 = \mathcal{M}_2 = \mathcal{M}_3 = \mathcal{M}_{14} = \mathcal{M}_{15} = \mathcal{M}_{16} = [1] \]

\[ \mathcal{M}_4 = \begin{bmatrix} 1 \\ 1 \end{bmatrix} \]

\[ \mathcal{M}_5 = \mathcal{M}_{10} = \mathcal{M}_{11} = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} \]

\[ \mathcal{M}_6 = \mathcal{M}_7 = \mathcal{M}_{12} = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} \]

\[ \mathcal{M}_8 = \begin{bmatrix} 1 & 0 \\ 1 & 1 \\ 0 & 1 \end{bmatrix} \]

\[ \mathcal{M}_9 = \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \end{bmatrix} \]

\[ \mathcal{M}_{13} = \begin{bmatrix} 1 & 1 \end{bmatrix} \]
Figure 7.3: Node-firing game on $\omega_6^\vee$ in $E_6$
Therefore,

\[ H^i(\mathcal{O}_s - M_s) \cong \begin{cases} 
\mathbb{Z} & \text{if } i = 0, 8, 16, 17, 25, 33 \\
0 & \text{otherwise.} 
\end{cases} \]

7.4.4 \( D_l/D_{l-1} \) for \( l \geq 5 \)

We have \( \dim_C(M_s) = 2l - 2 \). Playing the node-firing game on \( \omega^\vee \) in \( D_l \) we get figure 7.4.

Figure 7.4: Node-firing game on \( \omega^\vee \) in \( D_l \)
Hence we have the following.

\[ \mathcal{M}_i = [1] \text{ for all } 1 \leq i \leq 2l - 2 \text{ and } i \neq l - 1, l \]

\[ \mathcal{M}_{l-1} = \begin{bmatrix} 1 \\ 1 \end{bmatrix} \]

\[ \mathcal{M}_l = \begin{bmatrix} 1 & 1 \end{bmatrix} \]

Therefore,

\[ H^i(\mathcal{O}_s - M_s) \cong \begin{cases} \mathbb{Z} & \text{if } i = 0, 2l - 2, 2l - 1, 4l - 3 \\ 0 & \text{otherwise.} \end{cases} \]

7.4.5 \( A_l/(A_1 \times A_{l-2}) \) for \( l \geq 3 \)

We have \( \dim_{\mathbb{C}}(M_s) = 2l - 2 \). We play the node-firing game on \( \omega^\vee_2 \) in \( A_l \). Drawing the corresponding poset diagram is nice for each fixed value of \( l \) but a little harder to depict as a general case \( l \), but we can describe the diagram of the game for general case up to the middle step \( l - 1 \) inductively as given below and rest of the diagram comes by symmetry.

1. The node-firing game on \( \omega^\vee_2 \) in \( A_3 \) is given in figure 3.2.

2. Suppose we have constructed the node-firing game on \( \omega^\vee_2 \) in \( A_{l-1} \).

3. The node-firing game on \( \omega^\vee_2 \) in \( A_l \) will be identical to the game on \( A_{l-1} \) until step \( l - 2 \).

4. At step \( l - 1 \) we get one position more in the game on \( A_l \) than the one on \( A_{l-1} \) as shown below. (The extra position is marked)

Case: \( l \) is even
Figure 7.5: Step $l - 1$ of node-firing game on $\omega_2^\vee$ in $A_3$ when $l$ is even

Case: $l$ is odd

Figure 7.6: Step $l - 1$ of node-firing game on $\omega_2^\vee$ in $A_3$ when $l$ is odd

The above construction works because if we consider the co-weight representation of $\omega_2^\vee$ in $A_l$ that is $\omega_2^\vee = (0, 1, 0, \cdots, 0, 0)$. The node-firing game on $\omega_2^\vee$ in $A_l$ at each step $i$ for $i \leq l - 2$ gives us the position $s_{i+2} \cdots s_2 \omega_2^\vee = (1, 0, \ldots, -1, 1, 0, \ldots, 0)$. This is the only position with node value 1 at the right-most($\alpha_{i+2}$) possible node. Hence the $l$-th node of resulting positions at each step is always zero up to step $l - 3$, so the steps of the game are identical to playing the node-firing game in $A_{l-1}$ until step $l - 2$. At step $l - 2$ all positions of the node-firing game in $A_l$ have the $l$-th node zero except the last position $(1, 0, \cdots, 0, -1, 1)$. Hence at step $l - 1$ we get one position more, namely $(1, 0, \cdots, 0, 0, -1)$, in the game on $A_l$ than in the game on $A_{l-1}$ as shown in the figures above.

Using the above description of the node-firing game on $\omega_2^\vee$ in $A_l$ we can derive the matrices $M_k$ for $1 \leq k \leq 2l - 2$. First define an $(i \times i)$ matrix $P_i$ and an $(i \times i)$
matrix $Q_i$ as follows.

$$
P_i = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
1 & 1 & \ddots & \vdots \\
0 & 1 & \ddots & 0 \\
\vdots & \ddots & \ddots & 1 \\
0 & \cdots & 0 & 1
\end{bmatrix}
$$

$$
Q_i = \begin{bmatrix}
1 & 1 & 0 & \cdots & 0 \\
0 & 1 & 1 & \ddots & \vdots \\
0 & 0 & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & 1 & 1 \\
0 & \cdots & 0 & 0 & 1
\end{bmatrix}
$$

Then we have the following.

$$
\mathcal{M}_i = Q_i \text{ for } 1 \leq i \leq l - 1 \text{ and } i \text{ is odd}
$$

$$
\mathcal{M}_i = P_i \text{ for } 1 \leq i \leq l - 1 \text{ and } i \text{ is even}
$$

$$
\mathcal{M}_i = M_{2l-1-i}^T \text{ for } l \leq i \leq 2l - 2
$$

Let $l = 2m - 1$ if $l$ is odd and $l = 2m$ if $l$ is even. Then

$$
H^i(\mathcal{O}_s - M_s) \simeq \begin{cases} 
\mathbb{Z} & \text{for } i = 0, 4, \cdots, 4(m - 1), \\
4l - 3 - 4(m - 1), \cdots, 4l - 7, 4l - 3 & \text{otherwise.}
\end{cases}
$$

7.4.6 $B_l/B_{l-1}$ for $l \geq 2$

We have $\dim_{\mathbb{C}}(M_s) = 2l - 1$. Here we play the node-firing game on $\omega_1$ of $B_1$ by considering $\omega_1$ as the co-weight of $C_l$ as explained in (3.2.3) and (7.3.1) and get figure 7.7.
Hence we have the following.

\[ M_i = [1] \text{ for } 1 \leq i \leq 2l - 1 \text{ and } i \neq l \]

\[ M_l = [2] \]

Therefore

\[ H^i(O_s - M_s) \cong \begin{cases} 
\mathbb{Z} & \text{if } i = 0, 4l - 1 \\
\mathbb{Z}/2\mathbb{Z} & \text{if } i = 2l \\
0 & \text{otherwise.}
\end{cases} \]
7.5 **Computing** $H^*(\mathcal{O}_s - M_s)$ **when** $M_s$ **is of type** $(A_{k-1}/A_{k-2}) \times (A_{l-k}/A_{l-k-1})$ **for** $1 < k < l$.

For simplicity we set $m = k - 1$ and $n = l - k$. Without loss of generality we can assume $m \leq n$. Then we have $M_s$ of type $(A_m/A_{m-1}) \times (A_n/A_{n-1})$ with $1 \leq m, n$. Hence $M_s \cong \mathbb{CP}^m \times \mathbb{CP}^n$. Then the line bundle $\xi_s$ is of the form $\lambda_1^* \otimes \lambda_2^* \downarrow \mathbb{CP}^m \times \mathbb{CP}^n$. Let $c_1(\lambda_1^*) = y_1$ and $c_1(\lambda_2^*) = y_2$. Then $y_1, y_2 \in H^2(\mathbb{CP}^m \times \mathbb{CP}^n)$ and

$$H^*(\mathbb{CP}^m \times \mathbb{CP}^n) \cong \mathbb{Z}[y_1, y_2]/(y_1^{m+1}, y_2^{n+1}).$$

The set of ordered basis elements of $H^{2i}(\mathbb{CP}^m \times \mathbb{CP}^n)$ is $\mathcal{B}_i = \{y_1^j y_2^k : 0 \leq k \leq i, j + k = i\}$ for $i \geq 0$. Clearly $H^{2i-1}(\mathbb{CP}^m \times \mathbb{CP}^n) = 0$ for $i \geq 1$. Also by definition of chern class we have that

$$c_1(\lambda_1^* \otimes \lambda_2^*) = c_1(\lambda_1^*) + c_1(\lambda_2^*) = y_1 + y_2.$$

Now consider the map $c_1(\xi_s) : H^{2i-2}(M_s) \to H^{2i}(M_s)$. Then for $y_1^i y_2^k \in \mathcal{B}_{i-1}$

$$c_1(\lambda_1^* \otimes \lambda_2^*) \cup y_1^i y_2^k = (y_1 + y_2) \cup y_1^i y_2^k = y_1^{i+1} y_2^k + y_1^i y_2^{k+1}.$$

We now construct the matrix $\mathcal{M}_i$ corresponding to the map $c_1(\xi_s) : H^{2i-2}(M_s) \to H^{2i}(M_s)$. First define an $(i \times i - 1)$ matrix $\mathcal{P}_i$ and an $(i \times i)$ matrix $\mathcal{Q}_i$ as follows.

$$\mathcal{P}_i = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
1 & 1 & \ddots & \vdots \\
0 & 1 & \ddots & 0 \\
\vdots & \ddots & \ddots & 1 \\
0 & \cdots & 0 & 1
\end{bmatrix}$$

$$\mathcal{Q}_i = \begin{bmatrix}
1 & 1 & 0 & \cdots & 0 \\
0 & 1 & 1 & \ddots & \vdots \\
0 & 0 & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & 1 & 1 \\
0 & \cdots & 0 & 0 & 1
\end{bmatrix}$$
(Also defined in section 7.4.5.) Then we can see that
\[ M_i = P_{i+1} \quad \text{for } 1 \leq i \leq m \]
\[ M_i = Q_{m+1} \quad \text{for } m+1 \leq i \leq n \]
\[ M_i = M_{n+m+1-i}^T \quad \text{for } n+1 \leq i \leq m+n \]

By Theorem 5.2.4 we have
\[ \text{Ker}(M_i) = H^{2i-1}(O_s - M_s) \]
\[ \text{Coker}(M_i) = H^{2i}(O_s - M_s). \]

Therefore
\[ H^i(O_s - M_s) \cong \begin{cases} 
Z & \text{if } i = 0, 2, \cdots, 2m, 2n+1, 2n+3, \cdots, 2n+2m+1 \\
0 & \text{otherwise.} 
\end{cases} \]

### 7.6 Computing local cohomology \( H^*_v(X_w) \)

Consider any Schubert variety \( X_w \) in a general type co-minuscule flag variety \( G_{\Theta}/P_J \) for \( w \in (W_{\Theta})^J \) as described in Section 7.1. Now suppose \( v \in (W_{\Theta})^J \) such that \( v \) is a generic singular point of \( X_w \). In the steps below we summarize the process we have used (from Chapter 6 and 7) to compute the local cohomology of \( X_w \) at \( v \).

**Step (1)** We construct the co-weight lattice \( (W_{\Theta} \cdot \omega^\vee_r, \preceq_r) \) using the node-firing game on the initial position \( \omega^\vee_r \) (See Chapter 3).

**Step (2)** We find the typical descent graph \( (\Gamma_D, s) \) corresponding to the simple descent \( \omega^\vee \rightarrow \nu^\vee \) where \( \nu^\vee = v\omega^\vee_r \) and \( \omega^\vee = w\omega^\vee_r \) (See Theorem 6.2.8).

**Step (3)** We find the type of the flag variety \( M_s \) corresponding to \( (\Gamma_D, s) \) from the table 7.1.

**Step (4)** We find the cohomology \( H^*(O_s - M_s) \) corresponding to flag variety \( M_s \) from Section 7.4.

Then we have \( H^*_v(X_w) \cong H^{*-2m-1}(O_s - M_s) \) (see Theorem 5.2.3).
7.6.1 Some observations

\( H^*_v(X_w) \) when \( G_\Theta/P_J \) is simply laced and co-minuscule

Suppose the Schubert variety \( X_w \) with a generic singularity \( v \) from a simply laced co-minuscule flag variety. Then from our computation we have that the local cohomology \( H^*_v(X_w) \) is ‘torsion-free’.

A theorem of Dale Peterson (see [7]) shows that for Schubert varieties in simply-laced flag varieties of type ADE, rationally smooth implies smooth. This implies our Schubert variety \( X_w \) should not be even rationally smooth at the generic singularity \( \bar{v} \). This statement can be verified by tensoring our corresponding computations of \( H^*(\mathcal{O}_s - M_s) \) with \( \mathbb{Q} \).

\( H^*_v(X_w) \) when \( G_\Theta/P_J \) is non-simply laced of the type \( B_l/B_{l-1} \)

Suppose the Schubert variety \( X_w \) with a generic singularity \( v \) if from a non-simply laced co-minuscule flag variety of the type \( B_N/B_{N-1} \). Then from our computation we have that the local cohomology \( H^*_v(X_w) \) always has 2-torsion group.

By tensoring our corresponding computations of \( H^*(\mathcal{O}_s - M_s) \) with \( \mathbb{Q} \) we also have that the Schubert variety \( X_w \) is rationally smooth at the generic singularity \( \bar{v} \).
Consider the Thom variety $T(\xi_s)$ corresponding to the line bundle $\xi_s \downarrow M_s$ as described in Chapter 4. Then from (5.2) and (5.2.3) we have that

$$H^*_\infty(T(\xi_s)) \cong H^{*-1}(\mathcal{O}_s - M_s).$$ (8.1)

In section 7.4 we have already computed $H^*(\mathcal{O}_s - M_s)$ for each co-minuscule flag variety $M_s$ of the type listed in Theorem 7.2.1 and hence we have the local cohomology $H^*_\infty(T(\xi_s))$ using (8.1). This raises the following question: What can one say about the local cohomology $H^*_\infty(T(\xi_s))$ when $M_s$ is any co-minuscule flag variety?

### 8.1 Computing $H^*(\mathcal{O}_s - M_s)$ for co-minuscule $M_s$

Listed below are all the types of co-minuscule flag varieties $M_s$ that are not listed in Theorem 7.2.1.

I $A_l/A_{l-1}$ for $l \geq 1$.

II $A_l/(A_k \times A_{l-k-1})$ for $2 \leq k \leq l - 2$. For convenience we assume $k \leq l - k - 1$.

III $C_l/A_{l-1}$ for $l \geq 3$.

IV $D_l/A_{l-1}$ for $l \geq 6$.

V $E_7/E_6$
To compute $H^*(\mathcal{O}_s - M_s)$ for type I, II, III, IV and V we can use the same procedure that we used in section 7.4. That is, for each type we use the node-firing game, as explained in (7.3.1), to construct the poset $(W_I \omega^\vee_\alpha, \preceq)$ of the co-weight lattice and then use the poset to compute the Chevalley coefficients $\delta_{\zeta, \sigma}$ and construct the matrices $\mathcal{M}_i$ for $1 \leq i \leq N$ (See (7.3), (7.3.1)). Then by Theorem 5.2.4

$$\text{Ker}(\mathcal{M}_i) = H^{2i-1}(\mathcal{O}_s - M_s)$$
$$\text{Coker}(\mathcal{M}_i) = H^{2i}(\mathcal{O}_s - M_s)$$

For $M_s$ of type I, $T(\xi) \cong \mathbb{P}^{l+1}$ so it is smooth at the point at infinity hence we already know the local cohomology. For $M_s$ of type II, III and IV we need to fix a value of $l$ and also fix value $k$ in type II to do the computations. Unfortunately in types II, III and IV it seems hopelessly difficult to find a pattern for $H^*(\mathcal{O}_s - M_s)$ for a general value of $l$. Hence computing $H^*(\mathcal{O}_s - M_s)$ for large values of $l$ will be an extremely tedious process if we compute by hand. Instead for types II, III and IV we give a program in Python that computes the matrix $\mathcal{M}_i$ for each $i$ (using the steps of the node-firing game) and use the Sage software to run the program and find its kernel and cokernel (given in section 8.1.2).

8.1.1 $H^*(\mathcal{O}_s - M_s)$ for $M_s$ of type $E_7/E_6$

We have $\dim_{\mathbb{C}}(M_s) = 27$. We play the node-firing game on $\omega_7^\vee$ in $E_7$ and get the corresponding lattice. This lattice shown in in figure 8.1 until the middle step. We get the rest by symmetry.
Figure 8.1: Node-firing game on $\omega^Y$ in $E_7$
Hence we have the following.

\[
M_1 = M_2 = M_3 = M_4 = M_{24} = M_{25} = M_{26} = M_{27} = [1]
\]

\[
M_5 = \begin{bmatrix} 1 \\ 1 \end{bmatrix}
\]

\[
M_6 = M_{22} = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix}
\]

\[
M_7 = M_8 = M_{20} = M_{21} = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}
\]

\[
M_9 = \begin{bmatrix} 1 & 0 \\ 1 & 1 \\ 0 & 1 \end{bmatrix}
\]

\[
M_{10} = M_{18} = \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{bmatrix}
\]

\[
M_{11} = M_{12} = M_{16} = M_{17} = \begin{bmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \\ 0 & 1 & 1 \end{bmatrix}
\]

\[
M_{13} = \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 1 & 1 \end{bmatrix}
\]

\[
M_{14} = \begin{bmatrix} 1 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 1 \end{bmatrix}
\]

\[
M_{15} = \begin{bmatrix} 1 & 0 & 0 \\ 1 & 1 & 1 \\ 0 & 0 & 1 \end{bmatrix}
\]
\[ M_{19} = \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \end{bmatrix} \]
\[ M_{23} = \begin{bmatrix} 1 & 1 \end{bmatrix} \]

Therefore,
\[ H^i(\mathcal{O}_s - M_s) \cong \begin{cases} \mathbb{Z} & \text{if } i = 0, 10, 18, 37, 45, 55 \\ \mathbb{Z}/2\mathbb{Z} & \text{if } i = 28 \\ 0 & \text{otherwise.} \end{cases} \]

### 8.1.2 Python program to compute $H^*(\mathcal{O}_s - M_s)$ for type II, III and IV

In this section we give a Python program such that given any arbitrary initial co-weight position $\omega^{\gamma}_a$, corresponding to $M_s$, it computes $M_i$ for each $i$ and prints the following.

1. Matrix number $i$ of $M_i$

2. Elementary divisors of $M_i$

3. Nullity of $M_i$

This program was written in collaboration with David Sprehn.
class cweight(object):
    def __init__(self, diagram, values):
        self.diagram = diagram
        self.values = tuple(values)
        #self.__hash__ = self.values.__hash__

def __hash__(self):
    return hash(self.values)

def __eq__(self, other):
    return self.diagram is other.diagram and self.values == other.values

def fire(self, node):
    assert self.values[node] > 0
    newvals = list(self.values)
    for neigh, arr in self.diagram.adjacency[node]:
        if arr:
            newvals[neigh] += 2 * self.values[node]
        else:
            newvals[neigh] += self.values[node]
    newvals[node] = -newvals[node]
    return cweight(self.diagram, newvals)

def __repr__(self):
    return repr(self.values)

def __str__(self):
    return str(self.values)

class diagram(object):
    def __init__(self, numnodes, minuscule, adjlist):
        self.numnodes = numnodes
        self.minuscule = minuscule
        self.adjacency = [ [] for i in range(self.numnodes) ]

        for i, j, arr in adjlist:
            self.adjacency[i].append([j, arr])
            self.adjacency[j].append([i, False])

def freshcweight(self):
    values = [(1 if i==self.minuscule else 0) for i in range(self.numnodes)]
    return cweight(self, values)

def chevalley(self, compute_divisors=True, print_matrices=False):
    oldbasis = [self.freshcweight()]
    rank = 0
    while True:
        
Figure 8.2: Python program for computing kernel and cokernel of $\mathcal{M}_i$ for all $i$ (part 1/2)
Figure 8.2: Python program for computing kernel and cokernel of $M_i$ for all $i$ (part 2/2).

From the output of this program we can determine the kernel and cokernel of the matrix $M_i$ as follows.

- If nullity of $M_i$ is equal to $N$ then

$$\text{Ker}(M_i) \cong \bigoplus_N \mathbb{Z}.$$ 

(If $N = 0$ then $\text{Ker}(M_i) = 0.$)
• If the elementary divisors of $M_i$ are integers $a_1, \ldots, a_r$ then

$$\text{Coker}(M_i) \cong \mathbb{Z}/a_1\mathbb{Z} \oplus \cdots \oplus \mathbb{Z}/a_r\mathbb{Z}.$$ 

(If $a_j = 0$ then $\mathbb{Z}/a_j\mathbb{Z} = \mathbb{Z}$ and if $a_j = 1$ then $\mathbb{Z}/a_j\mathbb{Z} = 0$.)

Next we specify the value of the co-weight $\omega^\vee_a$ for $M_s$ of type II, III and IV and compute $H^\ast(\mathcal{O}_s - M_s)$ for some initial values of $l$.

8.1.3 $H^\ast(\mathcal{O}_s - M_s)$ for $M_s$ of type $D_l/A_{l-1}$ for $l \geq 6$

We set the coweight $\omega^\vee_l$ in type $D_l/A_{l-1}$ in Python as follows.

```python
class DLADiagram:
    def __init__(self, l):
        assert l >= 4
        adjlist = [ [i,i+1,False] for i in range(l-2) ] + [[l-3,l-1,False]]
        diagram.__init__(self, l, l-1, adjlist)

    def __call__(self):
        return adjlist
```

Figure 8.3: Python program: Co-weight position $\omega^\vee_l$ for $D_l/A_{l-1}$

If we fix $l = 6$ then to compute $H^\ast(\mathcal{O}_s - M_s)$ we run the program given in figure 8.2 followed with 8.3 and

```python
if __name__ == '__main__':
    pass
    DLADiagram(6).check() 
```

Figure 8.4: Python program: Run for $D_6/A_4$

From the output we compute the kernel and cokernel of $M_i$ for $1 \leq i \leq 16$ as shown in section 8.1.2 and hence compute $H^\ast(\mathcal{O}_s - M_s)$ (see Theorem 5.2.4). Similarly we compute $H^\ast(\mathcal{O}_s - M_s)$ for values $l = 7, 8$. The computations are given below.
For $l = 6$:

$$H^i(\mathcal{O}_s - M_s) \cong \begin{cases} 
\mathbb{Z} & \text{if } i = 0, 6, 10, 21, 25, 31 \\
\mathbb{Z}/2\mathbb{Z} & \text{if } i = 16 \\
0 & \text{otherwise}
\end{cases}$$

For $l = 7$:

$$H^i(\mathcal{O}_s - M_s) \cong \begin{cases} 
\mathbb{Z} & \text{if } i = 0, 6, 10, 12, 18, 25, 31, 33, 37, 43 \\
\mathbb{Z}/2\mathbb{Z} & \text{if } i = 16, 22, 28 \\
0 & \text{otherwise}
\end{cases}$$

For $l = 8$:

$$H^i(\mathcal{O}_s - M_s) \cong \begin{cases} 
\mathbb{Z} & \text{if } i = 0, 6, 10, 12, 14, 18, 20, 24, 33, 37, 39, 43, 45, 47, 51, 57 \\
\mathbb{Z}/2\mathbb{Z} & \text{if } i = 16, 22, 28, 30, 36, 42 \\
\mathbb{Z}/4\mathbb{Z} & \text{if } i = 26, 32 \\
0 & \text{otherwise}
\end{cases}$$

**Remark 8.1.1.** Note that for $l = 9$, $H^{33}(\mathcal{O}_s - M_s) \cong \mathbb{Z}/17\mathbb{Z}$.

**8.1.4 $H^*(\mathcal{O}_s - M_s)$ for $M_s$ of type $C_l/A_{l-1}$ for $l \geq 3$**

We set the coweight $\omega_l^\vee$ in type $C_l/A_{l-1}$ in Python as follows.

```
class C1A(diagram):
    def __init__(self, l):
        assert l >= 2
        adjlist = [ [i, i+1, False] for i in range(l-2) ] + [[l-1, l-2, True]]
        diagram.__init__(self, 1, l-1, adjlist)
```

Figure 8.5: Python program: Co-weight position $\omega_l^\vee$ for $C_l/A_{l-1}$

If we fix $l = 3$ then to compute $H^*(\mathcal{O}_s - M_s)$ we run the program given in figure 8.2 followed with 8.5 and
Figure 8.6: Python program: Run for $C_3/A_2$

From the output we compute the kernel and cokernel of $M_i$ for $1 \leq i \leq 7$ as shown in section 8.1.2 and hence compute $H^*(\mathcal{O}_s - M_s)$ (see Theorem 5.2.4). Similarly we compute $H^*(\mathcal{O}_s - M_s)$ for values of $l = 4, 5$. The computations are given below.

For $l = 3$:

$$H^i(\mathcal{O}_s - M_s) \cong \begin{cases} 
\mathbb{Z} & \text{if } i = 0, 6, 7, 13 \\
\mathbb{Z}/2\mathbb{Z} & \text{if } i = 4, 10 \\
0 & \text{otherwise}
\end{cases}$$

For $l = 4$:

$$H^i(\mathcal{O}_s - M_s) \cong \begin{cases} 
\mathbb{Z} & \text{if } i = 0, 6, 15, 21 \\
\mathbb{Z}/2\mathbb{Z} & \text{if } i = 4, 10, 12, 18 \\
\mathbb{Z}/4\mathbb{Z} & \text{if } i = 8, 14 \\
0 & \text{otherwise}
\end{cases}$$

For $l = 5$:

$$H^i(\mathcal{O}_s - M_s) \cong \begin{cases} 
\mathbb{Z} & \text{if } i = 0, 6, 25, 31 \\
\mathbb{Z}/2\mathbb{Z} & \text{if } i = 4, 12, 20, 28 \\
\mathbb{Z}/4\mathbb{Z} & \text{if } i = 8, 24 \\
\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z} & \text{if } i = 10, 22 \\
\mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/4\mathbb{Z} & \text{if } i = 14, 18 \\
\mathbb{Z}/8\mathbb{Z} & \text{if } i = 16 \\
0 & \text{otherwise}
\end{cases}$$

Remark 8.1.2. Note that for $l = 8$,

$$H^{33}(\mathcal{O}_s - M_s) \cong (\oplus_4 \mathbb{Z}/2\mathbb{Z}) \oplus (\oplus_2 \mathbb{Z}/4\mathbb{Z}) \oplus \mathbb{Z}/136\mathbb{Z}$$
8.1.5 $H^*(\mathcal{O}_s - M_s)$ for $M_s$ of type $A_l/(A_k \times A_{l-k-1})$ for $2 \leq k \leq l - k - 1$

If we fix $k = 2$ then $M_s$ is of type $A_l/(A_2 \times A_{l-3})$ and $l \geq 5$. We set the coweight $\omega_3^\vee$ in type $A_l/(A_2 \times A_{l-3})$ in Python as follows.

```python
class A1A2(diagram):
    def __init__(self, l):
        assert l >= 4
        adjlist = [ [i, i+1, False] for i in range(l-1)]
        diagram.__init__(self, 1, 2, adjlist)
```

Figure 8.7: Python program: Co-weight position $\omega_3^\vee$ for $A_l/(A_2 \times A_{l-3})$

If we fix $l = 5$ then to compute $H^*(\mathcal{O}_s - M_s)$ we run the program given in figure 8.2 followed with 8.7 and

```python
if __name__ == '__main__':
    pass
A1A2(5).chevalley()
```

Figure 8.8: Python program: Run for $A_5/(A_2 \times A_2)$

From the output we compute the kernel and cokernel of $M_i$ for $1 \leq i \leq 10$ as shown in section 8.1.2 and hence compute $H^*(\mathcal{O}_s - M_s)$ (see Theorem 5.2.4). Similarly we compute $H^*(\mathcal{O}_s - M_s)$ for $l = 6, 7$. The computations are given below.

For $l = 5$:

$$H^i(\mathcal{O}_s - M_s) \cong \begin{cases} 
\mathbb{Z} & \text{if } i = 0, 4, 6, 13, 15, 19 \\
\mathbb{Z}/2\mathbb{Z} & \text{if } i = 10 \\
0 & \text{otherwise}
\end{cases}$$
For \( l = 6 \):

\[
H^i(\mathcal{O}_s - M_s) \cong \begin{cases} 
\mathbb{Z} & \text{if } i = 0, 4, 6, 8, 12, 13, 17, 19, 21, 25 \\
\mathbb{Z}/2\mathbb{Z} & \text{if } i = 10, 16 \\
0 & \text{otherwise}
\end{cases}
\]

For \( l = 7 \):

\[
H^i(\mathcal{O}_s - M_s) \cong \begin{cases} 
\mathbb{Z} & \text{if } i = 0, 4, 6, 8, 10, 12, 19, 21, 23, 25, 27, 31 \\
\mathbb{Z}/2\mathbb{Z} & \text{if } i = 16 \\
\mathbb{Z}/3\mathbb{Z} & \text{if } i = 14, 18 \\
0 & \text{otherwise}
\end{cases}
\]

As shown above for the case \( k = 2 \), we can use Sage to do similar computations to find \( H^\ast(\mathcal{O}_s - M_s) \) for \( M_s \) of type \( A_l/(A_k \times A_{l-k-1}) \) for higher values of \( k \) by using \( \omega_{k+1}^\vee \) as the initial co-weight.

### 8.2 Local cohomology of Thom variety at the point at infinity when \( M_s \) is minuscule

If we extend our question to the case when \( M_s \) is a minuscule flag variety, the corresponding local cohomology can be derived from the co-minuscule computations. To be precise, the local cohomology \( H^\ast_{\infty}(T(\xi_s)) \) can be computed when \( M_s \) is minuscule in the simply laced and non-simply laced case as follows.

- If \( M_s \) is simply laced (type \( ADE \)) then the minuscule and co-minuscule nodes of the corresponding Dynkin diagram coincide. Thus \( M_s \) is also a co-minuscule flag variety of the same type, and hence (8.1) and our computations in section 7.4 give us the required local cohomology.

- If \( M_s \) is a minuscule flag variety that is not simply laced (type \( BC \)) then \( M_s \) is isomorphic as a variety to a certain simply-laced co-minuscule flag variety such
that the isomorphism is compatible with the Schubert cell structure (See [29], Section 2.3). To be precise if $M_s$ is minuscule of type $C_l/C_{l-1}$ or $B_l/A_{l-1}$ then we have the following.

$C_l/C_{l-1} \cong A_{2l-1}/A_{2n-2}$: If $M_s$ is of type $C_l/C_{l-1}$ then $M_s \cong \mathbb{CP}^{2n-1}$. Hence (8.1) and our computations in section 8.7 give us the required local cohomology.

$B_l/A_{l-1} \cong varD_{l+1}/A_l$: If $M_s$ is of type $B_l/A_{l-1}$ then from (8.1) and our computation in section 8.1.3 we have the required local cohomology.

8.3 Observations: Torsion in local cohomology

1. For $M_s$ of type $A_l/A_{l-1}$, $T(\xi_s) \cong \mathbb{CP}^{d+1}$ hence it is smooth at the point at infinity.

2. For $M_s$ of simply laced type $D_4/A_3$, $D_5/A_4$, $E_6/D_5$, $D_l/D_{l-1}$ ($l \geq 5$), $A_l/(A_1 \times A_{l-2})$ ($l \geq 3$) that appear in Chapter 7, $H^*_\infty(T(\xi_s))$ is torsion-free.

3. For $M_s$ of type $B_l/B_{l-1}$ ($l \geq 2$) and $E_7/E_6$, $H^*_\infty(T(\xi_s))$ has 2-torsion. This is the only torsion appearing the local cohomology.

4. For $M_s$ of type $A_l/(A_k \times A_{l-k-1})$ ($2 \leq k \leq l-2$), $C_l/A_{l-1}$ ($l \geq 3$) and $D_l/A_{l-1}$ ($l \geq 6$), though we don’t have a general formula of $H^*_\infty(T(\xi_s))$, 2-torsion appears in every case that we computed. We also have odd torsion appearing the local cohomology at some higher values of $l$.

This raises the question, if we are given the usual line bundle $\xi_s$ over a co-minuscule flag variety $M_s$, is there a condition that gives us the prime $p$ such that $p$-torsion appears in $H^*_\infty(T(\xi_s))$. We leave this investigation to future work.
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