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Online social networks such as Twitter, LinkedIn, and Facebook generate tremendous amount of text and social interaction data. On one hand, the increasing amount of available information has motivated computational research in social network analysis to understand social structures. On the other hand, annotating, retrieving, and analyzing textual information generated within the social network is also crucial for many applications such as content ranking, recommendation systems, spam detection, and viral marketing. In this thesis we propose a composite probabilistic topic model for social networks which automatically learns topic (of interest) distributions for each entity in the social network using a combination of the available content (text) in social network and the structural properties of the network. The utility of our proposed modeling is to reduce the dimensionality of the data, exploit the underlying social structure and linkage property of the network while generating a more accurate topic model for the end-users of the social network. We discuss in detail the results on both the NIPS data set (papers from the Neural Information Processing Conference) and Enron Email (emails from large corporation) corpus. We present perplexity score for test documents as a basis of our experiments to evaluate the generalization performance of our model and provide evidence that relevant topics are discovered.
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Chapter 1

INTRODUCTION

A Social Network (SN) is defined as a network of interactions and relationships where the nodes consist of actors, and the edges consist of social relationships or interactions between these actors such as friendship, common interest, knowledge, and beliefs. In general, a network consists of a set of connected individuals which are nodes. Individuals can be a person or an organization. During the past two decades, social networks have been studied in the context of analyzing and determining the important structural patterns of interactions amongst the nodes. Many popular online social networks such as Twitter, LinkedIn, and Facebook have become increasingly popular and are extremely rich sources of content and linkage information. Moreover, this information store is growing rapidly and hence annotating, retrieving, and analyzing this information is a significant challenge. In this thesis we investigate one such challenge: building accurate topic models for users in these social networks to reflect not only their content interests but also leverages the interest of their social connections.

Social network analysis (SNA) is the study of mathematical models for mapping and measuring relationships and flows between entities such as people, organizations and groups. In SNA actors and their actions are viewed as interdependent rather than independent and relational ties(linkages) between actors are channels for transfer or flow of resources such as content(knowledge). SNA can be applied to many domains including viral marketing[16, 9], recommendation systems[7, 12], community detection[18] and information propagation[6]. Two unique characteristics of social
networks; temporal nature which requires data processing with minimum delay, and
the large volume of data, make mining and managing this data even more challenging.
In this thesis, we propose a probabilistic topic model for social networks which learns
topic distributions of each entity in social network using messages sent between enti-
ties. Our model reduces dimensionality of the data, revealing the underlying structure,
and uses the linkage property of the network. Once the topics of interest for a user
are known, it helps improve the quality of results for aforementioned applications.

In this thesis we propose a probabilistic framework for modeling and analyzing
social networks. The proposed framework is based on the well known Latent Dirichlet
allocation (LDA) [4] model for modeling the large corpus of documents. LDA is a
Bayesian probabilistic model for topic modeling. Topic model is a latent variable
framework for analyzing a large corpus of text and image documents. Latent Semantic
Indexing (LSI) was the first topic modeling [10] that is based on the singular value
decomposition (SVD) of the term-by-document matrix. For information retrieval
tasks, the representation of large amounts of text documents in a lower dimensional
space found by SVD is more efficient than performing retrieval over raw unstructured
data[8]. pLSI was the probabilistic extension of LSI considering a generative model for
text corpora [13]. An EM algorithm was developed for inferences in pLSI. One of the
main shortages of pLSI was the problem of over-fitting. This is due to the generative
model in pLSI was developed in the level of documents and therefore the parameters
of the model is increasing for the number of documents. Since the advent of the
LDA model, significant progress has been made working on the idea of LDA and its
variant for different applications. Moreover, a huge amount of work is concentrated
on inferences in Bayesian network such as Gibbs sampling [19], variational Bayes
[1], massage passing algorithm [15]. In this thesis we develop a variation of LDA
model specific to the application of social network. Specifically, 1) we propose a
novel probabilistic generative model for social networks which is suitable for capturing
topics of interest for each entity in the network considering a combination of content
and network characteristics. 2) We develop a fast and accurate Bayesian inference algorithm to discover latent topics. 3) We implement the proposed algorithm and perform empirical analysis on real world datasets. We present perplexity score for test documents as a basis of our experiments to evaluate the generalization performance of our model and provide evidence that relevant topics are discovered.
Chapter 2

TECHNICAL BACKGROUND

2.1 Probability

Let’s $X$ and $Y$ be random variables. $p(X,Y)$ is the joint distribution of both random variables. Based on the sum rule of probability, the marginal distribution of random variable $X$ ($p(X)$), can be obtained from joint distribution using:

$$p(X) = \int_Y p(X,Y) dY$$  \hspace{1cm} (2.1)

The conditional probability $X$ given $Y$, which is commonly denoted by $P(X|Y)$, is the probability of event $X$ if event $Y$ have occurred. The product rule of probability states that

$$p(X, Y) = p(Y|X)p(X)$$  \hspace{1cm} (2.2)

From the product rule and the symmetry property, $p(X, Y) = p(Y, X)$, the following relationship between the conditional probabilities is obtained which is called Bayes’ theorem:

$$p(Y|X) = \frac{p(X|Y)p(Y)}{p(X)}$$  \hspace{1cm} (2.3)

Using the sum rule, the denominator in Bayes theorem can be expressed in terms of the quantities appearing in the numerator.

2.2 Generative Probabilistic Models

2.2.1 Probabilistic Models

Probabilities play a central role in modern pattern recognition. All of the probabilistic inference and learning manipulations, no matter how complex, are application of sum
and product rules [2]. Probabilistic graphical models summarize observed and latent data as random variables and the probability rules between the random variables. In a probabilistic graphical model, each node represents a random variable (or group of random variables), and the links express probabilistic relationships between these variables. The foundation of Bayesian inference follows from Bayes rule:

$$P\text{osterior} = \frac{P\text{rior} \times P\text{robability}}{P\text{rofidence}}$$

(2.4)

The joint distribution is interpreted as product of likelihood $p(X|Y)$ and prior $p(Y)$. The prior distribution expresses the beliefs about the random variable $Y$ and the likelihood defines how likely the observations $X$ are, given the prior knowledge. The conditional distribution $p(Y|X)$ is called the posterior distribution. It is the probability of the variable of interest $Y$, using the prior belief and observations.

### 2.2.2 Joint Distribution and Conditional Independence

Consider an arbitrary joint distribution $p(a, b, c)$ over three variables $a$, $b$, and $c$. We do not need to specify anything further about these variables, such as observed or hidden and discrete or continuous. By application of the product rule of probability, we can write the joint distribution in the form

$$p(a, b, c) = p(c|a, b)p(b|a)p(a)$$

(2.5)

The right hand side of Equation(2.5) can be presented in a graphical model as follows: A node for each of the random variables $a$, $b$, and $c$ and a directed link for each conditional distribution. The result is the graph shown in Fig.2.1. Obviously the decomposition in Equation(2.5), can be chosen in a different ordering of $a$, $b$, $c$, and as a result we will have different graphical model. We extend the Equation(3.6) by considering the joint distribution over $K$ variables given by $p(x_1, ..., x_k)$. So, the
Figure 2.1: A directed graphical model representing the joint probability distribution over three variables a, b, and c.

The joint distribution can be written as

$$p(x_1, \ldots, x_k) = p(x_k|x_1, \ldots, x_{k-1}) \ldots p(x_2|x_1)p(x_1) \quad (2.6)$$

This graph is fully connected because there is a link between every pair of nodes.

Now, let $G = (V, E)$ be a directed acyclic graph (or DAG), and let $X = (X_v)_{v \in V}$ be a set of random variables indexed by $V$. $X$ is a Bayesian network with respect to $G$ if its joint probability density function (with respect to a product measure) can be written as a product of the individual density functions, conditional on their parent variables:

$$p(x) = \prod_{v \in V} p(x_v|x_{pa(v)}) \quad (2.7)$$

where $pa(v)$ is the set of parents of $v$ (i.e. those vertices pointing directly to $v$ via a single edge).

For any set of random variables, the probability of any member of a joint distribution can be calculated from conditional probabilities using the chain rule (given a topological ordering of $X$) as follows:

$$p(X_1 = x_1, \ldots, X_n = x_n) = \prod_{v=1}^{n} p(X_v = x_v|X_{v+1} = x_{v+1}, \ldots, X_n = x_n) \quad (2.8)$$

Compare this with the definition above, which can be written as:

$$p(X_1 = x_1, \ldots, X_n = x_n) = \prod_{v=1}^{n} p(X_v = x_v|X_j = x_j \text{ for each } X_j \text{ which is a parent of } X_v)$$
The difference between the two expressions is the conditional independence of the variables from any of their non-descendants, given the values of their parent variables.

So, $X$ is a Bayesian network with respect to $G$ if it satisfies the local Markov property: each variable is conditionally independent of its non-descendants given its parent variables:

$$X_v \perp\!\!\!\!\!\!\!\!\!\perp X_{V\setminus de(v)} \mid X_{pa(v)} \text{ for all } v \in V$$

where $de(v)$ is the set of descendants of $v$. This can also be expressed in terms similar to the first definition, as

$$p(X_v = x_v \mid X_i = x_i \text{ for each } X_i \text{ which is not a descendent of } of X_v) =$$

$$p(X_v = x_v \mid X_j = x_j \text{ for each } X_j \text{ which is a parent of } X_v)$$

Note that the set of parents is a subset of the set of non-descendants because the graph is acyclic.

2.2.3 Conjugate Distributions

Bayesian models calculation is difficult, because the summations or integrals of the marginal likelihood are intractable and the strategy to facilitate model inference is to use conjugate prior distributions. Conjugate prior, $p(\phi)$, of a likelihood, $p(X \mid \phi)$, is a distribution that results in a posterior distribution, $p(\phi \mid X)$ with the same functional form as the prior but with different parameters.

2.2.4 Generative Models

When we want to draw samples from a probability distribution, Bayesian networks provide a phenomenon called generative model, which is how the observations have been generated by samples and network.

For example, assume we want to draw a sample $\hat{x}_1, ..., \hat{x}_k$ from joint distribution $p(x_1, ..., x_k)$. Suppose that the variables have been ordered such that each node has a
higher number than any of its parents. To do this, we start with the lowest-numbered node and draw a sample from the distribution $p(x_1)$, which we call $\hat{x}_1$. We then work through each of the nodes in order, so that for node $n$ we draw a sample from the conditional distribution $p(x_n|p_{a_n})$ in which the parent variables have been set to their sampled values. Once we have sampled from the final variable $x_k$, we will have achieved our objective of obtaining a sample from the joint distribution.

2.3 Inference and Parameter Estimation

A central task in the application of probabilistic models is the evaluation of the posterior distribution $p(Z|X)$ of the latent variables $Z$ given the observed (visible) data variables $X$, and the evaluation of expectations computed with respect to this distribution. The model may be a fully Bayesian model in which any unknown parameters are given prior distributions and are absorbed into the set of latent variables denoted by the vector $Z$. For many models of practical interest, it will be infeasible to evaluate the posterior distribution or indeed to compute expectations with respect to this distribution. This could be because the dimensionality of the latent space is too high to work with directly or because the posterior distribution has a highly complex form for which expectations are not analytically tractable. For discrete variables, the marginalization involves summing over all possible configurations of the hidden variables, and though this is always possible in principle, we often find in practice that there may be exponentially many hidden states so that exact calculation is prohibitively expensive.

In such situations, we need to resort to approximation schemes, and these fall broadly into two classes,

- deterministic approximations
- stochastic approximations

Deterministic approximation is based on analytical approximations to the posterior distribution, for example by assuming that it factorizes in a particular way or
that it has a specific parametric form such as a Gaussian. As such, they can never generate exact results, and so their strengths and weaknesses are complementary of the sampling methods.

- Variational Inference: Variational Bayesian methods can provide an analytical approximation to the posterior probability of the unobserved variables, and also to derive a lower bound for the marginal likelihood of several models (i.e. the marginal probability of the data given the model, with marginalization performed over unobserved variables), with a view to performing model selection. It is an alternative to Monte Carlo sampling methods for taking a fully Bayesian approach to statistical inference over complex distributions that are difficult to directly evaluate or sample from. Variational Bayes can be seen as an extension of the EM (expectation-maximization) algorithm from maximum a-posteriori estimation (MAP estimation) of the single most probable value of each parameter, to a fully Bayesian estimation which approximately computes the entire posterior distribution of the parameters and latent variables.

- Expectation Propagation: Expectation propagation finds approximations to a probability distribution. It uses an iterative approach that leverages the factorization structure of the target distribution. It differs from other Bayesian approximation approaches such as Variational Bayesian methods.

Stochastic techniques such as Markov chain Monte Carlo, have enabled the widespread use of Bayesian methods across many domains. They generally have the property that given infinite computational resource, they can generate exact results, and the approximation arises from the use of a finite amount of processor time. In practice, sampling methods can be computationally demanding, often limiting their use to small-scale problems. Also, it can be difficult to know whether a sampling scheme is generating independent samples from the required distribution. We will described these techniques more in next section.
2.3.1 Sampling Methods

For most probabilistic models of practical interest, exact inference is intractable, and so we have to resort to some form of approximation. Here we consider approximate inference methods based on numerical sampling, also known as Monte Carlo techniques.

Although for some applications the posterior distribution over unobserved variables will be of direct interest in itself, for most situations the posterior distribution is required primarily for the purpose of evaluating expectations, for example in order to make predictions. The fundamental problem that we therefore wish to address in this section involves finding the expectation of some function \( f(z) \) with respect to a probability distribution \( p(z) \). The general idea behind sampling methods is to obtain a set of samples \( z(l) \) (where \( l = 1, ..., L \)) drawn independently from the distribution \( p(z) \).

For many models, the joint distribution \( p(z) \) is conveniently specified in terms of a graphical model. In the case of a directed graph with no observed variables, it is straightforward to sample from the joint distribution (assuming that it is possible to sample from the conditional distributions at each node). The joint distribution is specified by

\[
p(z) = \prod_{i=1}^{M} p(z_i|pa_i) \tag{2.10}
\]

where \( z_i \) are the set of variables associated with node \( i \), and \( pa_i \) denotes the set of variables associated with the parents of node \( i \). To obtain a sample from the joint distribution, we make one pass through the set of variables in the order \( z_1, ..., z_M \) sampling from the conditional distributions \( p(z_i|pa_i) \). This is always possible because at each step all of the parent values will have been instantiated. After one pass through the graph, we will have obtained a sample from the joint distribution.

Now consider the case of a directed graph in which some of the nodes are instantiated with observed values. We can in principle extend the above procedure and at
each step, when a sampled value is obtained for a variable $z_i$ whose value is observed, the sampled value is compared to the observed value, and if they agree then the sample value is retained and the algorithm proceeds to the next variable in turn. However, if the sampled value and the observed value disagree, then the whole sample so far is discarded and the algorithm starts again with the first node in the graph. This algorithm samples correctly from the posterior distribution because it corresponds simply to drawing samples from the joint distribution of hidden variables and data variables and then discarding those samples that disagree with the observed data. However, the overall probability of accepting a sample from the posterior decreases rapidly as the number of observed variables increases and as the number of states that those variables can take increases, and so this approach is rarely used in practice.

2.3.2 Markov Chain Monte Carlo

A major limitation towards more widespread implementation of Bayesian approaches is that obtaining the posterior distribution often requires the integration of high-dimensional functions. This can be computationally very difficult, but several approaches short of direct integration have been proposed (reviewed by Smith 1991, Evans and Swartz 1995, Tanner 1996). We focus here on Markov Chain Monte Carlo (MCMC) methods, which attempt to simulate direct draws from some complex distribution of interest. MCMC approaches are so-named because one uses the previous sample values to randomly generate the next sample value, generating a Markov chain.

The realization in the early 1990s (Gelfand and Smith 1990) that one particular MCMC method, the Gibbs sampler, is very widely applicable to a broad class of Bayesian problems has sparked a major increase in the application of Bayesian analysis, and this interest is likely to continue expanding for sometime to come. MCMC methods have their roots in the Metropolis algorithm (Metropolis and Ulam 1949, Metropolis et al. 1953), an attempt by physicists to compute complex integrals by expressing them as expectations for some distribution and then estimate this expec-
tation by drawing samples from that distribution.

*Markov chains*

Before introducing the the Gibbs sampler, a few introductory comments on Markov chains are in order. Let $X_t$ denote the value of a random variable at time $t$, and let the state space refer to the range of possible $X$ values. The random variable is a Markov process if the transition probabilities between different values in the state space depend only on the random variables current state, i.e.,

$$p(X_{t+1} = s_j | X_0 = s_k, ..., X_t = s_i) = p(X_{t+1} = s_j | X_t = s_i)$$  \hspace{1cm} (2.11)

Thus for a Markov random variable the only information about the past needed to predict the future is the current state of the random variable, knowledge of the values of earlier states do not change the transition probability. A Markov chain refers to a sequence of random variables $(X_0, ..., X_n)$ generated by a Markov process.

*2.3.3 Gibbs Sampling*

In the Gibbs sampler (introduced in the context of image processing by Geman and Geman 1984), the random value is always accepted. The task remains to specify how to construct a Markov Chain whose values converge to the target distribution. The key to the Gibbs sampler is that one only considers the distribution when all of the random variables but one are assigned fixed values. Such conditional distributions are far easier to simulate than complex joint distributions and usually have simple forms. Thus, one simulates $n$ random variables sequentially from the $n$ univariate conditionals rather than generating a single $n$-dimensional vector in a single pass using the full joint distribution.

To introduce the Gibbs sampler, consider a bivariate random variable $(x, y)$, and suppose we wish to compute one or both marginals, $p(x)$ and $p(y)$. The idea behind the sampler is that it is far easier to consider a sequence of conditional distributions,
$p(x|y)$ and $p(y|x)$, than it is to obtain the marginal by integration of the joint density $p(x, y)$, e.g., $p(x) = \int p(x, y)dy$. The sampler starts with some initial value $y_0$ for $y$ and obtains $x_0$ by generating a random variable from the conditional distribution $p(x|y = y_0)$. The sampler then uses $x_0$ to generate a new value of $y_1$, drawing from the conditional distribution based on the value $x_0$, $p(y|x = x_0)$. The sampler proceeds as follows

\[
x_i \sim p(x|y = y_{i-1}) \quad (2.12)
\]
\[
y_i \sim p(y|x = x_i) \quad (2.13)
\]

Repeating this process $k$ times, generates a Gibbs sequence of length $k$, where a subset of points $(x_j, y_j)$ for $1 \leq j \leq mlk$ are taken as our simulated draws from the full joint distribution.

When more than two variables are involved, the sampler is extended in the obvious fashion. In particular, the value of the $k$th variable is drawn from the distribution $p(\theta^{(k)}|\Theta^{-k})$ where $\Theta^{-k}$ denotes a vector containing all off the variables but $k$. Thus, during the $i$th iteration of the sample, to obtain the value of $\theta^{(k)}_i$ we draw from the distribution

\[
\theta^{(k)}_i \sim p(\theta^{(k)}|\theta^{(1)} = \theta^{(1)}_i, ..., \theta^{(k-1)}_i = \theta^{(k-1)}_i, \theta^{(k+1)}_i = \theta^{(k+1)}_{i-1}, ..., \theta^{(n)}_i = \theta^{(n)}_{i-1}) \quad (2.14)
\]
Chapter 3

ADAPTIVE TOPIC MODELS

3.1 Problem Statement

Text mining refers to the process of deriving high-quality information from text. Text mining usually involves the process of structuring the input text, deriving patterns within the structured data, and finally evaluation and interpretation of the output. On the other hand, topic model is a type of statistical model for discovering the abstract “topics” that occur in a collection of documents. Latent Dirichlet Allocation (LDA) is a probabilistic topic model that allows sets of observations to be explained by unobserved groups that explain why some parts of the data are similar. Probabilistic topic models are “generative models” and a generative model is a model for randomly generating observable data; typically given some hidden parameters. In this section, we provide the problem definition. We first start by describing the generative process associated with the probabilistic topic model (e.g., LDA [4]) and author topic model[17] and then proceed with problem formulation.

3.2 Related Work

3.2.1 Probabilistic topic models (LDA)

Probabilistic topic models are generative models. Topic probabilities provide an explicit representation of documents in probabilistic topic model. The sampling process from this model can be explained as follows. Each document is drawn in an i.i.d. fashion. For the $d$th document, $d = \{1, \ldots, M\}$, a random distribution of topics $p(z_d = t|\theta) \triangleq \theta_d(t)$, $t \in \{1, \ldots, T\}$ is drawn. In LDA, $\theta_d \sim \text{Dir}(\alpha)$. Then, for $j$th word in document $d$, $j = \{1, \ldots, n_d\}$, a topic assignment $z_{dj}$ is drawn, based on the
topic distribution \( \theta_d(t) \). Finally, word \( w_{dj} \) is drawn based on the conditional distribution \( p(w_{dj} = l | z_{dj} = t, \Phi) \equiv \Phi_{lt}, l = \{1, \ldots, L\} \). Note that \( \Phi \) is the topic matrix where columns corresponds to topics \( \{1, \ldots, T\} \) and rows corresponds to vocabulary words. (The graphical representation of LDA (known as LDA plate diagram) is shown in Fig. 3.1 and the precise sampling process for LDA is described in Algorithm 1).

![Graphical model for LDA](image)

**Figure 3.1:** The graphical model for LDA[4].

A key observation in topic models is that the probability distribution of word \( w_{dj} \) can be obtained by marginalizing the joint word-topic distribution over the topic:

\[
p(w_{dj} = l | \theta_d) = \sum_{t=1}^{T} p(w_{dj} = l | z_{dj} = t, \Phi)p(z_{dj} = t | \theta_d).
\]

(3.1)

To simplify the notation, we represent (3.1) in a matrix format,

\[
\Psi = \Phi \theta,
\]

(3.2)

where \( \Psi_{ld} \equiv p(w_{dj} = l | \theta_d) \), \( \Psi \in \mathbb{R}^{L \times M} \), \( \Phi \in \mathbb{R}^{L \times T} \), and \( \theta \in \mathbb{R}^{T \times M} \). The interpretation of LDA as a form of matrix factorization [5] is provided in Fig. 3.2.

Latent Dirichlet Allocation is a special case of the author topic model[17], where each topic has a unique author. \( \phi \) and \( \theta \) provides information about topics in each document. However, LDA does not provide any information about the interests of authors.
3.2.2 Author-Topic Model

The author topic model[17] is a hierarchical generative model in which each word $w$ in a document is associated with two latent variables: an author, $x$ and a topic, $z$. The generative process can be expressed as follow. For each author, $a = \{1, \ldots, A\}$, a random distribution of topics, $\theta_a$, is drawn from $Dir(\alpha)$ and for each word of document $d$, $d = \{1, \ldots, M\}$, an author $x$ is sampled uniformly from the set of document authors. Then a topic assignment $z$ is drawn base on the topic distribution $\theta_x$ and finally a word is drawn base on sampled topic. The graphical representation of author topic model is shown in Fig. 3.3 and the sampling process is described in Algorithm 2.

In the author topic model, probability distribution over words for each document in a corpus is the product of three matrices (Fig. 3.4): the topic distribution over words $\Phi$, the author distribution over topics $\Theta$, and an $A \times D$ matrix $A$. The matrix $A$ expresses the uniform distribution over authors for each document.

3.3 User topic prediction in a dynamic social network

Let us start by reviewing the social network graph shown in Fig. 3.5. Since the order of the relations in our social network are important, it is a directed graph. Let $A$
Algorithm 1 Generative process for LDA

for \( t = 1 \) to \( T \) do
    Draw \( \Phi_t \sim \text{Dirichlet}(\beta) \in \mathbb{R}^L \)
end for

for \( d = 1 \) to \( M \) do
    Draw \( \theta_d \sim \text{Dirichlet}(\alpha) \)
    for \( j = 1 \) to \( n_d \) do
        Draw \( z_{dj} \sim \text{Discrete}(\theta_d) \)
        Draw \( w_{dj} \sim \text{Discrete}(\phi_{z_{dj}}) \)
    end for
end for

be a set of nodes in the social network and \( D \) be a set of documents (text content) authored by all users in \( A \). In Figure 3.5, each node \( a_i \in A \) represents an entity which can be a person or an organization. For each user \( a \in A \) let \( D_a \) denotes a subset of documents in \( D \subseteq T = \{\phi_1, \ldots, \phi_K\} \) authored by a single user \( a \in A \). \{\phi_1, \ldots, \phi_K\} are \( K \) topics each of which is a distribution of words over a fixed vocabulary. \( O_a \) denotes that subset of users in \( A \) whom the user \( a \) follows and similarly \( I_a \) is the set of users in \( A \) who follow \( a \). For example, in Figure 3.5 \( O_{u_1} = \{u_2, u_6, u_7, u_{10}\} \) and \( I_{u_{10}} = \{u_1, u_5\} \) at time-stamp \( t \). We refer to each user in \( O_a \) as a followee of \( a \) and in \( I_a \) as a follower of \( a \).

Thus, for any such directed dynamic network, we are interested in modeling the topic of interest for each user. This topic modeling can be used to suggest topics of interest to entities in the social network. In the next section, we propose a solution for the problem of adaptive probabilistic topic models for social networks.
3.4 **New Model: Adaptive probabilistic topic models for Social Network**

We consider an adaptive probabilistic model for the problem of user topic prediction in social network. The probabilistic model is a Bayesian hierarchical model builds on Latent Dirichlet Allocation (LDA), adding this fact that distribution over topics is not only affected by the language content of entity itself but also influenced by its network.
Algorithm 2 Generative process for Author-Topic Model

for $a = 1$ to $A$ do
    Draw $\theta_a \sim \text{Dirichlet}(\alpha)$
end for

for $t = 1$ to $T$ do
    Draw $\Phi_t \sim \text{Dirichlet}(\beta)$
end for

for $d = 1$ to $M$ do
    Given the authors $a_d$
    for $j = 1$ to $n_d$ do
        Draw $x_{dj} \sim \text{Uniform}(a_d)$
        Draw $z_{dj} \sim \text{Discrete}(\theta_{x_{dj}})$
        Draw $w_{dj} \sim \text{Discrete}(\phi_{z_{dj}})$
    end for
end for

3.4.1 Generative Model

In our proposed Bayesian network generative model, first a distribution $\Lambda$ is selected randomly over $O_a \cup \{a\}$ with a Dirichlet prior $\gamma$ and a topic distribution is selected over the list of entities with prior $\alpha$. Then for each $d_{aj} \in d_a$, an entity assignment with $p(x_{aj} | \Lambda_a)$ and a topic assignment with $p(z_{aj} | \theta_{aj})$ is chosen. Then a word $w$ is generated by randomly sampling from a topic-specific multinomial distribution $\phi_z$.

In our model, each document $D$ is assumed drawn from the following generative process:

1. Choose distribution $\Lambda$ randomly over $O_a \cup \{a\}$ with a Dirichlet prior $\gamma$

2. Choose user assignment $x \sim Mult(\lambda)$
3. Choose topic proportion $\theta$ over $K$ topics from a Dirichlet($\alpha$)

4. For each word:
   
   (a) Choose a topic assignment $Z \sim \text{Mult}(\theta_x)$
   
   (b) Choose a word $W \sim \text{Mult}(\phi_z)$

The graphical model for this generative process (Algorithm 3) is shown in Fig. 3.6(b). In our model, probability distribution over words for each document is factorized to the product of three matrices (Fig. 3.7): the topic distribution over words $\Phi$, the author distribution over topics $\Theta$, and the document distribution over authors $\Lambda$. 
3.4.2 Likelihoods

Base on the rule of the Bayesian network, we can specify the joint distribution of all known and hidden variables given the hyper parameters:

\[
p(\Lambda, \Theta, \Phi, X, Z, W | \gamma, \alpha, \beta) = p(\Lambda | \gamma)p(\Theta | \alpha)p(\Phi | \beta) \prod_{m=1}^{M} p(x_m | \Lambda) \prod_{n=1}^{N_m} p(z_{m,n} | x_m, \Theta)p(w_{m,n} | z_{m,n}, \Phi)
\]

Then we can obtain the likelihood of a document, of the joint event of all words occurring, as one of its marginal distributions by integrating out the distributions \( \Lambda, \Theta, \Phi \) and summing up over \( X, Z \):

\[
p(w_m | \gamma, \alpha, \beta) = \int \int \int p(\Lambda | \gamma)p(\Theta | \alpha)p(\Phi | \beta) \prod_{m=1}^{M} \sum_{x_m} p(x_m | \Lambda) \prod_{n=1}^{N_m} \sum_{z_{m,n}} p(z_{m,n} | x_m, \Theta)p(w_{m,n} | z_{m,n}, \Phi) \ d\Lambda d\Theta d\Phi
\]
Finally, the likelihood of the complete corpus is determined by the product of the likelihoods of the independent documents:

$$p(\tilde{W}|\vec{\gamma}, \vec{\alpha}, \vec{\beta}) = \prod_{m=1}^{M} p(\tilde{w}_m|\vec{\gamma}, \vec{\alpha}, \vec{\beta})$$ (3.3)

### 3.5 Inference via Gibbs sampling

Exact inference for our model is intractable. In this part we introduce the potential inference algorithm which can be used to solve the probabilistic model proposed in Section 3.4. We use the Gibbs sampling as approximate inference algorithms for the solution.

To build a Gibbs sampler, the full conditionals $p(x_i|\bar{x}_{-i})$ must be found:

$$p(x_i|\bar{x}_{-i}) = \frac{p(\bar{x})}{p(\bar{x}_{-i})} = \frac{p(\bar{x})}{\int p(\bar{x})dx_i}$$ (3.4)

For models that contain hidden variables $\tilde{z}$, their posterior given the evidence, $p(\tilde{z}|\bar{x})$, is a distribution commonly wanted. With Equation (3.5), the general formulation of a Gibbs sampler for such latent-variable models becomes:

$$p(z_i|\bar{z}_{-i}, \bar{x}) = \frac{p(\bar{z} , \bar{x})}{p(\bar{z}_{-i} , \bar{x})} = \frac{p(\bar{z}, \bar{x})}{\int p(\bar{z}, \bar{x})dz_i}$$ (3.5)
Algorithm 3 Generative Model

{Topic Plate}

for all topics $k \in [1, K]$ do
    Sample $\phi_k \sim Dir(\beta)$
end for

{Author Plate}

for all authors $a \in [1, A]$ do
    Sample $\theta_a \sim Dir(\alpha)$
end for

{Document Plate}

for all documents $m \in [1, M]$ do
    Sample $\lambda_m \sim Dir(\gamma)$
    Sample author $x_m \sim Mult(\lambda_m)$
    for all words $n \in [1, N_m]$ in document $m$ do
        Sample topic $z_{m,n} \sim Mult(\theta_{x_m})$
        Sample word $w_{m,n} \sim Mult(\phi_{z_{m,n}})$
    end for
end for

where the integral changes to a sum for discrete variables.

To derive a Gibbs sampler for our model, we apply the hidden-variable method described above. The hidden variables in our model are $x_m$ and $z_{m,n}$. We do not need to include the parameter sets $\Lambda, \Theta$ and $\Phi$ because they can be interpreted as statistics of the associations between the observed $w_{m,n}$ and the corresponding $x_m, z_{m,n}$, the state variables of the Markov chain. The strategy of integrating out some of the parameters for model inference is often referred to as collapsed Gibbs sampling [14].
3.5.1 Joint distribution

In our model, this joint distribution can be factored:

\[ p(W, Z, X|\alpha, \beta, \gamma) = p(W|Z, \beta)p(Z|X, \alpha)p(X|\gamma) \] (3.6)

Because the first term independent from \(\alpha, \gamma\) given \(Z\), second term is independent from \(\beta, \gamma\) given \(X\) and third term is independent of \(\alpha, \beta\) we can handle each term separately.

The first term, \(p(W|Z, \beta)\) can be derived from

\[ p(W|Z, \beta) = \int p(W|Z, \Phi)p(\Phi|\beta)d\Phi \] (3.7)

and \(p(W|Z, \Phi)\) can be derived from a multinomial on the observed word counts given the associated topic:

\[ p(W|Z, \Phi) = \prod_{i=1}^{W} p(w_i|z_i) = \prod_{i=1}^{W} \phi_{z_i,w_i} \] (3.8)

That is the \(W\) words of corpus are observed according to independent multinomial trails with parameters conditioned on the topic \(z_i\).

Now we can split the product over words into product over topics and vocabulary.

\[ p(W|Z, \Phi) = \prod_{k=1}^{K} \prod_{t:z_i=k}^{\kappa} p(w_i = t|z_i = k) = \prod_{k=1}^{K} \prod_{t=1}^{V} n_{k,t}^{(t)} \phi_{k,t} \] (3.9)

where \(n_{k,t}^{(t)}\) is number of times term \(t\) is observed with topic \(k\). Given Equation(3.9) and the fact \(\Phi \sim Dirichlet(\beta)\)

\[ p(W|Z, \beta) = \int p(W|Z, \Phi)p(\Phi|\beta)d\Phi \]
\[
\int \prod_{z=1}^{K} \prod_{t=1}^{V} \phi_{n_z}^{(t)} \prod_{z=1}^{K} \frac{1}{B(\beta)} \prod_{t=1}^{V} \phi_{\beta(t)}^{-1} d\Phi
\]

\[
= \int \prod_{z=1}^{K} \frac{1}{B(\beta)} \prod_{t=1}^{V} \phi_{n_z}^{(t)+\beta(t)-1} d\Phi
\]

\[
= \prod_{z=1}^{K} \frac{B(\bar{n}_z + \beta)}{B(\beta)}
\]

(3.10)

where \(\bar{n}_z = \{n_z^{(t)}\}_{t=1}^{V}\). The topic distribution can be derived

\[
p(\tilde{Z}|\bar{X}, \Theta) = \prod_{i=1}^{W} p(z_i|x_{d_i})
\]

\[
= \prod_{i=1}^{W} \theta_{z_i,x_{d_i}}
\]

(3.11)

That is the topic of \(W\) words of corpus are according to independent multinomial trail with parameters condition on author \(x_{d_i}\) (author of document \(d_i\)).

\[
p(\tilde{Z}|\bar{X}, \Theta) = \prod_{a=1}^{A} \prod_{k=1}^{K} p(z_i = k|x_{d_i} = a)
\]

\[
= \prod_{a=1}^{A} \prod_{k=1}^{K} \theta_{a,k}^{n_a(k)}
\]

(3.12)

where \(n_a(k)\) is number of times topic \(k\) is assigned to author \(a\). Given Equation(3.12) and the fact \(\Theta \sim Dirichlet(\alpha)\)

\[
p(\tilde{Z}|\bar{X}, \bar{\alpha}) = \int p(\tilde{Z}|\bar{X}, \Theta)p(\Theta|\alpha) d\Theta
\]

\[
= \int \prod_{a=1}^{A} \frac{1}{B(\bar{\alpha})} \prod_{k=1}^{K} \theta_{a,k}^{n_a(k)+\alpha(k)-1} d\Theta
\]

\[
= \prod_{a=1}^{A} \frac{B(\bar{n}_a + \alpha)}{B(\bar{\alpha})}
\]

(3.13)

where \(\bar{n}_a = \{n_a^{(k)}\}_{k=1}^{K}\). The author distribution can be derived the same way.

\[
p(\bar{X}|\Lambda) = \prod_{m=1}^{M} \prod_{a=1}^{A} p(x_{d_i} = a|d_i = m)
\]
where $n_m^{(a)}$ is number of times user $a$ is assigned to document $m$. Given Equation (3.14) and the fact $\Lambda \sim \text{Dirichlet}(\gamma)$

$$
p(\vec{X}|\vec{\gamma}) = \int p(\vec{X}|\Lambda)p(\Lambda|\gamma)d\Lambda = \int \prod_{m=1}^{D} \frac{1}{B(\vec{\gamma})} \prod_{a=1}^{A} \lambda_{m,a}^{n_m^{(a)}+\gamma_{(a)}-1}d\Lambda = \prod_{m=1}^{D} \frac{B(\vec{n}_m + \gamma)}{B(\vec{\gamma})} \tag{3.15}
$$

where $\vec{n}_m = \{n_m^{(a)}\}_{a=1}^{A}$. So, the joint distribution becomes:

$$
p(\vec{W}, \vec{Z}, \vec{X}|\vec{\alpha}, \vec{\beta}, \vec{\gamma}) = \prod_{z=1}^{K} \frac{B(\vec{n}_z + \beta)}{B(\vec{\beta})} \prod_{a=1}^{A} \frac{B(\vec{n}_a + \alpha)}{B(\vec{\alpha})} \prod_{m=1}^{D} \frac{B(\vec{n}_m + \gamma)}{B(\vec{\gamma})} \tag{3.16}
$$

### 3.5.2 Full Conditional

From the joint distribution, we can derive the update equation from which the Gibbs sampler draws the hidden variable. Using the chain rule and the fact that $\vec{X} = \{x_{d_i} = a, \vec{x}_{-d_i}\}$ and $\vec{Z} = \{\{z_i\}_{i:w_i \text{ in } d_i, z_{-i}}\}$ yields:

$$p(x_{d_i} = a|\vec{x}_{-d_i}, \vec{Z}, \vec{W}) = \frac{p(\vec{X}, \vec{Z}, \vec{W})}{p(\vec{x}_{-d_i}, \vec{Z}, \vec{W})} \propto \frac{p(\vec{W}|\vec{Z})p(\vec{Z}|\vec{X})p(\vec{X})}{p(\vec{W}|\vec{Z})p(\vec{Z}|\vec{x}_{-d_i})p(\vec{x}_{-d_i})} \propto \frac{p(\vec{Z}|\vec{X})p(\vec{X})}{p(\vec{Z}|\vec{x}_{-d_i})p(\vec{x}_{-d_i})} \propto \frac{p(\vec{x}_{-d_i}|x_{d_i})p(\vec{X})}{p(\vec{x}_{-d_i})} \propto \frac{p(\vec{X})}{p(\vec{x}_{-d_i})}$$
\[
\begin{align*}
&\propto \frac{B(\tilde{n}_m + \gamma)}{B(\tilde{n}_{m,-d_i} + \gamma)} \\
&\times \frac{\Gamma(n^{(a)}_m + \gamma_a)(\sum_{a=1}^A n^{a}_{m,-d_i} + \gamma_a)}{\Gamma(n^{(a)}_{m,-d_i} + \gamma_a)(\sum_{a=1}^A n^{a}_a + \gamma_a)} \\
&\times \frac{n^{(a)}_{m,-d_i} + \gamma_a}{\sum_{a=1}^A n^{(a)}_{m,-d_i} + \gamma_a} \\
\end{align*}
\tag{3.17}
\]

where \(\tilde{z}_{d_i}\) is the topic of words in document \(d_i\) and the counts \(n^{(\cdot,-d_i)}\) indicate that the document \(d_i\) is excluded.

\[
p(z_i = k|\tilde{z}_{-i}, \tilde{W}, \tilde{X}) = \frac{p(\tilde{X}, \tilde{Z}, \tilde{W})}{p(\tilde{X}, \tilde{z}_{-i}, \tilde{W})} \\
= \frac{p(\tilde{W}|\tilde{Z})}{p(\tilde{w}_{-i}|\tilde{z}_{-i}) p(w_i) p(\tilde{z}_{-i}|\tilde{X})} \frac{p(\tilde{Z}|\tilde{X})}{p(\tilde{z}_{-i}|\tilde{X})} \\
\propto \frac{B(\tilde{n}_z + \beta)}{B(\tilde{n}_a + \tilde{\alpha})} \frac{B(\tilde{n}_a + \tilde{\alpha})}{B(\tilde{n}_{a,-i} + \tilde{\alpha})} \\
\times \frac{\Gamma(n^{(t)}_z + \beta_t)(\sum_{t=1}^T n^{t}_{z,-i} + \beta_t)}{\Gamma(n^{(t)}_{z,-i} + \beta_t)(\sum_{t=1}^T n^{t}_z + \beta_t)} \frac{\Gamma(n^{(k)}_a + \alpha_k)}{\Gamma(n^{(k)}_{a,-i} + \alpha_k)} \\
\times \frac{n^{(t)}_{z,-i} + \beta_t}{\sum_{t=1}^T n^{(t)}_{z,-i} + \beta_t \sum_{k=1}^K n^{(k)}_{a,-i} + \alpha_k} \\
\tag{3.18}
\]

where the counts \(n^{(\cdot,-i)}\) indicate that the word \(i\) is excluded from document and topic.

### 3.5.3 Multinomial parameters

Equation (3.18) is the conditional probability derived by marginalizing out the random variables \(\phi\) (the probability of word given a topic) and \(\theta\) (the probability of topic given author) and Equation (3.17) is the conditional probability derived by marginalizing out the random variables \(\lambda\) (the probability of author give document). These random
variables are estimated from samples via

\[
\phi_{kt} = \frac{n_k^{(t)} + \beta_t}{\sum_{t=1}^{V} n_k^{(t)} + W\beta}
\]  
(3.19)

\[
\theta_{ak} = \frac{n_a^{(k)} + \alpha_k}{\sum_{k=1}^{K} n_a^{k} + K\alpha}
\]  
(3.20)

\[
\lambda_{ma} = \frac{n_m^{(a)} + \gamma_a}{\sum_{a=1}^{A} An_m^a + A\gamma}
\]  
(3.21)

Where \(n_k^{(t)}\) is the number of times word \(t\) is assigned to topic \(k\), \(n_a^{(k)}\) is the number of times topic \(k\) is assigned to author \(a\) and \(n_m^{a}\) is the number of times author \(a\) is assigned to document \(m\).

### 3.5.4 Gibbs Sampling Algorithm

Using Eqs. (3.17), (3.18), (3.19), (3.20) and (3.21), the Gibbs sampling procedure in Algorithm 4 can be run. The procedure itself uses only 8 larger data structures, the count \(n_k^{(t)}\), \(n_a^{(k)}\), \(n_m^{a}\) variables, which have dimension \(K \times V\), \(A \times K\) and \(M \times A\) respectively, their row sums \(n_z\), \(n_a\) and \(n_m\) with dimension \(K\), \(A\) and \(M\), as well as the state variable \(z_{m,n}\) with dimension \(W\) and \(x_m\) with dimension \(M\).
Table 3.1: Quantities in the Model

<table>
<thead>
<tr>
<th>Quantities</th>
<th>explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>number of documents</td>
</tr>
<tr>
<td>$K$</td>
<td>number of topics</td>
</tr>
<tr>
<td>$V$</td>
<td>number of terms in vocabulary</td>
</tr>
<tr>
<td>$A$</td>
<td>number of authors</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>hyperparameter</td>
</tr>
<tr>
<td>$\beta$</td>
<td>hyperparameter</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>hyperparameter</td>
</tr>
<tr>
<td>$\lambda_m$</td>
<td>parameter notation for $p(x</td>
</tr>
<tr>
<td>$\theta_a$</td>
<td>parameter notation for $p(z</td>
</tr>
<tr>
<td>$\phi_k$</td>
<td>parameter notation for $p(t</td>
</tr>
<tr>
<td>$N_m$</td>
<td>length of document $m$</td>
</tr>
<tr>
<td>$x_m$</td>
<td>author indicator for document $m$</td>
</tr>
<tr>
<td>$z_{m,n}$</td>
<td>topic indicator for $n$th word in document $m$</td>
</tr>
<tr>
<td>$w_{m,n}$</td>
<td>term indicator for $n$th word in document $m$</td>
</tr>
</tbody>
</table>
Algorithm 4 Gibbs Sampling Algorithm

{Initialization}

for all documents $m \in [1, M]$ do
    Sample author $x_m = a \sim Mult(1/A)$
    increment document-author count: $n_{m}^{a}$ and document-author sum: $n_{m}$

    for all words $n \in [1, N_{m}]$ in document $m$ do
        Sample topic $z_{m,n} = k \sim Mult(1/K)$
        increment author-topic count: $n_{a}^{k}$ and author-topic sum: $n_{a}$
        increment topic-word count: $n_{k}^{n}$ and topic-word sum: $n_{z}$
    end for
end for

{Gibbs sampling over burn-in period and sampling period}

while not finished do

    for all documents $m \in [1, M]$ do
        decrement counts and sums document-author
        Sample author $x_m$ according to (3.17)
        increment document-author count: $n_{m}^{a}$ and document-author sum: $n_{m}$

        for all words $n \in [1, N_{m}]$ in document $m$ do
            decrement counts and sums topic-word, author-topic
            Sample topic $z_{m,n}$ according to (3.18)
            increment author-topic count: $n_{a}^{k}$ and author-topic sum: $n_{a}$
            increment topic-word count: $n_{k}^{n}$ and topic-word sum: $n_{z}$
        end for
    end for

    if converged and L sampling iterations since last read out then
        read out parameter set $\phi$, $\theta$ and $\lambda$ according to (3.19),(3.20),(3.21)
    end if
end while
Chapter 4

EXPERIMENTS

In this part, we illustrate the applicability of the proposed framework for topic modeling in social network in two real datasets.

4.1 Datasets

For our analysis, we consider NIPS and Enron email datasets. NIPS datasets is a set of papers from 13 years (1987 to 1999) of the Neural Information Processing (NIPS) Conference\(^1\). This data set contains \(M = 1,740\) papers, \(A = 2,037\) different authors, a total of \(N = 2,301,375\) word tokens, and a vocabulary size of \(V = 13,649\) unique words. The second corpus is the Enron email data set\(^2\), where it contains a set of \(D = 121,298\) emails, with \(A = 11,195\) unique authors, and \(N = 4,699,573\) word tokens. For the purpose of our analysis, we consider a sub-sample of each datasets as follows:

**NIPS data set:** For our experiments we randomly select \(D = 500\) papers from the data set which contains \(A = 886\) different authors, total of \(N = 658,876\) word tokens and vocabulary size \(V = 13,649\). We preprocessed each documents by removing stop words from a standard list.

**Enron Email Data set:** For the purpose of our experiments we create a data set which contains the social network from the original data set in this manner. We use email directories of seven users. The users are: Sally Beck (Chief Operating Officer), Darren Farmer (Logistics Manager), Vincent Kaminski (Head of Quantitative

---

\(^1\)Available on-line at http://www.cs.toronto.edu/roweis/data.html

\(^2\)Available on-line at http://www-2.cs.cmu.edu/enron/
Modeling Group), Louise Kitchen (President of EnronOnline), Michelle Lokay (Administrative Assistant), Richard Sanders (Assistant General Counsel) and William Williams III (Senior Analyst). For each of these targeted users, we select the emails they send and receive (For the received emails we consider those emails with the sender who sends more than total of 20 emails to the user). For each of received emails we put the sender of email as the author of the email. For each targeted user \( i \) we have a set of users who send emails to user \( i \) \( (O_i) \). For those emails that are sent by targeted user \( i \), we put user \( i \) and the set of users in \( O_i \) as author. By this way, we have our directed social graph. We preprocessed each documents by removing stop words from a standard list and all words with global occurrence less than 10. The new data set contains \( D = 11,983 \) emails, \( A = 138 \) different authors, a total \( N = 1,195,893 \) word tokens and vocabulary size \( V = 4,662 \).

We consider two different set of experiments in our analysis. First, we evaluate the generalization performance of our model using perplexity. Moreover, we show the convergence analysis of the proposed inference algorithm using perplexity. The perplexity score is calculated as follows:

\[
\text{perplexity}(w_d|a_d, D_{\text{train}}) = \exp \left( -\frac{\log p(w_d|a_d, D_{\text{train}})}{N_d} \right) \quad (4.1)
\]

Where \( p(w_d|a_d, D_{\text{train}}) \) is the probability assigned by the model to the \( w_d \) in test document and \( N_d \) is the number of word in test document. For multiple test documents:

\[
\text{perplexity}(D_{\text{test}}) = \frac{\sum_{d=1}^{D_{\text{test}}} \text{perplexity}(w_d|a_d, D_{\text{train}})}{D_{\text{test}}} \quad (4.2)
\]

Perplexity is typically monotonically decreasing with respect to the likelihood of the test data and hence a lower perplexity score indicates better performance.

In the second part, we perform the similarity analysis on the distribution of topics for each user and show how the model can be used to propose topics to each user.
4.2 Generalization performance using perplexity

Fig. 4.1 shows the perplexity plotted against the number of hidden topics $K$ for both NIPS and Enron data set. It is obvious that the perplexity decreases with an increasing number of topics. If the number of topics is small, i.e. $K \leq 60$ for NIPS data set and $K \leq 20$ for Enron data set, the perplexity grows rapidly indicating that the model does not fit the unseen training data. Then the perplexity stabilized. The lower perplexity means the better fitted model. The general observation indicates that perplexity as a function of number of topics gets smaller as we consider more topics in our model. It suggests that as the model gets richer in terms of the parameters, its generalization performance increases. However, after some point increasing the number of topics does not add more value to the model and in fact its generalization performance remains constant (perplexity is constant).
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Figure 4.1: Perplexity against Number of Topic (a) NIPS Data Set (b) Enron Data Set
4.3 Convergence analysis of Gibbs sampling

The convergence of the Markov chain used to sample a set of variables is a common issue that arises in applying MCMC techniques. The issue have two different sides:

1. Figure out when the performance of a model trained by sampling begins to stabilize.

2. when the Markov chain actually reaches the posterior distribution.

In general, for real data sets, there is no proof method for answering the latter question[17]. So, we just focus on the former, using the perplexity of the model on test documents to evaluate when the performance of the model begins to stabilize.

Fig. 4.2(a) shows perplexity as a function of the number of iterations of the Gibbs sampler, for a model with 60 topics fit to the NIPS data. Samples after $i$ iterations (where $i$ is the x-axis in the graph) are used to produce a perplexity score on test documents ($D_{test} = \frac{1}{3}M$). In the experiments we do not estimate the hyper-parameters $\alpha, \beta$ and $\gamma$. They are fixed at 1, 0.01 and 1 in each of the experiments. It appears from the Fig. 4.2(a) that performance of models trained using the Gibbs sampler appears to stabilize quickly (after about 50 iterations). Qualitatively similar results were obtained for the Enron email data set (Fig. 4.2(b)), the perplexity values stabilized after a 10 iterations of the Gibbs sampler.

4.4 Topic Discovery

In this section, we showed the topic discovered by our model on the Enron Email data set and compare it with topic discovered by author topic model.

First we run author topic model on the emails of 7 targeted users, we explained on Dataset section. We provide the results for one of our targeted users, Sally.beck. Author topic model assigned topics showed in Fig.4.3 to Sally.beck. We plot author
Figure 4.2: Perplexity against Number of Iteration (a) NIPS Data Set (b) Enron Data Set

topic distribution of Sally.beck and all users in her network (Fig.4.4). It is obvious in Fig.4.4 most users in her network talked about topics showed in Fig.4.5.

Running our model on the same data set, topic in Fig.4.6 is assigned to Sally.beck. It is obvious topics in Fig.4.6 are the combination of topics both in Fig.4.3 and Fig.4.5. So, both Sally.beck topic of interest and also topic of interest of users in her network are assigned to her using our model. We get the same results for other targeted users.
Figure 4.4: Author Topic distribution to Sally.beck and all users in her network using Author Topic model

Figure 4.5: Topics Assigned to most of users in network of Sally.beck with Author Topic Model

Figure 4.6: Topics Assigned to Sally.beck with our proposed adaptive topic model
Chapter 5

FUTURE RESEARCH & CONCLUSIONS

The model proposed in this thesis provides a relatively simple probabilistic model for exploring the topics in social network. The primary benefit of this model is that it allows us to include the network information available in social network in topic model to get more effective results for authors topic distribution. We provide results of applying our model to NIPS and Enron emails datasets to evaluate the generalization performance and show convergence analysis using perplexity.

As we show in Fig. 3.5, the social network graph is dynamic and the set of followers and followees will change in the social network over time. For example, in Fig. 3.5, $O_{u_i}^t = \{u_2, u_6, u_7, u_{10}\}$ at time-stamp $t$ and $O_{u_i}^{t+1} = \{u_2, u_5, u_{10}\}$ at time-stamp $t + 1$. Time is measured based on a time scale such as hours, days, and months specific to the nature of the network under study. Dotted lines in the figure show the change of followers and followees from time-stamp $t$ to $t + 1$.

Topics of a given entity can get affected by (i) the dynamic nature of relations in the network and by (ii) the evolution of topics over the time. The proposed model should capture the variation in network structure as well as topic evolution that can be the topic of future researches. To consider the changes of the network during time, one idea is to have the Bayesian network like dynamic topic model[3]. So, the topic distribution will evolve during time(Fig. 5). Another idea is to use a Markov model[11].
Figure 5.1: Graphical model representation of our proposed dynamic model. Topic distribution will evolve during time by changing the network.
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