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RF-powered computers operate using energy they harvest from radio frequency (RF) signals. Compared to battery powered devices, they have the advantages of being small and long-lived as they do not need to carry an onboard energy-store, and they can be embedded inside objects, structures and even the human body.

In this dissertation, I explore how we can build networks of RF-powered computers that support rich functionality across a range of RF environments. Towards this goal, I identify the key challenges to running programs on RF-powered computers, and argue that devices must adapt their behavior to match their task energy consumption to the available power. To demonstrate this approach, I formulate the task scheduling problem for one class of RF-powered devices (computational-RFIDs), and implement Dewdrop, an energy-aware CRFID runtime. By waking tags at the right times, Dewdrop can complete tasks that previously could not complete, and at close to their maximum rate given the power that the RF environment provides.

The second challenge I tackle is how to build networks using backscatter communication. Backscatter signaling is an ultra-low power form of communication, but the simplicity needed to achieve such low power operation makes clients prone to interference. To under-
stand how this challenge can be overcome, I use measurement and simulation results to explore the mechanisms by which interference impacts network performance. I then use these insights to develop a network design that mitigates interference and enables backscatter networks to scale well. Experimental results show that this design improves both coverage and capacity in a building-scale network compared to existing designs.

This dissertation supports my thesis that RF-powered computers can support rich tasks in a variety of RF environments, and networks of such devices can scale to building-sized deployments. As technology advances, RF-powered devices will only decrease in size and increase in computational power and operational range. By demonstrating that they can also support rich functionality and be used to build building-scale networks, this dissertation demonstrates their potential to provide deeply embedded and long-lived sensing and computation.
# TABLE OF CONTENTS

<table>
<thead>
<tr>
<th>List of Figures</th>
<th>iii</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Chapter 1:</strong> Introduction</td>
<td>1</td>
</tr>
<tr>
<td>1.1 RF-Powered Computing</td>
<td>3</td>
</tr>
<tr>
<td>1.2 Goals</td>
<td>4</td>
</tr>
<tr>
<td>1.3 Running Programs Using Harvested RF Power</td>
<td>6</td>
</tr>
<tr>
<td>1.4 Ultra-Low Power Networking</td>
<td>7</td>
</tr>
<tr>
<td>1.5 Thesis and Contributions</td>
<td>9</td>
</tr>
<tr>
<td>1.6 Organization</td>
<td>11</td>
</tr>
<tr>
<td><strong>Chapter 2:</strong> Motivation and Background</td>
<td>12</td>
</tr>
<tr>
<td>2.1 Motivating Trends</td>
<td>12</td>
</tr>
<tr>
<td>2.2 Technologies for RF-powered Computers</td>
<td>19</td>
</tr>
<tr>
<td>2.3 Existing RF-Powered Devices</td>
<td>24</td>
</tr>
<tr>
<td><strong>Chapter 3:</strong> Problem and Approach</td>
<td>28</td>
</tr>
<tr>
<td>3.1 Problem: Running Programs Using Harvested RF Power</td>
<td>29</td>
</tr>
<tr>
<td>3.2 Problem: Building Scalable Backscatter Networks</td>
<td>38</td>
</tr>
<tr>
<td>3.3 Summary</td>
<td>46</td>
</tr>
<tr>
<td><strong>Chapter 4:</strong> Dewdrop: An Energy-Aware Runtime for Computational RFID</td>
<td>48</td>
</tr>
<tr>
<td>4.1 Task Model and Scheduling Goal</td>
<td>49</td>
</tr>
<tr>
<td>4.2 Dewdrop Design</td>
<td>50</td>
</tr>
<tr>
<td>4.3 Implementation</td>
<td>59</td>
</tr>
<tr>
<td>4.4 Dewdrop Evaluation</td>
<td>62</td>
</tr>
<tr>
<td>4.5 Dewdrop: Limitations and Lessons Learned</td>
<td>73</td>
</tr>
<tr>
<td><strong>Chapter 5:</strong> Building Backscatter Networks That Scale Well</td>
<td>74</td>
</tr>
<tr>
<td>5.1 Study of Existing Technologies</td>
<td>74</td>
</tr>
</tbody>
</table>
5.2 Exploring the Trade-offs of Client Sensitivity ........................................ 81
5.3 A Network Design for Scalable Backscatter Networks ........................... 89
5.4 Evaluation ......................................................................................... 100
5.5 Summary ......................................................................................... 112

Chapter 6: Related Work ............................................................................ 113
  6.1 Low Power Computing and Energy Management ............................... 113
  6.2 Running Programs on RF-Powered Computers .................................... 114
  6.3 Other Energy Harvesting Systems ....................................................... 116
  6.4 Interference in Backscatter Networks ................................................ 117

Chapter 7: Conclusions and Future Work .................................................. 118
  7.1 Thesis and Contributions ................................................................... 118
  7.2 Future Work ...................................................................................... 120
  7.3 Summary .......................................................................................... 123

Bibliography ............................................................................................... 124
# LIST OF FIGURES

<table>
<thead>
<tr>
<th>Figure Number</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>Gen 2 tag (left), Intel/UW WISP (center), Telos mote (right)</td>
<td>3</td>
</tr>
<tr>
<td>2.1</td>
<td>Koomey et al. [59] showed that the energy efficiency of computing systems has doubled every 1.5 years. (Figure taken from [59])</td>
<td>14</td>
</tr>
<tr>
<td>2.2</td>
<td>Comparison of the radiated power required for a 2.45 GHz signal to be received with a -95 dBm power, and the power consumption of a commercial low-power radio [102] and three microcontrollers [104, 94, 114]</td>
<td>16</td>
</tr>
<tr>
<td>2.3</td>
<td>Power consumption and data rates for transceiver technologies. Backscatter transceivers (circle) have three orders of magnitude better power consumption and two orders of magnitude better communication efficiency (nJ/Bit) than conventional radios.</td>
<td>18</td>
</tr>
<tr>
<td>2.4</td>
<td>Block diagram of an RFID tag showing power harvester, receiver and modulator circuits typical of RF-powered devices.</td>
<td>20</td>
</tr>
<tr>
<td>2.5</td>
<td>Gen 2 RFID reader message and backscattered tag response (as seen at the reader antenna).</td>
<td>23</td>
</tr>
<tr>
<td>3.1</td>
<td>Task execution rate versus distance to illustrate the three operating regimes of RF-powered devices. Note that the execution rate is zero when in the voltage limited regime.</td>
<td>30</td>
</tr>
<tr>
<td>3.2</td>
<td>Plot of voltage at time $t$ and the derivative of energy with respect to time at time $t$ for a capacitor being charged from a constant source with voltage $V_s$.</td>
<td>34</td>
</tr>
<tr>
<td>3.3</td>
<td>Diagram of controller-to-client interference as seen at the client. The dashed line indicates a 50% detection threshold.</td>
<td>41</td>
</tr>
<tr>
<td>4.1</td>
<td>Voltage drop for SENSEtx (upper black items) and SENSE (lower blue items).</td>
<td>52</td>
</tr>
<tr>
<td>4.2</td>
<td>WISP capacitor voltage over time</td>
<td>54</td>
</tr>
<tr>
<td>4.3</td>
<td>Response rates when using Dewdrop and the HwFixed runtimes.</td>
<td>64</td>
</tr>
<tr>
<td>4.4</td>
<td>Response rates for Dewdrop and HwFixed compared to an oracle.</td>
<td>65</td>
</tr>
<tr>
<td>4.5</td>
<td>Response rates for both tasks at 1.5 and 3m. X’s indicate the operating point found by for Dewdrop.</td>
<td>66</td>
</tr>
<tr>
<td>4.6</td>
<td>Response rate and wasted time for SENSE and SENSEtx at 3m.</td>
<td>67</td>
</tr>
<tr>
<td>4.7</td>
<td>Charging time from 1.5V to 2V.</td>
<td>68</td>
</tr>
</tbody>
</table>
4.8 Effect of step size ($\beta$) on response rate for SENSETx at 3.5m. 69
4.9 Percent of tags that have an average response rate above 1/s and 5/s using the two runtimes. 70
4.10 CDF of response rates for the two runtimes as power is reduced. 72
4.11 Response rate for the two runtimes as tag population size increases. 73
5.1 Read rate of Gen 2 tag and controller in the presence of an interferer. 75
5.2 Network Performance for Always-On and Listen-Before-Talk 78
5.3 Network Performance for Always-On and Listen-Before-Talk with Rayleigh Fading 80
5.4 Sensitivity to interference for different ASK thresholds 82
5.5 Coverage areas of controllers when clients use different ASK thresholds. All controllers are transmitting 1 W using isotropic antennas. 84
5.6 Fraction of locations where a client would suffer from continuous wave and modulated interference for three network densities. 85
5.7 Illustration of regions where client-to-controller interference can occur. 87
5.8 Impact of client sensitivity on uplink error rate. 88
5.9 Example packet exchanges for the contention and contention-free periods. In the contention case, there is a packet loss due to a collision. In the contention-free case, there is a packet loss due to noise. 95
5.10 Performance of the three approaches for a minimally covered area. 103
5.11 Heatmaps of normalized throughput (Note: Colormap ranges are not equal.) 104
5.12 Performance of the three approaches for a densely covered area. 105
5.13 Fairness vs throughput for the three approaches (+: Always-On, ○: Listen-Before-Talk, ♦: Adaptive CDMA) across 4 network densities (Green: minimal coverage + 10 controllers, Red: min + 20, Black: min + 30, Yellow: min + 40) 106
5.14 Downlink loss rates for no CSMA, a fixed -36 dBm CSMA threshold, and our adaptive scheme. (All use a 10% ASK threshold) 108
5.15 Uplink loss rates for FM0, CDMA, and our adaptive scheme. 109
5.16 Performance for Always-On with different client thresholds and with or without CSMA 110
5.17 Performance for Always-On with sensitive clients and CSMA, and CDMA and Adaptive CDMA 111
Chapter 1

INTRODUCTION

Small, low-cost, low-power computers that sense the physical world have long been a goal for researchers. The vision of “smart-dust”, articulated in the late 1990s, targeted millimeter-scale devices that could power themselves, sense the environment, perform computation, and communicate wirelessly [113]. Large-scale deployments of such devices would enable a wide range of applications such as dense environmental monitoring, sensor rich home automation and smart environments, and self-identification and context awareness for everyday objects.

The past 15 years have seen significant effort and progress towards the original motivating applications. Wireless sensor nodes, or “motes”, are commercially available and combine a low-power microprocessor, radio, and a variety of sensors in a small form-factor. Wireless sensor networks (WSNs) based on “motes” have been applied to many real-world problems from sniper detection to structural monitoring [1]. There has also been good progress towards “motes” that are smaller and more energy efficient [94, 29]. Despite these successes, existing technologies have fallen short of the original vision of smart-dust. They have not led to ubiquitous sensing embedded in the fabric of everyday life, where buildings, clothing, consumer products, and even the human body are all equipped with networked sensors.

A key reason that existing technologies have failed to realize the vision of smart-dust is that they generally depend on batteries for power. The use of batteries increasingly limits how small devices can be; the transistor density of microprocessors doubles every 2 years according to Moore’s Law while the energy density of batteries has increased much more slowly. Batteries also limit the number of devices that can be deployed and the places they can be embedded as batteries need to be replaced (or exhausted devices need to be
retrieved). Though solar cells can provide a perpetual power source for sensor motes, they impose similar limitations on the size of devices and where they can be embedded.

An attractive approach to overcoming these limitations is the use of RF power harvesting. RF-powered computers can be small as they harvest energy using a paper thin antenna rather than carrying an onboard battery. Moreover, their lifetime can be measured in decades as they have no exhaustable power source, and they can be embedded inside objects, structures and even the human body. Rudimentary RF-powered devices are already in wide use in the form of passive UHF RFID, which allows inexpensive tags to be remotely powered and interrogated for identifiers at a range of more than 10 meters. A key enabler of RFID is their use of ultra-low power backscatter communication, where they communicate by reflecting incident RF signals instead of radiating power. However, RFID technology is limited to simple object identification, similar to a barcode.

In this dissertation, I explore how combining the functionality of mote-based networks with the benefits of battery-free operation can bring us closer to the vision of smart-dust. I envision networks of devices that go far beyond RFID tags, and are capable of executing programs, sensing their surroundings, and communicating rich data to the Internet. Though RF-powered computing is in its infancy, prototype devices (most notably the Intel/UW WISP [91]) have recently become available that have allowed me to formulate key systems and networking challenges in the area and to experimentally validate solutions. To date, studies using these prototypes have generally been point demonstrations of applications that use at most a few devices located close to a single power source. In contrast, my work focuses on the challenges faced when many devices are distributed on a building-wide scale. Devices must be able to run programs efficiently using harvested power that varies widely with distance and over time, and they must be able to communicate via backscatter in the presence of many interferers.

In the following sections, I give an overview of RF-powered computing, and state the goals of this dissertation. I then describe two key challenges that limit RF-powered com-
puting today – (1) running programs efficiently using harvested RF-power and (2) building ultra-low power networks that scale well – and outline my approaches to overcoming them. Lastly, I state my thesis and contributions.

1.1 RF-Powered Computing

It is well-known that Moore’s law has led to an exponential increase in computational power for today’s microprocessors, measured in terms of computations per second. However, the concomitant exponential increase in microprocessor performance in terms of computations per joule has seen less attention. Koomey et al. recently showed that the energy required to support a given computational workload has decreased by half every 1.5 years since 1946 [59]. Along with ushering in today’s ubiquitous smart-phones, this trend has made it feasible to build computer systems that are powered entirely by energy they harvest from RF signals.

To see the potential for RF-powered computers, consider that today’s commercially
available low-power microprocessors consume a few hundred µWs of power when operating at MHz frequencies, and 100 µW of RF-power is (theoretically) available 3 meters from an RFID reader (1 W), 40 meters from a GSM tower (40 W), or 5 km from a TV tower (1000 kW). RF-powered devices already exist which support modest workloads using energy harvested from RFID readers and TV towers [89]. For example, Figure 1.1 shows the Intel/UW WISP, a prototype RF-powered computer, in comparison to a Gen 2 RFID tag and a Telos sensor mote [79]. Like an RFID tag, the WISP is small, thin, and battery-free. Like a sensor mote, it is fully programmable, capable of running small programs, and equipped with an array of sensors. It runs when powered by energy harvested from a nearby RFID reader, and can operate at a range of up to 4 m. As the exponential improvements in energy efficiency are expected to continue for the foreseeable future, the range at which RF-computers can operate, and the workloads they can support, will only increase.

Because RF-powered computers can be very small, low-cost and long-lived, and embedded inside of objects and structures, they can realize applications which would be difficult using other technologies. In 2008, we described how RF-powered computers could enable applications such as tracking the temperature of blood during transport, sensing neural activity in the brain, and activity recognition for elder-care [11]. Since then, we and other researchers have used prototype RF-powered computers to implement applications including neural monitoring [46] and security for implantable devices [41], securing credit and access card transactions [27], tracking human movement for exercise and sleep monitoring [20, 47], and activity recognition for elder-care [12]. However, nearly all studies to date have used at most a few devices located very close to a power source. This is because current technology does not work well when energy is scarce or when many devices are present.

1.2 Goals

The goal of my work is to advance the state of RF-powered networks to the point that they can go beyond battery powered sensor networks to provide long-lived, deeply embedded sensing and computation. Sensor networks have proven useful in many problem domains,
but their use of batteries means they will never realize the vision of smart-dust. Looking forward, RF-powered devices have the potential to bring us close to this goal as they can be very small, long-lived, and deeply embedded in their environment. This dissertation targets deployments in indoor environments where powered infrastructure is feasible, and aims to achieve four subgoals:

- **Rich in Functionality**: We should not “dumb-down” RF-powered computers, or restrict their operation to simple, fixed tasks to make it easier to power them using harvested RF signals. They should support conventional computing and programming paradigms, particularly since they are long-lived and will need to be repurposed.

- **Adaptive to Varied Tasks and Available Power**: The power available to RF-powered devices will vary dramatically depending on their distance from a power source. Also, the energy requirements of different tasks will be different. Devices must adapt to both of these factors to make the best use of available power, which in turn extends operational range and increases responsiveness.

- **Easily Deployed**: Sensor networks and WiFi have succeeded in large part because they are easy to deploy. Developers should not need to explicitly account for energy usage or otherwise change how they write programs, and network deployment should not require detailed site-surveys or careful infrastructure placement.

- **Scalable**: For RF-powered networks to scale from point demonstrations to building-scale deployments, adding infrastructure nodes should increase coverage and network capacity.

No existing solutions satisfy these goals. Approaches to running tasks on RF-powered devices either restrict functionality to simple tasks [91], require hardware modifications to run different tasks [25], or do not account for the limitations of real hardware [85]. Existing protocols for backscatter networks require careful deployment to limit interference; naively adding infrastructure to RFID deployments can dramatically degrade performance.
Alternative approaches increase coverage at the cost of network capacity. In contrast, this dissertation shows that RF-powered computers can execute a range of tasks in varied RF environments, and that networks of these devices can be easily deployed and can scale well in terms of both coverage and capacity.

1.3 Running Programs Using Harvested RF Power

All networked computers realize two basic functions: they run programs and communicate with other nodes. Supporting either of these functionalities using harvested RF power requires that a unique set of challenges is overcome. Energy is the scarce resource that limits the amount of computation and sensing that can be performed. This is because it must be harvested at low rates from signals transmitted by distant power sources. However, where “motes” seek to minimize their power consumption to extend battery life, RF-powered devices seek to make the best use of an intermittent and unpredictable power source. When power is plentiful, devices can maximize their performance, whereas they should aim to extend range when power is scarce.

A key goal of this dissertation is to understand how the characteristics of RF-power harvesting change existing models of program execution. Towards this goal, I formulate the task scheduling problem and implement a runtime for one class of RF-powered devices: computational RFID tags (CRFID). CRFID tags, such as the WISP, extend the capabilities of conventional RFID tags by adding computing and sensing capabilities. They are powered by and communicate with commercial RFID readers, which enables them to make use of existing infrastructure. They have shown promise for a range of applications including interactive sensing applications such as activity inference [12]. Focusing on CRFIDs lets me identify key challenges for RF-powered computers in general, while grounding my solution in the particulars of a widely used platform.

Current CRFIDs tags adopt the operational model of RFID tags, where they turn on and run whenever they are powered by the reader. This approach works for conventional RFID tags because their functionality is very simple (a state machine with memory) and
can be run in the worst case at the limit of the energy harvesting range. However, CRFID
tags consume far more energy running tasks that use sensors and computation, and the
energy cost of tasks may vary from iteration to iteration. By adopting the model of running
whenever there is power, naive CRFID designs limit the range at which a CRFID tag can
operate and the kinds of tasks that it can run. In contrast, my approach is to match
harvested energy to task consumption by viewing task execution as a scheduling problem.
A tag should wake out of deep sleep only when it is likely to execute a task efficiently.
Energy-aware scheduling will enable devices to run a wider variety of tasks in a range of
operating environments.

While conceptually simple, a practical design is difficult to achieve for several reasons
that are inherent to RF-powered computers. First, the energy needed to run a task and
the input RF power both vary greatly over time due to factors such as non-deterministic
protocols and reader frequency hopping. Second, the commonly-held intuition about energy
storage as a simple reservoir is insufficient because the efficiency of both energy harvesting
and energy consumption is state dependent. Finally, it is costly to gather the basic infor-
mation needed to make scheduling decisions, e.g., the rate at which energy is harvested and
the amount that is already stored, because CRFIDs are so energy impoverished.

As part of this dissertation, I present the design, implementation, and evaluation of
Dewdrop, an energy-aware runtime for CRFID tags that matches harvested energy to task
energy consumption. By waking tags at the right times, Dewdrop can complete tasks that
previously could not complete, and at close to their maximum rate given the energy that
the RF environment provides.

1.4 Ultra-Low Power Networking

The second basic function of any networked device is the ability to communicate with other
nodes in the network. This is a challenge for RF-powered devices, because existing low-
power radios consume orders of magnitude more power (even when idle) than is generally
available for harvesting. Moreover, because the power consumption of analog radio hardware
will not improve as quickly as digital logic, conventional radio architectures will only become a worse fit for ultra-low power networks as time goes on. As I show in Section 2.1.2, the overall power consumption of computing and sensing platforms is already on par with the theoretical minimum for how much power must be radiated to communicate over useful ranges. As the power efficiency of computing platforms continues to decrease, this hard limit on transmit power will become a significant factor in overall energy consumption.

A second key goal of this dissertation is to rethink wireless communication in ways that can improve energy efficiency by orders of magnitude compared to conventional radios. The strategy that I explore in this dissertation is to build on backscatter signaling. In backscatter networks, clients do not radiate RF power to transmit data. Instead, they reflect (backscatter) incident RF signals transmitted by infrastructure nodes, referred to as controllers, and controllers decode messages by detecting changes in the reflected signal. This model of operation allows nearly all energy costs to be shifted from clients to the powered controller whose function is akin to an AP in an 802.11 network. The power needed for backscatter clients to communicate then approaches zero, and the transceiver can be powered using harvested RF signals. Existing backscatter devices can achieve ranges of 30 m or more and consume as little as 1 \( \mu \)W; this is four orders of magnitude less than existing low-power radios.

While backscatter signaling works well for an individual link, it has seen little use for full-fledged networks because the simplicity needed to power transceivers from RF signals makes clients susceptible to interference. To date, the only widespread use of backscatter communication is for inventorying passive RFID tags, a task that relies on carefully-placed controllers that are spatially separated to limit interference. In contrast, I aim to build backscatter networks that are easily deployed and provide good coverage and capacity on a building-wide scale.

---

\(^1\)The more general term, “controller”, is used throughout this dissertation instead of, “reader” or “interrogator”, which are commonly used in the RFID literature. This reflects the function of infrastructure nodes which goes beyond simply reading identifiers from tags, and is instead to control the medium access behavior of the clients in the sense of a traffic controller.
To understand how we can extend backscatter technology to support RF-powered networks, I develop and evaluate an ultra-low power network design that is based on backscatter clients. I first use measurements of existing systems and simulation results to show how interference limits the scalability of backscatter networks, and to explore how the client transceiver design impacts network-wide interference patterns. I then use these insights to develop a network design that enables backscatter networks to scale well. Experimental results show that my design improves both coverage and capacity in a network setting compared to existing designs.

1.5 Thesis and Contributions

This dissertation supports my thesis that RF-powered computers can support rich tasks in a variety of RF environments, and networks of such devices can scale well to building-sized deployments. As technology advances, RF-powered devices will only decrease in size and increase in computational power and operational range. By demonstrating that they can also support rich functionality and be used to build scalable networks, this dissertation demonstrates their potential to approach the vision of smart-dust.

By identifying the key challenges to running programs on RF-powered computers, and formulating the task scheduling problem for one class of RF-powered devices (CRFIDs), I show how rich tasks and programs can be supported using harvested RF-power; the Dewdrop runtime is a proof-of-concept built on the WISP CRFID that effectively matches task behavior to available power across a range of tasks and RF environments. Through measurement of existing backscatter systems, I identify the root cause of interference in backscatter networks and show how a minimal client demodulator redesign coupled with coordinated controller behavior can largely mitigate the impact of this interference. Leveraging this insight, I design and evaluate a PHY/MAC protocol that enables network coverage and capacity to increase as infrastructure is added.

I make the following contributions in this dissertation:
Identifying key challenges to running programs on RF-powered computers. RF-powered computing is in its infancy, and its constraints and operating model are not yet well understood. I identify four characteristics I believe are fundamental to the technology: 1) RF-powered computers will duty-cycle to extend operating range, 2) The amount of energy that must be stored before executing a task will vary according to both the task itself and the amount of supplemental power harvested during execution, 3) Input power will vary greatly between devices based on distance, and over short time-scales due to motion and frequency selective fading, and 4) The use of capacitors to store energy means that the rate at which a joule of energy is harvested or stored is state-dependent. The last three factors make it difficult to match energy consumption to available power to achieve good performance.

Dewdrop, an energy-aware runtime for CRFIDs Taking into account the challenges above, I formulate the task scheduling problem for CRFIDs, a class of RF-powered devices. The goal is to run iterative tasks as often as possible given the available RF power. I then implement Dewdrop, a runtime for CRFIDs that adapts device behavior to match the requirements of the task with the available power. By waking tags at the right times, Dewdrop can complete tasks where they previously could not complete, and nearly as often as possible given the power that the RF environment provides.

A study of interference in backscatter networks Because backscatter requires infrastructure to transmit RF power both when receiving and transmitting, interference patterns in backscatter networks differ from those of conventional wireless networks. One key distinction, which has been overlooked by prior work, is that interference at clients is of two types: continuous wave interference and modulated interference. I show how these two types of interference limit network coverage and capacity for Gen 2 RFID systems. Then, via simulation, I show how the demodulator design of backscatter transceivers trades sensitivity to continuous interference against sensitivity to modulated interference, and how this
trade-off impacts network-scale performance.

**A PHY/MAC protocol that enables scalable backscatter networks** Based on the findings of the interference study, I propose a PHY/MAC protocol for backscatter networks that mitigates interference. My approach has three main components 1) A modified demodulator at the client that reduces *continuous wave* interference at clients, 2) a CSMA/CA approach that coordinates controller behavior to avoid *modulator* interference at clients, 3) CDMA uplink modulation overcomes interference between clients experienced at controllers. I evaluate my design via simulation, and show that it improves both coverage and capacity compared to other solutions.

### 1.6 Organization

The remainder of this dissertation is as follows. Chapter 2 presents necessary background material, and Chapter 3 builds on this background to describe the dual problems of running programs and communicating using harvested RF power. Chapter 4 presents the design, implementation, and evaluation of Dewdrop, and Chapter 5 presents the design, implementation, and evaluation of our PHY/MAC protocol for scalable backscatter networks. I cover related work in Chapter 6, and conclude in Chapter 7.
Chapter 2

MOTIVATION AND BACKGROUND

In this section, we outline the technology trends that motivate our approach of using RF power harvesting and backscatter communication to provide deeply embedded computation and sensing. Necessary background on three key aspects of RF-powered computers is then presented: RF power harvesting, energy storage, and backscatter communication. Lastly, we describe existing RF-powered computers.

2.1 Motivating Trends

There are two trends that motivate our work. First, the energy efficiency of computer systems is increasing exponentially. This has made it possible to power computers using harvested RF signals today, and moreover, the range at which this is feasible is also increasing exponentially [99]. The second trend is that the energy efficiency of conventional radio designs is not improving exponentially. This is because analog components do not benefit from Moore’s Law, and the physics of RF propagation dictate how much power must be radiated to communicate a message over a given distance. This means we need to explore alternative methods of wireless communication, lest the power consumption of communication become the operating bottleneck. Backscatter communication is one such approach that is already orders of magnitude more energy efficient than conventional radios, and whose efficiency will scale with digital logic.

2.1.1 Range of RF-Powered Computers Doubles Every 3 Years

Moore’s Law, the historical pattern of transistor density doubling approximately every two years, has driven the exponential increase in desktop and server performance over the past
few decades. However, a less well-known fact is that the energy efficiency of computer systems has also increased exponentially, doubling every 1.5 years since 1946, and this trend is expected to continue even if Moore’s Law fails. [59]

Figure 2.1 shows the energy efficiency of selected computing systems from 1946 through 2010. Not only has there been a doubling in efficiency every 1.57 years, but this trend extends even to early vacuum tube computers. Moreover, this trend is expected to continue even if Moore’s Law does not, as there is still large potential for efficiency improvements beyond just reduced transistor size. Physicist Richard Feynman famously estimated that, as of 1985, there was a factor of \(10^{11}\) improvement that was theoretically possible for computers that use electrons for switching [33]. Since then, energy efficiency has improved by more than a factor of \(10^4\) [59], which suggests computer systems are likely to experience at least a few more decades of rapidly improving power efficiency. Already, commercial, millimeter-scale microprocessors operate at MHz clock rates while consuming only a few hundred picojoules per instruction (e.g., approximately 400 \(\mu\)W at 1 MHz [104]). Moreover, research platforms exist that improve efficiency even further to only a few picojoules per instruction [94].

As energy per instruction approaches 100s of picojoules, powering these devices at useful ranges using harvested RF signals becomes feasible. The physics of RF propagation mean that the power available for harvesting decreases as distance squared (in the best case) from the source. To give a sense of available power, consider the following: Friis transmission equation [35] predicts that (assuming isotropic antennas) 100 \(\mu\)W is available 3 meters from a RFID reader (1W), 40 meters from a GSM tower (40W), or 5 km from a TV tower (1000 kW). RF-powered platforms exist today which support modest workloads using power harvested from RFID readers and TV towers [89]. Moreover, by combining the \(d^2\) fall-off of RF-power and the rate at which efficiency improves, we see that the range at which a modest workload can be powered is increasing exponentially at half the rate of energy efficiency [99]. In other words, the range at which RF-powered computers can operate is doubling every 3 years.
Figure 2.1: Koomey et al. [59] showed that the energy efficiency of computing systems has doubled every 1.5 years. (Figure taken from [59])
2.1.2 Radio Transceiver Efficiency Will Not Scale With Digital Logic

Though the energy efficiency of computer systems is doubling every 1.5 years, the efficiency of radio transceivers will increase much more slowly. For example, a study by Alcatel-Lucent found the energy efficiency of cellular networks is improving by less than 40% every two years [116]. There are two factors that limit the extent to which radio energy efficiency will improve. First, the efficiency of the analog components that make up conventional super-heterodyne type radios (low noise amplifiers, mixers, power amplifiers, etc.) does not benefit from Moore’s Law. In fact, decreasing supply voltage, increasing transistor non-linearity, and the degradation of transistor intrinsic gain pose significant challenges to the development of high performance analog circuit design using nanoscale CMOS technologies [4, 71]. Consequently, compensation circuits have been developed which in turn result in higher power consumption. The power efficiency of fixed performance analog primitives, such as operational amplifiers, has also begun to plateau as a function of process technology [123, 122].

The second factor that limits the efficiency of conventional radios is that the physics of RF propagation dictate how much power must be radiated to communicate a message at a given distance. In Figure 2.2, the solid blue line shows the theoretical minimum for how much RF power must be radiated to be received at a given distance with a power of -95 dBm (the receive sensitivity of the Chipcon 2420 radio). The data is calculated using Friis equation for free-space propagation assuming isotropic antennas, and a 2.45 GHz signal. Along with this, the power consumption is shown for the Chipcon 2420 radio, the TI MSP43021xx series MCU running at 1 MHz, and 2 ultra-low power experimental MCUs seen in the literature [94, 114].

When transmitting at its maximum power of 0 dBm (i.e., 1 mW), the Chipcon 2420 consumes around 31 mW; two orders of magnitude more power than it radiates. Moreover, the transceiver consumes 34 mW even when it is in receive-mode waiting for packets to arrive. This is a result of the high power consumption and complexity of conventional
Figure 2.2: Comparison of the radiated power required for a 2.45 GHz signal to be received with a -95 dBm power, and the power consumption of a commercial low-power radio [102] and three microcontrollers [104, 94, 114]

The last two dashed lines in the figure indicate the power consumption of two experimental MCUs that push today’s limits of energy-efficient computing. In the case of the Phoenix processor [94], its power consumption is equivalent to the absolute minimum amount of RF power that must be radiated by a transmitter for its message to be received at -95 dBm 12 meters away. While the power consumption of microprocessors will surely decrease over time (likely by 50% every two years), the rate at which RF power falls off with distance is a law of physics and will not change. Moreover, there are limits on how sensitive a receiver
can be, e.g., -113 dBm for 802.15.4 radios like the Chipcon 2420, though just reducing the noise of the LNA by 3 dB would increase the power consumption of the device by 33% [62].

To give some perspective to this data, consider the following. When sensing once every 10 minutes, the Phoenix sensing platform has an average power consumption of $3.9 \times 10^{-11}$ W and can survive using a 1 mm$^3$ battery for over a year. If the platform was combined with a Chipcon 2420 radio that transmitted data for only 1 ms every 10 minutes, the average power consumption would increase to $5.2 \times 10^{-8}$ W and the lifetime would be reduced to around 8 hours. In contrast, transmitting for 1 ms every 10 minutes using a backscatter transceiver like the one described in [78] would increase the power consumption to only $4.1 \times 10^{-11}$ W, and the lifetime would still be over a year.

**Backscatter Transceivers Already Orders of Magnitude More Energy Efficient**

Because backscatter transceivers do not rely on complex analog components, they will largely track improvements in CMOS process scaling. Their “transmitter” consists of a single transistor which is used to toggle the impedance of the antenna, and the amplitude-shift-keying (ASK) demodulator consists of a diode, a resistor, a filter capacitor, and a comparator. The only other component aside from digital logic is a low frequency digital oscillator used for data recovery; this is in contrast to the oscillator of conventional radios that must run at the carrier frequency (100s - 1000s of MHz) to mix signals to baseband.

Even today, backscatter transceivers are orders of magnitude more efficient in terms of communication efficiency than other radios designs. Figure 2.3 plots power consumption versus data rate for four classes of RF transceivers, with the grey lines indicating constant communication efficiency (nJ/Bit). The blue squares indicate consumer technologies such as 802.11a/g, Zigbee/802.15.4, and Bluetooth. Though the application domain for these technologies varies widely, from low-power sensor networks which use Zigbee/802.15.4 to high-speed wireless systems using 802.11, the energy efficiency is nearly equivalent.

---

1We calculate power consumption by averaging the power required for receiving and transmitting. In all cases, the two values were within an order of magnitude.
Figure 2.3: Power consumption and data rates for transceiver technologies. Backscatter transceivers (circle) have three orders of magnitude better power consumption and two orders of magnitude better communication efficiency (nJ/Bit) than conventional radios.
The black diamonds show experimental transceivers targeted for medical devices [118, 26] and wireless sensor networks [117, 23, 24]. These devices represent the state of the art in conventional transceiver architectures. They can achieve one or two orders of magnitude better efficiency than today’s commercial technologies. Looking beyond conventional architectures, the green triangles indicate ultra-wide band transceivers. This is an emerging radio technology that uses very fast pulses to spread a signal over very large bandwidths, and has been shown to be more energy efficient than conventional radios by an order of magnitude [125, 119, 121].

In contrast, backscatter transceivers are shown as red circles. They consume as little as $1\mu\text{W}$ in the case of passive RFID, while supporting data rates up to 640 kbps [78], and can communicate at approximately 30 m with an FCC-compliant controller [72, 90]. This level of performance is comparable to the widely used TI Chipcon 2420 radio, but achieved using four orders of magnitude less power. More recent QAM based backscatter transceivers achieve up to 96 Mbps with an efficiency of 15.5 pJ/bit [106]. This is equivalent in rate to existing UWB transceivers but with an order of magnitude better communication efficiency.

The fact that most conventional radios duty cycle their transceivers between active and standby states to reduce their average power consumption only makes the comparison more favorable. Although not all the publications identified in Figure 2.3 reported idle power, [117] was clearly the lowest power of the non-backscatter transceivers (including UWB) with a reported standby power consumption of 1.2 $\mu\text{W}$. This means that even a sleeping radio uses 20% more power than an RFID tag that is continuously active.

### 2.2 Technologies for RF-powered Computers

Using RF signals to power computing and sensing is an attractive proposal as RF waves penetrate most non-metallic materials and are imperceptible to humans. In this section, we discuss the technologies that are fundamental to RF-powered computing: RF-power harvesting and energy storage. We then give background on backscatter communication, as it is the approach we take for building networks of RF-powered devices.
2.2.1 RF Power Harvesting

RF-powered computers get the entirety of their operating energy from harvested RF power. The amount of RF power available for harvesting is a function of distance from the RF source as described by the Friis Equation given in Equation 2.1.

\[ P_r = P_t G_r G_t \left( \frac{\lambda}{4\pi R} \right)^2 \]  

For a given transmit power \( P_t \), transmitter and receiver antenna gains \( G_t, G_r \), and wavelength \( \lambda \) the received signal power \( P_r \) falls off with the square of the distance \( R \)^2.

\(^2\)The path-loss exponent of 2 describes free-space propagation. Indoor environments are modeled using exponents between 4 and 6.
In other words, available power falls off very quickly with distance. The Friis equation predicts that (assuming isotropic antennas) 100 $\mu$W is available 3 meters from a RFID reader (1 W), 40 meters from a GSM tower (40 W), or 5 km from a TV tower (1000 kW).

A second implication of Equation 2.1 is that directional antennas can be used to increase the received power. An example of this is the WARP platform [89], which uses a 5 dBi antenna to increase the power received from TV transmitters. This approach works well for statically deployed sensors, where the antenna can be carefully oriented; a misaligned high-gain antenna will reduce the received power. Directional antennas are also widely used by RFID readers to increase the power transferred to tags.

The last implication is that a longer wavelength can deliver more power at a given distance. However, this requires a larger antenna to capture the signal which increases the size of the device. Another consideration is that it is difficult to design wideband antennas, which means systems can harvest power only from a relatively narrow band, for instance the 900 MHz ISM band or a particular TV station, but not both.

The Friis equation describes how much power is available for harvesting, but real power harvesting circuits cannot capture all available power. Research into RF power harvesting circuits is still in its early stages, and a simple harvester (i.e., rectifier) circuit is shown in Figure 2.4. More complex designs exist, but they are still less than 20% efficient at ranges of more than a few meters [70]. However, even existing RF-power harvesters can drive a 1.2V DC output at a distance of around 20 meters [74], which is sufficient to power ultra-low power processors. Improvements in harvester efficiency is yet another way the operating range of RF-powered computers will increase in the near future.

2.2.2 Storing Harvested Energy

To support duty cycling, RF-powered devices must have some onboard energy store. There are two possibilities for this: batteries or capacitors. Capacitors are the preferred choice for energy harvesting devices because they can be recharged indefinitely [51]; current battery
technology can tolerate only a few thousand recharge cycles before losing the ability to hold charge. However, the use of capacitors has implications for how RF-powered computers operate. Equation 2.2 describes how the voltage across the capacitor ($V_c$) increases with time when a voltage source ($V_s$) is applied.

$$V_c = V_s(1 - e^{-t/RC}) \tag{2.2}$$

$$E_c = \frac{1}{2}CV_c^2 \tag{2.3}$$

The voltage across the capacitor approaches that of the source exponentially, and the rate at which the voltage rises is determined by the resistance of the circuit (R) and the size of the capacitor (C); a smaller capacitor means the RC term is smaller and the voltage rises more quickly. Equation 2.3 describes the amount of energy stored on the capacitor ($E_c$) for a given $V_c$. These two equations are key to understanding the operating model of RF-powered devices.

All computing devices have some fixed voltage below which they cannot operate ($V_{thresh}$), and standby or sleep modes generally affect only the current draw. For an RF-powered device to function, sufficient charge must be harvested and stored on the capacitor such that $V_c$ is some small amount ($\varepsilon$) above $V_{thresh}$. Once the device switches to active-mode energy will be drained from the capacitor and $V_c$ will drop. The amount of time the device can be in active-mode before the voltage drops below $V_{thresh}$, assuming a constant power consumption, depends on the capacitor size as described by Equation 2.3. There are three effects of increasing the capacitor size: 1) It increases the amount of time it takes to charge to $V_{thresh}$ when the capacitor is empty (i.e., the cold-boot time), 2) It increases the amount of harvested energy that is unusable (equal to $\frac{1}{2}CV_{thresh}^2$), 3) It increases the amount of time the device can operate once $V_{thresh} + \varepsilon$ is reached (the usable energy is equal to $\frac{1}{2}CV_{\varepsilon}^2 - \frac{1}{2}CV_{thresh}^2$). The implications of these effects will be discussed in Section 3.1.4.
2.2.3 Backscatter Communication

Backscatter signaling is a wireless communication technique that shifts nearly all energy costs to a controller which is generally powered and part of the infrastructure. The role of the controller is similar to that of an AP in 802.11 networks, and clients communicate only with the controller. One key feature of backscatter communication is that clients do not transmit RF energy to communicate with the controller. Instead, the controller transmits a continuous RF signal and the client modulates the reflection coefficient of its antenna. The controller detects the variation in the reflected signal to decode the uplink message; the client can modulate both the phase and amplitude of the reflected signal [108, 107].

Backscatter systems achieve very low operating power by keeping the client transceiver simple. Figure 2.4 shows both the transmit and receive circuits of a typical backscatter client. The receiver consists of a resistor, a filter capacitor, and comparator which compares the rectified voltage to the filtered signal to demodulate the controller’s amplitude-
modulated signal. Moreover, the backscatter modulator consists of a single transistor that is switched to change the reflectivity of the antenna.

Figure 2.5 shows communication between a controller and a client. The continuous RF signal results in the DC offset of the received waveform, with the series of low amplitude pulses being an amplitude-modulated transmission from a controller to a client. This downlink signal can be demodulated by the client using a simple envelope detector. The backscattered uplink transmission is seen as a combination of the incident continuous wave and the reflection from the client.

One limitation of backscatter is that the uplink path-loss is twice that of the forward link. This means there is a $d^4$ path-loss in the best case, which makes long range backscatter difficult. However, backscatter is a good fit for indoor scenarios where the distance to a controller is up to 30 meters [72].

2.2.4 Summary

In summary:

- Harvestable RF power drops off quickly with distance, but even existing, relatively inefficient, harvesters can provide 1.2V DC at close to 20 meters.

- Small capacitors will be used for short term energy storage as they charge quickly, recharge indefinitely, are small and inexpensive, and are non-toxic. However, their charging characteristics means there is a design trade-off between responsiveness and maximum task size.

- Backscatter communication enables low-cost, low-power client devices, with a communication range of 10s of meters when using an FCC compliant controller.

2.3 Existing RF-Powered Devices

In this section, we give an overview of existing RF-powered devices to understand the implemented design points in the space. we give particular focus to EPC Class-1 Generation-
2 (Gen 2) passive RFID technology as it is mature and widely deployed, and the Intel Wireless Identification and Sensing Platform (WISP) as it is the only available RF-powered research platform and hence supports the majority of our experimental work.

2.3.1 Passive RFID and EPC Gen 2 Tags

Passive Radio Frequency IDentification (RFID) is a wireless technology that allows small, inexpensive tags to be remotely powered and interrogated for identifiers and other information. The tags are RF-powered but fixed function, and consist of a simple state machine and memory. Because their functionality is simple, they work whenever harvested power is sufficient to drive their simple circuit, but do not accumulate appreciable amounts of energy or duty cycle between modes. Though they do not duty-cycle, the read rate of RFID tags does degrade with distance. Prior work has shown this to be a result of channel hopping and frequency selective fading, which causes tags to receive different amounts of power depending on what channel the reader is transmitting on [13].

Passive RFID technology was first developed at Los Alamos National Labs in the early 1970’s, with the specific goal of developing an implantable temperature sensor and identifier for tracking livestock [61]. Their original system transmitted 4 W of power, had a range of 5 m, and an identification time of around 100 ms [3]. Though modern systems have higher performance, e.g., current passive tags have a sticker form-factor and can be read hundreds of times per second at a range of more than 10 m, the reader and tag transceiver design look almost identical to modern passive RFID technology [58].

Passive RFID technology continued to develop through the 1980’s and 1990’s for applications such as vehicle tracking, electronic highway tolls, and supply chain management. In 1999 the Auto-ID Lab was formed to develop a standard for Electronic Product Codes (EPC) for supply chain management. This effort resulted in the Class-1 Generation-2 spec-

---

3The Gen 2 standard uses the term “reader” to refer to what we more generally call a controller and “tag” to refer to what we call a client. we use this language when referring to Gen 2 systems to be consistent with the RFID literature.
ification in 2004 [31] which defines the PHY and MAC layer interactions between powered RFID readers and RF-powered tags. Gen 2 technology has seen widespread use in the supply chain and is rapidly expanding to new applications such as large scale, item-level tracking of consumer goods [37], and identity documents such as the US Passport Card and Enhanced Drivers Licenses [60].

Gen 2 RFID is a mature RF-powered backscatter technology that is widely deployed. Consequently, we use it as a reference point for much of our research. However, the EPC standard is specifically designed for inventorying product codes. RFID tags only transmit identifiers and do not perform computation or sensing, and the protocol described by the Gen 2 standard is suited primarily for gathering identifiers.

2.3.2 Computational RFID and the Intel WISP

Our vision of RF-powered computers combines RFID technology for energy harvesting and backscatter communication with general purpose computation and sensing. The Intel Wireless Identification and Sensing Platform (WISP) [91] is an open-source prototype of such a device, and is available to the academic community. This class of device, which leverages RFID infrastructure but supports rich computation and sensing, is referred to as Computational RFID (CRFID). Thus far, WISPs are in use at nearly 50 universities and have been used for more than 50 publications.

The current WISP can harvest sufficient power to operate at up to 4 m. The WISP is fully programmable, capable of running small programs, and equipped with sensors. It runs programs written in C on an ultra-low power 16-bit MSP430 microcontroller and has 8 KB of flash memory, a 3D accelerometer, and a temperature sensor. Moreover, GPIO pins make it easy to interface the WISP to external sensors. Unlike an RFID tag, the WISP consumes considerably more power when computing, communicating and sensing than can normally be harvested from the RF signal. Consequently, the WISP must duty cycle between a low-power standby mode, in which the energy needed to run is gathered
into a short-term energy buffer, and an active mode in which stored energy is consumed.

The WISP provides a flexible platform for research into RF-powered computers, and we use it extensively in our work. Our experiences writing application software for the WISP and developing approaches to running programs and communication has given us insight into how future platforms could be designed. We are currently working with the WISP inventors on the next revision of the platform.

2.3.3 Other RF-powered Computers

Passive RFID tags with integrated sensors have been developed that sense temperature [63] and humidity [50] or even glucose and pressure levels in the human eye [21]. While useful for specific applications, these devices are fixed function; sensor data is simply written to memory and the memory location is read by the reader. We believe that device flexibility is needed to support rich applications, as has been suggested by prior work [113]. For example, with hundreds of sensors in the environment, intelligent filtering becomes a necessity, and their long life means they are likely to be retasked.

One exciting far-field technology is the Wireless Ambient Radio Project (WARP) which harvests power from TV stations to run a variety of applications, and communicates using a low-power 802.15.4 radio [89]. This has the benefit of not requiring a dedicated RF transmitter as part of the infrastructure, though initial implementations require a large, high gain antenna to be manually pointed at a TV transmitter to harvest sufficient power to operate.
Chapter 3

PROBLEM AND APPROACH

In the last chapter, we motivated the use of RF-powered computers and backscatter communication to achieve deeply embedded, long lived computation and sensing, and presented necessary background material. In this chapter, we describe the two key problems that are addressed in this dissertation: running programs efficiently using harvested RF signals, and building backscatter networks that perform well at scale. For each of the two problems, we detail the key challenges and outline our approach to overcoming them.

The first problem is how to run programs using harvested RF-energy. This is challenging because the rate at which energy is harvested and consumed varies widely and can be non-deterministic, and hardware constraints further complicate strategies for matching energy consumption to available power. Programs consist of some mix of computation, sensing and communication. RF-powered computers will duty cycle between a low-power mode where energy is stored in a capacitor, and higher power active modes where energy is consumed. This extends their operational range and enables them to support energy-intensive tasks such as sensing. Ideally, when a device is close to a power source it will be able to execute heavyweight tasks quickly, and when further from a power source it will still be able to run light-weight tasks less often. However, supporting efficient task execution across a range of tasks and operating environments is challenging. Existing solutions taken by RFID and CRFID devices simplify the problem by using fixed power or energy thresholds to determine when tasks should execute. However, these approaches mean that devices can only execute fixed tasks, and require hardware modification to target devices for a particular operating point. My approach is for RF-powered computers to adapt their behavior in response to changing task needs and available energy to achieve good performance across a range of
scenarios; no fixed design point will work well for different tasks or at different ranges.

The second problem is how to build scalable backscatter networks. This is challenging largely because backscatter clients are not frequency selective, which leads to them being highly susceptible to interference. A good example of a wireless technology that scales well is 802.11. Deploying 802.11 networks that provide good performance is straightforward, and even non-experts can easily add APs to their network to extend its coverage. In most cases, adding APs to a deployment increases network coverage, network capacity, or both. In contrast, it is difficult to achieve this type of behavior in backscatter networks. The ultra-low power client transceiver design means that client devices are not frequency selective, which makes them susceptible to interference when multiple controllers are transmitting. Moreover, clients cannot detect other client transmissions in order to avoid them, and infrastructure nodes must transmit a high power RF signal to power and communicate with clients, which further increases interference. Existing solutions to the problem involve careful spatial deployment, which reduces network coverage because dead-spots arise where coverage regions intersect, or careful temporal multiplexing which reduces capacity. My approach is a network design that tackles interference directly to enable backscatter networks to scale well as infrastructure is added. That is to say, fewer clients are starved due to unmitigated interference, and capacity does not decrease due to overly restrictive time multiplexing.

3.1 Problem: Running Programs Using Harvested RF Power

Running tasks using harvested RF power is difficult because both the energy costs of tasks and the rate of energy harvesting can vary widely and be non-deterministic. Hardware considerations further complicate the goal of using energy efficiently. In this section, we describe the key challenges to running programs using harvested RF power, describe prior work, and outline our approach of adapting device behavior to match available power.
3.1.1 Device Operating Regimes and Duty-Cycling

In an RF-powered computer, the amount of power that is provided by the harvesting circuitry is largely determined by the distance from the source. A naive approach to using harvested power is to build devices that operate whenever the instantaneous power supplied by the harvester is greater than the power consumed by the device. Though easy to build, these devices operate at their maximum performance, or not all, which limits the range at which they can function. Another approach, which is necessary for RF-powered computers to work well across a range of RF environments, is for devices to manage their
power consumption by duty-cycling between the standby and active modes available in modern processors. As long as the harvester output power is greater than the standby power consumption, energy can be accumulated over time and then consumed when the device switches to active-mode. This enables devices to function whenever the power provided by the harvester exceeds their average power consumption. At longer ranges they are in active-mode less often, but can still achieve useful work.

Duty-cycling leads to three operating regimes for RF-powered computers, which are illustrated in Figure 3.1. The first regime is the power limited regime, where harvested RF power exceeds the active-mode power consumption of the device. In this regime, the devices can operate continuously and the task execution rate is constant; RFID tags operate only in this regime. The second regime is the energy limited regime, where harvested RF power is less than the active-mode power consumption but greater than the standby-mode power consumption. In this regime, the device duty-cycles to accumulate energy in standby-mode, and executes tasks and consumes stored energy in active-mode. As the input power decreases with distance, the device spends more time accumulating energy and the task execution rate decreases. The last regime is the voltage limited regime, where harvested RF power is not sufficient to power the device even in standby-mode. As the power limited regime is similar to conventional computing, and the voltage limited regime can only be addressed by hardware improvements, this dissertation focuses on techniques that improve performance in the second regime.

3.1.2 Challenge: Varying Task Needs

I define a task to mean a short program that is run to completion without pause. A task may be as simple as a few lines of code to sample a sensor, or may be a complex program that samples a sensor, encrypts the measurement, and communicates the result to the network. The key to the definition is that tasks have run-to-completion semantics, though tasks can be composed to achieve more complex application goals. An RF-powered device should not
start a task unless there is (likely) sufficient energy to complete it, as failing a task consumes energy without doing useful work. Yet, predicting whether a task will succeed is difficult because task energy requirements vary greatly due to two main factors.

**Different size tasks.** The energy consumption of a task depends on the sensors it uses, the computation it performs, and its communication pattern. Reading a sensor can consume very little energy, in the case of an on-chip temperature sensor, or a very large amount, for instance reading a CCD to capture an image. Programs need to checkpoint their progress because they may lose power at any time, and writing checkpoint data to persistent memory must run to completion. Moreover, the energy cost of writing to persistent memory can be prohibitive, so many tasks will require that sensing, computing, and communication all take place in one burst. This means that task size can vary from very small and lightweight, to very large and energy intensive. RF-powered computers need to support a wide range of tasks, so that they can be reprogrammed to support different applications. As an example, consider an application where devices sample a light meter, and when a light is turned on they begin capturing images and streaming frames back to the network. In this case, even a single program will have widely different energy needs depending on its state.

**Non-deterministic tasks.** Tasks may be non-deterministic, which causes their energy requirements to vary from execution to execution. Even sampling a sensor can consume different amounts of energy based on the state the sensor is in, the tolerance for inaccuracy, or even the temperature of the surrounding air. Also, communication protocols generally require that a series of messages be exchanged, e.g., the data-ACK sequence of 802.11, and the number of messages can change based on contention for the medium. As a consequence of the way these protocols work, a device that attempts to communicate must have sufficient energy stored to complete the transaction, or energy will be used but no useful work will be accomplished.

**Supplemental power during execution.** RF-powered computers harvest energy even when the task is being executed. Consequently, if a device is close to an RF source, less
energy needs to be stored before execution can begin. To achieve good performance, devices must consider both the amount of stored energy and the rate at which energy is currently being harvested when deciding if a task can begin execution. If supplemental power is not considered, tasks will not execute as often as they could.

3.1.3 Challenge: Varying Input Power

Even assuming that a device could accurately estimate the energy cost of executing a task, it is difficult to know how long to sleep to store sufficient energy because the rate at which a device harvests energy changes over time.

Widely varying input powers. RF power received at a device decreases at least as fast as the square of its distance from the controller. In practice, this means that the available energy varies by orders of magnitude over useful ranges. Hard-wiring devices to operate at the low end of the power scale wastes a significant opportunity at the high end of the scale, and restricting devices to operate at the high end of the scale limits operational range.

Multipath fading. Multipath fading occurs when multiple copies of a transmitted signal interfere at a receiving antenna. The copies of the signal can either constructively interfere, and the received power will increase, or destructively interfere which decreases the received power. This makes it difficult to predict the rate at which energy can be harvested for two reasons. First, due to regulatory and other reasons, many radio systems frequency hop, i.e., change the frequency at which they transmit, every few hundred milliseconds. Because the interference pattern for a given space depends on the wavelength of the transmitted signal, frequency hopping results in drastic changes in harvestable power over short time scales.

3.1.4 Challenge: Platform Inefficiencies

The variation in task energy requirements and harvestable power suggest that a good strategy might be to overestimate the task needs. For example, a device could harvest energy until its buffer is completely full before executing a task. In this way, it would run with “a
Figure 3.2: Plot of voltage at time $t$ and the derivative of energy with respect to time at time $t$ for a capacitor being charged from a constant source with voltage $V_s$.

Sublinear charging.

RF-powered computers use capacitors for energy storage as they are well suited to energy harvesting devices [51]. They charge quickly, recharge indefinitely, are small and inexpensive, and are non-toxic. However, the rate at which capacitors store energy depends on how
much energy is already stored. This nonlinearity is fundamental to the way capacitors work when being charged by a constant voltage source such as a power harvester. Equation 3.1 shows the rate at which the voltage of a capacitor ($V_c$) increases with time, where $V_s$ is the voltage of the source, $C$ is the capacitance of the capacitor, and $R$ is the resistance of the circuit.

$$V_c(t) = V_s(1 - e^{-t/RC}) \quad (3.1)$$

Figure 3.2 plots this function (solid green curve) for an arbitrary $V_s$, $R$ and $C$; the exact values impact the axes labels but not the shape of the curve. As the capacitor voltage rises with increasing charge, $V_c$ approaches $V_s$. However, the rate at which $V_c$ approaches $V_s$ decreases as it gets close to $V_s$. A corollary of Equation 3.1 is the rate at which energy is stored on a capacitor, where $E = \frac{1}{2}CV^2$. To see how this changes with time, we plot the derivative of energy with respect to time on Figure 3.2 (dashed blue curve) along side the voltage curve. As can be seen, the rate at which energy is stored on the capacitor peaks when $V_c$ reaches $\frac{1}{2}V_s$, and decreases dramatically as $V_c$ approaches $V_s$.

The implication is that it is inefficient for a device to operate at voltages above $\frac{1}{2}V_s$, as it takes longer to recover a fixed amount of energy after it is consumed. Though emerging power harvester designs aim to increase efficiency across voltages [124, 92] they do not eliminate the problem.

**Superlinear discharging.** RF-powered devices must regulate the supplied (input or stored) voltage to the operating voltage. Differences in voltage levels inevitably lead to some voltage-dependent conversion losses. For example, the WISP CRFID prototype uses a linear regulator that sheds the voltage difference by dissipating energy as heat. Other techniques are possible but come with their own tradeoffs (e.g., switching regulators are more efficient at stepping down the voltage, but have greater leakage current, don’t work when the input voltage is near the target voltage, and are inefficient when they first start up). To minimize energy wasted while discharging, the device again should operate with
the capacitor as lightly charged as possible.

**Trade-off between cold-boot time, and harvesting efficiency and range.** Operating with a higher capacitor voltage is inefficient because energy is harvested more slowly and may be consumed more quickly. One way to operate more efficiently is to increase the size of the storage capacitor so that more energy is stored for a given voltage. One drawback to this approach is that increasing the capacitor size linearly increases the cold-boot time; e.g., doubling the size of the capacitor doubles the time it takes for the capacitor to charge to a useful voltage. This means that, aside from scenarios where a constant RF source can be guaranteed, the size of the capacitor is a key hardware design question. There are two trade-offs: 1) the cold-boot time which determines how quickly even the smallest task can be executed, versus the energy consumption efficiency for larger tasks 2) the cold-boot time versus the range at which a given task can run (as input power decreases, the voltage provided by the harvester decreases as well).

### 3.1.5 Existing Solutions for Running Programs Using Harvested RF Power

UHF RFID is the only widely deployed, RF-power harvesting technology of which we are aware. The current UHF RFID standard, Gen 2, takes the approach that received power must always exceed active-mode power consumption (i.e., Gen 2 RFID tags do not duty cycle). If tags are receiving enough power to turn on, they can operate indefinitely until the received power falls below their operating threshold, in which case they do not operate at all. RFID tags do use a very small capacitor to store energy, but only to support the device during the few microsecond “off” periods of the ASK modulated reader data transmissions. The drawback to the RFID approach is that it cannot support rich tasks at range, there generally is not enough power available to, for example, drive power-intensive sensors. In other words, RFID tags are power limited, in that their range is limited by the amount of power they can rectify which must be greater than their active-mode power consumption.

The other widely available RF-powered device is the Wirelessly Identification and Sens-
ing Platform (WISP) developed at Intel Labs and the University of Washington. The WISP is a prototype CRFID device that is in use at dozens of universities, and it is the primary platform used for RF-powered computing research. WISPs extend the operating model of RFID tags by introducing duty-cycling as a way to support energy-intensive tasks. Power is harvested and stored in an onboard capacitor when the device is in low-power mode, and when a fixed threshold voltage is reached the device wakes up and consumes the stored energy. To support a more energy-intensive task, a WISP can be outfitted with a larger capacitor which will store more energy for a given voltage, and prior work has explored the problem of how to choose the right capacitor size for a given task [40]. Whereas RFID tags are power limited, WISPs are voltage limited in that their range is limited by the distance at which they can rectify sufficient voltage to reach their wake-up threshold. However, the wake-up threshold and capacitor size, which determine the maximum range and task size they can support, are fixed at the time of manufacture. Our prior work has found that this one size fits all approach limits the kind of tasks that can be run [16], so most experimental work has used WISPs around 1 meter away from an RFID reader.

3.1.6 Approach: Adapting Device Behavior to Match Available Power

I argue that RF-powered computers must adapt their behavior in response to changing task needs and available energy to achieve good performance across a range of scenarios; no fixed design point will work well for different tasks or at different ranges. This means devices must store different amounts of energy and run tasks at different rates depending on the task and the operating environment. To achieve this, we view the need to match harvested energy to task consumption as a scheduling problem. Devices must take into account not only available power, but also hardware constraints in order to run tasks when they are likely to execute efficiently.

By making the best use of available energy, this adaptive approach enables devices to run a range of tasks efficiently in a variety of operating environments. Specifically,
when harvested power exceeds active-mode consumption, the device operates continuously without storing any energy to maximize the execution rate. When harvested power exceeds the standby-mode consumption, the device automatically finds the duty cycle that best matches the available energy to the energy needs of the current task. At the limit of their range, devices find the minimum amount of energy that must be stored for a task to complete. Devices will only fail to execute tasks when there is insufficient voltage to operate.

In Section 4, we apply this approach in the context of CRFIDs. Using WISPs as an experimental platform, we implement Dewdrop, an energy-aware runtime for CRFIDs. By waking tags at the right times, Dewdrop can run tasks that previously could not run, and at close to their maximum rate given the energy that the RF environment provides.

3.2 Problem: Building Scalable Backscatter Networks

Building backscatter networks that scale is difficult because interference degrades performance when multiple controllers are present; this is largely because clients are not frequency selective. For backscatter to be a viable approach for RF-powered networks, it needs to provide general purpose communication that is easy to deploy and can scale gracefully to a large number of nodes. Extending the coverage of a network should be as easy as deploying an 802.11 AP, and deploying additional APs should also increase the throughput of clients; adding infrastructure should not result in clients losing connectivity. However, today’s commercial backscatter technologies do not provide even this level of functionality. Moreover, it is inherently difficult to achieve these goals using existing designs due to the nature of interference in backscatter communication [30, 110]. The root cause of the interference problem is that client transceivers are broadband devices; this is a consequence of their low-power design. On the downlink, they cannot separate signals from controllers transmitting on different frequencies. On the uplink, they backscatter all RF signals in the environment. This means that backscatter networks cannot be partitioned into sub-networks that operate on different channels, as is the case with 802.11 or cellular networks.
In this section, we first describe the operating model of the networks we envision. We next describe the challenges associated with interference in backscatter networks and prior approaches to solving these challenges. Finally, we give an overview of our network design that addresses the sources of interference on both the downlink and the uplink.

3.2.1 Operating Model

The networks we envision consist of large-numbers of RF-powered devices, which we refer to as clients, and some number of infrastructure nodes called controllers that power the devices and provide them with connectivity to the Internet. To maximize power transfer to nearby clients, controllers transmit a continuous carrier wave at the highest power and for as much of the time as possible. Along with providing power to the clients, this continuous wave is modulated to send messages to clients, and is backscattered by the clients to communicate with the controller. Controllers are deployed to provide power and communication to building-sized service areas, and consequently the transmission range of multiple controllers will often overlap. Dense deployment on the scale of a room may also be desirable as additional controllers increase the power available to clients. Lastly, controllers may be in different administrative domains, as is the case with 802.11 APs deployed by different tenants of an apartment building. This means that careful physical deployment cannot be assumed, nor can a backchannel for tight coordination between controllers.

Traffic in the network can flow in both the uplink and downlink direction. However, at least in the near-term, we expect most traffic to be in the uplink direction, as clients are more likely to provide sensor data than to view webpages. Clients can join or leave the network at any time, and we do not assume that traffic volume or timing can be known a priori. Unlike RFID applications, where only temporary identifiers are used by the MAC protocol, clients have persistent IP addresses and associate with a single controller much like 802.11 networks.
3.2.2 Challenge: Controller-Controller Interference

The key challenge to building scalable backscatter networks is overcoming interference. The nature of backscatter communication and the low-power client transceiver mean that conventional approaches to mitigating interference often cannot be applied. One approach that does apply is that controllers use analog and digital filters to suppress controller transmissions on different channels. However, controller-controller interference can still occur when a client is backscattering a message to a controller (Controller-A) and a second controller (Controller-B) begins transmitting on the same channel; i.e., two controllers are transmitting in the same frequency band. The backscattered client signal and the much higher power signal of Controller-B interfere at Controller-A and the client message will be not be received by Controller-A.

Interference caused by nodes transmitting on the same channel is a problem in any wireless network. However, the problem is compounded in backscatter networks for two reasons. First, controllers must transmit a continuous RF signal to power the clients, to transmit messages to them, and also to receive messages from them. Second, the controller-controller interference range can be more than a kilometer [56] while the range at which an RF-powered device can be powered and communicate is only 10s of meters. This means that the common case in dense networks is to have multiple high power transmissions that can interfere at long distances with the weak backscattered client signals.

3.2.3 Challenge: Controller-Client Interference

Controller transmissions can also interfere at clients. Because client demodulators are simple envelope detectors, controller signals interfere at clients even if the controllers are transmitting on different frequencies. Figure 3.3 shows a diagram of three signal envelopes at a client. The interference-free case is shown in Figure 3.3(a); a bit is detected whenever the amplitude drops below the 50% threshold. The second case is when interference consists only of controllers transmitting continuous wave signals, and the latter case is when two
controllers are modulating simultaneously. To the best of our knowledge, no prior work distinguishes between interference caused when a interferer transmits only a continuous wave, and when the interferer is modulating data. However, the two cases are different and must be considered separately, as described below.

*Continuous Wave Interference*

Controllers transmit data by modulating the amplitude of the CW, usually approximating On/Off keying which means the modulation depth approaches 100%. If multiple controllers are transmitting simultaneously, the power of the signals sum at the client. This means that when one controller is modulating a message to a client and other controllers are transmitting CWs, the off period of the modulating client will only reduce the total power seen at the tag by some fraction; this is shown in Figure 3.3(b). If the modulator’s signal accounts for 50% of the total power at the client, and it modulates messages with a 100% modulation depth, the depth seen at the client will be only 50%; this may not be deep enough for the client to detect. We refer to this as continuous wave interference. A key design question for client demodulators is the sensitivity, with more sensitive demodulators being able to decode shallower modulation depths.
**Modulated Interference**

The second type of controller-client interference is modulated interference, which occurs when multiple controllers modulate messages at the same time; this is shown in Figure 3.3(c). If two controllers account for equal power at the client, and they modulate simultaneously, there will be three amplitude levels seen by the client: the on periods of both combined (full amplitude), the on period of one and the off period of the other combined (50% modulation depth), and the off period of both clients (zero amplitude). Because the two signals are mixed together, the envelope detector of the client cannot separate the signals and both messages are lost. Again, the sensitivity of the client demodulator comes into play. If the client ignores all but very deeply modulated messages, a weaker modulation may be ignored. Imagine a case similar to that stated above, but with one client accounting for 9x the power of the interferer. The client would experience: the on periods of both (full amplitude), the on period of the stronger signal and the off period of the weaker (10% modulation depth), the on period of the weaker signal and the off period of the stronger signal (90% modulation depth), and the off period of both (zero amplitude). If the client only detects modulations deeper than 10%, the weaker modulator will be ignored and the stronger signal will be decoded error-free.

As mentioned previously, controllers transmit CWs to transfer power to tags, to transmit messages to them on the downlink, and also to let them backscatter messages on the uplink. Consequently, continuous wave interference is the common case in large-scale networks, and its impact must be mitigated for these networks to scale well. Though increasing the sensitivity of the demodulator can mitigate the effect of continuous wave interference, it comes at the cost of increased sensitivity to modulated interference.

### 3.2.4 Challenge: Client-Controller Interference

Client-controller interference occurs when multiple clients backscatter at the same time and their signals collide at the controller. Because each controller transmits its own CW,
a modulating client will backscatter all CWs present in the environment. Consider the case where a client (Client-A) is backscattering a message to Controller-A, and a second client (Client-B) begins backscattering a message to a second controller (Controller-B). Controller-A cannot filter out the transmission of Client-B because the client is modulating Controller-A’s CW also. Another way to think about the problem is that if many controllers are transmitting CWs on different channels and one client is backscattering, the client transmissions will appear in every controller’s channel. Hence, clients will interfere at controllers even if controllers are operating on different frequencies. Mitigating this type of interference is complicated by the fact that the ASK demodulator of the clients cannot detect the transmissions of other clients beyond a few centimeters [73], which precludes the use of CSMA-based approaches.

There has been significant work on anti-collision protocols by the RFID community [57]. These protocols are often based on Slotted-Aloha [86], which was designed for environments where clients cannot hear each other. These protocols work by having the controller arbitrate client access to the medium. However, existing protocols only arbitrate access between clients that are transmitting to a single controller. They do not coordinate behavior between controllers to handle clients that are transmitting to different destinations.

In summary, there are three characteristics of backscatter systems that make the interference problem different than that seen in conventional wireless networks:

- The ultra-low power transceiver of clients comes at the expense of frequency selectivity in both the uplink and downlink directions. Clients transmit uplink traffic by reflecting the CW of a controller, and any modulating client will scatter all incident CWs. In the downlink direction, the simple ASK envelope detector is not frequency selective, so all controller transmissions will interfere at all clients within range.

- Controllers transmitting a high power continuous wave to provide power to clients, to transmit messages to them, and also to receive messages from them. This means that continuous wave interference is the common case in RF-powered networks. How-
ever, even simply transmitting CWs can cause continuous wave interference which results in clients that are well-powered but that cannot demodulate messages from any controller.

- Clients cannot detect the transmissions of other clients beyond a few centimeters, so controllers must arbitrate client access to the channel. This is challenging when the multiple controllers are operating in the same environment under different administrative domains.

### 3.2.5 Existing Solutions to Overcoming Interference in Backscatter Networks

There are two approaches to managing interference seen in the literature: careful spatial deployment, and time multiplexing in the forms of time-division-multiplexing (TDM) or carrier-sense-multiple-access (CSMA). The first approach is to carefully deploy controllers to enforce non-overlapping coverage areas. In Gen 2 RFID systems, readers continuously query for tags. Though readers frequency hop to avoid controller-controller interference, and they arbitrate channel access for their tag population, they do not attempt to avoid interference between readers at tags, or between tags at multiple controllers. To mitigate interference, Gen 2 deployments use directional antennas and careful physical placement to avoid regions of overlap where interference can take place at tags. Dock door applications seen in warehouse environments, a key application space for RFID, have a single reader covering one dock door, and complete coverage of the warehouse floor is not desired.

Another way to avoid interference is for controllers to multiplex their transmissions in time. Time-division-multiplexing has been proposed where controllers are carefully scheduled to not transmit concurrently if they will interfere. Many commercial readers, such as those used by the University of Washington’s RFID Ecosystem [115], the only building-wide Gen 2 deployment of which we are aware, use a rudimentary form of TDM where only one in four reader antennas transmits at a time and they alternate in a round-robin fashion. While this avoids interference and assures good coverage in the building, it comes at the cost of
reduced throughput and one fourth as much power available for harvesting. More complex TDM mechanisms have been proposed [10], but these are difficult to implement in practice and generally assume a high degree of coordination between controllers [43, 111], additional hardware [6], or knowledge of the location and traffic patterns of clients [112, 22]. Also, because prior work does not distinguish between continuous wave interference and modulated interference, they constrain the network such that only one controller can be transmitting RF energy of any kind in a given area which reduces network capacity.

A simpler approach to time multiplexing is CSMA, where devices listen to the channel before transmitting and defer their transmission if the channel is occupied. An example of this is the Listen-Before-Talk mechanism used by RFID systems operating in Europe [32]. However, the Listen-Before-Talk mechanism described in [32] permits concurrent transmissions on different channels, which means it does not avoid interference at the clients, or between clients at multiple controllers.

3.2.6 Approach: Tolerate Continuous Wave Interference and Enable Concurrent Client Transmissions via CDMA

My approach is to tolerate continuous wave interference, as it enables multiple controllers to power and receive messages from clients at the same time. To do this, we leverage the insight that the client demodulator design can trade off sensitivity to continuous wave interference against sensitivity to modulated interference. We propose that client demodulators be designed to tolerate continuous wave interference, and that controllers are responsible for avoiding modulated interference.

To arbitrate access between clients communicating with a single controller, our design uses a polling-based MAC protocol. This is more appropriate than Slotted-Aloha based approaches for the applications we envision, as clients have persistent addresses. However, client-controller interference can still occur when clients are transmitting to different controllers. To mitigate this problem, we propose code-division-multiple-access (CDMA) on
the uplink to enable controllers to decode their client’s messages even in the presence of other client transmissions. By combining these techniques, our design allows backscatter networks to scale well as infrastructure is added. That is to say, fewer clients are starved due to unmitigated interference, and capacity does not decrease due to overly restrictive time multiplexing.

3.3 Summary

There are two problems we tackle in this dissertation. The first problem is how to run programs efficiently using harvested RF energy. To match their average power consumption to available power, RF-powered computers duty cycle between a sleep mode where energy is harvested, and active modes where stored energy is consumed. The problem then becomes how to manage the duty cycle to run programs efficiently, and to assure that devices do not run out of power while executing tasks. Achieving this is difficult because tasks can vary widely in size, and can be non-deterministic in their energy usage. Moreover, the amount of power available for harvesting can vary widely and be non-deterministic. To further complicate matters, fundamental hardware characteristics mean that energy is harvested and consumed less efficiently when excess energy is stored. We propose an approach where devices take these factors into account and adapt their behavior to run tasks efficiently given the available power. In the next section, we present Dewdrop, a runtime for CRFIDs that demonstrates the benefit of our approach in the context of CRFID. We show that Dewdrop is able to complete tasks where they could not previously complete, and at close to the best rate given the available RF power.

The second problem we tackle is how to build backscatter networks that scale as infrastructure is added. We want these networks to support conventional communication patterns, and to be easily extended by simply adding infrastructure nodes. However, this is difficult with backscatter communication, and existing technology can cause starvation of clients (Gen 2) or reduced capacity (TDM) as infrastructure is added. This is a result of the challenging interference problem inherent to backscatter communication. For example,
client transceivers are not frequency selective on either the up or downlink, and clients cannot hear the transmissions of other clients in order to avoid them. A key distinction, which has not yet been explored, is that continuous wave interference and modulated interference on the downlink are different phenomena. Leveraging this insight, we propose that client demodulators be designed to tolerate continuous wave interference as this allows multiple controllers to transfer power to and receive messages from their associated clients simultaneously. Controllers are then responsible for avoiding modulated interference. Client access to the channel is achieved using time multiplexing for clients transmitting to a single controller, and via CDMA for clients transmitting to different controllers. This network design enables backscatter networks to scale gracefully as infrastructure nodes are added.
Chapter 4

DEWDROP: AN ENERGY-AWARE RUNTIME FOR COMPUTATIONAL RFID

In Section 3.1, I described the challenges to running programs on RF-powered computers. Namely, the energy needs of tasks and the amount of available energy can very widely and be non-deterministic, and hardware constraints mean that the rate that a joule of energy is stored or consumed depends on how much energy is already stored. I then outlined my approach of having devices adapt their behavior so that they can efficiently run a range of tasks across a range of environments. In this chapter, I present the design, implementation, and evaluation of Dewdrop, an energy-aware runtime that applies this approach to Computational RFID (CRFID).

CRFIDs are a particular point in the larger design space of RF-powered devices, but they are the only design point that has a widely available research prototype: the Intel/UW WISP. As such, we use WISPs to demonstrate our adaptive approach to task execution on RF-powered devices. Prior work [16] has found that running programs on WISPs can be difficult, because they often start a task but run out of energy before completing it. For example, in our experience with an activity recognition system built using WISPs [12], we found that the WISPs would often take sensor readings but run out of energy before transmitting them to the controller, or would begin communicating with the controller but run out of energy before completing the transaction. This means the devices were consuming energy but not achieving useful work. The root cause we discovered was the WISP’s simple approach to task execution: a fixed amount of energy was being stored before starting the task, independent of the task being executed. The program we installed on the devices often consumed more energy than this nominal amount, so the task often failed.

In contrast, Dewdrop adapts its duty cycle so that tasks run efficiently, no matter how
much energy they consume. If sufficient energy can be stored to run the task, the task is guaranteed to run. Moreover, the task will run about as often as possible given the RF environment. In the following section, I describe the task model and scheduling goal for CRFID. I then present the design of Dewdrop, and its evaluation which shows that Dewdrop generally achieves 90% of the best possible rate for a range of tasks, and results in both improved network coverage and higher response rates.

4.1 Task Model and Scheduling Goal

In keeping with other work seen in the literature, we assume that a CRFID repeatedly executes a single fixed task as often as possible (e.g., reporting a sensor value), but from time to time may be retasked to perform a different operation (e.g., switch from sampling the accelerometer to measuring the light level). Additionally, devices in a deployment may be executing different tasks. As a device considers only one type of task at a time, scheduling the order and execution of multiple tasks on a single device is both unnecessary and out of scope.

We define a task to mean a short program that is run to completion without pause. While it may be possible to break some tasks into phases, the timing requirements of the device hardware, the EPC Gen 2 protocol, and application requirements make it impractical to interrupt many tasks once they start.

4.1.1 Task Scheduling Goal

Given that devices repetitively execute a task whenever possible, maximizing energy efficiency is equivalent to maximizing the rate at which tasks successfully complete. We use task completion rate, in terms of how many task iterations succeed over a given time period, as a metric to evaluate the performance of Dewdrop in the steady state. Since energy falls off with distance (at least as quickly as distance squared), we expect the completion rate to fall with distance. But, it should not fall more quickly than the available energy.

RF-powered computers like CRFIDs collect the energy harvested from RF signals into
a capacitor. The default behavior for the CRFIDs, and other RF-powered computers we have seen in the literature, is to begin task execution whenever a fixed, hardware-defined power level is reached. Once a task iteration has started, it may either run to completion or fail if the device runs out of energy first \(^1\). We use this fixed, hardware approach as a baseline for comparison in our evaluation.

*Dewdrop* replaces the fixed, hardware approach with an adaptive software strategy. There is only one decision that a device can make to improve energy efficiency: to defer the start of a task it could otherwise begin, sleeping until the energy store becomes more full. This is useful because the larger store of energy increases the chance that the task will run to completion. However, it is wasteful in terms of time and energy if the task would have succeeded anyway. The runtime’s job is to decide when to run and when to sleep depending on the task and RF environment.

### 4.2 Dewdrop Design

We now develop the design of our energy-aware runtime, *Dewdrop*. The main scheduling decision is when to start the next task iteration. Starting too soon wastes energy when the device runs out of power and the task fails. Starting too late collects excess energy, which is inefficient to both store and use. Our approach is to minimize both forms of waste.

#### 4.2.1 Design Goals

From our problem formulation, the overarching goal of *Dewdrop* is to convert all available energy into completed task iterations. This goal is equivalent to two sub-goals that help to enable new applications:

**Increased range.** We want our runtime to execute a task at greater distances from the controller than the baseline WISP hardware. Each task should work from next to the

---

\(^1\)The WISP effectively runs out of energy when the voltage across the capacitor drops below 1.5V, the minimum required to maintain state on the microprocessor.
controller out to the distance at which the device can no longer harvest enough energy for the task.

**Improved responsiveness.** At all distances, we want to increase responsiveness compared to the baseline WISP hardware. We never want to noticeably decrease responsiveness.

Both goals are met by maximizing the task completion rate for a given task and distance from the controller. In practice, achieving them implies that we must meet two other goals:

**Low overhead.** The implementation of Dewdrop must be extremely lightweight. Operations such as checking the level of the energy store or calculating sleep periods consume scarce energy. Even a modest amount of overhead can easily negate the benefits of scheduling tasks.

**Adaptation.** Devices must operate well across a range of deployment scenarios. For example, they may be configured to run either heavy or lightweight tasks, and they must run their task efficiently both when near and far from a controller. Our performance sub-goals are stated across these factors, so Dewdrop must adapt to the environment at runtime.

### 4.2.2 Variation in Task Costs

To predict when to start a task, Dewdrop must estimate how much energy the task will need over and above the energy that will be harvested by the tag while it runs the task. This depends on the factors we previously identified: the task itself, other tags competing for the medium, the distance from the reader and the frequency on which the reader is transmitting, and the amount of energy already in the capacitor. All of these factors are fundamental. However, they may differ in magnitude with implications for system design. For example, if the energy needs depend mostly on the type of task, then each task could be profiled offline to characterize its fixed energy need.

To understand how much these factors matter in practice, we ran an experiment with two tasks running on the WISP: Sense (which just samples a sensor) and SenseTx (which
additionally transmits the sensor value to the controller. For the WISP, the energy consumption of a task can be measured by the drop in the voltage of the capacitor that acts as a short-term energy buffer. Figure 4.1 shows this voltage drop as a function of distance for the two tasks. Box plots show the distributions over at least 300 task executions at each distance.

The Sense task is deterministic. However, we see that the voltage drop is significantly larger when the tag is far from the reader than when it is close to the reader; it more than triples. This is because the input power from the reader varies by more than an order of magnitude. A second effect is that the variance is larger when the task is run close to the reader because the input power supplements stored energy and varies with the reader transmit frequency. At 1m this variance is approximately 0.3V compared to 0.1V at 4m.

\(^2\)The energy stored in a capacitor is calculated as \( \frac{1}{2}CV^2 \), where C is the capacitance and V is the measured voltage.
Looking at the SenseTX task, the drop in voltage is almost three times larger than for Sense. At 4m, the WISP cannot store sufficient energy to execute the task\(^3\). The variation is also higher at all distances because this task is non-deterministic. Its energy consumption depends on randomization in the Gen 2 MAC protocol, and the variation would be even greater if there were multiple WISPs (which we study as part of our evaluation).

These results support our argument that devices must adapt to both the task and the environment in which the device is operating. Any fixed energy target at which to start a task will be either too low, causing the tag to fail at a distance when it could still run, or too high, causing the device to run tasks more infrequently than it is capable of sustaining. A second implication is that it is likely not feasible to accurately estimate the energy needs of a particular task execution due to inherent variation. Consequently, Dewdrop must adapt an estimate of energy needs that captures the effects of the distribution.

4.2.3 Minimizing Wasted Energy

**Sources of waste.** Energy is wasted when the device starts too early and fails to complete the task, or waits too long and inefficiently collects excess energy. How much energy is wasted in these cases depends on how well the device converts RF power into harvested energy and how efficiently this energy is consumed.

To gain some insight, we performed a simple experiment by charging a WISP without running any task. Figure 4.2 shows the voltage of the WISP capacitor as it charges at different distances. (The RF source powers on at approximately 200 ms.) This is the expected behavior. A capacitor’s charging rate decreases by a factor of \(e\) every \(RC\) seconds, where \(R\) and \(C\) are the resistance and capacitance of the \(RC\) circuit and \(e\) is the base of natural logarithms, and asymptotically approaches zero as the capacitor charges to the voltage of the power source.

This charging behavior has two implications. First, it shows the effects of distance. Far

\(^3\)To even run the task over a range of distances we needed to modify the baseline WISP behavior.
from the controller, the low received power limits the maximum energy that can be stored\textsuperscript{4}. At 4m the capacitor approaches only 2.75V, while at 1m it rises quickly to 5.8V (at which point an over-voltage protection circuit kicks in). This means that heavy tasks will not run as far from the controller as lightweight tasks no matter how long the device sleeps.

The second implication is that, even for a fixed input power, it is inefficient to charge to a higher voltage than necessary. Because the rate at which energy accumulates in a capacitor decreases exponentially as it charges, storing excess energy wastes \textit{time}. There is a penalty for charging too high and leaving spare energy in the capacitor. In a sense, that leftover energy was “cheaper” to store. This effect is magnified by the linear regulator of the WISP, which consumes more power when there is a higher charge on the capacitor.

To capture these factors, \textit{Dewdrop} estimates waste in terms of time, and measures ef-

\textsuperscript{4}The energy stored in a capacitor is calculated as $\frac{1}{2}CV^2$, where $C$ is the capacitance and $V$ is the measured voltage.
iciency in terms of how often a task can execute. This accounts not only for the energy consumed by a task, even if it fails, but also accounts for how long it took to store that energy. While the constraints of the hardware will differ, all platforms are likely to have nonlinearities with respect to storing and consuming energy that make it useful to measure waste in terms of time. For instance, capacitors are the natural choice for short-term energy storage, and all RF-powered computers that use capacitors will have this kind of inefficiency.

4.2.4 Balancing sources of waste

Intuitively, starting tasks later, at a higher energy level, will decrease the time wasted due to tasks failing but increase the time wasted due to excess charging. Our goal is to minimize the total wasted time due to both causes. Since the energy cost of executing a task cannot be estimated precisely, *Dewdrop* aims to reduce the expected wasted time in the following manner. Let \( P(\text{fail}|V_s) \) be the probability that the task will fail given a starting voltage level \( V_s \). The runtime's job is to choose a \( V_s \) in the range \([V_0, V_{max}]\) that minimizes the wasted time:

\[
t_{\text{wasted}}(V_s) = P(\text{fail}|V_s)t_{\text{under}} + (1 - P(\text{fail}|V_s))t_{\text{over}}
\]

where \( t_{\text{under}} \) is the time to charge back to \( V_s \) after a failure (plus the time the task executed before failing) and \( t_{\text{over}} \) is the time spent overcharging, i.e., the time spent charging beyond the energy level that would have been sufficient. Note that this implies that some rate of failures may be desirable as charging high enough to assure success incurs a penalty that accumulates on every execution. This is particularly the case near the limit of the operating range when voltage and stored energy rise slowly.

A naive approach to finding the \( V_s \) that minimizes wasted time would be to try every value of \( V_s \). This is impractical, as the device would need to examine a sufficiently long series of task execution attempts at each \( V_s \) to determine which had the best performance,
or whether $V_s$ needed to be increased or decreased. Furthermore, this search would need to be repeated periodically as the RF environment and other factors change.

To avoid this search, we use our intuition that the two kinds of wasted time tradeoff against each other to find an approximate solution. Devices can adjust $V_s$ in the correct direction at every task iteration. Let $P_f$ be the current task failure rate at a fixed starting voltage $V_s$ and $T_{\text{under}} = P_f \cdot t_{\text{under}}$ and $T_{\text{over}} = (1 - P_f) \cdot t_{\text{over}}$. If $T_{\text{over}} \gg T_{\text{under}}$, then the runtime is too conservative; it could have chosen a lower $V_s$. If $T_{\text{under}} \gg T_{\text{over}}$ then it is being too aggressive; $V_s$ is too low and tasks are failing too often.

*Dewdrop* uses the heuristic that balancing the two sources of waste tends to minimize overall wasted time; this at least finds a reasonable operating point by ensuring that neither factor is a major source of inefficiency. Additionally, tracking and comparing the two sources of wasted time requires minimal computation which is key for any viable solution. The balance point can be found by slowly updating $V_s$ to trade $T_{\text{under}}$ against $T_{\text{over}}$. To do this, *Dewdrop* maintains separate estimates of $T_{\text{under}}$ and $T_{\text{over}}$ that are updated with an exponentially weighted moving average (with parameter $\alpha$) each time a task executes depending on its success or failure. The two estimates are then compared, and the energy level $V_s$ is adjusted by $\beta$ in the direction that will balance the averages. That is, it is increased if more time is being wasted on failures than on charging too high.

More precisely, let $V_e$ be the voltage at the end of running a task, and $V_0$ be the voltage at which the device ceases to operate, and $\epsilon$ be a small voltage. A task succeeds if and only if $V_e \geq V_0 + \epsilon$. *Dewdrop* computes estimates and uses them to adjust the target energy level, $V_s$ as follows:

\[
T_{\text{over}} = \begin{cases} 
(1 - \alpha)T_{\text{over}} + \alpha t_{\text{over}}, & \text{if } V_e \geq V_0 + \epsilon \\
(1 - \alpha)T_{\text{over}}, & \text{if } V_e < V_0 + \epsilon
\end{cases}
\]
\[ T_{\text{under}} = \begin{cases} (1 - \alpha)T_{\text{under}}, & \text{if } V_e \geq V_0 + \epsilon \\ (1 - \alpha)T_{\text{under}} + \alpha t_{\text{under}}, & \text{if } V_e < V_0 + \epsilon \end{cases} \]

\[ V_s = \begin{cases} V_s - \beta, & \text{if } T_{\text{over}} > T_{\text{under}} \\ V_s + \beta, & \text{if } T_{\text{under}} > T_{\text{over}} \end{cases} \]

Of course, there are degenerate cases where this heuristic will fail, e.g., tasks that exhibit bimodal energy consumption where some executions consume a large amount of energy and some executions consume very little. An example of this is a program that samples a very low power sensor on some iterations, and a more energy-intensive sensor on other iterations. But, based on applications we have seen in the literature, our approach is a good fit and has the benefit of being both simple and efficient.

### 4.2.5 Charging to a Target Energy Level

Given a target energy level, the device runtime must arrange for the task to begin execution when stored energy reaches that target. The baseline WISP uses hardware support in the form of a voltage supervisor to start execution when the capacitor voltage reaches a fixed level of 2V. Unfortunately, there are no designs for variable voltage supervisors that can be used in RF-powered computers to the best of our knowledge.

Instead, *Dewdrop* uses a software polling approach to determine when the target energy level has been reached and execution should begin. It sleeps while energy is being harvested, and occasionally wakes up to sample the capacitor voltage using an analog to digital converter (ADC). This is a general strategy that can be used on most platforms regardless of how the target energy level is determined.

However, polling is difficult to achieve at low cost because charge times can vary over orders of magnitude and waking up and sampling the capacitor consumes precious energy. In our experiments with the WISP, we found that reaching a given threshold can take less
than 10ms or 100s of ms depending on the input power. This variation, combined with the non-trivial cost of waking up to take a sample, means that polling at any fixed interval is problematic. If the device is close to the controller, a long interval means that the device will store excess energy and miss opportunities to execute tasks. Conversely, if the device is far from the controller, it will accumulate energy very gradually and pay a disproportionately greater overhead if the interval is short.

To gather energy over a large range of input powers and target voltages, Dewdrop uses an exponentially adapted polling interval. Specifically, let $V_r$ be the voltage a device has gained since it last woke up, and $t$ be the current sleep interval. Then,

$$t_{next} = \begin{cases} 2t, & \text{if } V_s - V > 2V_r \\ t/2, & \text{if } V_s - V < V_r/2 \\ t, & \text{otherwise.} \end{cases}$$

This mechanism is very lightweight because it only involves shift operations to scale the polling interval, not multiply, divide, or floating point operations (which are not likely to be available in hardware as they are power-intensive). In our evaluation we find it to be responsive, sleeping for short amounts of time at high input power, and to have low overhead, gathering energy out to low input power levels.

### 4.2.6 Maintaining State Information

If the voltage across the capacitor drops below $V_0$, the device will lose the contents of RAM; WISPs do not have non-volatile memory. This includes the values for $T_{over}$ and $T_{under}$. Consequently, Dewdrop must create the illusion of persistent memory. If a task is going to fail, it must stop executing before the voltage drops below $V_0 + \epsilon$, and $\epsilon$ must be high enough to give the device time to transition into standby-mode where energy consumption is minimized and harvested power can recharge the capacitor. To achieve this, Dewdrop uses a low energy polling mechanism to track the current voltage level during task execution, and
stops a task before running out of energy. Future hardware is likely to use a fixed voltage supervisor to fire an interrupt when $V_0 + \epsilon$ is reached, and the interrupt handler will put the device to sleep.

4.3 Implementation

The WISP firmware is written in a mix of C and assembly, for timing sensitive operations. The code can be broken down into two main components: the *Dewdrop* runtime and task support. The *Dewdrop* runtime code must execute quickly and infrequently to reduce overhead. Task support includes the Gen 2 RFID communication protocol, which requires tags to respond to reader commands quickly, generally within 10s of microseconds. This section describes our implementation of a functioning prototype as it relates to these challenges, and introduces a monitoring board we developed to gather experimental data from WISPs in-situ without impacting their behavior.

4.3.1 WISP Hardware

The WISP draws approximately 600\(\mu\)A when the CPU is in active mode and 1.5\(\mu\)A when in a state-preserving sleep mode. By default, the WISP wakes up at a fixed power level; a voltage supervisor waits for sufficient power to operate (defined by its capacitor reaching 2V) and then triggers a hardware interrupt to wake the device. We use the term *HwFixed* to refer to this hardware method of waking up at a fixed voltage. *Dewdrop* disables this mechanism and instead uses a timer interrupt to wake the device.

The WISP stores energy in a 10\(\mu\)F capacitor and the voltage of the capacitor can be sampled via its analog to digital converter.\(^5\) If the voltage of the capacitor drops below 1.5V, the WISP will black out and lose all state. We found that the time to fully charge the capacitor varied from 10s to 100s of milliseconds, depending on distance. Discharging a full capacitor to below 1.5V in the absence of a reader signal takes 10s of ms when active,

\(^5\)A 10 \(\mu\)F capacitor is a reasonable trade-off between charge time (a smaller capacitor charges faster) and charge capacity.
but more than 8s when in sleep mode. Thus, the WISP can carry state across relatively long periods of reader inactivity by sleeping.

4.3.2 Dewdrop

**Low power wake-up.** *Dewdrop* puts the WISP into a deep sleep state for a specified period to gather energy, and the CPU is woken up by the timer interrupt. The process is repeated until the target wake-up voltage, $V_s$, is reached. This approximates the behavior of a hardware voltage supervisor, which wakes a device when a specified voltage is reached, but allows us to vary $V_s$. A potential drawback to this approach is an increased current draw due to keeping the crystal oscillator active to drive the timer, but in practice this increase is acceptably small (2 $\mu$A vs 1.5 $\mu$A with the crystal off).

**Low cost voltage sampling.** *Dewdrop* checks the capacitor voltage to see if enough energy has been stored to warrant starting a task, and goes back to sleep if not. The energy overhead of this polling approach is determined by the polling interval and how long the WISP must be awake for each sample. The per sample cost is directly proportional to how long the WISP must stay in active mode. Sampling the capacitor voltage should take 90$\mu$s according to the MSP430 data sheet instructions for using the ADC. However, we found that ADC values stabilized much faster—20$\mu$s including setup time—with sufficient accuracy (10mV). This shorter awake time drastically reduced the cost of voltage sampling.

**Calculating the energy storage rate.** *Dewdrop* also tracks how quickly energy is being stored, as it uses this information to adapt the sleep period and to calculate how much time is wasted overcharging. Our adaptive sleep function generally results in a series of sleep periods, where the WISP wakes up and checks its voltage, adjusts the sleep period, and returns to sleep. When a task completes, $V_e - V_o$ tells us how much energy is leftover. We use the last period’s charging rate and the average charging rate over all periods to estimate how much time was wasted overcharging. When a task fails, $V_s - V_o$ tells us how much energy was wasted. We use the average charging rate to calculate the time wasted
undercharging.

4.3.3 Task Support

Order of operations. The computation and sensing components of tasks must take place before or after communicating with the reader; the deadlines imposed by the Gen 2 protocol are too tight to interleave task processing and message handling. Therefore, in the SenseTx task, for example, the WISP samples the sensor immediately after waking up and then begins decoding reader commands and waiting for the next Query.

Detecting task failures. To avoid blacking out and losing state, the WISP needs to detect when task failures are imminent and then quickly enter sleep mode, i.e., if the voltage drops below $V_o + \epsilon$ the task must be aborted. We found that an $\epsilon$ of 0.15V was sufficient to protect against blackout. That is, if any voltage sample measures below 1.65V, the WISP will sleep and record a task failure.

Sampling the voltage during the communication phase proved difficult, but it was necessary because message processing is a major factor in energy consumption. The Gen 2 message timing constraints are such that the WISP does not have time to take a sample between messages without losing synchronization with the reader, even with a sampling time of only $20\mu s$. However, we found that we could carefully schedule a voltage sample during the preamble of every reader command, so long as the inspection of the sample was deferred until after the command was decoded. As the WISP must be in active mode to accurately track the preamble, this approach amortizes the cost of keeping the CPU active for decoding. This strategy makes it possible for us to closely track the voltage of the capacitor at every reader command with essentially zero overhead.

Randomness. The Gen 2 MAC protocol requires that tags choose slots randomly. As a source of randomness, we sample the voltage in the capacitor once immediately when the WISP first powers up, and use this value as a seed for a pseudo-random number generator. The variance in this voltage sample, due to input power and noise in the ADC, gives us
sufficient randomness. Alternatively, we could have used SRAM state as a random source, with similar efficiency [45].

4.3.4 Monitoring Support

Monitoring WISP state and operation for debugging and experimentation is difficult. Traditional methods for debugging embedded systems, such as a JTAG connection, would supply power to the WISP and change its behavior. Instead, we use a custom monitoring board we developed for debugging WISPs [80]. The board communicates with a PC via USB, attaches to the debug and other output pins of the WISP, but does not add to or consume energy harvested by the WISP. The monitor board can also sample the voltage in the WISP’s capacitor. For our study, we instrument the WISP to toggle debug pins at key points in its operation, and the monitor board records what event happened and immediately samples the WISP capacitor to determine its voltage. This results in a trace of WISP operations from which we can determine task costs, and response rates even for tasks that do not communicate with the reader.

4.4 Dewdrop Evaluation

In this section, we evaluate Dewdrop experimentally. We show that our approach of balancing sources of waste generally achieves 90% of the best possible response rate for the SenseTx and Sense tasks and across a wide range of RF environments. Dewdrop improves performance over the default WISP runtime, providing applications a benefit in terms of both improved coverage and higher response rates.

4.4.1 Experimental Setup

Our experiments were conducted using an Impinj Speedway RFID reader that continuously transmits energy and commands. This is the normal reader behavior. For experiments involving a single tag, the WISP was placed on a poster board 1m from the reader antenna
and the output power was variably attenuated from 30dBm (1 Watt), the maximum allowed for “Gen 2” readers, to 18dBm. This method increases repeatability by limiting the multipath effects that would occur if we moved the WISPs. We present results in terms of an equivalent distance that is calculated using free-space propagation, as we find them to be more intuitive than results in terms of transmit power.

In all experiments, we ran Dewdrop and the default WISP hardware, which we call HwFixed, that starts tasks at a fixed energy level of 2.0V. HwFixed provides a baseline for comparison. When possible, we also report results for Oracle as the best result found from an exhaustive offline search of starting energy levels (at which the WISP wakes-up and starts a task) using 0.03V steps. We report results for both the Sense and SenseTx tasks described in Section 4.2.

To evaluate our approach in a realistic deployment, complete with multipath effects, we deployed 11 WISPs with accelerometers on a 1.2m x .75m table of a model apartment at Intel Labs Seattle. This deployment is similar to that seen in [12], though we only consider a single workspace instead of the complete apartment. An RFID reader was installed in the ceiling and equipped with one antenna approximately 2m above the table pointing downwards. We configured the reader to run the SenseTx task to gather samples continuously for one minute. We performed three separate trials for each configuration to allow for variability from both the RF environment and communication protocol.

4.4.2 Single Tag Evaluation

We first assess how well Dewdrop performs compared to HwFixed for a single WISP. Figure 4.3 compares the response rate of Sense and SenseTx when using the two runtimes. We find that the performance of Dewdrop consistently matches or exceeds that of HwFixed. For the light Sense task, the performance of Dewdrop closely matches that of HwFixed and actually performs better at 1m. This is because, at close range, the received power supplements stored energy enough to allow an energy level 0.2V below HwFixed’s
In the case of the heavier SenseTx task, *Dewdrop*’s response rate decreases smoothly as reader power falls to 3.5m. *HwFixed* fails to execute the task beyond 1.5m. *Dewdrop* adapts to the higher energy requirements of this task, and stores more energy before beginning execution, whereas *HwFixed* does not. This improvement more than doubles the operating range of the tag.

To find an upper bound on how well *Dewdrop* could work, we compare to the *Oracle* results. Gathering the *Oracle* test data takes hours and is thus not a candidate for a practical CRFID runtime. Figure 4.4 again shows the response rates for the two tasks when using *HwFixed* and *Dewdrop*, but the rates are normalized by the best rates found using the *Oracle*. *We find that Dewdrop generally achieves better than 90% of the maximum rate seen by Oracle for both tasks.* Interestingly, *Oracle* always beat *HwFixed*. This means that the fixed 2 V energy level was never the best choice.
Evaluating the choices of Dewdrop. To understand why Dewdrop performs well, we looked at the starting energy levels it selects. Dewdrop must choose starting energy levels that are close to the best level found by the Oracle if it is to be efficient. To show that this is a non-trivial task, Figure 4.5 shows examples of response rate versus energy level curves. The figure is based on data from the Oracle for both tasks at 1.5 and 3m.

We see that the best starting energy level varies widely for different tasks and at different distances. For Sense, the best energy level is 1.9V at 1.5m, when input power close to the reader supplements stored power, and 2.1V at 3m. Similarly, for SenseTx the best level varies from 2.5 to 3V over the same distance. These results emphasize that no fixed threshold will work either for all tasks or for all distances. For example, the best energy level for SenseTx at 3m is 3V. This level achieves only 50% of the maximum response rate for Sense at the same distance. It is even worse if the best level for Sense at 3m is chosen, as SenseTx cannot execute the task even once at 3m with an energy level of 2.1V.
The figure also shows the operating points found by Dewdrop marked with Xs. We see that our runtime finds points very close to the best energy level despite the differences between response curves. Across all of our data the energy levels found by Dewdrop were within 0.1V of the best level found by Oracle.

To see how Dewdrop selects a good starting energy level, we looked at how it minimizes wasted time. We calculated the average wasted time per task due to failing and due to charging too high. Figure 4.6 shows this data, along with response rate, for an illustrative case of Sense and SenseTx at 3m. The data are normalized by their maximum values. We see that as the starting energy level increases, the average wasted time due to failing generally decreases. (The waste is low at low wake-up thresholds despite tasks failing a greater fraction of attempts. This is because waste is computed in terms of time spent charging, and at low wake-up thresholds, very little time is spent charging.) Beyond 2.6V,
Figure 4.6: Response rate and wasted time for Sense and SenseTx at 3m.

Waste from failed tasks decreases, as the task fails less often. Conversely, the wasted time from overcharging increases with the starting energy level because the energy is stored less efficiently at higher voltages.

Dewdrop seeks the intersection of the two waste curves, and uses the corresponding energy level. This appears to be a good strategy as the maximum response rate in the figure occurs near the intersection. Moreover, since the rates plateau around the maximum, Dewdrop can miss its mark by a fairly wide margin (±0.1V), without affecting performance significantly. Though the figure shows only a single example, we found the energy level that equalized the two sources of waste generally achieved better than 95% of the maximum rate for both tasks at all distances.

Evaluating the overhead of Dewdrop.

This section investigates two possible inefficiencies in Dewdrop: the overhead of our
timer-based adaptive sleep scheme, and the effect of our choice of step size for maintaining the starting energy level. We show that both are efficient, which is in keeping with our runtime performing almost as well as the Oracle.

To be effective, our runtime must not appreciably increase charging time. Figure 4.7 shows the median charging time from 1.5V to 2V for Dewdrop’s adaptive sleep mechanism, the hardware wake-up of HwFixed, and two strawman versions of our software controlled sleep mechanism that use fixed sleep periods.

*We find that, at all distances, our adaptive scheme achieves a charge time within 5% of the charge time of the hardware mechanism.* Moreover, as expected, its performance is good over a wider range of distances than schemes that do not adapt their sleep periods. For example, the fixed period of 100ms does well at 4m (1.3% longer than HwFixed), but performs poorly at close range (600% longer than HwFixed at 1m). Likewise, fixing the period at 10ms works well at close range, but incurs significant overhead farther away (32%
The second potential source of inefficiency in our system comes from our choice of step size ($\beta$) when seeking the best starting energy level. In Dewdrop, upward pressure on the level is only exerted after it drops fairly low and tasks begin to fail; after failures, the starting energy level rises until the cost of overcharging outweighs the cost of failing. A small $\beta$ increases the time it takes to adapt to environmental changes, while a larger $\beta$ can result in large oscillations around the ideal wake-up threshold.

Figure 4.8 shows the effect of different step sizes on task rate for SenseTx at 3.5m. The average task rate per second is calculated over a 10 second sliding window. As step size increases, the task rates generally decrease and vary more widely. A larger step size means that Dewdrop increases/decreases its starting energy level too quickly, resulting in significant over/undercharging. The reverse then happens and the voltage is reduced by too much and more tasks fail. We found that a step size of 0.01V gave a good balance between

![Figure 4.8: Effect of step size ($\beta$) on response rate for SenseTx at 3.5m.](image)
damping oscillations in energy level and quickly adapting to environmental changes.

4.4.3 Multiple Tag Evaluation

Next, we evaluate *Dewdrop* in a realistic deployment consisting of multiple tags. To support CRFID applications such as activity recognition, our runtime should both increase the coverage region of the reader (e.g., so that distant devices respond) and also increase the response rates of the devices (e.g., so that object motion can more accurately be tracked). We consider both of these metrics for the 11 WISPs deployed in the model apartment.

**Coverage.** The coverage goal is to have as many devices as possible responding at a useful rate. Based on prior experience, we define two useful rates: a rate of 1/s, as is useful for low-rate object use detection; and a rate of 5/s, as is useful for higher-rate gestural recognition. To characterize the coverage of the deployment, the transmit power of the
reader is reduced gradually to determine the “headroom” (in dBm) tags have for a given level of performance.

*We find that Dewdrop has much better coverage than HwFixed because it enables tags to operate when much less incoming power is available.* Figure 4.9 shows the percentage of tags with average response rates above 1/s and 5/s when using the two runtimes. At 30dBm, all tags with *Dewdrop* respond at least once per second as compared to 64% with *HwFixed*. Coverage is better even when tags with *Dewdrop* receive one third the power of tags with *HwFixed* (viz., 67% for *Dewdrop* at 25dBm vs 64% for *HwFixed* at 30dBm). Moreover, at a four-fold reduction in power (24dBm), 42% respond with *Dewdrop* while none respond with *HwFixed*.

For a response rate of more than 5/s, the two runtimes perform equally well at 30dBm. This is because *HwFixed* works well when a tag receives good power from the reader. However, *HwFixed*’s coverage decays much more quickly with power than does *Dewdrop*’s coverage, e.g., at 27dBm *Dewdrop* has three times the coverage of *HwFixed*.

**Response Rates.** Figure 4.10 shows the distribution of the response rates of the tags when the reader is transmitting at 30 and 24dBm. The rates are computed over one second windows for both runtimes. *We find that Dewdrop consistently achieves higher rates, especially for the tags receiving less energy;* 30% of the data points are zero for *HwFixed* versus 5% for *Dewdrop*. *Dewdrop*’s ability to achieve useful rates is even more apparent when the reader transmits at 24dBm and tags are receiving one fourth as much power. *Dewdrop* obtains response rates greater than once per second 30% of the time, as compared to 2% with *HwFixed*. At 30dBm, *Dewdrop* and *HwFixed* achieve nearly the same rates for those tags that receive the most energy; 25% of the data points are above 9/s, and median rates are 5/s and 3/s respectively.

When more tags are present, the energy cost of communicating with the reader increases.

---

6This “attenuation thresholding” technique [44], has been shown to be more appropriate for characterizing RFID deployments than varying distance due to the high sensitivity of RFID to multipath.
This is because the reader increases the number of slots it uses to limit the likelihood of tag collisions, so CRFID tags must process more messages before transmitting to the reader.

Figure 4.11 gives the performance for a single tag when the reader transmits at 30dBm as additional tags are added to the deployment. The performance of HwFixed rapidly decreases with the number of tags. This is because the number of slots is increasing, and a tag cannot remain powered when it chooses a later slot. In contrast, Dewdrop simply increases its starting energy level to accommodate the additional communication overhead. With one tag, it wakes up around 2.5V whereas with 25 tags it wakes up closer to 3V. The result is that Dewdrop provides nearly three times the response rate as HwFixed when 25 tags are present.
4.5 Dewdrop: Limitations and Lessons Learned

Dewdrop proved to work well in our scenario compared to the state-of-the-art. Moreover, the project helped us identify the operating characteristics that are fundamental to RF-powered computers and those that are short-term artifacts. For example, variations in received RF power, the fact that many tasks must run-to-completion (such as sensors), and the need to use capacitors for short term energy storage seem fundamental. However, hardware improvements will make the job of the runtime easier by enabling devices to operate more efficiently across a range of scenarios, and by helping to simplify the task execution model. In Section 7.2, we discuss these future directions in detail.
Chapter 5

BUILDING BACKSCATTER NETWORKS THAT SCALE WELL

In Section 3.2, we described how interference is the key limitation that makes building scalable backscatter networks challenging. In this chapter, we use simulation and measurement to show that existing technologies fail to perform well as the network scales. We then explore the role that the client demodulator plays in both controller-to-client and client-to-controller interference, and find that adjusting the client sensitivity can be used to trade robustness to continuous wave interference for susceptibility to modulated interference. Leveraging this insight, we propose a network design that mitigates downlink interference using a redesigned client demodulator and CSMA-based interference avoidance by controllers, and mitigates uplink interference using code-division-multiple-access for client transmissions. We evaluate this design and show that it performs far better than previous approaches, and that it is able to provide good performance to all clients even in very dense deployments.

5.1 Study of Existing Technologies

EPCGlobal’s Gen 2 RFID is the only widely adopted backscatter protocol of which we are aware. It is a mature standard used for many applications, and we initially hoped to leverage Gen 2 technology to build RF-powered networks. However, we found that it is not well-suited to this scenario. This is partly a result of Gen 2 being designed exclusively for enumerating a set of unknown tags in a well-defined area, in contrast to supporting good performance for a set of known clients on a building-wide scale. This led to a design where tags only respond to a reader if its signal power is far above all other readers in the area. The result is that, when multiple readers are present, continuous wave interference often
results in tags that are receiving sufficient power to operate, but that are unable to decode messages from any RFID reader. As infrastructure is added, for example to extend the coverage area, some locations can lose connectivity.

In this section, we use measurements to illustrate this problem using Gen 2 tags and readers. Next, we use a network simulator to show that existing approaches fail to perform well even in sparsely deployed networks, as they result either in many clients having no connectivity, or all clients having very low throughput.

5.1.1 Performance of Gen 2 Systems

In 802.11 networks, both capacity and coverage of a network can be increased by adding APs on different channels. In contrast, adding controllers to backscatter networks may reduce coverage and capacity for clients. To understand the extent of the problem in practice, we performed an experiment using two Impinj RFID controllers and a Gen 2 tag. We combined
the signals from the controllers using a power combiner, and connected them to a single antenna. The tag was placed 1 meter from the controller, and we varied the relative powers of the controllers while measuring the response rate of the tag.

The dashed lines in Figure 5.1 show the results of this experiment when the tag was receiving around -9 and -11 dBm as measured using a power meter, which approximates a range of 5-8 meters. We compared the response rate of the tag with the interferer present to the maximum rate seen when only the controller was transmitting. When the controller transmit power is less than 3 dB above the interferer power, the tag does not respond at all. The controller needed to transmit at 6 dB above the interferer to achieve 75% of the maximum rate. To communicate at the maximum rate, the controller transmit power needed to be 8 dB or more above the interferer.

We next experimented with a continuous wave interferer. This models the situation of a controller transmitting a message to a tag while a second controller transmits a continuous wave so a different tag can harvest power or backscatter a response. We ran the experiment by replacing the interferer with a signal generator that transmitted a continuous carrier. As shown by the solid lines in Figure 5.1, even having a continuous carrier in the environment dramatically degrades network performance. That is, controllers cause interference even when “receiving” messages from clients.

To better understand these results, we used a software-radio based RFID reader [15] to experiment with two passive RFID tags from different manufacturers to determine what modulation depth they could detect. We found that the tags required modulation depths of greater than 50% to decode individual bits (which agrees with existing work [73]). This is a reasonable threshold as it eliminates the possibility of modulated interference; no more than one controller can ever account for more than 50% of the total power. However, we found that tags required a depth of more than 80% to detect the brief power down periods that are required to operate correctly according to the protocol. Consequently, even one relatively

---

1Using a software radio to capture signal near the tag, we verified that the tag was not responding, and when the tag did respond the controller could hear it.
weak interferer can degrade performance, which agrees with our experimental results.

These results tell us that if a Gen 2 tag is located between two readers, and their signal powers are approximately equal, the tag will not have any connectivity. This is the starvation problem caused by continuous wave interference. The problem is exacerbated as readers are added to the area, because the signal power of one reader must be sufficiently greater than the sum of all other reader powers received by the tag.

5.1.2 Trade-off Between Coverage and Capacity

Because even weak interferers can cause a client to lose connectivity, and controllers interfere at clients even when transmitting on different channels, one approach to ensuring coverage is to time-multiplex controllers. In this section, we use a simulator to better understand the network-wide impact of Gen 2’s approach of being always-on, and Listen-Before-Talk’s approach of deferring communication if nearby controllers are transmitting.

The simulator is described in depth in section 5.4.2, and is intended to model the impact of interference in large-scale backscatter networks. Clients are associated with the strongest controller, and controllers poll their associated clients for messages in a round-robin fashion. Clients respond with packets of various lengths. In this experiment, we use Friis transmission equation to calculate signal powers at all clients and controllers given a 1 W transmit power, and we assume that controllers do not frequency hop.

For this experiment, we set the client sensitivity to 50% and controller messages are received error-free if the controller accounts for greater than 50% of the total power at the client. The bit-error rate of client transmissions is calculated using standard techniques based on the power of the background noise and other transmitting clients [98]. We simulate controllers with receive sensitivities of -80 dBm and a noise figure of 25 dB, equivalent to existing RFID readers [49]. Controllers are randomly distributed in a 50 x 50 meter area, and additional controllers are added until all locations are within range of at least one controller; this tends to require around 10 controllers. Ten trials are performed with the
controllers and 250 clients being redistributed between trials.

Figure 5.2 shows the throughput results for the Always-on approach taken by Gen 2, and a Listen-Before-Talk approach where controllers listen to the channel and if they sense other transmitters above some threshold, they will not transmit. Prior work suggests that controllers should time-multiplex if they are within twice the controller-to-tag range [10]. In our simulation, this translates to a carrier-sense threshold of -36 dBm, and we use this threshold in our experiments. For simplicity, we assume there are no collisions caused by controllers sensing a clear channel and then beginning to transmit at the same time. Because controllers can have different numbers of associated clients, we normalize the throughput of each client by the rate it would achieve if there were no interfering controllers.

If additional controllers did not cause interference, all clients would achieve a normalized uplink throughput of 1, and the distribution would be a vertical line at 1 on the figure. However, in the case of always-on (blue curve) we see close to a step-function, where more
than 40% of clients do not have coverage and their throughput is zero, and the rest see close
to or greater than 100% of the expected throughput. Values greater than one are possible
because when a downlink message is lost due to errors, the client will not transmit an uplink
packet, and the other clients can transmit more often. This results in a network that is not
fair, where some clients are starved completely and others achieve very high throughput.

In contrast, the Listen-Before-Talk approach (using a -36 dBm threshold) achieves nearly
perfect fairness, but at the cost of very low throughput. All clients achieve approximately
the same throughput, but with the median value being only 14% of the expected rate. The
red curve is an example of when the controllers use intermediate values for their carrier-sense
threshold that allow for some simultaneous transmissions. By adjusting the carrier-sense
threshold, controllers can trade-off fairness among all clients for higher throughput for a few
clients. However, even with a -33 dBm threshold, allowing concurrent transmissions results
in more than 10% of the clients having no connectivity.

The prior experiment did not take into account controllers that frequency hop. As
backscatter systems are narrow-band transmitters, they are prone to frequency selective
multipath fading. Moreover, as controllers frequency hop according to FCC regulations,
the pattern of fades changes accordingly. This results in time and frequency dependent
attenuation, and the magnitude of attenuation can be approximated as a Rayleigh distri-
bution. Though generally considered an impediment to network performance, multipath
fading can actually help reduce the impact of continuous wave interference. The variation
in signal power across channels means there is often at least one channel on which a client
can communicate. Figure 5.3 shows the results for the same experiment as above, but when
controllers frequency hop every 400 ms. For the Listen-Before-Talk case, there is a widening
of the distribution but the median value does not change significantly. For the Always-On
case, fewer clients have a throughput of zero because, over time, clients are likely to ex-
perience at least some “good” fading profiles where they can decode controller messages.
However, 7% of the clients still have no connectivity in the Always-On case, and the bottom
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25% of clients have normalized throughputs of less than 14%.

5.1.3 Summary

Gen 2 tags use a demodulator design that requires a modulation depth of 50% (or more) to operate. This eliminates the possibility of modulated interference, because no more than one controller can ever account for more than 50% of the total power at a client, but it means that clients are prone to continuous wave interference. This limits network performance and fairness when more than one controller is present, as no controller accounts for more than half the power at some tags and they cannot decode any controller messages. One approach to mitigating continuous wave interference is to multiplex controllers in time. While this avoids starvation and improves fairness, it comes at the cost of dramatically reduced network capacity because controllers are not transmitting much of the time. Though more complex TDM-based approaches may achieve better performance than Listen-Before-Talk, turning
controllers off will always reduce capacity as clients cannot transmit on the uplink if their controller is powered down. Additionally, turning off controllers reduces the amount of power available to clients for harvesting. *Our goal is to develop a network design that enables controllers to be “always-on”, while still avoiding interference between controllers and clients.*

### 5.2 Exploring the Trade-offs of Client Sensitivity

Gen 2 tags suffer from continuous wave interference, which means they often cannot operate even though they have sufficient power. This is because their demodulators are designed to eliminate modulated interference at the cost of being prone to continuous wave interference. In this section, we use a custom-built software radio-based backscatter demodulator to show how the client sensitivity can be manipulated to trade robustness to continuous wave interference for susceptibility to modulated interference. We then use simulation to demonstrate how the client sensitivity impacts network-wide performance.

#### 5.2.1 Reducing the ASK Threshold of the Client Demodulator

Gen 2 tags are prone to continuous wave interference because their ASK demodulator can only detect messages if the modulation depth is greater than 50%. To understand how the demodulator would behave if it used a different ASK threshold, we built a simple ASK demodulator (based on the demodulator of the WISP [91], and very similar to conventional RFID tag designs [78]), and interfaced it with a USRP software radio via a Low-Frequency Receive (LFRX) daughterboard. This front-end acted as an envelope detector with a low-pass frequency of 500 kHz. To enable experimentation, we did not include a comparator in the circuit. Instead, the USRP captured the raw output of the envelope detector, and we experimented with different detection thresholds in software. To let us experiment with commercial RFID readers, we modified a USRP-based Gen 2 monitor we built previously [14] to process the signal captured by the front-end.

Our experiments were conducted by connecting two ThingMagic Mercury 5E RFID
reader development kits to our custom-built front end via a power combiner. The development kits let us experiment with two scenarios: 1) One reader is querying for RFID tags, while the second reader (the interferer) is transmitting a continuous wave, and 2) One reader is querying for RFID tags, while the second reader (the interferer) is transmitting a pseudo-random series of Gen 2 modulated ones and zeros. We varied the power of the interferer using a variable attenuator, and recorded the signal-to-interference ratio (SIR) that was required to successfully decode the reader messages.

Figure 5.4 shows the SIR in the two scenarios when different ASK thresholds are used. In the presence of continuous wave interference, a 10% modulation depth can decode reader messages even when the signal power is 9.3 dB less than the interferer. However, in the presence of modulated interference, the signal must be more than 15 dB greater than the interferer. In the case of a 50% ASK threshold (as is common in Gen 2 tag), if the signal power is even 0.35 dB greater than the interferer, the client can decode the message in the
presence of both continuous wave and modulated interference. Using thresholds above 50% does not perform well in either scenario, as this only increases the SIR required to decoded messages in the presence of both continuous wave and modulated interference; in the case of an 80% threshold, an SNR of nearly 7 dB is required.

The results when using a 50% and 80% threshold support the results shown in the previous section, and show why Gen 2 tags perform poorly in the presence of multiple readers. However, the 10% case shows that thresholds below 50% provide a mechanism to change the balance between continuous wave and modulated interference. In the next section, we use the simulator to explore the impact on overall network performance when using different thresholds.

5.2.2 Network-wide Effect on Controller-to-Client Interference

To build understanding of how the ASK threshold of the client demodulator impacts the balance between continuous wave interference and modulated interference, consider the diagram in Figure 5.5. The diagram shows 7 controllers (black dots) arranged in a 80 by 70 meter grid, with all controllers transmitting continuously at 1W using an omnidirectional antenna. The colored regions indicate where a given controller's signal accounts for some fraction of the received power, and clients with a particular demodulator sensitivity can decode its messages. To the left of the figure, the blue and red regions illustrate the case where clients can detect messages with only a 10% ASK modulation depth (i.e., a controller must only account for 10% of the power received at the client). As can be seen, the regions of the upper left and lower left controllers overlap considerably, and clients in the overlapping region can detect transmissions from both controllers. If the controllers modulate simultaneously, clients in that region will suffer from modulated interference and the messages will be lost.

In contrast, the grey and green regions to the right of the figure illustrate the case where clients use an ASK threshold of 50%. Here, there is a region between the two controllers
where neither signal accounts for greater than 50% of the received power, and clients cannot detect transmissions from either controller. Clients in this regions suffer from continuous wave interference and cannot receive messages from any controller.

In this ideal scenario, a threshold can be chosen such that both forms of interference can be minimized. However, the choice of threshold must be decided at the time of manufacture as it is a function of the hardware, and there is no ideal threshold for real scenarios. This is because controllers will not be perfectly deployed in a grid, propagation patterns will not be perfectly circular, and clients may not want to associate with the controller with the highest power.

Figure 5.6 shows the likelihood of interference in a more realistic scenario where 5-25 controllers are randomly placed in the 70 by 80 meter grid. The data is generated by
running 50 trials each with a different arrangement of controllers and clients. Controllers transmit RF power at all times, and detection threshold of the clients is varied from 5% modulation depth (very sensitive) to 50% (similar to Gen 2 tags we measured). Two metrics are measured: 1) the fraction of locations where messages will be lost due to continuous wave interference, and 2) the fraction of locations where messages may be lost due to modulated interference.

To the left of the graph, where the client demodulator can detect low modulation depth transmissions, there are no positions where messages will be lost due to continuous wave interference. With only 5 controllers present, there are no cases of continuous wave interference even with a detection threshold of around 20%. This makes sense, as with only 5 controllers, the signal of at least one must account for 20% of the power at a given client.
As the density of the network increases to 25 controllers, even a threshold of 5% cannot eliminate continuous wave interference completely, though the probability is still low. The maximum threshold that still eliminates continuous wave interference depends on the density of the network, which cannot be known when the client is manufactured.

Though CW interference can be reduced by increasing the sensitivity of the client, this increases loss due to modulated interference. A loss due to modulated interference only happens when multiple controllers happen to transmit polling messages at the same time, and the likelihood of loss will vary with downlink traffic patterns. However, it is clear that low thresholds increase the likelihood that a message will be lost from modulated interference, particularly as controller density increases and clients often are in range of multiple controllers. Hence, there is a fundamental trade-off between the two forms of interference, and no threshold will minimize both forms for all controller densities. Another consideration is that losses due to modulated interference will decrease the throughput for a client as some messages will be lost, whereas continuous wave interference means that a client cannot receive any messages from any controller unless some readers stop transmitting RF power; this type of starvation is likely unacceptable for many applications.

5.2.3 Network-wide Effect on Client-to-Controller Interference

Increasing the sensitivity of clients essentially increases the downlink communication range of controllers (in the presence of continuous wave transmissions by other controllers). A side effect of this increased range is that it increases the likelihood of client-to-controller interference. Consider the diagram in Figure 5.7: the black dots are controllers transmitting at 1W, and the blue X is the location of a client that is backscattering a message to controller-A. If a second client located anywhere in the green region begins to modulate a message, it will also backscatter controller-A’s continuous wave and that signal will be within 3 dB of the signal coming from the blue X. This will result in the message from the blue X being lost due to client-to-controller interference.
The red region in the diagram indicates the downlink range of controller-B if clients can detect messages with a 10% modulation depth. Because these two regions overlap considerably, it is likely that controller-B will poll a client in the region of overlap, and the client will begin backscattering and interfere at controller-A. If the demodulator of the client was less sensitive, the region of overlap would be reduced and client-to-controller interference become less likely.

To show the extent of this effect, we simulated the case of 10 controllers randomly placed in the 70 by 80 meter grid along with 600 clients. Ten trials were performed with the locations of all nodes changing between trials. The controllers continuously polled their associated clients for data, and the number of uplink messages that were lost due to client-to-controller interference was recorded. To take into account the capture effect, if a client’s
message was 6 dB above the combined power of all interferers, then we determine that it was received error free.

Figure 5.8 shows the CDF of the fraction of uplink messages that were lost across all clients as the client ASK threshold is varied from 10% to 40%. When the threshold is 40%, nearly 80% of the clients experience no losses on the uplink, and only around 5% of the clients experience a loss rate greater than 50%. Of course, many clients did not transmit any messages because they suffer from continuous wave interference and were unable to detect polling messages from any controller.

In contrast, with a 10% ASK threshold, clients can always receive polling messages from at least one controller. However, only 20% of the clients could transmit uplink messages error-free, and around 10% saw all of the uplink messages being lost. This shows that the client sensitivity impacts network performance not only because it changes the balance
between continuous wave interference and modulated interference, but also the prevalence of client-to-controller interference. Any solution that addresses the interference problem in backscatter networks must account for this fundamental trade-off.

5.2.4 Summary

Increasing the client sensitivity reduces the likelihood of a client being starved because of continuous wave interference. Reducing this likelihood is desirable, because clients that cannot decode messages from any controller due to continuous wave interference will not be able to communicate unless one or more controllers stops transmitting. Requiring that controllers often power down should be avoided because it reduces the amount of power available for harvesting, and it means that clients cannot transmit uplink data as they have no CW to backscatter.

However, increasing the sensitivity of controllers increases the prevalence of modulated interference, because clients are able to hear messages from more than one controller. In addition, because clients are now “in range” of multiple controllers, it becomes more common that two clients will backscatter to different controllers and their messages will interfere at the controllers. In the next section, we will show how these insights can be exploited to build a design for backscatter networks that will scale well as infrastructure is added.

5.3 A Network Design for Scalable Backscatter Networks

In this section, we use the insights of the previous section to develop our design for scalable backscatter networks. We first describe the goals of our design, and the operating assumptions our design targets. We then describe the PHY and MAC layer techniques that enable the network to scale well as infrastructure nodes are added. Our design consists of five main components. The first two components address the challenge of controller-to-client interference by (1) increasing the sensitivity of the client demodulator, thereby making clients more robust to continuous wave interference, and (2) having controllers use a CSMA-based approach to avoid modulated interference. In practice, mitigating these
two forms of interference provides the greatest benefit as they are the primary factors that limit network scalability. The next two components use techniques seen in the literature, (3) code-division-multiple-access for uplink client transmissions and (4) a controller-driven polling MAC protocol, to mitigate client-to-controller interference. The last component of our design (5) consists of two techniques that reduce the overhead associated with using CDMA for uplink transmissions. This design allows controllers to operate in an always-on distributed manner, while still avoiding client starvation and without dramatically reducing capacity.

5.3.1 Design Goals and Assumptions

In a nutshell, we aim to build networks that operate and can be deployed similarly to technologies like 802.11 or 802.15.4, but where clients consume orders of magnitude less power. We envision backscatter networks that provide communication coverage to large areas such as a home or office building, and can achieve link rates of 10-100s of kbps; this is on par with other low power wireless technologies such as 802.15.4 (i.e., ZigBee). A network consists of controllers that provide coverage to an area, and clients should be able to communicate with at least one controller to access the Internet or other infrastructure. As with 802.11, it should not be necessary to carefully manage deployment or have centralized coordination between controllers in a region to obtain good performance. The coverage and capacity of the network should increase when a reasonable number of controllers are added to the network.

We assume that, like Gen 2 readers, controllers operate under FCC regulations for the 900 MHz ISM band. This means that they frequency-hop across 50, 500 kHz channels and have a maximum transmit power of 1 W. To eliminate controller-to-controller interference, controllers do not transmit on the same channel at the same time. If more than 50 controllers are operating in a location, they will need to time-multiplex their transmission. We do not consider this extreme case. We also do not explicitly consider the cost, complexity,
or power consumption of controllers, though all techniques must be implementable using existing approaches. Controllers can sense the power of other controllers on other bands, and can determine if they are modulating. Additionally, out-of-band transmissions from other controllers can be suppressed when receiving in-band client transmissions. We believe these assumptions are reasonable, as controllers are powered infrastructure.

Lastly, we assume that clients use an ultra-low power transceiver that operates in a power limited regime. In other words, if a client can communicate at all, it can communicate continuously. Ultra-low power backscatter transceivers already exist, with a power consumption of 1-2 $\mu$W which is is on par with the sleep-mode of the WISP [78]. In other words, if the WISP used one of these transceivers for communication, the range at which it could harvest and store energy would be equivalent the range at which it could communicate continuously.

### 5.3.2 Clients Use Sensitive Demodulators to Mitigate Continuous Wave Interference

Allowing controllers to be always-on increases power in the environment and allows clients to transmit concurrently on the uplink. To enable this while avoiding continuous wave interference, client demodulators should be more sensitive than Gen 2 tags. However, making them too sensitive means that modulated interference can be caused even from controllers that are very far away. *In our design, client transceivers are designed so that they can detect controller messages if they have a modulation depth of greater than 10%; Figure 5.6 shows that this avoids continuous wave interference even in dense networks.* This achieves a balance that eliminates nearly all cases of continuous wave interference, but does not make clients overly susceptible to distant modulators.

### 5.3.3 Controllers Use CSMA to Avoid Modulated Interference

To limit modulated interference, controllers should not transmit messages if they will cause interference at a client. *To avoid modulated interference, controllers use a CSMA/CA-
based approach where they listen on all channels for modulating controllers, and hold off transmitting if the power of any modulator is above a certain threshold. A threshold that is too high will result in a greater likelihood of modulated interference, whereas threshold that is too low will reduce spatial reuse. Selecting an appropriate carrier-sense threshold is challenging and has been studied in the context of 802.11 [8].

One complicating factor in choosing a CSMA strategy is that, unlike conventional wireless networks, modulated interference is a matter of the relative signal strengths of the controllers as compared to the total power seen at the clients; if two controllers modulate at the same time and each accounts for greater than 10% of the power at a client, modulated interference will occur. However, controllers only interfere at clients located in regions where their signal powers are similar, and controllers transmitting continuous wave effectively “drown out” more distant modulators. As such, we take the approach that controllers only defer transmission if the few nearest controllers are modulating, regardless of their absolute power. The intuition is that more distant controllers are unlikely to have regions where their coverage areas overlap, particularly when many controllers are present. Through experimentation, we found that deferring to the 5-10 strongest controllers worked well across the network densities we considered, and we settled on deferring to the top 8 as a good compromise between likelihood of interference and good spatial reuse.

5.3.4 Clients Use CDMA to Mitigate Client-to-Controller Interference

Client-to-controller interference is challenging because clients backscatter all controller CWs, clients cannot hear each other to avoid transmitting at the same time, and it is difficult to coordinate controllers such that they do not simultaneously give channel access to clients that will cause interference. Code division multiple-access (CDMA) is set of techniques widely used for cellular and satellite communication that enable devices to transmit concurrently over the same frequency band. This makes it a good fit for mitigating client-to-controller interference, where all clients essentially share a single frequency band. Concurrent trans-
mission is achieved by assigning unique pseudo-random codes to transmitters, and having them XOR their data stream with the code before transmitting. Generally, the coding rate (or chipping rate) is much higher than the underlying bit rate, and the transmitted signal is consequently “spread” across a wider frequency band with a lower power spectral density. However, in our design, the chipping rate is equal to the original bit rate and transmissions are spread in time. The reason for this is that if a client transmission is spread across more than one 500 kHz channel, controllers on adjacent channels will occupy the same frequency as the client message and this will cause controller-to-controller interference.

To demodulate transmissions, the receiver correlates the received signal with the code of the transmitter. When many coded transmissions are concurrent, the combination of their signals may appear as random noise. However, by correlating with a known code the bit-stream of interest can be extracted. Codes are chosen such that their cross-correlation is low, which means that one code cannot easily be mistaken for another. Additionally, codes must have good auto-correlation properties such that there is one clear peak at a time lag of zero to allow timing information to be recovered.

In our design, CDMA codes are assigned to controllers. The particular code (or codes) used by a reader are indicated in the contention-period beacon. Clients then code their data transmissions using the appropriate code, using both the code directly or the inverse of the code to transmit one bit. Controllers use the known code to recover the transmitted data, and a preamble is used to indicate the starting polarity so that the controller can determine if the code was inverted.

**Code Selection and Demodulation**

CDMA systems can be synchronous or asynchronous. In synchronous systems, transmitters begin their transmissions at the same time and can use orthogonal codes to encode their transmissions, e.g., when a cellular basestation combines messages intended for multiple clients. Orthogonality between codes means that they do not interfere with each other at the
receiver at all. Asynchronous systems, on the other hand, do not require that transmitters are synchronized. This is the appropriate choice for our system so that controllers do not have to be tightly synchronized. The challenge with asynchronous-CDMA systems, however, is that it is not possible to generate codes that are strictly orthogonal at all offsets. Instead, codes are used that are statistically uncorrelated, which result in some interference between codes.

We use Gold codes [28], which are commonly used in asynchronous CDMA systems because they have good cross-correlation properties, with bounded cross-correlation between any two codes at all offsets. The degree of cross-correlation between codes is a function of the code length, with longer codes having better characteristics. However, while longer codes provide better detection performance they do so at the cost of a lower bit rate for a given link frequency. To maximize throughput, we use the shortest code length that is effective for our operating scenario. When using a code length of $N$, there exists $N + 2$ codes with low bounded cross-correlation. We select 31 chip codes as they are the shortest codes that have reasonably low cross-correlation values.  

Controllers use a matched filter to decode client transmissions. The benefit of correlating with a matched filter is that it is simple and works well when the signal of interest is similar in power to the interferers. However, matched filter correlation is not near-far resistant, so a client message cannot be detected in the presence of a much stronger interferer. We find in our evaluation that our simple approach reduces client-to-controller interference significantly and achieves good performance. However, more advanced near-far resistant detectors are well-studied and could be directly applied [81]. We leave this to future work.

5.3.5 A Polling MAC Protocol to Arbitrate Client Channel Access

The MAC design is inspired by the Gen 2 protocol [31] and the point coordination function (PCF) of 802.11 to provide general purpose communication for backscatter networks. A

\footnote{Gold codes are generated using a “preferred pair” of m-sequences, and no pair exists to generate codes of length 15.}
contention period is used to learn about new clients and to associate them with a given controller, and a contention free period is used to efficiently transmit downlink traffic to clients and to poll them for uplink traffic. Prior work has shown that contention free approaches are well suited to backscatter networks [82], as CSMA-based protocols are precluded and Aloha-based protocols are inefficient; in the best case, only around 40% [93] of transmissions will be collision-free when using Slotted-Aloha.
The Contention Period and Client Association

During the contention period, clients can gain asynchronous access to the medium. Slotted Aloha protocols work well in this context, and our contention period is modeled after the Gen 2 anti-collision mechanism\(^3\). The purpose of the contention period is primarily to allow association from new clients. An example message exchange is shown in Figure 5.9(a).

Controllers start a contention period by transmitting a beacon that includes the code-set used by the controller (explained in Section 5.3.4), and the number of slots in the round. Clients randomly choose a slot in which to reply, and if a single client responds in a slot, the controller will acknowledge it and it can begin transmitting messages. If clients collide in a slot (as shown by the red X in the figure), they wait for another beacon and try again. Controllers transmit beacons, adjusting the number of slots to accommodate the number of clients, until all clients have had a chance to transmit.

During association, the client can request to be polled during the contention-free period. If they do not expect to have significant uplink traffic, they can forego polling and transmit data to the controller during the contention period. This may be desirable to reduce overhead from polling, particularly as the contention period should have low contention as clients with significant traffic will transmit during the contention free period, and new clients will likely be rare.

The Contention-free Period

During the contention free period (CFP), the controller can transmit downlink traffic at any time, and poll associated clients for uplink traffic. An example message exchange for the contention-free period is shown in Figure 5.9(b). Controllers transmit poll messages to their associated clients, and clients respond with data or a short NACK message to let the controller know it is still in the network. Acknowledgements are piggy-backed on poll messages using an “ACK” field which contains the address of the client whose data is being

\(^3\)Any of the many Aloha-based protocols would be sufficient for our purposes.
acknowledged. Along with polling clients for data, controllers can transmit data to clients during the contention-free period.

We see three open questions concerning the CFP. The first question is how to reduce overhead, for example by using short pseudo-handles in polling messages. The second question is how to decide, and who decides, if a client should transmit data during the contention period or the CFP. The third question is how to integrate QoS requirements into the protocol. We leave these MAC-related questions to future work, and focus instead on the design aspects pertaining to interference in the network.

5.3.6 Increasing Uplink Throughput

Backscatter transmissions have an underlying link frequency, the frequency at which they modulate their transistor to backscatter the CW, and this frequency determines the bandwidth consumed by the transmission. Client transmissions must remain in-band, i.e., consume less than 500 kHz worth of spectrum. Otherwise, the client transmissions will extend into adjacent bands where other controllers may be transmitting. Because the client transmission will occupy the same frequency band as adjacent controllers, controller-to-controller interference will occur. Because our design has clients code their messages using Gold codes with 31 chips and the link frequency should not be increased to remain in-band, it takes nearly 16 cycles of the link frequency to transmit one bit.

We use two techniques to offset this reduction in bit rate. First, multiple codes are assigned to each controller, and each code then communicates more than one bit of information. The 33 codes are broken out into some smaller number of code sets, and different sets are assigned to different controllers. Clients use different codes from the set to transmit multi-bit symbols, with the bits per symbol being equal to \( \log_2(\# \text{ codes in set} \times 2) \). For example, if the coverage area of a given controller will overlap with no more than 8 other controller’s coverage areas, the 33 codes can be broken into 8 sets of 4 codes each. Controllers that have overlapping coverage areas cannot use the same code set. Clients can then
transmit any of the 4 codes or their inversions, which results in 8 distinct symbols carrying 3 bits per transmitted code. This means that the uplink bit rate of clients will be 5.33 times lower than the rate of a modulation that transmitted one bit per cycle of the link frequency (such as FM0 encoding used in Gen 2).

The second technique we use is to only have clients code their transmissions when they are likely to be interfered with. For instance, if a client is very close to a controller, there is likely no other client whose signal power would be great enough to cause interference, but that is associated with a different controller. Such clients do not need to code their transmissions. Our approach is similar to rate adaptation seen in 802.11 networks. In our design, controllers use historical data to determine if a client should code its messages or not. Clients always associate using coded messages, and then controllers specify in the polling message if a client response should be coded or uncoded. Controllers keep track of the packet-error rate of clients, and if the historical throughput is below the expected throughput using coded messages, the controller tells the client to code its packets in the polling messages. To revert to the higher rate if conditions change, once 10 coded messages are received without error the controller tells the client to attempt an uncoded message, and uncoded packets are sent until the throughput again drops below the expected rate. In the worst case, when interference is high and all uncoded messages are lost, probing once every ten packets adds only 3% overhead.

5.3.7 Summary

There are five main aspects to our design; the first two mitigate downlink interference and the last three mitigate uplink interference. A novel contribution of this dissertation is showing the distinction between continuous wave and modulated interference on the downlink. As we will show in the next section, first two aspects which mitigate these two forms of interference provide the largest benefit in practice. The last three aspects which address uplink interference have been seen in prior work, and function here to complete the
network design.

- To mitigate continuous wave interference, client demodulators are tuned to detect modulation depths greater than 10%. This makes them resistant to continuous wave interference, but prone to modulated interference.

- To mitigate modulated interference, controllers use a CSMA/CA-based approach to avoid modulating when it is likely to cause interference at clients. To achieve a good balance between interference avoidance and spatial reuse across network densities, controllers defer their transmissions only if the strongest controllers (from their vantage point) are modulating.

- To mitigate client-to-controller interference caused by clients associated with different controllers, asynchronous CDMA is used for uplink communication. Each controller has a unique set of Gold codes, and clients code their uplink transmissions. Controllers use a matched filter to decode messages from their clients.

- To arbitrate channel access among clients associated with a single controller, the controllers use a polling MAC protocol. A contention-period (similar to the anti-collision protocol of Gen 2 RFID) is used to associate new clients with a controller. Then, a contention-free period is used where the controller transmits downlink data and polls clients for uplink data.

- To reduce the CDMA overhead, we use two techniques. 1) Controllers use one of eight codes sets, with each consisting of four codes. Clients use different codes (and their inversions) to transmit 3 bits per symbol. 2) Controllers use historical packet loss information to determine if a client should be coding their transmissions or not. For instance, clients very close to a controller can use a higher rate modulation as other clients are unlikely to interfere with their transmissions.
5.4 Evaluation

In this section, we evaluate the network design developed in the previous section. We first describe the experimental methodology and the network simulator that we use for the evaluation. We then show how well our design performs compared to the Always-On and Listen-Before-Talk approaches. We find that our design avoids the problem of unfairness and client starvation seen with the Always-On approach, and significantly improves the network capacity compared to Listen-Before-Talk. Most importantly, the network performance is stable as the network scales, unlike Always-On or Listen-Before-Talk where performance degrades dramatically as the network grows. Lastly, we present supplemental results to quantify the impact of each aspect of our design.

5.4.1 Experimental Methodology

The goal of our network design is to enable backscatter networks that scale well. A network should provide good performance not only when it consists of a single controller and a few clients, but also when it grows to hundreds or thousands of devices on a building-wide scale. First and foremost, a network should be able to provide complete coverage to an area, with all clients having connectivity. In addition, this condition should hold even when the density of infrastructure nodes is high, and achieving it should not dramatically reduce the capacity of the network.

As we are primarily concerned with how the design will work for large-scale networks, the primary tool we use in this evaluation is a wireless network simulator custom-built to model networks of hundreds (or more) devices. Care was taken to make the simulation as realistic as possible, including frequency hopping and a Rayleigh fading channel. This simulator allows me to demonstrate the soundness of the design, and we leave real-world deployment using custom-built hardware to future work. Moreover, a strength of the design is that the physical layer components, i.e., CSMA and ASK modulation on the downlink and CDMA for the backscatter uplink, are well-known and have been applied in the context
of RFID or other technologies. As such, we forgo table-top demonstrations that show the feasibility of these physical layer techniques.

One key metric we use throughout the evaluation is the “normalized uplink throughput” of the clients. In the topologies we evaluate, controllers have differing numbers of associated clients, and clients are polled for data in a round-robin fashion. This means that the greater the number of clients that are associated with a given controller, the lower their throughput will be in terms of packets per second. To account for this effect, the throughput of each client is normalized by the throughput that it would achieve if the controller were operating in isolation. This normalizing factor is solely a function of the uplink and downlink data rates, the packet sizes, and the number of clients associated with the controller. In the ideal (though unrealistic) case, all clients would have a normalized throughput of 1 because other devices in the network would have no effect on their performance. In practice, normalized throughput will be well below 1, as interference does exist and must be avoided in some manner.

5.4.2 Simulator Implementation

Propagation Model The simulator models a network consisting of controllers and clients in a 2D plane. Controllers transmit at 1W using omnidirectional antennas, and we assume tags are power limited with a threshold of 2 $\mu$W. Friis equation is used to calculate the power of all controller transmissions at all clients, and the power of all clients at all controllers. Because backscatter controllers transmit their continuous wave on a single frequency, frequency-selective multipath-fading is a dominant factor in how much power is received on both the up and downlink. We model multipath-fading by attenuating the received power according to the Rayleigh distribution, which models fading in indoor environments with a large number of reflectors. According to FCC regulations, controllers frequency hop every 400 ms, and the power received from all devices to all devices is recalculated.
The Physical Layer Model  Controller receiver performance is modeled after an existing RFID reader [49], which has a sensitivity of -80 dBm and a noise figure of 25 dB. The SNR (in dB) of a signal for a receiver is given by:

\[ SNR = \text{sensitivity} - (\text{NoiseFigure} + 10\log_{10}(\text{BW}) - 174\text{dBm}) \]

where BW is the bandwidth of the signal, which is set to 500 kHz to model FCC rules for the 900 MHz ISM band. This means that a signal received at -80 dBm has an SNR of 12 dB. We calculate SNR to BER mappings for two modulations, FM0 [98] and BPSK CDMA [52]. To calculate the signal-to-interference-and-noise-ratio (SINR), we sum the signal powers in the case of FM0. For the CDMA case we assume worst case correlation properties of the interferers, and we sum the power of their signals scaled by this correlation factor according to [52]. Keeping with FCC bandwidth requirements, the bit rate of the downlink is 135 kHz (the maximum rate for a pulse-interval encoded, PR-ASK signal causing -60 dB adjacent-channel interference), and the uplink has a link rate of 250 kHz. This means that an FM0 encoded messages will have a bit-rate of 250 kbps. To allow for dense reader deployments, we use 8 CDMA code-sets of 4 codes each. This allows for up to 8 controllers to have coverage areas that overlap, and results in a coded uplink bit-rate penalty of 5.33x; this translates to a bit-rate of around 47 kbps.

MAC Layer and Traffic Model  As we are mainly interested in the interference effects in the network, only the contention-free period is simulated. Clients are associated with the strongest controller, and communicate only with that one controller. Controllers continuously transmit 32-byte polling messages to their associated clients in a round-robin manner, and clients respond with data packets of size 32, 64, 96, or 128 bytes. We borrow the minimum and maximum packets sizes from 6LoWPAN [95], as it is designed to integrate low-power networks with the Internet so the packet formats are good candidates for our
use. Though relatively simple, the simulator is sufficient to give insight into the interference problem and to explore the benefits of our design.

5.4.3 Providing Good Network Coverage

Figure 5.10 shows the normalized throughput for Always-On, Listen-Before-Talk (LBT), and our Adaptive CDMA approach for a minimally covered 50 x 50 m area. Minimal coverage was achieved by adding controllers to random locations until a client at any location could backscatter to at least one controller with a received power greater than -80 dBm. Then, 250 clients were randomly distributed, and ten trials were simulated with controllers and clients being redistributed between each trial.

The data for Always-On and Listen-Before-Talk (LBT) are the same as in Figure 5.3,
and show how these existing approaches result in high performance for some clients and starvation for others (Always-On), or more uniform but low rates for all clients (Listen-Before-Talk). In contrast, our adaptive CDMA-based approach provides a balance between the two extremes. No clients experience starvation (as compared to 7% starvation for Always-On), and only the bottom 1% of clients have a normalized throughput of less than 16% (in contrast, only 48% achieve this rate using LBT, and only 27% in the case of Always-On).

In the case of Always-On, some clients have a normalized throughput greater than 1. This is because clients that are starved do not transmit uplink packets, which gives other clients more opportunities to transmit than they would get if the controller was operating in isolation. Hence, the high throughput for some clients is a direct result of other clients having very poor connectivity. In contrast, the Adaptive CDMA-based approach provides good connectivity to all clients in the network.

To better understand the behavior of the Always-On and the Adaptive CDMA approach, we reran the experiment with a tag at every location in the grid. Figure 5.11 shows heatmaps when 8 controllers are present (which is sufficient to provide coverage everywhere), with brighter colors indicating higher normalized uplink throughputs. In the case of Always-On,
it is clear that clients close to controllers see very high rates, while clients located between controllers see low rates or are starved completely due to continuous wave interference. In contrast, the Adaptive CDMA approach provides more uniform performance, though clients in intermediate regions still have lower throughputs. This is because modulated interference can still occur, and our simple matched-filter detector cannot eliminate all uplink interference.

5.4.4 Scaling Well with Network Density

![Graph showing performance comparison](image)

Figure 5.12: Performance of the three approaches for a densely covered area

The prior data was for a minimally covered area. However, more densely deployed infrastructure provides more power to clients, and should also increase the overall capacity of the network as each controller has fewer associated clients. Figure 5.12 shows data for a network where 40 additional controllers were added beyond those needed to minimally cover
the area. In this case, the drawbacks to the prior approaches become more severe. Always-On results in nearly 50% of the clients having no connectivity, and the median normalized throughput for both Listen-Before-Talk and Always-On is less than 4%. In contrast, with our approach no clients starve, the median normalized throughput is 25%, and less than 1% of clients achieve a normalized throughput of 4% or less. This shows that our approach works well even in densely deployed networks.

Figure 5.13: Fairness vs throughput for the three approaches (+: Always-On, ◦: Listen-Before-Talk, ♦: Adaptive CDMA) across 4 network densities (Green: minimal coverage + 10 controllers, Red: min + 20, Black: min + 30, Yellow: min + 40)

To illustrate how the three approaches behave in terms of fairness and client throughput as network density increases, we plot the standard deviation of the normalized client throughputs versus the mean of their normalized throughputs in Figure 5.13. The figure shows data for four network densities in a 50 x 50 m area: the first is the minimal level of
coverage plus 10 additional controllers, and the last three densities have an additional 10 controllers added in each case.

Across all network densities, the Always-On approach has a standard deviation around 0.45. This further illustrates that the network is unfair, because some clients have normalized throughputs greater than 1 while others have a normalized throughput of 0. Additionally, the mean normalized throughput of clients degrades by nearly 30% as the density increases from having 10 additional controllers to having 40. This is because the increased density means more clients suffer from continuous wave interference and are unable to communicate with any controller, as seen in Figure 5.12.

In the case of Listen-Before-Talk, the standard deviation is less than 0.05, which means all clients see approximately the same level of performance. Unfortunately, the mean normalized throughput is poor in all cases, and degrades by more than 50% as the density increases. This is because with higher densities, there are more controllers contending for the medium.

In contrast, the Adaptive CDMA approach has a standard deviation of less than 0.1 in all cases, the minimum mean throughput is 24% of the rate clients would achieve if the controller were operating in isolation, and this value changes by less than 1% across the 4 densities. This means that our approach results in a network that is both fair, and provides good performance across network densities. In fact, the network performance is largely independent of network density. Hence, our approach enables backscatter networks to scale well as infrastructure is added.

5.4.5 Reducing Interference

Our network design improved network performance by reducing both uplink and downlink interference. However, interference is not eliminated entirely. Figure 5.14 shows the loss rate on the downlink when using no CSMA, a conservative -36 dBm threshold, and our adaptive CSMA scheme. The data is from experiments run with a minimally covered area with 40
additional controllers. In all cases, clients have a 10% ASK threshold because continuous wave interference otherwise dominates.

In the no-CSMA case, only 2% of the clients have a loss rate of 0% (i.e., all downlink packets were received without errors). The median value is 72%, which means that for half the clients, at least 72% of the packets transmitted to them were lost. In contrast, when using the CSMA threshold of -36 dBm, more than 40% of the clients have no downlink errors, and 90% of the clients suffer loss rates of 20% or less. However, as shown previously, this comes at the cost of poor network performance because many opportunities for concurrency are not exploited; in this configuration, the median normalized uplink throughput is just 7%. In contrast, our adaptive CSMA approach greatly reduces the error-rate compared to the no-CSMA approach, but accepts slightly more errors than Listen-Before-Talk in the interest of higher network performance. This shows that our approach of setting the CSMA threshold to avoid only the top 8 interferers finds a good operating point.
Figure 5.15: Uplink loss rates for FM0, CDMA, and our adaptive scheme.

Similarly, using CDMA on the uplink does not completely eliminate uplink interference. Figure 5.15 shows the uplink loss rates when always using an FM0 uplink, always using the CDMA uplink, or using our adaptive approach. With FM0, only 10% of the clients have error-free communication (these are the clients close to their controller), and the median is 25%. In contrast, when using CDMA for all uplink packets, nearly 50% of the clients have error-free communication. However, 10% of the clients still have error rates above 45%, which means that CDMA is not a panacea. This is due to the near far problem, where a strong interferer will still cause errors. This is a limitation of our simple matched-filter approach to decoding, and a more complex signal processing would further reduce the loss rate. For the adaptive approach, the median loss rate is 10%, with most clients having loss rates between 8 and 15%; this is an artifact of the probing mechanism where an uncoded messages is transmitted after 10 successful coded packets. Though the rate adaptation results in more packet errors than the CDMA approach, it only incurs a 3%
overhead in the worst case, and we will show in the next section how it improves overall network performance.

5.4.6 Benefit of Individual Techniques
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Figure 5.16: Performance for Always-On with different client thresholds and with or without CSMA

In this section, we investigate the benefits of the individual aspects of the network design: a more sensitive client demodulator to reduce CW interference, carrier-sense to avoid modulator interference, and CDMA to reduce uplink interference. Figure 5.16 shows the uplink throughput for three network configurations in the scenario where the area is minimally covered, and then 30 additional controllers are added. The blue curve is the Always-On approach seen previously, where the client sensitivity is set to 50% modulation depth and many clients suffer from continuous wave interference. The green curve shows
the throughput when clients use a 10% threshold, but controllers do not use CSMA to avoid modulated interference. Simply increasing the receiver sensitivity reduces the fraction of clients with no connectivity from 47% to only 8%. However, 25% of the clients still achieve normalized throughputs of less than 2.5%. The red curve shows the benefit of using the adaptive CSMA mechanism to avoid modulated interference. Here, only 1% of clients have no connectivity, and only 6% of the clients have normalized throughputs of less than 2.5%. However, this comes at the cost of no client having a normalized throughput greater than 60%.

Figure 5.17: Performance for Always-On with sensitive clients and CSMA, and CDMA and Adaptive CDMA

Next, we show the benefit of a CDMA uplink, and the approach of adapting to a higher rate if interference is unlikely for a given client. Figure 5.17 shows the normalized uplink throughput for three more network configurations. The red dotted line is the same data
as the red dotted line in the prior graph, where clients have a 10% ASK threshold and controllers adapt their CSMA threshold. The green dashed line shows the impact of using CDMA for all uplink transmissions. This has the effect that all clients have connectivity, and the bottom 38% of clients achieve higher throughput than if CDMA is not used; even though using CDMA entails a 5.3x uplink penalty. This means that uplink interference was the limiting factor for those clients. Lastly, the solid blue line shows the benefit of rate adaptation on the uplink. If clients do not suffer from interference, for example because they are very close to a controller, they will adapt their modulation and use the higher bitrate FM0 modulation. This has the effect of improving performance in all cases, because frequency-selective fading and channel hopping results in clients experiencing constructive interference on some frequency and their SINR improves to the point that FM0 works well. Moreover, the top 25% of clients improve by 20% or more because they can can use FM0 most of the time.

5.5 Summary

In this chapter, we first use measurement and simulation results to show that networks built using existing backscatter technology do not scale well, largely due to downlink interference. We next introduce the distinction between continuous wave and modulated interference on the downlink, and show how a more sensitive client demodulator that trades resilience to continuous wave interference for susceptibility to modulated interference can improve network performance.

We then present a network design that combines a sensitive client demodulator (to mitigate continuous wave interference) and a CSMA-based scheme for controllers (to avoid modulated interference), with CDMA client transmissions and a polling MAC protocol (to mitigate uplink interference). Experimental results show that this design outperforms existing approaches. Moreover, it achieves nearly identical levels of performance for both sparse networks and networks that are densely deployed, which shows that the design achieves our goal of scalability.
In this chapter, I present work related to this dissertation. I first highlight important work in low-power computing and communication outside of the power harvesting literature. I next look at systems that harvest power from sources other than RF, and then move on to prior work in RF-powered computing. Last, I give an overview of other work on interference mitigation in backscatter networks.

6.1 Low Power Computing and Energy Management

Computer systems researchers have long strived for techniques to increase the energy efficiency of server, desktop, mobile, and embedded computers. Hardware trends have been a driving force in improving the energy efficiency of computing systems in general [67, 59], and there has been significant work that targets ultra-low power computers [19]. These forces will continue to increase the energy efficiency of low power computers, which will extend the range and capabilities of RF-powered computers.

A recent trend in hardware design is the development of platforms that are more flexible in terms of their energy consumption. For example, energy-proportional computing has been proposed for data center scenarios [5]. Advances in server technology have improved energy efficiency at peak load, or when idle, but have not addressed efficiency at intermediate loads. This is a poor fit for modern data centers where servers are rarely operating near their maximum utilization or completely idle. For battery-powered devices such as mobile phones, there has been considerable work towards more flexible platforms. For example, dynamic voltage scaling has been a key technique whereby the supply voltage and operating frequency can be scaled to support both good peak load performance and efficient
background activity [38, 77]. The furthest extent of this trend can be seen in microsensor design, where it is argued that the operation of all aspects of the hardware (including the memory subsystem, radio hardware, and ADC) should be scalable to achieve good energy efficiency across a range of sensing tasks and environments [17].

Given new hardware capabilities that allow systems to more closely manage their energy consumption, there is the question of how software can take advantage of those capabilities. In the case of duty-cycling between an idle mode and an active mode, there has been considerable work in the sensor network literature. For example, TinyOS, a widely-used operating system for sensor platforms, automatically puts the processor to sleep when the task queue is empty [42]. Moreover, the dominant factor that determines the power consumption of sensor nodes is whether the radio is active and able to transmit and received messages. This has led to an astonishing number of proposals for duty-cycled MAC protocols [2, 120] that can provide good network performance while minimizing energy consumption. Unfortunately, it is difficult to apply these techniques in the context of RF-powered computers, because they seek to keep long-term energy expenditures below long-term harvesting or to maximize node lifetimes measured in days [64], whereas RF-powered computers aim to match their average power consumption to the available power, which can vary by orders of magnitude over short time-scales. Additionally, how to manage fine-grained mechanisms that go beyond simple duty-cycling is still an open question. It will be interesting to see if these mechanisms make their way into RF-powered platforms, and how they can be leveraged to better match device behavior to available energy.

### 6.2 Running Programs on RF-Powered Computers

Aside from Dewdrop, runtimes for RF-powered computers have used a simple model for duty-cycling, where devices begin program execution when a fixed voltage threshold is reached, and stop executing when the program finishes or the device runs out of stored energy. As a consequence, work related to running programs on RF-powered computers has mainly tackled the problem of maintaining state across power losses. In [84], the authors
use offline profiling to estimate when state should be saved on the WISP, or transmitted to the infrastructure [87], due to impending depletion of the energy store. This approach requires that tasks are fixed and consume a known amount of energy per execution, and their offline profiler does not consider nonlinearities inherent to real devices.

Other work has focused on reducing the energy cost of persistent memory so that saving state locally consumes less energy and can be used more often. To do this, they use the insight that FLASH memory can be written reliably at a low voltage by writing the same data multiple times [88], and that this can consume less energy overall than writing once at a high voltage. Looking forward, the use of ferro-electric random-access memory (FRAM) [34], which consumes very little power to read and write and retains data even after it is powered off, has the potential to greatly simplify program execution for many tasks on RF-powered computers. For example, if a program can pause at an arbitrary point in its execution, it can simply execute until the device runs out of energy, and restart when more has been harvested. Microprocessors that use FRAM are already available [103], and the technology continues to improve. However, scheduling run-to-completion tasks will still require special consideration, as sufficient energy for them to complete must be stored before they begin execution.

Lastly, to avoid programs running out of energy before completing their execution, offline profiling has been used to determine the appropriate capacitor size for a device designed to execute a particular task [40]. For example, if a task will consume a large amount of energy, the device will be outfitted with a large capacitor. When the device wakes at its fixed voltage threshold, there will sufficient energy to run the program. The drawback to this approach is that it requires hardware modifications to support different tasks. Dewdrop enables a given platform to run a wide range of tasks, though hardware tuning may be required for applications with vastly different energy requirements.
### 6.3 Other Energy Harvesting Systems

In the context of sensor networks, the design and system trade-offs of solar harvesting systems have been widely studied [51, 101, 9, 83]. This body of work looks closely at how hardware, such as the size of the solar cell and energy store, should be provisioned based on the target tasks and operating environment. Many design insights apply to RF-powered platforms; e.g., [51] finds that capacitors should be used as the primary buffer to tolerate rapid charge/discharge cycles.

Given hardware that can harvest solar energy and store it locally, the scheduling problem for energy harvesting devices has also been considered [48, 54, 68, 53]. A key idea is that device operation should be “energy neutral”, i.e., energy consumption should not be more than the energy provided by the environment. This is achieved by predicting the amount of energy that will be harvested in the future, and modeling the amount of energy that is currently stored. However, the scheduling problem for these systems differs significantly from the RF-powered devices we consider as they manage tasks and harvested power on the order of days, energy consumption and harvesting patterns are predictable, and there is no penalty for storing excess energy.

Beyond solar, other harvesting techniques have been proposed for mobile and embedded computers [75]. Examples are thermoelectric conversion that exploits temperature gradients to generate power [100], piezoelectric materials [97] and vibrational excitation [66] that harvest mechanical energy, and even systems that harvest energy by breaking down glucose inside the body [55]. Though the constraints of these technologies differ from those of RF power harvesting, devices based on them still need to match their energy consumption to available power. As such, they will likely benefit from the techniques developed for RF-powered devices.
6.4 Interference in Backscatter Networks

Managing interference in backscatter networks has been a major focus of the RFID community. The first type of interference is when backscattered messages from multiple clients interfere at the controller. Because clients cannot hear each other’s transmissions, mitigating collisions between clients is challenging and has been the focus of most protocol work seen in the RFID literature; a recent survey gives an overview of 42 distinct proposals [57] targeted at RFID networks, and our prior work introduces a protocol to gather high rate sensor data from backscatter sensors [15]. While more efficient MAC layer protocols have been proposed to increase performance for a single controller [39, 76], our approach makes it feasible to build large-scale networks consisting of many controllers. Beyond MAC layer approaches, successive interference cancellation [96] and code-division multiplexing [65, 69] have been used to enable concurrent client transmissions.

The second and third type of interference are controller-controller interference, and controller-client interference [30]. Solutions [10] to the first of these have ranged from listen-before-talk [32], to frequency-hopping [31], to distributed channel assignment [36]; our approach assumes such a technique is used to avoid controller-controller interference. Proposals that explicitly consider controller-client interference have focused exclusively on time-multiplexing readers that are in range of each other [111, 43, 18]. This work has been purely theoretical, and has not explored the mechanism of interference or measured it in practice.

While the majority of the work related to backscatter networking has focused on RFID, using backscatter for ultra-low power sensing has been explored [109, 7]. However, clients in these system are transmit only, have a data rate of 10 bps, and have no receive capability. Interference is avoided on the uplink by having every sensor transmit on a different subcarrier, and networks of multiple controllers are not considered.
Chapter 7

CONCLUSIONS AND FUTURE WORK

RF-powered computers have the potential to provide deeply embedded, long lived computation and sensing. They can be small and operate indefinitely as they harvest energy using a paper thin antenna rather than carry an onboard battery, and they can be embedded inside objects, structures and the human body. Though the technology is still in its early stages, technology trends suggest that the capabilities and operational range of RF-powered devices will increase exponentially in the coming decades. In this dissertation, I have identified and proposed solutions for two problems that limit the environments in which RF-powered devices can operate and the applications they can support. Specifically, I address the problems of how varied programs can run efficiently in a range of environments using harvested RF power, and how backscatter networks can be built so that they scale well. In this section, I summarize my work and the thesis it supports. I then point towards avenues for future work in the area.

7.1 Thesis and Contributions

This dissertation supports my thesis that RF-powered computers can support rich tasks in a variety of RF environments, and networks of such devices can scale well to building-wide deployments.

I make the following contributions in this dissertation:

Identifying key challenges to running programs on RF-powered computers. RF-powered computing is in its infancy, and its constraints and operating model are not yet well understood. I identify four characteristics I believe are fundamental to the technology: 1) RF-powered computers will duty-cycle to extend operating range, 2) The energy consumed
by a task will vary according to both the task itself and the amount of supplemental power
harvested during execution, 3) Input power will vary greatly between devices based on
distance, and over short time-scales due to frequency selective fading, and 4) The use of
capacitors to store energy means that the rate at which a joule of energy is harvested or
consumed depends on the state of the capacitor. The last three factors make it difficult to
match power consumption to available power to achieve good performance.

**Dewdrop, an energy-aware runtime for CRFIDs**  Taking into account the challenges
above, I formulate the task scheduling problem for CRFIDs, a class of RF-powered devices.
The goal is to run iterative tasks as often as possible given the available RF power. I
then implement Dewdrop, a runtime for CRFIDs that adapts device behavior to match the
requirements of the task with the available power. Dewdrop was implemented using the
Wireless Identification and Sensing Platform (WISP), and evaluated using a deployment of
WISPs in an apartment setting. By waking tags at the right times, I show that Dewdrop
can complete tasks where they previously could not complete, and about as often as possible
given the energy that the RF environment provides.

**A study of interference in backscatter networks**  Because backscatter requires infra-
structure to transmit RF power both when receiving and transmitting, interference patterns
in backscatter networks are different than for conventional wireless networks. One key dis-
tinction, which has been overlooked by prior work, is that interference at clients is of two
types: continuous wave interference and modulated interference. I show how these two
types of interference limit network coverage and capacity for Gen 2 RFID systems. Then,
via simulation, I show how the demodulator design of backscatter transceivers trades sensi-
tivity to continuous interference against sensitivity to modulated interference, and how this
trade-off impacts network-scale performance.
**A PHY/MAC protocol that enables scalable backscatter networks**

Based on the findings of the interference study, I propose a PHY/MAC protocol for backscatter networks that mitigates interference. My approach has three main components:
1. A modified demodulator at the client that reduces continuous wave interference at clients,
2. a CSMA/CA approach that coordinates infrastructure behavior to avoid modulator interference at clients,
3. CDMA uplink modulation overcomes interference between clients experienced at infrastructure nodes.

I evaluate my design via simulation, and show that it improves both coverage and capacity compared to existing solutions such as “Gen 2” RFID and Listen-Before-Talk.

### 7.2 Future Work

In this section, I suggest three avenues for future research based on this dissertation.

#### 7.2.1 Hardware

This dissertation shows a few ways in which hardware mechanisms could improve the performance of RF-powered devices. When implementing Dewdrop, there were two mechanisms built in software that could be provided more effectively by hardware. First, Dewdrop approximates a programmable voltage supervisor by polling the voltage of the capacitor and waking up when a target threshold is reached. A hardware-based programmable voltage supervisor could be more energy efficient, as the device would not need to wake up to check the voltage. However, existing designs support only a few fixed voltages, so the energy savings may come at the cost of limited wake-up threshold granularity [105].

Second, Dewdrop had to sample the voltage across the capacitor throughout program execution, so that it could abort execution before the device ran out of stored energy; this was to maintain state across power failures. This has the drawback that programmers need to insert these energy checks in their programs, and that these checks consume energy. A better approach would be to use a hardware voltage supervisor to trigger an interrupt when stored energy drops below some threshold, and the interrupt handler would put the device to sleep. Better yet, platforms could use microcontrollers that utilize FRAM so that
aborting programs to maintain state is unnecessary; state is maintained automatically as FRAM is non-volatile.

The next hardware improvement would be a means by which to dynamically change the capacitance of the energy store. There are two ways to store more energy in a capacitor: charge the capacitor to a higher voltage, or increase the capacitance of the capacitor. As described in Section 3.1.4, RF-powered platforms operate more efficiently when there is a lower voltage across the capacitor. Unfortunately, increasing the capacitance usually means physically replacing the capacitor. However, techniques do exist where the capacitance scales with the amount of stored energy [92]. Instead of a single capacitor, an array of capacitors is used and they are progressively connected in parallel to increase the capacitance. Combining this mechanism with Dewdrop’s mechanism of increasing the wake-up threshold would enable devices to efficiently run a much wider range of tasks.

The last hardware improvement would be to have the communication protocol implemented in a low-power, application-specific IC. Communication protocols are generally have run-to-completion semantics and are non-deterministic, as their behavior depends on the number of clients that are present and their traffic patterns. Unfortunately, this type of task is difficult to support using harvested RF power because it is hard to predict how much energy must be stored before execution begins. A better approach is to have the communications task operate in a “power limited” regime, in that it can operate continuously whenever the IC can be powered via harvested RF. Unfortunately, implementing the protocol in an IC has the drawback that the protocol cannot be easily modified, and protocols appropriate for RF-powered computers is an area of active research.

7.2.2 Physical Layer

A limitation of the network design proposed in this dissertation is that, even if only one controller is present, clients confine their transmissions to a 500 kHz channel. In the US, there is a 25 MHz band of spectrum in the 900 MHz ISM band. Though controller transmissions
are regulated, and always must remain within the 500 kHz channel, backscatter transmitters are not currently regulated. Hence, in networks with only a few controllers, clients could increase their modulation rates significantly. The limiting factor is that controller transmission (including continuous wave) and client transmissions cannot be in the same frequency band, so controllers will need to coordinate they transmissions. For example, if clients backscatter at 1 MHz, their bit-rate will increase by 4x, but controller transmission must remain 2 MHz apart lest they cause controller-controller interference.

In the latter half of this dissertation, I aimed to demonstrate techniques whereby interference could be mitigated in backscatter networks. The design could benefit from a more careful treatment of how the CSMA threshold of controllers can be set, and how the controllers determine whether a client should code its transmissions. Additionally, the feasibility of using a decorrelating detector to eliminate the near-far problem should be considered, as this would nearly further reduce uplink interference.

7.2.3 Higher Layer Protocols

Further work is needed to develop a MAC protocol for RF-powered computers that takes into account both the difficult interference environment of backscatter networks and the rich task model of emerging RF-powered devices. In particular, managing contention between new clients and clients with little data to transmit, and polling for known clients will be challenging as traffic patterns will depend on the tasks the clients are running and how much power they are receiving. Moreover, protocols should take propagation characteristics into account to help predict when is a good time to communicate with a given client, e.g., only when transmitting on a channel that is received well by the target client.

An avenue for research that goes well beyond this dissertation is looking at how RF-powered devices can be connected to the larger Internet. Prior work, culminating in the 6LoWPAN RFC, has considered the protocol challenges, such as mismatched packet sizes and the need to reduce packet overhead, to integrating low power devices over IPv6 net-
works [95]. A similar effort will be required to understand how RF-powered devices can be connected over the “narrow-waist” which is IP networking. Along with 6LowPAN, techniques borrowed from delay-tolerant (or alternately, disruption-tolerant) networks will likely apply, as RF-powered nodes will be intermittently powered.

7.3 Summary

RF-powered computers show great potential for deeply embedded and long-lived sensing and computation. The technology is in its infancy, and thus far RF-powered computers have generally been limited to running fixed tasks when in the presence of a single controller. I set out to advance the technology so that it can run a variety of tasks in a range of scenarios, and in building-scale deployments. By identifying the key challenges to running programs on RF-powered computers, and formulating the task scheduling problem for one class of RF-powered devices (CRFIDs), I show how RF-powered computers can support rich tasks and programs in a range of operating scenarios. I then show how a minimal client demodulator redesign coupled with coordinated controller behavior and a CDMA uplink can enable building-wide networks that scale well. I hope my work will inspire others to rethink the applications that RF-powered computers can be support.
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