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Surveys are one of the principal means of gathering critical data from low-income regions. Bad data, however, may be no better—or worse—than no data at all. Interviewer data fabrication, one cause of bad data, is an ongoing concern of survey organizations and a constant threat to data quality. In my dissertation work, I build software that automatically identifies interviewer fabrication so that supervisors can act to reduce it. To do so, I draw on two tool sets from computer science, one algorithmic and the other technological. On the algorithmic side, I use two sets of techniques from machine learning, supervised classification and anomaly detection, to automatically identify interviewer fabrication. On the technological side, I modify data collection software running on mobile electronic devices to record user traces that can help to identify fabrication. I show, based on the results of two empirical studies, that the combination of these approaches makes it possible to accurately and robustly identify interviewer fabrication, even when interviewers are aware that the algorithms are being used, have some knowledge of how they work, and are incentivized to avoid detection.
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Chapter 1
INTRODUCTION

Effective health and economic development requires data. Leaders need it to allocate resources and respond to emergencies [84], and NGOs need it to make decisions, monitor operations, evaluate effectiveness, improve performance, and document results [30, 89, 117]. Surveys are one of the principal means of acquiring data from low- and middle-income countries [111], but bad data may be no better—or worse—than no data at all. Interviewer data fabrication, one cause of bad data, is an ongoing concern of survey organizations and a constant threat to data quality.

In this dissertation, I develop and validate general algorithmic techniques to detect interviewer data fabrication so that supervisors can remedy it. I start, in this chapter, by motivating my work and describing my thesis and contributions in more detail. In Section 1.1 I describe the importance of survey data to development; in Section 1.2 I give background on the problem of interviewer fabrication; in Section 1.3 I provide more detail on my approach to identify fabrication; in Section 1.4 I state my thesis and contributions; and in Section 1.5 I outline the organization of the dissertation.

1.1 The importance of survey data to development

We live in an increasingly data-driven world, and nowhere is this more apparent than in health and economic development. On the one hand, governments and funding organizations have pushed for increased monitoring and evaluation—the gathering, reporting, and evaluation of results of development operations [117]. On the other, researchers in academia, aid organizations, and industry have found new ways in which data can be used to guide development: institutions such as the Poverty Action Lab [1] and the Institute for Health Metrics and Evaluation [62, 84] use rigorous experimental designs, advanced statistical methods, and comprehensive data collection to evaluate development interventions and to gather global health metrics; NGOs such as Ushahidi [8, 113] use crowdsourcing to
gather data on natural disasters and for election monitoring; and academic research groups mine data sets from cell phone companies and social network websites to identify important events, such as earthquakes [66], food price inflation [49], and disease outbreaks [118].

Yet—despite the speed of innovation in using data for development—many of the world’s poorest people are illiterate and live in isolated rural areas, remaining outside of modern data infrastructure. In the least-developed countries, 72% of people live in rural areas [110] and 41% of adults are illiterate [112]. Often, the only way to gather critical health and economic data about these people is to use household surveys, that is, to send interviewers house-to-house to interview members of the population orally. One use of household surveys, for example, is the verbal autopsy, a technique in which families of recently deceased people are interviewed and the results are given to physicians or computer algorithms to deduce the cause of death [83, 105]. These surveys can provide the only available information on the prevalence of various causes of death in countries that do not have any official cause-specific mortality data, of which there are currently 75 [78]. There are many other examples of household surveys, including government-sponsored censuses, aid agency data-collection efforts, economic and epidemiological research studies, clinical trials, and vaccination drives. Like verbal autopsy, all of these surveys provide critical information needed by leaders to make decisions and to allocate resources.

1.2 The problem of interviewer fabrication

Data quality is a major concern for any survey organization. Survey methodologists classify systematic (or non-sampling) error in survey data into five categories: specification error, when what researchers think is being measured is not what the survey is asking; frame error, when the target population is not correctly enumerated for random sampling; nonresponse error, when too many potential respondents do not agree to be surveyed; processing error, when mistakes are made in the data analysis after it is collected; and measurement error, when incorrect data is collected by interviewers [13].

Surveys in developing countries often face problems of limited supervision, chaotic environments, language barriers, high turnover, and low literacy. These problems motivate a special emphasis on the last of these categories, measurement error, which can have many different causes, such as unclear survey questions, respondents who forget information, or data collection mistakes.

One pernicious type of measurement error is interviewer data fabrication, also known as
There are many reasons that an interviewer might fabricate data: households may be hard to reach; sensitive questions may be uncomfortable to ask; or payment may be based on the number of surveys completed. In one survey from the United States Census Bureau, at least 6.5% of interviewers were found to be falsifying at least some of their data [99]. In another survey, 6% of interviewers admitted to fabricating entire interviews and 13% of interviewers admitted to fabricating at least part of an interview—despite being supervised in a telephone call center [68]. Curbstoning is a major concern of many survey organizations [4, 13, 32, 76]. It has been discovered and reported in several surveys [21, 82, 99], and an “epidemic of suspected interview falsification” almost derailed at least one large epidemiological study [109].

Compounding the problem, the same reasons that make it so hard to gather data from low-resource rural regions in developing countries also make it hard to prevent curbstoning in these areas. Limited supervision, low training, high turnover, and mismatched incentives make overall interviewer error higher in surveys from the developing world [30, 50], and the rate of data fabrication may likely be higher as well.

1.3 My approach to detect interviewer fabrication

In this dissertation, I outline an approach to build software that automatically identifies curbstoning so that supervisors can act to reduce it. To build this software, I draw on two tool sets from computer science, one algorithmic and the other technological.

On the algorithmic side, I show how two sets of techniques from machine learning, supervised classification [116] and anomaly detection [27], can be used to automatically identify curbstoning. Both are natural techniques to apply to the problem. In supervised classification, an algorithm builds a model to fit a set of training data and then uses that model to make predictions on new data. Supervised classification has been used successfully for other problems in which the goal of the algorithm is to identify forgeries of some type, such as email spam detection [35].

Supervised classification makes sense if labeled training data is available. I will provide examples in this dissertation illustrating how to obtain such data, but sometimes, time and monetary constraints may preclude this possibility. In such cases, organizations need a technique that does not require training data, and unsupervised anomaly detection, the

---

1 The word *curbstoning* brings to mind the image of an interviewer shirking his duties by sitting outside a house, on the curb, making up data instead of actually performing the interview [28]. However, the true origin of this word is unclear.
subfield of data mining dedicated to detecting surprising data, is a natural choice. One of its most important successful applications has been fraud detection [27], another problem that is similar to curbstoning detection.

On the technological side, I show how to modify data collection software running on mobile electronic devices—laptops, personal data assistants (PDAs), mobile phones, and tablets—to increase the accuracy of the algorithms. Such software tools have become increasingly popular following the dramatic increase in the use of mobile phones in developing countries. These tools, such as Pendragon Forms [93], EpiSurveyor [45], and Open Data Kit [6, 53, 52], have been used—to name a few examples—by government workers to implement socioeconomic surveys, by microfinance institutions to record payments between lenders and borrowers, by indigenous tribes to catalog trees to participate in carbon markets, and by community health workers to manage household visits [53]. Just by making the process of data collection more efficient, they can make survey data more accurate [73, 119].

These tools can also make curbstoning detection algorithms more accurate. To do so, they can record user-interaction traces containing features like timing, change histories, and even the amount that users scroll. When curbstoners interact with their devices, they are not actually interviewing anyone; therefore, their interaction traces may differ from those of interviewers who are collecting real data. Curbstoners may, for example, spend less time on questions or change their answers more frequently. When algorithms are trained to recognize patterns such as these, their accuracy improves.

1.4 Thesis and contributions

I show that my approach of using supervised classification algorithms, unsupervised anomaly detection algorithms, and user trace data recorded by mobile data collection software can detect curbstoning with an accuracy of over 90%. Specifically, my thesis is the following.

Thesis: Supervised classification and unsupervised anomaly detection algorithms can accurately and robustly identify curbstoning, even when interviewers are aware that the algorithms are being used, have some knowledge of how they work, and are incentivized to avoid detection. Furthermore, the accuracy of these algorithms can be improved by using user-trace data recorded by mobile electronic devices during data collection.

While arguing that this thesis is correct, I make several contributions, including to
• Summarize and synthesize related work on detecting curbstoning;
• Develop new anomaly detection algorithms and show that they can detect fabricated, or otherwise unusual, data;
• Show that standard supervised classification algorithms can detect curbstoning on realistic data sets, even when interviewers are aware that the algorithms are being used, have some knowledge of how they work, and are motivated to fabricate data in a way that avoids detection;
• Demonstrate that the accuracy of these algorithms can be improved by using user-trace data recorded by mobile electronic devices during data collection; and
• Provide recommendations on how to apply these techniques in practical data collection situations.

There are at least two limitations of my work. First, although I gather my data carefully and evaluate my algorithms rigorously, my data sets are not large, and therefore it is too early to conclude without further evaluation that my techniques generalize widely. Before using my algorithms in a large survey, implementers should perform incremental evaluations of my approach on their own survey data to ensure that their results are consistent with my own. Second, I focus on how to detect interviewer fabrication but not on what to do when it is detected; this leaves unexplored practical questions regarding how to communicate possible curbstoning to supervisors and how to deal with suspected curbstoners once they are identified. The answers to these questions depend on the specific contexts of the organizations involved. In my conclusion, I discuss some aspects of these questions, but I leave a detailed exploration for future work.

Because it is an important and well-defined problem, I focus on interviewer fabrication, even though it is not the only type of measurement error that can occur in surveys. Many of the ideas that I present in this dissertation, however, may apply to other data quality issues as well. For example, my algorithms may find instances of interviewer misunderstanding or poorly designed questions. Throughout this dissertation, I highlight how my ideas can apply to these broader data quality issues.

1.5 Organization of dissertation

The remainder of this dissertation is organized as follows.
In Chapter 2, I place my research in the context of two bodies of related work. The first, which is over 60 years old, comes from survey methodology. A major focus of this research has been to develop management practices that prevent curbstoning and to understand what traits tend to characterize fabricated data. My work builds on this research by moving from the question of what characterizes fabricated data to the question of how to detect it algorithmically. The second body of related work, which is much newer, comes from Information and Communication Technology for Development (ICTD), an interdisciplinary field of technologists and social scientists who explore how modern computing and communication tools can be used to aid health and economic development. A major focus of these researchers has been to design tools that increase both the amount and quality of data collected in low-resource regions. My work—especially the part that shows that data collection software running on mobile electronic devices can be used to improve the accuracy of curbstoning detection algorithms—builds naturally on this area of research.

In Chapter 3, I describe the algorithmic methods that I use in this dissertation. Some of the algorithms that I describe are novel and are a direct contribution of my work. Others are not novel, but are drawn from the state of the art in supervised classification and unsupervised anomaly detection. Many of these algorithms have not been applied to detect curbstoning before; a contribution of my work is to show that they can be. I classify the curbstoning detection algorithms in Chapter 3 using a novel framework. The type of algorithm that should be used depends on the context. Throughout the chapter, I explain what should be considered when choosing the algorithm. I conclude the chapter by describing the evaluation methodologies that I use throughout the rest of the dissertation.

In Chapter 4, I describe my first evaluation of the algorithms developed in Chapter 3. In this evaluation, I measured the algorithms’ ability to identify curbstoning in data sets from two East African NGOs. One of the data sets contained labels that indicated which data was real and which data was fabricated. To get these labels, I combined data that was known to be real with data that some interviewers fabricated specifically for the study. These labels allowed me to measure the performance of the algorithms quantitatively. I show that the supervised algorithms achieved an accuracy of up to 81% and that the unsupervised anomaly detection algorithms could find fabricated forms at a frequency substantially above chance. The other data sets are unlabeled; they do not provide an opportunity to evaluate the performance of the algorithms quantitatively. However, no part of these data sets was created specifically for the purpose of the study, so, in a sense, they are more authentic than the labeled data. I show that the unsupervised algorithms found compelling anomalies in these data sets. Although it is impossible to know what caused
these anomalies, their discovery points to the usefulness of the algorithms.

In Chapter 5, I describe the design and execution of an in-depth follow-up study that I performed to explore two parts of my thesis: that the curbstoning detection algorithms can work even if interviewers know they are being used and are incentivized to avoid detection; and that the accuracy of these algorithms can be improved by using user-trace data recorded by mobile electronic devices during data collection. To explore the first part, I had interviewers fabricate data in controlled settings. I varied how much they knew about the algorithms and whether or not they received a reward for fabricating data that avoided detection. To explore the second part, I modified the mobile data collection software Open Data Kit Collect [53] to record detailed user trace data during data collection. I outline how I did this and how I chose features to extract from these logs. These choices could be used as a template by others who wish to add similar capabilities to their mobile data collection software.

In Chapter 6, I describe the results of this study. First, I provide an analysis to validate the design of the study. I show that when I gave interviewers specific information on how the curbstoning detection algorithms worked, they changed their behavior in a way that suggests that they understood this information. Second, I show that—even when interviewers knew about the algorithms and were incentivized to avoid detection—supervised classification algorithms could detect curbstoning with an accuracy of up to 87%. When there was less knowledge and motivation from the interviewers, the accuracy of the algorithms was even higher, up to 92%. Third, I show that the user trace information from ODK Collect boosted the accuracy of the algorithms by up to 25%. Fourth, I show through simulations that these algorithms continued to perform well in several realistic scenarios, such as when it is impossible to rely on timing information or when there is noise in the training data labels. Fifth, I show that the unsupervised anomaly detection algorithms could find fabricated forms with an accuracy substantially above chance when the amount of fabrication is small. Sixth, and finally, I broaden the discussion by analyzing what traits tended to characterize fabricated data. This analysis gives intuition, which may generalize beyond the specifics of the study, into how the algorithms were able to distinguish the real data from the fake.

In Chapter 7, I conclude the dissertation. First, I summarize the evidence that I presented to support my thesis. Second, I provide recommendations on how to use my algorithms. In particular, I discuss what kind of practical impact can be expected if they are used, provide guidance on how to choose which algorithm to use, and mention important ethical considerations. Third, and finally, I suggest directions for future research.
Chapter 2
RELATED WORK

The work that I present in this dissertation builds on and extends two bodies of related work: research in survey methodology on curbstoning and research in ICTD on gathering data from low-resource regions. In this chapter, I describe both of these bodies of related work and explain where my contributions fit within their context.

2.1 Research on curbstoning in survey methodology

The academic study of curbstoning was initiated in 1945 by Crespi [36]. He gave several reasons that interviewers might fabricate data, including long questionnaires, complex or intrusive questions, unreasonable expectations, and hard to reach subjects. He proposed a two-pronged solution to remedy the problem: first, making careful survey design and management decisions to make cheating unlikely or unattractive and second, choosing a random sample of the respondents to reinterview to detect curbstoning. These two approaches have formed the basis of most of the work by survey methodologists to combat curbstoning.

The first approach, making design and management decisions to prevent cheating, was the focus of most of the early work on curbstoning [10][11][20][46][102]. Standard recommendations on the management side include hiring interviewers with good interpersonal and organizational skills, matching interviewers to respondents by socioeconomic characteristics, hiring experienced interviewers, carefully training interviewers in the concepts and objectives of the survey, and monitoring performance very closely at the beginning of interviewers’ tenure. Besides reinterviews, techniques for monitoring interviewer performance include direct observation, audio recordings, call monitoring, and comparison of results to expected distributions [13].

The second approach, performing reinterviews to detect cheating, is tied to the need to un-

\[\text{Footnote: For a more recent summary of management recommendations to prevent curbstoning, see the manual written in 2003 by the American Association for Public Opinion Research [3].}\]
derstand what traits characterize fabricated data. If certain traits are known to characterize fabricated data, then the algorithm that chooses the respondents to reinterview could do so in a targeted way by searching for data exhibiting these traits [59]. Most of the curbstoning research in survey methodology has focused on what these traits are, instead of on how to design algorithms to detect fabricated data.

One notable exception is the recent paper by Li et al. [76]. In this paper, the authors employed a type of supervised classification algorithm called logistic regression (see Section 3.2.1) to find fake survey data in census data. They used this algorithm as a building block to design more targeted reinterview sampling algorithms. They showed, through simulation of their algorithm on historic data, that their new sampling algorithms were able to identify curbstoning more effectively than simple uniform sampling. Other authors have suggested other techniques to find fabricated data, including clustering algorithms [21] and a technique used to monitor quality in manufacturing processes called statistical process control [24, 59].

Understanding the characteristics of fabricated data is essential to design algorithms to detect it. In a literature search, I found 13 papers that describe traits of fabricated survey data [21, 33, 24, 59, 61, 65, 69, 76, 82, 95, 101, 108, 109]. In most of these papers, the authors had access to data sets from survey organizations in which some amount of fabrication was known; based on this data, they inferred and reported general traits that characterized it. These papers were published between 1981 and 2009. Four of them came from the United States Census Bureau [24, 59, 69, 76], which initiated an interviewer falsification study in 1982 to collect data on suspected and confirmed cases of falsification; four came from other large governmental institutions in the United States and Germany [33, 95, 101, 108]; three came from large-scale epidemiological studies from the developed world [61, 82, 109]; and two came from surveys done at least partly in the developing world [21, 65].

From these 13 papers, I extracted 15 traits of fabricated data that they collectively proposed. Table 2.1 classifies each of these papers according to which traits they propose. Sometimes

2To perform this literature search, I examined the first 50 results in Google Scholar for the following searches: “interviewer fabrication surveys,” “curbstoning surveys,” “interviewer cheating,” “interviewer data falsification,” and “survey bendfords law.” I also searched through all 42 papers found by Google Scholar that cited Crespi’s original 1945 paper on curbstoning [36]. I included a paper if it fit the following criteria: it was written after January 1, 1980 and before April 1, 2012; it was in English; it was a research article or technical report (not a book or manual); it was about interviewer fabrication of survey data; and it identified specific traits of the data itself that might characterize fabrication. For each paper that I included, I examined all references in the bibliography of the paper, and I searched through all citations of that paper on Google Scholar. Sometimes, there were very similar versions of a paper available. When this happened, I just chose one representative paper.
multiple papers propose the same trait, and sometimes different papers propose traits that contradict each other (e.g., many missing units and few missing units). In what follows, I will describe each of these 15 traits in more detail. In Chapter 5, I will revisit a subset of these traits when I design my own algorithms to detect fabrication.

I classified the 15 traits into five categories. The first two categories are based on the idea that curbstoners are motivated to save effort and not get caught. Hood and Bushery \[59\] summarized this thinking as follows: “Interviewers who falsify will try to keep it simple and fabricate a minimum of falsified data. They also will try to make it more difficult to check falsified cases.”

The traits that are based on the idea that curbstoners are motivated to save effort are:

- **Fast interviews** \[24, 69, 76, 82\]. Curbstoners may fill out forms more quickly to save
effort and because they are not having real interactions with respondents.

- Many missing units \([21, 59, 82]\). Curbstoners might have a higher percentage of missing or ineligible units since that usually means that either fewer forms need to be filled out or the amount of work per form is smaller.

- Interview surge \([24, 69, 109]\). Fake interviews might occur in bursts of short time periods. This is consistent with an interviewer who wants to get a lot of interviews done at once in order to save time and effort.

- Close to deadline \([24, 82]\). Curbstoners might be motivated to cheat because they have deadline pressure. Therefore, faked interviews might be more likely to occur close to deadlines.

- Short paths through survey \([21, 59]\). Many surveys have branching logic, in which certain answers to some questions may mean that others are skipped. Fake interviews might be more likely to have a larger number of questions skipped because of the branching logic.

- Unusual time of day \([69]\). Curbstoners might fake interviews at home, where it is easier, and therefore fake interviews might happen at unusual times of the day.

- Many incomplete interviews \([69]\). Curbstoners may be more likely to abandon a higher percentage of interviews midway through the process.

The traits that are based on the idea that curbstoners try to avoid getting caught are:

- Missing telephone numbers \([59, 69, 82, 109]\). Many large surveys have reinterview programs, in which supervisors call a random sample of units to verify that interviews took place. Therefore, curbstoners may have a higher percentage of missing or unavailable phone numbers.

- Low data variance \([21, 61, 95, 101]\). To avoid raising suspicion, curbstoners may be more likely to choose typical values for answers.

- Few missing units \([21, 82, 109]\). Since missing units may arouse suspicion, curbstoners may mark fewer of their units as missing or unavailable.

Others base their approaches on the idea that interviews may lack knowledge of what the true population data looks like. Characteristics inspired by this idea are:

- Bad fit to Benford’s Law \([21, 33, 65, 95, 101]\). Benford’s Law \([9, 56]\) states that in a wide
variety of contexts, the leading digit of numeric quantities tends to follow a certain decreasing distribution. Unless very knowledgable, people are unlikely to make up numbers that fit this law. This idea has been adopted to detect tax fraud [85], and many authors have also suggested (and shown) its utility in finding falsified numeric survey data.

- **Unusual data** [61, 82, 109]. Interviewers may not have a good sense for the true population averages of the quantities that they are measuring, especially when these quantities are stratified by other variables, such as sex and race [82]. Therefore, curbstoners may be found by looking for unusual response distributions.

- **Rare response combinations** [82, 95]. Even if interviewers know the overall population averages, they may choose unusual combinations of answers on individual forms, such as respondents who have done heroin but not smoked a cigarette [82].

Other characteristics proposed are:

- **Low time variance** [82]. Because curbstoners are not interviewing real people, there might be less variance in the amount of time they take to complete forms.

- **Slow interviews** [82]. Unusually slow interviews indicate something out of the ordinary and may therefore indicate cheating.

**My work in relation to this research**

My work builds on the research on curbstoning in survey methodology by moving from the question of *what characterizes fabricated data* to the question of *how it can be detected*. In this sense, I continue the line of research started in 2009 by Li et al. [76] that systematically and rigorously evaluates the potential of various algorithms to identify fabricated data.

To build on this work, I explore the potential of new algorithms to detect curbstoning, including advanced supervised classification techniques like random forest and the novel unsupervised anomaly detection techniques developed in Chapter 3. On the technological side, I show how user traces recorded by mobile data collection software can be used to dramatically improve the accuracy of the algorithms. My experimental designs are novel: I carefully control the level of knowledge that interviewers have regarding the curbstoning detection algorithms and whether or not they received a reward for fabricating data that avoided detection; doing so allows me to assess how these factors affect the accuracy of the algorithms. Finally, my work is the first to assess the robustness of anomaly detection algorithms to several common situations, such as when there is noise in the training data labels.
2.2 Research on data quality in ICTD

Much of the work by researchers and practitioners in ICTD has focused on technological approaches to increase the efficiency of collecting, digitizing, and organizing data in low-resource regions. This work can be divided into two categories: developing new data collection platforms and innovating the digitization of paper data. In what follows, I summarize this work.

2.2.1 Developing new data collection platforms

Early work in ICTD used Personal Data Assistants (PDAs) as a platform for data collection. CyberTracker, for example, is specialized software that enables illiterate animal trackers to record observations on a PDA [37]. Pendragon Forms, as another example, is general-purpose data collection software that was built for PDAs (and that now runs on smart phones as well) [93]. It has been used to collect data on basic health information [104], tuberculosis [16], and respiratory tract infections [43]. Studies have shown that such software can improve the efficiency of data collection [17, 58, 71].

Later work in ICTD shifted toward using mobile phones as a platform. This shift was a natural consequence of the exponential growth of mobile phones in developing countries: in 2000 there were 11 million mobile phone users in Africa; in 2004 there were 53 million; and in 2008 there were 246 million [5]. Some researchers evaluated the potential of call-in systems for data collection, using either human operators or automatic Interactive Voice Response systems [92, 103]. Others developed software that used SMS to transmit data from phones to servers [48, 96, 12]. Application areas of mobile data collection include community health programs [40, 44, 67, 79, 121] (see Section 4.1) and micro-finance groups [88, 90, 97].

More recent work in ICTD has used smart phones as a platform. These phones have touch screens, significant processing power, and the ability to record multimedia data, such as photographs, audio, video, and GPS locations. Some researchers have argued that smartphones’ combination of computing power, intuitive interfaces, portability, long-lasting batteries, and decreasing cost make them the ideal data collection and computation device in many development scenarios [5, 52]. General-purpose tools for data collection that run on smart phones include Pendragon Forms [93], EpiSurveyor [45], and Open Data Kit [6, 53, 52]. These software tools have been used for many purposes, including to implement socio-economic surveys, to record payments between lenders and borrowers, to

---

3 The structure of my summary roughly follows the structure of a related work survey from Carl Hartung’s Ph.D. dissertation [52].
catalog trees for participation in carbon markets, and to manage household visits by community health workers [53].

### 2.2.2 Innovating the digitization of paper data

Despite the rising popularity of new data collection platforms, in many contexts, paper remains the dominant medium for data collection [31, 39]. Researchers have therefore developed new technologies to more efficiently digitize paper data. CAM, for example, mixes paper systems with mobile-phone-based data entry [88, 90]. Users fill out paper forms and then use the phone’s camera to scan barcodes on the forms; doing so triggers the appearance of prompts on the phone that allow the user to enter data and send it to a remote database. Shreddr, as another example, is a cloud-hosted service that combines batch processing, computer vision, and verification through crowdsourcing to transform data on paper forms to structured digital data [31]. ODK Scan, as a final example, is software that runs computer vision algorithms on phones with cameras to digitize data on forms with bubbles and checkboxes [39].

Taking a different approach, USHER is a software system that attempts to reduce data-entry errors by creating a probabilistic model of form data and using this model to optimize question ordering and to re-ask questions that seem likely to be incorrect [29]. Experiments have suggested that this approach can improve data quality and reduce entry cost [28].

**My work in relation to this research**

My work on developing algorithms to detect fabricated survey data can be seen as part of the broader ICTD research program dedicated to innovating the way that data is collected from the developing world. In this light, my work can be seen as a critical step in getting this valuable data: ensuring that it is real.

Although curbstoning detection algorithms can be used on data regardless of how it is collected, they can be especially useful when they are applied to data that is collected through mobile data collection software like Pendragon Forms, EpiSurveyor, or Open Data Kit. First, being able to detect fabricated data is most useful when it can be done as it is collected [109]. Mobile data collection software can make data available for analysis much faster than paper data collection can. Thus, when using the software, supervisors can run curbstoning detection algorithms on a regular basis (e.g., once a week) while data collection is still occurring—instead of waiting until all of the data is collected, digitized, and cleaned. This fine-grained approach may make it possible to fix data quality problems while there is still a chance to do so. Second, as I will show in Chapter 6, when mobile electronic devices are used during data collection, user-trace logs recorded by these tools...
can be used to increase the accuracy of curbstoning detection algorithms.

My work also builds on USHER’s approach of using advanced algorithmic techniques to improve data quality. Adding to this work, I develop novel unsupervised anomaly detection algorithms and test the algorithms’ ability to detect fabricated data.

2.3 Chapter summary

In this chapter, I presented my contributions in the context of two bodies of related work: research in survey methodology on curbstoning and research in ICTD on gathering data from low-resource regions. In the context of survey methodology, I argued that my work brings a new focus to the algorithmic question of how to detect curbstoning. In the context of ICTD, I argued that my work fits within a broad research program searching for technological solutions for gathering higher-quality data from the developing world.

In the next chapter, I will develop and explain the curbstoning detection algorithms used in this dissertation.
In this chapter, I describe the curbstoning detection algorithms that I evaluate in this dissertation. I start, in Section 3.1 by presenting a novel framework for classifying these algorithms. Then, in Section 3.2 I describe the supervised classification algorithms, and in Section 3.3 I describe the unsupervised anomaly detection algorithms. For both types of algorithm, I first provide general background information and then delve more deeply into the specific techniques that I employed. I conclude the chapter in Section 3.4 by outlining some of the evaluation techniques that I used to assess the success of these algorithms.

The unsupervised algorithms that I present in Section 3.3.2 are novel and are a direct contribution of this dissertation. The other algorithms that I present are not novel but are drawn from the state of the art in classification and anomaly detection algorithms; for some of these algorithms, their application to curbstoning detection is novel.

### 3.1 Framework

In this dissertation, I distinguish between two types of survey data. The first type of data, *response data*, is the data from the survey itself—it consists of the responses that are obtained through the interviews. The second type of data, *metadata*, is the data describing when, where, and how the response data was obtained. Metadata can include—to name a few examples—the time of day the interview started, GPS coordinates from where the interview took place, the time it took for each question to be completed, who did the interview, the order the questions were answered, or the amount the user scrolled through the question prompts. Many types of metadata can only be gathered if a mobile electronic device is used to conduct the interviews.

The data from a survey can be visualized as a two-dimensional array, in which each row corresponds to a single interview and each column corresponds to either a question or a metadata attribute. I will use the words *row* and *form* interchangeably, and I will use the words *column* and *feature* interchangeably. I will also use the term *response feature* to refer to
a feature containing response data and the term *metafeature* to refer to a feature containing metadata.

I classify questions into four types:

- **numeric** – questions whose responses must be a real number or an integer
- **ordinal** – questions whose responses must be chosen from a finite set of possibilities that are not numeric but still have a natural ordering, e.g., a Likert-type scale [77]
- **categorical** – questions whose responses must be chosen from a finite set of possibilities that are not numeric and do not have a natural ordering, e.g., a *true*/*false* or a *yes*/*no*/*maybe* question
- **free text** – questions whose responses can be any string of alphanumeric characters

Other data types are possible, such as dates, times, or multimedia data, but the four types that I have listed are sufficient to describe the questions in the surveys from this dissertation.

I process ordinal questions by converting their responses to numeric values (see the description of the *ord* features in Section [5.5.1](#) for example). I do not use free text responses directly, but I do use features extracted from them, such as their length.

My framework divides curbstoning detection algorithms into eight groups based on three binary dimensions: *supervised vs. unsupervised*, *form-level vs. interviewer-level*, and *univariate vs. multivariate*. These dimensions are summarized in Table 3.1.
Curbstoning detection algorithms must predict which data is real and which data is fake. The first dimension of my framework, supervised vs. unsupervised, relates to how the predictions are made. In a supervised classification algorithm, a model is built on labeled training data and then used to make predictions, whereas in an unsupervised anomaly detection algorithm, outliers are identified based on a set of prior assumptions on the data. I discuss supervised classification in more depth in Section 3.2 and unsupervised anomaly detection in more depth in Section 3.3. Supervised algorithms are often more powerful than unsupervised algorithms because instead of relying on prior assumptions to make their predictions, they use training data to learn specific traits of fabricated data that may depend heavily on context. Often, however, getting high-quality training data may be expensive or time consuming. In such cases, unsupervised anomaly detection algorithms may make more sense. These algorithms have the additional advantage that anomalies are often of interest to data users regardless of whether they were caused by fabrication. They might, for example, indicate important phenomena like disease outbreaks.

The second dimension, form-level vs. interviewer-level, relates to the unit for which predictions are made. A form-level algorithm attempts to identify individual forms that have been fabricated, whereas an interviewer-level algorithm aggregates forms by interviewer and attempts to identify interviewers who are systematically fabricating data. This dimension draws a distinction between algorithms that make predictions for a single row at a time and algorithms that make predictions for multiple rows at a time. Form-level algorithms may be more flexible because they can identify more fine-grained fabrication. There are many reasons that an interviewer might fabricate some, but not all, of her interviews, including fatigue, deadline pressure, or difficult-to-reach households. On the other hand, interviewer-level algorithms may be more powerful because they aggregate information across interviews—doing so may allow them to identify patterns that might be missed otherwise. This advantage of interviewer-level algorithms can be seen in Sections 4.3.1 and 4.3.2 when I compare the performance of form- and interviewer-level algorithms on my data sets.

The third dimension, univariate vs. multivariate, also relates to the unit for which predictions are made, but concerns the columns instead of the rows. A univariate algorithm attempts to identify individual questions whose answers have been fabricated, whereas a multivariate algorithm lumps all questions together and attempts to identify entire forms that have been fabricated. Univariate algorithms may be more flexible because—like form-level algorithms—they can identify more fine-grained fabrication. There are many potential causes of question-level fabrication, including difficult or embarrassing questions,
hurried interviewers, or poorly-worded prompts. (Thus, identifying individual questions whose responses have been fabricated may help not only to ensure data quality but also to refine questionnaire design.) On the other hand, multivariate algorithms may be more powerful because they aggregate information across questions. This advantage of multivariate algorithms can be seen in Section 4.3.2 and in Section 5.5 when I compare the performance of univariate and multivariate algorithms on my data sets.

For convenience, I will use three-letter acronyms to indicate the type of an algorithm according to my framework. I form the acronyms by combining the first letters of the class of the algorithm in each dimension. So, for example, I will describe an unsupervised, form-level, univariate algorithm with the acronym UFU, and I will describe a supervised, interviewer-level, multivariate algorithm with the acronym SIM.

To summarize, each of these dimension presents a flexibility-versus-power tradeoff. Unsupervised techniques do not require labeled training data but may not be as powerful as supervised techniques; form-level techniques may detect curbstoning when interviewers fabricate only a small portion of their data but may not be as powerful as interviewer-level techniques; and univariate techniques may detect issues at the question level but may not be as powerful as multivariate techniques. The choice of which algorithms to use will depend on the context of the survey organization; I discuss this choice in more detail in Section 7.1.2.

In this dissertation, I explore five of the eight possible types of algorithm. The reasons for not including the remaining three vary. Table 3.2 lists each of the eight types of algorithms. For each of the five types that I cover, the table states in which sections the algorithms are developed and evaluated. For each of the remaining three types, the table states why I did not cover them.

Table 3.3 shows the results of an experiment in which I measured the running times of the five algorithms described in this section. The table shows that—at least on my benchmark data set of 100 forms—the supervised algorithms are roughly an order of magnitude faster than the interviewer-level unsupervised algorithms, and the interviewer-level unsupervised algorithms are roughly two orders of magnitude faster than the form-level unsupervised algorithm LOCl. (It should, however, be kept in mind that the implementation language of the unsupervised algorithms, Python, is much slower than the implementation language of the supervised algorithms, Java.)
Supervised classification algorithms

Supervised classification is a subfield of machine learning and statistics. The task of a supervised classification algorithm is to classify a set of instances as belonging to one of a
Table 3.3: Benchmark times for curbstoning detection algorithms. I performed this test on a MacBook Pro (Early 2011, 15-inch), with a 2.0 GHz quad-core Intel Core i7 processor. The time reported is the average time to build a model for the supervised algorithms and the average time to output outlier scores for the unsupervised algorithms. For each of the iterations, a random subset of 100 forms was chosen from the data set $A_\ell$ described in Section 4.2.1. I used Weka’s Java implementations of the supervised algorithms [51] and my own Python implementations of the unsupervised algorithms. The number of trees used in the random forest was 32 (see Section 3.2.2).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>0.028</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.047</td>
</tr>
<tr>
<td>LOCI</td>
<td>14</td>
</tr>
<tr>
<td>Multinomial model algorithm (MMA)</td>
<td>0.17</td>
</tr>
<tr>
<td>s-value algorithm (SVA)</td>
<td>0.12</td>
</tr>
</tbody>
</table>

finite, discrete set of classes. In this dissertation, the instances are typically forms, and the set of classes is typically $\{\text{real, fake}\}$. A set of instances for which these classes are known, called the training set, is used to build a model of the data. The training algorithm chooses the parameters of the model by attempting to optimize a cost function that quantifies the quality of the model’s fit to the data. After this is done, the model is used to classify instances for which the class is not known. The type of model and the algorithm used to build it—both of which may vary—together define the supervised classification technique.

Supervised classification has been successfully used in a wide variety of practical scenarios, such as speech recognition, spam detection, handwriting recognition, and scientific image classification [81]. It has also been used to detect curbstoning. As described in Section 2.1, Li et al. [76] use logistic regression to detect curbstoning. In the notation of my framework, their approach is an SFM algorithm.

When faced with a classification task, choosing which machine learning algorithm to use can be a daunting task. There are many from which to choose (see e.g. [15] [80] [116]), and there is little guidance on how to decide. Because the best performing algorithm varies by data set, the recommended approach is often to try several algorithms and see which performs best.

For my dissertation, I chose two popular supervised classification algorithms: logistic regression and random forest. By necessity, this choice is ultimately a somewhat arbitrary matter of personal preference. However, there were some reasons for it. First, because
I use supervised classification not to find the absolute best classifier possible but instead to evaluate the potential of the approach in general, I decided to try only a small number of popular algorithms. Second, the two algorithms that I chose are complementary. Logistic regression is simple, widely-used in both statistics and machine learning, and fast. Random forest is less simple, but it may be one of the best general purpose classification algorithms [26]. Unlike logistic regression, random forest can efficiently represent non-linear decision boundaries [1] and it tends to be more efficient than other popular non-linear classifiers, like support vector machines and neural networks.

Both logistic regression and random forest are typically multivariate algorithms. As mentioned earlier, instances are forms; thus, the most straightforward way to use these algorithms is at the form-level (i.e., as SFM algorithms). However, it is also possible to use them at the interviewer level (i.e., as SIM algorithms). This is because—before making a binary prediction of real or fake—both of these algorithms make an intermediate prediction in the form of a probability of being fake. To get interviewer-level predictions, I take the average of these probabilities over all the forms from each interviewer, and output real for the interviewer if this average probability is less than 0.5 and fake if this average probability is greater than 0.5.

To evaluate logistic regression and random forest, I used their implementations in Weka [51], a widely-used open-source machine learning library. In Section 3.2.1 I describe how logistic regression works, and in Section 3.2.2 I describe how random forest works. In Section 3.2.3 I describe how I performed model selection for each of these two algorithms. Model selection is the important task of tuning parameters of supervised classification algorithms to get the best possible performance.

### 3.2.1 Logistic regression

Logistic regression [2][116] is a way to build a binary classifier for points in $\mathbb{R}^n$. Instances have $n$ numeric features, and they can belong to two classes: 0, the negative class, or 1, the positive class. Throughout this dissertation, I will use the convention that real instances are negative and fake instances are positive.

Although logistic regression only works for numeric features, there is a standard approach to convert categorical features into numeric features [116]: for each categorical variable

---

1. Logistic regression can support non-linear decision boundaries if polynomial features are introduced, but this is not efficient for a large number of features.

2. Specifically, I used Weka, version 3.6, downloaded in April 2012 from [http://prdownloads.sourceforge.net/weka/weka-3-6-7.zip](http://prdownloads.sourceforge.net/weka/weka-3-6-7.zip).
Figure 3.1: The logistic function $f(z) = \frac{1}{1 + e^{-z}}$.

Let $j$ be an attribute that can take on values from the set $X_j = \{x_1, x_2, \ldots, x_k\}$, create $k - 1$ new variables $j_1, j_2, \ldots, j_{k-1}$, where the variable $j_\ell$ is equal to 1 if $j$ has the value $x_\ell$, and 0 otherwise.

The **logistic model** consists of a real-valued $(n + 1)$-dimensional vector $(\theta_0, \theta_1, \ldots, \theta_n)$. These parameters define a hyperplane, called the **decision boundary**, given by the equation $\theta_0 + \theta_1 y_1 + \cdots + \theta_n y_n = 0$. To use this model to predict whether a given instance $y = (y_1, y_2, \ldots, y_n)$ is positive, first the quantity $z = \theta_0 + \theta_1 y_1 + \cdots + \theta_n y_n$ is computed. The sign of $z$ gives the side of the separating hyperplane to which $y$ lies, and the magnitude of $z$ is proportional to its distance from this hyperplane. To convert $z$, which can take on any value in the range $(-\infty, \infty)$, to a probability $h_\theta(y)$, the **logistic function** is applied to $z$. This function, defined by $f(z) = \frac{1}{1 + e^{-z}}$, is plotted in Figure 3.1. Thus, the final prediction of logistic regression, the probability that an instance is positive, is given by

$$h_\theta(y) = f(z) = \frac{1}{1 + e^{-(\theta_0 + \theta_1 y_1 + \cdots + \theta_n y_n)}}.$$

Various optimization algorithms can be used to fit the logistic model to a set of labeled training data. The most straightforward is **gradient ascent to maximize the likelihood** (see, e.g., Section 4.4.1 of [54]). Weka uses a different technique called the **ridge estimator** [74] that is optimized to work well when there are a large number of features. This technique is probably more advanced than necessary for the size of my data sets, but I chose to use Weka’s default implementation for simplicity. In any case, the particular optimization algorithm used to fit the model is a relatively minor point, and it is not necessary to understand this algorithm in detail to use logistic regression.

As shown in Table 3.3, logistic regression is a very fast algorithm. It also scales well to larger data sets than the ones that I use in this dissertation—especially if approximate
optimization techniques are used, such as \textit{stochastic gradient ascent} \cite{19}.

\subsection{3.2.2 Random forest}

Random forest, introduced in 2001 \cite{23}, is a much newer technique than logistic regression. In a comparison to many other popular classification algorithms on multiple benchmark data sets, it was shown to have the best overall accuracy \cite{26}. It is an \textit{ensemble} technique, meaning that it aggregates the predictions made by many sub-models to make a prediction. In the case of random forest, the basic model is a \textit{decision tree}.

In a decision tree, each internal node corresponds to a feature $j$. Each child of that node corresponds to one of the values of $j$ if $j$ is categorical, or a range of values of $j$ if $j$ is numeric or ordinal. Each leaf node contains the subset of instances in the training set that have feature values specified by the path from the root to the leaf. To make a prediction on a new instance $y$, the leaf that $y$ would map to is found and a majority vote is taken of the training instances’ labels at that leaf.

There are many algorithms to build decision trees, but a particularly simple randomized algorithm is used in the case of random forest. First, a parameter $K$ is chosen that is less than or equal to the total number of features. Each tree is built by recursively splitting the set of instances according to a single feature. To choose a feature on which to split the node, first $K$ features are chosen uniformly at random. Of these $K$ features, the feature that would result in the highest \textit{information gain} after splitting is chosen. (For numeric features, all possible binary splits are considered.) The information gain of splitting on a feature $j$ is defined to be the entropy of the class distribution of the instances at the node minus the average entropy of the class distributions of the child nodes after the split on $j$. This process is repeated recursively until each leaf node consists only of instances having the same label.

A random forest consists of some number, say $I$, of these random decision trees. To predict a class for an instance, a majority vote is taken across all $I$ of the component decision trees. (To predict a probability, the fraction of trees voting \textit{positive} is measured.) To build the decision trees, a technique called \textit{bagging} \cite{22} is used. In this technique, each tree is built on a random sample drawn uniformly at random with replacement from the training set. (This is called a \textit{bootstrap} sample.) The size of the training sets are equal in size to the training set, but because they are drawn with replacement, they are somewhat different, with some instances appearing more than once and some instances not appearing at all.

As shown in Table \ref{tab_random_forest_accuracy}, random forest is also a fast algorithm, although—at least in Weka’s implementation—not quite as fast as logistic regression. It also scales well. Each tree can be
built completely independently, so it is especially amenable to parallel implementations.

### 3.2.3 Model selection

Model selection is the process of choosing, based on a set of data, the type of model on which to train a classifier. This term can mean different things for different classification techniques. For logistic regression, I use it to mean *feature selection*: choosing the subset of features on which to train the model. If too many features are used to train the model, then it may *over-fit* the training data, and if too few features are used, then it may *under-fit* the training data. In both cases, the model will not generalize well to new data sets; therefore it is important to perform feature selection carefully. For random forest, I use the term model selection to mean the process of choosing the parameters $K$, the number of features considered at each split, and $I$, the number of decision trees in the forest.

To perform model selection for logistic regression in this dissertation work, I used a *bottom-up greedy* feature selection algorithm \[116\]. This algorithm works as follows. Out of all possible features, it chooses the feature that results in the highest accuracy for logistic regression evaluated using 10-fold cross-validation on the training set, averaged over some number of repetitions $N$. (See Section 3.4 for definitions of these terms.) It adds this feature to the set of features used by the classifier. Denote this set of features by $\mathcal{F}$. Then, out of the remaining features, it finds which feature, when added to $\mathcal{F}$, results in the highest cross-validated accuracy. It continues this process until the accuracy of the classifier cannot be improved by adding any of the remaining features to $\mathcal{F}$.

To perform model selection for the random forest, I first chose a value of $I$, the number of trees. Prediction accuracy usually increases monotonically with the value of $I$ \[23\], so my approach in making this choice was to perform some initial experiments to find the lowest value of $I$ for which the accuracy achieved a maximum value. After choosing $I$, I evaluated a large set of values of $K$, typically powers of 2 between 2 and the number of features in the data set. I chose the value of $K$ that resulted in the highest accuracy evaluated using 10-fold cross-validation on the training set.

---

\[3\] There are a number of other techniques to control this tradeoff, sometimes called the *bias–variance tradeoff*, including *regularization* \[54\], but in this dissertation I keep the discussion simple by focusing only on feature selection.

\[4\] Actually, to avoid over-fitting, it only adds a new feature if doing so increases the accuracy by at least a certain threshold amount, which I chose to be 0.004 after some experimentation.
3.3 Unsupervised anomaly detection algorithms

Supervised classification algorithms are often very powerful prediction algorithms. However, they require a set of high-quality labeled training data to work. Obtaining such data may sometimes be prohibitively expensive or time consuming. In such cases, unsupervised anomaly detection algorithms may be a viable alternative.

Anomaly detection [27, 57, 91, 94] has been defined as “finding patterns in data that do not conform to expected behavior” [27]. Other terms for it include outlier detection, novelty detection, deviation detection, and exception mining [57]. Anomaly detection algorithms—which may be nearest neighbor-based, clustering-based, statistical, information theoretic, or spectral [27]—have been applied to detect a wide variety of surprising occurrences—including network intrusion, credit card fraud, insurance fraud, insider trading, changes in medical condition, unusual images, and ecosystem disturbances [27, 57].

Most anomaly detection techniques assign an outlier score to each instance, which indicates how anomalous the instance is. To actually choose a set of anomalies based on these scores, several techniques can be used, including finding the top k outlier scores for some predetermined k, finding all instances that have an outlier score greater than some predetermined cutoff, and finding all instances with an outlier score that differs significantly from a typical outlier score.

Aspects of anomaly detection have appeared before in survey data quality research. Standard practice for cleaning survey data is to look for statistical outliers in numeric data [55, 114]. Using my framework, this approach could be classified as a UFU algorithm. (Recall that because this is already a widely studied technique, I do not investigate it further in this dissertation.)

Although I have framed anomaly detection primarily as an alternative to classification when no training data is available, it may make sense to use it even when training data is available. Anomalies are often of interest to data users regardless of whether they were caused by fabrication because they might indicate important patterns in the data like disease outbreaks.

3.3.1 Form-level algorithm (LOCI)

The Local Correlation Integral (LOCI) algorithm [87] is a UFm algorithm that I used in my work to detect curbstoning. Out of the wide variety of anomaly detection algorithms that could be employed at the form level (see, e.g. [25, 70, 120]), I chose this algorithm primarily for its simplicity and generalizability.
To find anomalous forms, the LOCI algorithm requires there to be a distance function \( d(\cdot, \cdot) \) defined between each pair of forms. This function \( d(\cdot, \cdot) \) must work for the heterogenous feature spaces that are typical of survey data. I chose to use the Heterogeneous Euclidean-Overlap Metric (HEOM) \(^{[115]}\), which is a straightforward way to combine the Euclidean distance for numeric attributes \(^{[116]}\) with the overlap metric for categorical attributes \(^{[106]}\).

Consider two forms \( y \) and \( z \), and let \( Q \) be the set of features in the survey data. For each feature \( j \in Q \), let the value of \( j \) for forms \( y \) and \( z \) be denoted by \( y_j \) and \( z_j \). For numeric features \( j \), let \( \max_j \) be the maximum value of feature \( j \) over all forms, and let \( \min_j \) be the minimum. According to HEOM, the distance between \( y \) and \( z \) is

\[
\begin{align*}
d(y, z) & = \sqrt{\left( \sum_{j \in Q} d_j(y_j, z_j) \right)^2}, \\
d_j(y_j, z_j) & = \frac{y_j - z_j}{\max_j - \min_j}
\end{align*}
\]

if \( j \) is numeric, and

\[
\begin{align*}
d_j(y_j, z_j) & = \begin{cases} 
1 & \text{if } y_j \neq z_j \\
0 & \text{otherwise}
\end{cases}
\]

if \( j \) is categorical. \(^{[5]}\)

Although straightforward, the HEOM tends to perform only slightly worse than more sophisticated distance functions \(^{[18, 106]}\).

Given the HEOM distances, the LOCI algorithm decides whether a form \( y \) is an outlier by comparing the density of forms around \( y \) to the mean density of its neighbors. If this quantity is small, then \( y \) is given a high outlier score. More precisely, for any positive real number \( r \), let the density of \( y \), denoted \( n(y, r) \), be the number of forms within a distance \( r \) of \( y \) according to the HEOM distance \( d(\cdot, \cdot) \). Let \( \hat{n}(y, r) \) be the mean of all \( n(z, r) \) values for each form \( z \) within a distance of \( r \) of \( y \) (including \( y \) itself), and let \( \sigma(y, r) \) be the standard deviation of these values. For a range \([r_{\text{min}}, r_{\text{max}}]\), the outlier score of \( y \) is given by

\[
\gamma = \max_{r_{\text{min}} \leq r \leq r_{\text{max}}} \frac{\hat{n}(y, r) - n(y, r)}{\sigma(p, r)}.
\]

The higher \( \gamma \) is, the more of an outlier \( y \) is. As suggested by Papadimitriou et al. \(^{[87]}\), my implementation of this algorithm sets \( r_{\text{min}} \) to be the smallest radius that includes at least 20

\(^{[5]}\)Note that the dependence of \( d_j(y_j, z_j) \) on \( \max_j \) and \( \min_j \) is sensitive to outliers. A direction for future work is to investigate distance metrics that are more robust to outliers, such as one formed by replacing the denominator with the inter-quartile range (IQR).
points and \( r_{max} \) to be the diameter of the entire set of points, the maximum value possible.

As shown in Table [3.3], LOCI is by far the slowest algorithm described in this chapter. It is probably unrealistic to run it on data sets containing more than a few thousand forms. However, there is an approximate version of the algorithm that scales better [87]. Exploring the potential of this approximate algorithm to detect fabrication on larger data sets is an interesting direction for future work.

3.3.2 Interviewer-level algorithms (MMA and SVA)
Existing anomaly detection techniques do not apply as readily to interviewer-level curbstoning algorithms because of the additional level of complexity involved in aggregating the forms by interviewer. In this section, I describe two novel unsupervised interviewer-level algorithms that apply to categorical response data. Both are univariate but can be easily extended to be multivariate. (Thus, in this section, I cover both UIU and UIM algorithms.)

I start with some notation that will be used to define both techniques. Consider an interviewer \( i \) and a question \( j \in Q \) with a finite, discrete set of answer values. Let \( X_j \) be the range of values that question \( j \) can take. For any \( x \in X_j \), let \( g_{ij}(x) \) be the number of times that interviewer \( i \) reports the value \( x \) for question \( j \). For all \( i, j, \) and \( x \in X_j \), let

\[
f_{ij}(x) = \frac{g_{ij}(x)}{\sum_{x \in X_j} g_{ij}(x)}
\]

be the fraction of times that interviewer \( i \) reports the value \( x \) for question \( j \).

**Multinomial Model Algorithm (MMA)**
The *Multinomial Model Algorithm (MMA)* computes an outlier score for interviewer \( i \) and question \( j \) by computing the chance of seeing \( g_{ij} \) if the answers are chosen according to a multinomial probability distribution with parameters estimated from the other interviewers. The lower this probability is, the the higher the outlier score is.

Specifically, MMA computes a score \( m_j^i \) for each interviewer and question as follows. For all \( x \in X_j \), let

\[
g_{j^{-i}}(x) = \sum_{i' \neq i} g_{ij'}(x)
\]
be the frequency count for value $x$ over all interviewers besides $i$. Let

$$f_j^{-i}(x) = \frac{g_j^{-i}(x)}{\sum_{x' \in X_j} g_j^{-i}(x')}$$

be the normalized version of these counts. From this distribution, MMA calculates the expected count for value $x$ from interviewer $i$ to be

$$E_j^i(x) = f_j^{-i}(x) \sum_{x' \in X_j} g_j^i(x').$$

These expected counts can form the basis for a $\chi^2$-test giving a $p$-value for the chance of seeing frequency counts that deviate at least as much as $g_j^i$, given the null hypothesis that the counts are drawn from a multinomial distribution with parameters given by $f_j^{-i}$. That is, MMA calculates the statistic

$$R_j^i = \sum_{x \in X_j} \frac{(g_j^i(x) - E_j^i(x))^2}{E_j^i(x)}$$

and determines the probability of seeing a value at least this large in a $\chi^2$ distribution with $|X_j| - 1$ degrees of freedom. A smaller value of this probability indicates a greater amount of surprise for interviewer $i$’s distribution. The final score, $m_j^i$, is the negative logarithm of this value. That is,

$$m_j^i = -\log \Pr \left[ \chi^2_{|X_j| - 1} \geq R_j^i \right],$$

where a higher value indicates a greater amount of surprise. MMA can be made to be multivariate by reporting the single value $m_j^i$, the mean of the $m_j^i$ over all categorical questions $j$.

As shown in Table 3.3, MMA is a fast algorithm that easily scales to data sets of hundreds of interviewers and thousands of forms.

**s-Value Algorithm (SVA)**

MMA forms an expected distribution for an interviewer by taking the weighted mean of the distributions for all other interviewers. Using the mean as an estimator is sensitive to outliers: if there is a large amount of curbingstoning, the expected distribution might not be representative of the true population distribution. This possibility inspired my second unsupervised interviewer-level algorithm, The *S-Value Algorithm (SVA)*, which uses a median instead of a mean because of its decreased sensitivity to outliers [60].
For any vector $v$, define $\mu_{1/2}(v)$ to be the median of the values in $v$. For a question $j$ and a value $x \in X_j$, let $f_j(x)$ be the vector of values $f_i^j(x)$ for all interviewers $i$. The surprise for interviewer $i$’s distribution for question $j$ can be characterized by

$$d_i^j = \sum_{x \in X_j} \left| f_i^j(x) - \mu_{1/2}(f_j(x)) \right| .$$

One could directly use the $d_i^j$ value as the final outlier score for interviewer $i$ and question $j$, but for some questions, this value could be high for all interviewers. This could happen if, for example, the question’s answer depends strongly on geography and interviewers are widely dispersed. For this reason, SVA normalizes the $d_i^j$ values by their median. More precisely, let $d_j$ be the vector of $d_i^j$ values over all $i$, and let

$$s_i^j = \frac{d_i^j}{\mu_{1/2}(d_j)} .$$

This value, named the $s$-value to indicate surprise, is the final outlier score given by SVA. A higher value indicates a greater amount of surprise. As for the MMA method, SVA can be made to be multivariate by reporting the single value $s_i^j$, the mean of the $s_i^j$ over all categorical questions $j$.

As a side note, SVA is methodologically similar to the recently developed Tariff Method of verbal autopsy [63]. Here the goals are reversed, however. Instead of starting with signs and symptoms and hoping that the cause of death can be identified, SVA starts with the survey responses and hopes that it cannot identify the interviewer.

As shown in Table 3.3, SVA is even faster than MMA. Like MMA it should scale easily to data sets of hundreds of interviewers and thousands of forms.

### 3.4 Evaluation methodology

Much of the remainder of this dissertation could be characterized as evaluating how well the algorithms defined in this chapter detect curbstoning. In this section, I overview the methodology I use to perform these evaluations.

#### 3.4.1 Measuring performance

Each of the algorithms that I have described predicts whether each of some unit of the survey data is fabricated. For form-level multivariate algorithms, the unit of prediction is the form; for interviewer-level univariate algorithms, the unit of prediction is the interviewer–
### Measure | Description
---|---
Accuracy | The fraction of instances that are predicted correctly.
True positive rate | The fraction of positive instances that are correctly predicted. A high number is desired.
False positive rate | The fraction of negative instances that are incorrectly predicted. A low number is desired.
Sensitivity | Another name for the true positive rate.
Specificity | Equal to 1 − (false positive rate).
Precision | The fraction of instances that are predicted to be positive that are actually positive. A high number is desired.
Recall | Another name for the true positive rate.
$F_1$-score | Equal to $2 \cdot \left( \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} \right)$.

This is a commonly used measure in information retrieval that combines both precision and recall [98]. It may be more meaningful than the accuracy for data sets with a highly skewed label distribution. A high number is desired.

Table 3.4: Measures of classification performance. All numbers range between 0 and 1.

question pair; and for interviewer-level multivariate algorithms, the unit is the set of all of the forms from an interviewer. All of the algorithms that I have defined can express their predictions as a real-valued score, where a higher value indicates a stronger belief that the unit is positive (fabricated). For logistic regression, this number is the probability output by the logistic function; for random forest, it is the fraction of trees that predict positive; and for the unsupervised methods, it is the outlier score. In order to translate this score into a binary prediction, a cutoff score must be chosen. For algorithms in which the score is a probability, a natural cutoff is 0.5, although other cutoffs might make sense in certain situations. As described in Section 3.3, there are many ways to choose a cutoff score for the unsupervised methods.

Once a cutoff score is chosen, there are various ways of measuring the accuracy of the algorithm’s predictions. In this dissertation, I use eight commonly used and related measures: accuracy, true positive rate, false positive rate, sensitivity, specificity, precision, recall, and $F_1$-score. These measures are defined in Table 3.4. The value of these measures depends on the cutoff score chosen. As the cutoff score increases, the specificity increases; the true positive rate, false positive rate, sensitivity, and recall decrease; and the accuracy, precision, and $F_1$-score neither increase nor decrease in general.
To explore the tradeoff between sensitivity and specificity as the cutoff score varies, I often employ a graphical technique called Receiver Operating Characteristic (ROC) curves (see, e.g., Figure 4.1). These curves plot the true positive rate versus the false positive rate for all possible cutoffs. A point on the diagonal line $y = x$ is what one would expect if the classifier was guessing randomly with a fixed probability of outputting positive. If a classifier has an ROC curve that is substantially above this line, then this is evidence that it is making predictions that are more accurate than would be expected by chance. The more an ROC curve is above this line, the better the classifier’s predictive ability is.

### 3.4.2 Training vs. test data

As mentioned in Section 3.2.3, supervised classification may suffer from over-fitting, which occurs when the classifier is fit so closely to the training data that it does not generalize well to new data. To avoid reporting performance numbers that are artificially high, common practice is to divide labeled data into a training and test set. The model is fit to the training data, but the measures of performance that are reported are for the test set.

Sometimes, it is not possible to strictly separate a test set from the training data. In this case, an approximation of using a test set, called 10-fold cross-validation, can be used. In this technique, the data is randomly partitioned into 10 equal-sized pieces. Nine of the pieces are used to train a classifier, and its performance is measured on the tenth piece. This process is repeated 10 times, once for each possible test set. In this way, the performance of the classifier is measured for each instance of the data, but no instance was used to train the classifier on which it was tested.

In this dissertation, I use cross-validation in Chapter 4 and separate training and test sets in Chapters 5 and 6. As discussed in Section 3.2.3, I also use cross-validation on the training set (or the entire data set, if there is no segregated training data) for model selection.

### 3.5 Chapter summary

In this chapter, I described five curbstoning detection algorithms that I evaluate later in this thesis: logistic regression, random forest, LOCI, MMA, and SVA. I showed how these algorithms can be placed in a framework that helps to articulate the tradeoffs to consider when choosing an algorithm to detect curbstoning. The algorithms MMA and SVA are novel; they are a direct contribution of my dissertation. The other algorithms are not novel, but they were drawn from the state of the art in supervised classification and unsupervised learning.

---

6There is nothing particularly special about the number 10, but using it seems to be standard practice.
anomaly detection. I concluded the section by describing the evaluation methodology I use in this dissertation.

In the next section, I perform my first evaluation of these algorithms. I show that, in data from two East African health organizations, they are able to detect curbstoning with high accuracy.
Chapter 4
A PRELIMINARY STUDY IN EAST AFRICA

In this chapter, I begin to evaluate how well the algorithms described in Chapter 3 can detect curbstoning. To do so, I run them on three data sets collected from two community health programs in East Africa. I start, in Section 4.1, by explaining what community health programs are and by motivating the need that they have for effective data quality control. Then, in Section 4.2 I give more information on the data sets that I use in this chapter.

One of the three data sets is labeled. That is, it is annotated to indicate which part of it is real and which part of it is fabricated. To get these labels, I combined data that was known to be real with data that some interviewers fabricated during a “fake data party” (see Section 4.2.1 for details). These labels allowed me to measure the performance of both the supervised and unsupervised curbstoning detection algorithms quantitatively. I report the results of this evaluation in Section 4.3. I show that the supervised algorithms achieved an accuracy of up to 81% at the form-level and up to 97% at the interviewer level. I also show by using ROC curves that both the univariate and multivariate unsupervised algorithms identified curbstoning at a level substantially above random chance.

The other two data sets are unlabeled; they do not provide an opportunity to evaluate the performance of the algorithms quantitatively. However, these data sets are more closely tied to real field operations, so, in a sense, they are more authentic than the labeled data. In Section 4.4 I conclude the chapter by summarizing the results of running one of the unsupervised anomaly detection algorithms on these unlabeled data sets. I show that it found compelling anomalies in these data sets. Although it is impossible to know what caused these anomalies, their discovery points to the usefulness of the unsupervised algorithms.

The work that I present in this chapter is based on work that led to an earlier publication [14].

4.1 Background on community health worker programs

In a Community Health Worker (CHW) program, trained members of the community—who are not healthcare professionals—travel between homes in a given area to check up on
clients, perform routine care, promote healthy behavior, and make referrals to health facilities when necessary. Researchers have shown that CHW programs can positively affect health outcomes but that they require strong supervision and support to be effective [75]. To address some of these needs, researchers and developers have created software tools that run on mobile phones carried by CHWs [41, 44, 67, 79, 121]. CommCare [41, 79], for example, is an open-source software platform for CHWs that is used to register new clients, structure interviews, and record responses directly into the phone. The mobile-phone component of the software uploads its data to a central server called CommCareHQ [34]. Supervisors can use CommCareHQ to track cases and generate summary reports of their organization’s operations.

CommCare removes the need for CHWs to manually enter data into a database after recording it on paper. This change in workflow can increase workers’ efficiency [29]. It provides other advantages as well. First, it can make the data more quickly available to doctors and epidemiologists, who can use it for health surveillance. Second, it can make it easier for supervisors to manage their operations effectively. For example, a supervisor can use CommCareHQ to monitor the number of visits that CHWs are making to ensure that program objectives are being met. Or, automated SMS reminder systems built on top of CommCareHQ can be used to encourage CHWs to follow up with clients when needed. In fact, it was recently shown that one such system decreased the average number of days a CHW’s client were overdue for a follow up visit by 86% [42].

However, the data management capabilities of CommCare are only useful if the software is managing high-quality data—and this might not always be the case. At one CommCare deployment at an organization that I will call Organization A, surprising patterns in the data were discovered. Further investigation revealed that a significant number of CHWs were curbstoning. At a different program at an organization that I will call Organization B, I found that supervisors were performing extensive data quality control measures that exhibited the degree to which they were concerned about curbstoning and other data quality problems.

Curbstoning in a system like CommCare negates the intended benefit of providing decision makers with a sound basis for their decisions. Even more important to those in community health, it hinders the ability of supervisors to manage their operations effectively, and without effective supervision, the health of the client population may suffer. Supervisors already spend a portion of their limited time addressing data quality issues; automatically detecting data quality problems like curbstoning is of primary importance.
4.2 Description of data sets used

There are three data sets in this chapter. The first, which I denote by $\mathcal{A}_\ell$, is a labeled set from the CHW program called Organization A in the previous section. This organization was operating in Tanzania until it was shut down due to a lack of funding in 2011. The second, which I denote by $\mathcal{A}_u$, is a large unlabeled data set from the same organization. The third, which I denote $\mathcal{B}$, is an unlabeled set from the CHW program called Organization B in the previous section. This organization is in Uganda, and as of June 2012, it is still operating.

4.2.1 Data set $\mathcal{A}_\ell$

Data set $\mathcal{A}_\ell$ is from Organization A, a CommCare-supported CHW program in Tanzania that specialized in maternal and neonatal health. The workers in this organization travelled between approximately 100 households in the period of a month, asking basic health and demographic questions, such as whether anyone had a cough, what kind of family planning methods were being used, and whether there were any children under 2 years old. If a CHW found an urgent health problem, she would refer the household to a clinic.

The data consists of 846 forms filled out by 40 CHWs. There were 12 questions in total, of which one was numerical (“How many people are in your household?”) and 11 were categorical. Apart from this response data, CommCare recorded one piece of metadata, how long it took to complete each form. Of the 846 rows in $\mathcal{A}_\ell$, 317 were labeled real (from 15 unique CHWs) and 529 were labeled fake (from 25 unique CHWs).

The real part of $\mathcal{A}_\ell$ came from a study measuring how often different interviewers reported the same answers on surveys of the same household \cite{40}. Unlike normal day-to-day operations at Organization A, these interviews were conducted in a central location to which mothers from households in the area would travel. The interviews were conducted on seven different days in November and December of 2010. Because of the unusually high amount of supervision during these interviews, I have high confidence that the interviewers were faithfully interviewing the clients and recording their responses accurately.

The fake part of $\mathcal{A}_\ell$ was obtained from a “fake data party” that my collaborators and I set up for the purpose of this study. Twenty-five CHWs from Organization A were gathered and given a small payment to fill out several copies of the same form used for the real data. They did not actually interview any households while filling out these forms. Instead, they

\footnote{There was some overlap between the CHWs filling out the real and fake data, but the system of recording user identifiers was different for each of the labels, so I do not have a way to match the CHWs between labels. Thus, for simplicity, I am treating them as distinct groups of CHWs.}
were instructed in Swahili to “pretend they were a client and answer as a client would.” Over two and a half hours, these 25 CHWs faked a total of 529 forms. A brief manual inspection of this data revealed no obvious misunderstandings and no obvious shortcuts taken by the CHWs to fill out the forms.

It is important to note that the labels of $A_\ell$ are not perfect. It is impossible to be certain that every form in the real data set is accurate, and a CHW who is fabricating data in a fake data party might do so differently than a CHW who is fabricating data in the field. I believe, however, that the labels are accurate enough and the data realistic enough to provide a meaningful first evaluation of the algorithms described in Chapter 3. Furthermore, some of the concerns regarding the artificial nature of the fake data party are addressed in Chapters 5 and 6.

4.2.2 Data set $A_u$

Data set $A_u$ is an unlabeled data set from Organization A. This data set is more realistic than the labeled data set $A_\ell$ because it comes from actual CHW field operations during June and July of 2011. The form used is similar to the form in the labeled set. It has 15 questions, all of which are categorical. I filtered the data to include rows only from CHWs who submitted at least 20 forms during the two-month period. This resulted in a set of 4321 forms submitted by 33 unique CHWs.

4.2.3 Data set $B$

Data set $B$ comes from the field operations of Organization B, a CHW program in Uganda. A number of questions in this data set were “check all that apply.” To transform these into a multiple choice format, I created a separate yes/no question for each possibility. This resulted in 103 different questions. The raw data set consists of 328 rows submitted by 42 interviewers. I filtered this to include rows only from interviewers who submitted at least 8 forms, which resulted in a final set of 265 forms submitted by 26 interviewers.

4.3 Evaluation on labeled data

Because the data set $A_\ell$ is labeled, it can be used to evaluate the performance of both supervised and unsupervised algorithms. In Section 4.3.1 I use it to evaluate the supervised classification algorithms logistic regression and random forest. In Section 4.3.2 I use it to evaluate the unsupervised anomaly detection algorithms LOCI, MMA, and SVA.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Prec.</th>
<th>Rec.</th>
<th>Spec.</th>
<th>$F_1$</th>
<th>Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.84</td>
<td>0.86</td>
<td>0.72</td>
<td>0.85</td>
<td>0.81</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.84</td>
<td>0.85</td>
<td>0.72</td>
<td>0.84</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Table 4.1: Form-level performance of supervised algorithms on $A_\ell$. This table shows the precision, recall, specificity, $F_1$-score, and accuracy for both logistic regression and random forest.

![Performance of Supervised Algorithms](image)

(a) Form-level  
(b) Interviewer-level

Figure 4.1: ROC curves for supervised algorithms on $A_\ell$.

4.3.1 Supervised algorithms

To optimize the performance of the supervised algorithms, I first performed model selection, as outlined in Section 3.2.3. For logistic regression, I performed bottom-up greedy feature selection with cross-validated accuracy (averaged over 40 repetitions) as the optimization criterion. This resulted in 4 of the 13 features being chosen. In order, they were total-time (the last timestamp on the form minus the first timestamp on the form), diarrhea (“Does anyone in the house have diarrhea?”), death (“Has anyone in the house died?”), and new-born (“Is there a new born in the house?”). Of these features, total-time was negatively correlated with fabrication, and diarrhea, death, and new-born were positively correlated with fabrication. Thus, curbstoners completed forms more quickly and tended to overestimate the prevalence of rare events in the households they interviewed.

The fact that interviewers fabricated data more quickly (a mean of 148 seconds for the
### Table 4.2: Interviewer-level performance of supervised algorithms on $A_i$. This table shows the precision, recall, specificity, $F_1$-score, and accuracy for both logistic regression and random forest.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Prec.</th>
<th>Rec.</th>
<th>Spec.</th>
<th>$F_1$</th>
<th>Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.88</td>
<td>1.00</td>
<td>0.77</td>
<td>0.94</td>
<td>0.92</td>
</tr>
<tr>
<td>Random Forest</td>
<td>1.00</td>
<td>0.96</td>
<td>1.00</td>
<td>0.98</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Fabricated data versus a mean of 240 seconds for the real data) is consistent with the *fast interviews* hypothesis from related work [24, 69, 76, 82], and the fact that they misestimated the population distribution of responses is consistent with the *unusual data* hypothesis from related work [61, 82, 109]. (Both of these hypotheses were described in Section 2.1.)

For random forest model selection, I set $I = 32$ and tried all values of $K$ in $\{2, 4, 8, 13\}$, using the cross-validated accuracy (averaged over 10 repetitions) as an optimization criterion. This resulted in a choice of $K = 8$.

Table 4.1 shows performance measures for both algorithms obtained via 10-fold cross-validation. Both algorithms have similarly good performance, achieving an accuracy of 81%. Figure 4.1(a) shows ROC curves for both of these algorithms. These curves show a good—and very similar—set of sensitivity-specificity tradeoffs for both algorithms. Thus, the supervised classification algorithms can accurately identify curbstoning at the form level.

One could also ask how well the algorithms work at the interviewer level. That is, if one aggregates the predictions for each form by interviewer, does this accurately predict which of the interviewers are fabricating data? To answer this question, I performed the following experiment for both logistic regression and random forests. Using 10-fold cross-validation, I obtained a probability for each form that it was fabricated. Then, for each interviewer $i$, I averaged these probabilities over all of $i$’s forms. I interpreted this number to be the probability that $i$ was fabricating data. If it was greater than 0.5, the prediction was that $i$ was a *positive* (fake) example, and if it was less than 0.5, the prediction was that $i$ was a *negative* (real) example. I repeated this 10 times to get 10 predictions for each interviewer, or 400 predictions total.

Table 4.2 shows the performance measures from these predictions. It shows that aggregating information by interviewer is very effective. The accuracy of the predictions made this way is 92% for logistic regression and 97% for random forest. Figure 4.1(b) shows ROC
curves for these predictions. These ROC curves are extremely good, and in fact, the curve for logistic regression is perfect, meaning that there is a number $z$ such that all of the interviewers who fabricated data had a score greater than $z$ and all of the interviewers who did not fabricate data had a score less than $z$. Thus, when making predictions at the interviewer level, the supervised algorithms are even more effective at identifying curbstoning. Although in practice it is unlikely that interviewers will fabricate either all or none of their data, this analysis suggests that interviewers who habitually fabricate a lot of data could be identified by unusually high average scores from the supervised classification algorithms.

4.3.2 Unsupervised algorithms

A complication of evaluating an anomaly detection algorithm on $A_\ell$ is that the algorithm should perform better when there is more real data than fake data, but the data set $A_\ell$ has a fixed fraction of fabricated data (63%). To work around this, I used random subsets of $A_\ell$ with smaller—and varying—amounts of fabricated data. For LOCI, I ran the following experiment once for each value of $p \in \{75, 90, 99\}$: for 100 repetitions, I randomly selected $p$ real forms and $100 - p$ fake forms. Then I had LOCI compute outlier scores for each of the chosen forms. I used these scores, aggregated over the 100 repetitions, to create ROC curves.

---

2It turns out that this number $z$ could be anything between 0.52 and 0.54. This explains the seeming discrepancy between the performance of logistic regression in Table 4.2 and Figure 4.1(b): Table 4.2 reports the performance when a cutoff score of 0.5 is used, which is below the minimum value of $z$ needed for perfect separation.
Figure 4.2 shows the ROC curves generated in this way. It shows that the algorithm tended to do fairly well at predicting fabricated data, though, as a comparison to Figure 4.1(a) shows, not as well as the supervised algorithms, even when 99% of the data was real. As one would expect, the performance of LOCI decreases when there is more fabricated data. However, the difference in performance between the 90% real and 75% real curves is small, suggesting that this effect is minor for moderate rates of fabrication.

Next, I evaluated both the univariate and multivariate versions of MMA and SVA, starting
with the univariate versions. Just as with LOCI, I used random subsets of \( A_\ell \) with varying amounts of fabrication. Since MMA and SVA make predictions at the interviewer level, I chose subsets of interviewers instead of forms. There were two conditions: a 5:1 ratio of real to fake data and a 1:1 ratio of real to fake data. Specifically, for each value of \( p \in \{3, 9\} \), for 1000 repetitions, I chose \( p \) CHWs who were fabricating data and \( 18 - p \) CHWs who were not fabricating data. I formed a data set by choosing all of the forms made by these 18 CHWs. Then I had SVA and MMA compute outlier scores for each interviewer-question pair. I used these scores, aggregated over the 1000 repetitions, to create ROC curves.

Figures 4.3(a) and 4.3(b) show the ROC curves generated in this way. These curves show a high level of performance, similar to that of LOCI at the form level. Even though MMA and SVA are interviewer-level, it is perhaps not surprising that their univariate versions have a performance similar to the form-level algorithm LOCI because LOCI can leverage the information across all questions, whereas univariate MMA and SVA can use only a single question.

As expected, the performance of MMA and SVA is better when the proportion of fake data is lower, but—perhaps surprisingly—even when the amount of fake data is the same as the amount of real data, the performance of these algorithms is substantially above chance. I speculate that this is because in aggregate, the CHWs come up with a fairly accurate estimate of the population averages, but the fake CHWs tend to deviate more from this estimate than the real CHWs. Also, note that MMA and SVA have similar performance at the 5:1 real to fake ratio, but SVA has a higher performance than MMA at the 1:1 real to fake ratio. This could be because the use of medians by SVA to determine the expected distributions is less sensitive to the extra noise introduced by the large number of CHWs fabricating data.

Figures 4.3(c) and 4.3(d) show the ROC curves generated by the multivariate versions of MMA and SVA for the same real to fake ratios. These figures show that, not surprisingly, both algorithms perform better in the multivariate case. SVA tends to do slightly better than MMA, a difference that is more pronounced for the 1:1 real to fake case.

### 4.4 Evaluation on unlabeled data

Although the labels in data set \( A_\ell \) provide a ground truth with which to evaluate the performance of curbstoning detection algorithms, this data set suffers from the limitation that interviewers who were fabricating data were not given an incentive to fabricate data realistically. Therefore, the fabricated data may be artificially easy to detect, and the performance
Data Set $A_u$

Question 1 (score = 412.2): Do you want to know more about family planning?

- No
- Yes

Interviewer 1 (312 forms): 11% 89%
Everyone (3131 forms): 71% 29%

Question 2 (score = 335.4): Is the client available?

- No
- Yes

Interviewer 2 (258 forms): 91% 9%
Everyone (4321 forms): 28% 72%

Question 3 (score = 101.9): Do you want to know more about family planning?

- No
- Yes

Interviewer 3 (100 forms): 11% 89%
Everyone (3131 forms): 71% 29%

Question 4 (score = 95.5): Did you give any referral in this household?

- No
- Yes

Interviewer 3 (100 forms): 62% 38%
Everyone (3131 forms): 93% 7%

Question 5 (score = 85.6): Did anyone in the household have a fever yesterday or today?

- No
- Yes

Interviewer 3 (100 forms): 68% 32%
Everyone (3131 forms): 94% 6%

Data Set $B$

Question 1 (score = 41.3): If yes, which of these marketing activities do you do with this group? (Choosing crops or varieties to grow and market)

- No
- Yes

Interviewer 1 (16 forms): 44% 56%
Everyone (265 forms): 94% 6%

Question 2 (score = 36.5): Why did you find yourself without food? (There was no food distribution)

- No
- Yes

Interviewer 2 (8 forms): 0% 100%
Everyone (265 forms): 94% 6%

Question 3 (score = 35.5): Why did you find yourself without food? (No one was willing to offer us some food)

- No
- Yes

Interviewer 2 (8 forms): 0% 100%
Everyone (265 forms): 93% 7%

Question 4 (score = 32.1): What did you do with the information you got from the FIELD OFFICER? (I started storing my produce at a warehouse or collection point)

- No
- Yes

Interviewer 3 (9 forms): 11% 89%
Everyone (265 forms): 89% 11%

Question 5 (score = 31.7): What information have you ever got from a FIELD OFFICER? (Supplying to WFP)

- No
- Yes

Interviewer 3 (9 forms): 0% 100%
Everyone (265 forms): 84% 16%

Figure 4.4: The most anomalous question distributions according to MMA in data sets $A_u$ and $B$.

reported in Section 4.3 may be overly optimistic. In this section, I address this limitation
by evaluating the unsupervised algorithm MMA on the data sets $A_0$ and $B$. These data sets are not labeled, so it is hard to quantitatively evaluate MMA on them. However, they are from actual field operations of Organizations A and B, so it is possible to qualitatively assess whether MMA can find compelling outliers in these realistic data sets.

Figure 4.4 shows, for both data sets, the five most surprising interviewer-question pairs according to MMA. Each entry in the figure shows the question text, along with the interviewer’s distribution compared to the overall distribution from all interviewers. For example, the figure shows that the most surprising distribution from an interviewer at Organization A, with an $m_{ij}$ value of 412.2, is “Do you want to know more about family planning?” Interviewer 1 said that 89% of her clients wanted to learn more about family planning, whereas the proportion of clients, over all interviewers, who responded this way was only 29%. Although there could be many causes for this type of anomaly besides curbstoning, it seems clear that a supervisor would want to follow up on it. Indeed, after I showed a similar table to supervisors at Organization B, they informed me that they found information like this very useful and were interested in the possibility of using algorithms such as MMA as part of their operations.

One could ask whether the types of anomalies shown in Figure 4.4 are what would be expected from chance fluctuations alone. This does not seem to be the case. A justification is shown in Figure 4.5, which helps to visualize interviewer correlations for the $m_{ij}$ values in data set $B$. Each bar in this figure corresponds to an interviewer; the height is the number of questions for which the interviewer’s distribution has an $m_{ij}$ value in the top 95th percentile of the values for all interviewer-question pairs. The bars are sorted from left to right according to this frequency, and only the top 15 interviewers are shown.

Figure 4.5 shows that two interviewers have many more surprising answer distributions than other interviewers. If the $m_{ij}$ values were independently and identically distributed, then for a given interviewer, the chance that a particular question distribution would make it in the 95th percentile is 0.05. Thus, for the first interviewer in Figure 4.5, the chance that at least 27 questions would randomly appear in the 95th percentile is the chance that a binomial random variable with parameters $n = 103$ (the number of questions) and $p = 0.05$ would achieve a value of at least 27, which is $8.5 \times 10^{-13}$. Since

---

3 Because these data sets are unlabeled, it is impossible to evaluate supervised algorithms on them. Of the unsupervised algorithms, I focus on MMA in this section. I do not evaluate LOCI because it is hard to qualitatively assess how compelling individual form outliers are. I do not evaluate SVA because when the number of forms per interviewer varies significantly and there are some questions with very few non-blank forms from certain interviewers, as is true for $B$, SVA can have a tendency to give artificially high scores to interviewer-question pairs in which the number of forms is small.
Figure 4.5: Number of anomalous questions by interviewer in data set B. Each bar shows the number of questions per interviewer that have $m_i^j$ values in the 95th percentile. The interviewers are sorted from left to right according to this number. (Only the top 15 interviewers are shown.) The abnormally high frequency of the first two interviewers suggests that the $m_i^j$ values are not due to chance alone.

there are 26 interviewers, the chance that this would occur for any interviewer is less than $26 \cdot 8.5 \times 10^{-13} = 2.2 \times 10^{-11}$. Hence, it seems highly likely that something besides chance alone is causing this interviewer’s distributions to be so different; a supervisor would be well-advised to investigate further.

4.5 Chapter summary

In this chapter, I described a preliminary investigation into the feasibility of using supervised classification and unsupervised anomaly detection algorithms to identify curbstoning. To do so, I ran the algorithms on data sets from two CHW organizations in East Africa. First, I showed that on the labeled data set $A_\ell$, the supervised algorithms achieve an accuracy of up to 81% at the form-level and 97% at the interviewer level, and that the unsupervised algorithms identified curbstoning with good sensitivity and specificity. Second, I showed that one of the unsupervised interviewer-level techniques, MMA, was able to find compelling anomalies in more realistic, but unlabeled, data sets from the organizations.

Although these initial results are promising, there are two main limitations of the work presented so far. First, as mentioned before, interviewers in the fake data party were not given an incentive to fabricate data realistically. Thus, the quantitative evaluations in Sec-
tion 4.3 may be overly optimistic. Second, the potential of user trace metadata features to detect curbstoning was left largely unexplored. I did show that the total-time feature was predictive of fabricated data, but this feature just scratches the surface of the types of rich metadata features that could be recorded by mobile devices. In the next two chapters, I describe a study that addresses both of these limitations.
Chapter 5

STUDY HABITS SURVEY:
DESIGN AND EXECUTION

The research that I presented in Chapter 4 provided preliminary evidence that supervised classification and unsupervised anomaly detection algorithms could be used to detect curbstoning, but it did little to address two major parts of my thesis: first, that the algorithms can work even when interviewers are aware that they are being used and are incentivized to avoid detection; and second, that their accuracy can be improved by using user-trace data recorded by mobile electronic devices during data collection. In this chapter, I describe a study that I performed to simultaneously explore both of these aspects of my thesis.

In the study, I had participants conduct a short survey on study habits using software called Open Data Kit (ODK) Collect installed on their Android mobile phones. As in the work described in Chapter 4, the interviewer participants not only collected real data, but also created fabricated data in controlled settings. Unlike the work in Chapter 4, however, interviewers in this study were given information about how the algorithms worked and were incentivized to fabricate data in a way that avoided detection. They also used a modified version of ODK Collect that recorded extensive user trace logs. These two features of the study allowed me to delve more deeply into the questions posed by my thesis.

In this chapter, I discuss the design and execution of the study, deferring the discussion of the data collected to the next chapter. I start in Section 5.1 by describing the survey on study habits that the interviewers conducted for this study. I discuss the design considerations that led to the survey, and I give a general description of the questions in it. (The entire content of the survey is given in Table A.1.) In Section 5.2, I give relevant background on ODK Collect. In Section 5.3, I describe the protocol of the study. I show how both participants’ knowledge of the algorithms and the incentives provided for realistically fabricating data were carefully controlled and varied so that the effect of such knowledge and motivation could be studied. (Some further technical detail on the protocol, including the text of scripts that were used, can be found in Appendix B.) In Section 5.4, I describe the structure of the log files that recorded user interaction traces on ODK Collect. For these raw log
files to be useful, numeric and categorical features needed to be extracted from them. In Section 5.5, I motivate and define the features that I extracted from the logs. I conclude the chapter, in Section 5.6, by summarizing the actual execution of this study. I describe how 28 participants from the University of Washington were recruited to interview 256 respondents and generate 448 fabricated forms. I also discuss data quality indicators, how I cleaned the data, and how I separated the data into training and test sets. This provides the background needed to delve into the data in the next chapter and explore whether it supports my thesis.

5.1 The Study Habits survey

The survey on study habits that I used for this study contained 44 questions: 27 categorical, 7 numeric, and 10 free text. The survey was designed to take between 5 and 10 minutes to complete. It started with a series of questions to determine whether the respondent was eligible for the survey. To be eligible, a respondent had to be a university student, be between age 18 and age 25, and have never taken the survey before.

Once the respondent was determined to be eligible, the survey asked for details about her major. It then asked for details about the hardest class she had taken in the last year, including its name, when she took it, whether she liked it, and how many hours a week she spent on it. Next, it asked how much time she spent on obligations outside of school, including paid work, volunteer work, research, and family. Following that, it asked whether and how much she would be willing to pay for a major she was interested in if it cost extra. Then it asked a series of questions to determine how often the respondent sought help in her studies from faculty, TAs, tutors, and advisors. It concluded by asking whether the respondent believed that she studied more than the average student, procrastinated more than the average student, and had more obligations outside of school than the average student.

For conciseness, I will refer to questions by a unique identifier. These identifiers, along with the entire content of the survey, are given in Table A.1. This table shows, for example, that Question 22 has the identifier average-work and the text “On average, how many hours do you spend studying?”

Unlike the survey in Chapter 4, the Study Habits survey was designed specifically for the study on curbstoning detection. I considered several factors in its design:
Variety of answer types. To be general, the survey included a substantial number of categorical, numeric, and free text responses.

Variance in answer difficulty. Some of the questions were straightforward for the interviewer and respondent, like sex ("What is your sex?") and major ("What is your major?") while some required more thought, like average-work ("On average, how many hours do you spend studying?") or faculty ("How often in a quarter do you typically seek help from faculty for your course work?"). My hypothesis was that the time to complete harder questions would vary more substantially between real and fake data than the time to complete easier questions would. Having both hard and easy questions would allow me to test this hypothesis.

Branching logic. Many of the questions in the survey were asked only if an earlier question was answered in a particular way. For example, respondents were only asked what their major was if they had indicated earlier that they had decided on a major. The number of such conditional questions was 17, so depending on how questions were answered, the number of questions that a respondent was actually asked varied from 27 to 44. I included such a large number of conditional questions to test the short paths through survey hypothesis, described in Section 2.1, that posits that curbstoners tend to ask fewer conditional questions [21, 59].

Pertinent questions. Although I created the Study Habits survey specifically to evaluate curbstoning detection algorithms, I did not want the interviewers and respondents to take it less seriously because of that. To lend credibility to the questions, I chose questions in consultation with the undergraduate advisors at the University of Washington Department of Computer Science & Engineering (CSE). The involvement of the CSE advisors with the design of the survey was communicated in writing and verbally to the interviewers and respondents.

The survey questions were not tested with the target population before they were finalized, and as a result, some of the questions turned out to be ambiguous. For example, many people did not think it made sense for a major to be both “intended” and “declared,” which was an option provided by the question intended-major. However, the purpose of my research was to study curbstoning—not to draw conclusions based on the response data; therefore, such ambiguities do not affect the validity of this study.
5.2 Background on Open Data Kit

Open Data Kit (ODK) is “an extensible, open-source suite of tools designed to build information services for developing regions” [53]. For this study, I used one of the tools from the suite called Collect, which is data collection software for mobile devices that use the Android operating system. Although Collect will run on both tablets and mobile phones, participants in this study used it only on phones. Collect supports many different data types, including categorical, numeric, and free text. It also supports multimedia types like images, audio, and video, but this functionality was not required for this study.

In Collect, a survey consists of prompts, which can be either read-only note prompts or interactive question prompts for data entry. (In addition to the 44 question prompts in the Study Habits survey, there are another 8 note prompts, which are also listed in Table A.1) To move forward through the survey, users swipe the touch screen with their fingers, a motion similar to turning the pages of a book. To move forward, users swipe their finger to the left, and to move backward, they swipe their finger to the right. To choose a response for a categorical question, users click on the desired response. To enter a numeric or free text response, they use the keyboard on their phone (either a physical keyboard, if one exists, or the “soft” keyboard that appears on the touch screen.) If the entire prompt is too big to
fit in the phone’s screen, users can scroll through the prompt vertically with their fingers. Figure 5.1 shows screenshots from three different prompts in the Study Habits survey.

### 5.3 Study protocol

In this section, I describe the protocol that the interviewer participants followed, both to conduct interviews with actual respondents and to fabricate data in controlled settings.

Participation in the study lasted one week and consisted of three phases: (1) the training session, which took place in the lab; (2) the interview period, which took place on participants’ own time; and (3) the follow up session, which took place in the lab.

Participants fabricated data during both the training session and the follow up session. Their knowledge of the purpose of the study and the curbstoning detection algorithms increased over time. In the training session, they fabricated data, but they were not told why they were doing so. As in the study from Chapter 4, they were told only to “pretend they were interviewing someone and answer as he or she would.” In the follow up session, they fabricated data in two additional rounds. In the first round, they were told the purpose of the study; in the second round, this knowledge was supplemented with personalized feedback about how the algorithm was identifying their fabricated data. In both rounds, they were given a monetary incentive if they fabricated data realistically.

In the rest of this section, I describe this protocol in more detail. Table 5.1 summarizes this protocol at a high level. (I discuss the details of data collection, including how I recruited participants, in Section 5.6.)

<table>
<thead>
<tr>
<th>Phase</th>
<th>Components</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training session</td>
<td>Introduction to study, Demonstration, Generation of uninformed fake data (fake₀), Generation of first real data</td>
<td>1-2 hours</td>
</tr>
<tr>
<td>Interview period</td>
<td>Interviews of 10 respondents</td>
<td>1 week</td>
</tr>
<tr>
<td>Follow up session</td>
<td>Generation of informed fake data (fake₁), Generation of better-informed fake data (fake₂)</td>
<td>1-2 hours</td>
</tr>
</tbody>
</table>

Table 5.1: Summary of study protocol.
5.3.1 Training session

Participants began the study by coming into the lab for a training session, sometimes alone and sometimes in small groups. In this session, participants signed consent forms, were given a demonstration of how to carry out a survey, and generated their first real and fabricated data. Although participants were told that one of the purposes of the study was to test new features of ODK involving data quality, they were never told anything more specific. In particular, during the training session, the explicit purpose of the study—to test algorithms to identify curbstoning—was not mentioned.

The training sessions were structured as follows.

**Part 1 – Introduction to study**

First, participants signed the consent form. Next, I told them that my research group was running a survey about study habits on behalf of the CSE undergraduate advisors at the University of Washington. I told them that they would be interviewers for this survey, and that for the week between the training and follow up sessions, they were to administer the survey using ODK Collect on any 10 people they could find, as long as they fit the requirements of the study given in Section 5.1. I told them that I was interested both in the data itself and in testing some new unspecified features of ODK Collect involving data quality.

**Part 2 – Demonstration**

After the introduction, I demonstrated how interviews should be conducted using ODK Collect. First, I outlined the required procedure for obtaining informed consent from respondents. Then, I gave the participants consent forms for the respondents and told them that they were to read the consent-note prompt aloud before getting a signature from the respondent.

Next, I walked through each question on an emulated Android phone projected for everyone to see. I explained that participants were to read from and enter data into the phone themselves, instead of letting the respondents self-administer the survey. I took particular care to emphasize the branching logic of the survey. I encouraged participants to ask questions during this demonstration.

At the end of the demonstration, I walked through the name-phone-note prompt and explained that because data quality was important to me in this study, I would be performing reinterviews on a random subset of the respondents who consented to leave their name and phone number. I stressed that consent should be obtained carefully before respondents
left their numbers.

**Part 3 – Generation of uninformed fake data**

After the demonstration, I asked the respondents to fill out five different forms, telling them to “pretend they were interviewing five different people and answer as they would.” The data collected during this portion of the training session was the first fabricated data created by the participants. Instead of telling the participants the true purpose of this fabrication, I implied that it was to gain familiarity with the survey. For this reason, I refer to this data, labeled $\text{fake}_0$, as the *uninformed fake* data.

**Part 4 – Generation of first real data**

After all of the participants finished generating the $\text{fake}_0$ data, I told them that to practice performing the survey more realistically, they would take turns interviewing each other. They were to do everything they would in a normal survey, including reading the consent-note prompt and getting a signed consent form from the respondent. This data was the first data labeled $\text{real}_1$. If there was only one participant in the training session, I skipped this portion of the training session. At the end of the training session, participants were given a $20$ gift card as compensation for their time.

5.3.2 Interview period

As I explained to participants, following the training session was a one-week interview period. I asked each participant to administer the survey to 10 eligible respondents during this period. There was, however, no enforcement of this request, and compensation was not dependent on the number of respondents interviewed.

During the interview period, I had no contact with the participants, except to answer questions and schedule the follow up session. Participants conducted the surveys whenever they wanted, using their own Android phones or a loaner Android phone if they did not have their own. The data collected during this period was given the label $\text{real}_1$. Because of my lack of contact with the participants, data quality was a concern. I describe how I addressed this concern in Section 5.6.2.

5.3.3 Follow up session

After the interview period, I asked participants to come back to the lab for a follow up session. As for the training session, participants were allowed to attend alone or in groups, and the session was designed to take between 1 and 2 hours. In the follow up session, I told participants the true purpose of the study and gave them two more rounds to fabri-
cate data. In both rounds, a monetary reward was given to the participants who fabricated data particularly realistically. The primary difference between the first and second round was that in the first round, participants had little knowledge of how the curbstoning detection algorithm worked, whereas in the second round personal feedback was given to participants describing how the algorithm was identifying their fabricated data. The purpose of doing this was to study how robust the curbstoning detection algorithms were to adaptations from interviewers as they learned how the algorithms worked.

The follow up sessions were structured as follows.

**Round 1 – Generation of informed fake data**

First, participants uploaded the real data collected during the week. Next, I read participants a script informing them that the true focus of this study was to validate algorithms to identify fabricated survey data. Then, I told them that they would have 40 minutes to fabricate between 4 and 10 more forms. This allowed participants to spend between 4 and 10 minutes per survey, which turned out to easily contain typical survey times seen during the collection of real data. I provided this flexibility so that participants would not face time constraints that could artificially differentiate the fabricated data from the real data.

To incentivize the participants to fabricate data realistically, I told them that they would be given a fabrication score indicating how well they faked data; if the score was good enough, they would receive an extra $10 gift card. The particular requirement to receive the extra compensation depended on whether there was one or more than one participant in the follow up session. If there was one participant, then a participant had to do better than a predetermined cutoff, chosen to be the approximate median score seen during the pilot period. (See Section 5.6 for details on the pilot period.) If there was more than one participant, then a participant had to get the best score in the session.

The way scores were calculated changed slightly between the pilot period and main data gathering period. In both cases, a participant’s score was based on the probability of being fake that a simple supervised classifier assigned to her fabricated instances. The lower these probabilities were in aggregate, the better. Details of the scoring mechanism and the complete text of the scripts read to the participants can be found in Appendix B. The data collected during Round 1 was called the informed fake data and given the label $fake_1$.

**Round 2 – Generation of better-informed fake data**

After participants finished fabricating their Round 1 data, I ran a script that extracted 9 features for each form, called the feedback-eligible features. I chose these features before I
Our algorithm logs how many seconds you spend on the screens in which you are supposed to read something to the respondent. For each submission you gave us, it found the total number of seconds you spent on these screens. This number tended to be higher in your fabricated data than in the real data.

Our algorithm logs whenever you move backwards through the form (by swiping to the right). For each submission you gave us, it computed the total number of times you moved backwards. This number tended to be lower in your fabricated data than in the real data.

Our algorithm logs the total amount you scrolled up or down on a screen (in pixels) on each submission you gave us. This number tended to be lower in your fabricated data than in the real data.

![Figure 5.2: Example feedback email sent to respondent.](image)

started collecting data because—based on my previous experience and prior research—I thought they would be both predictive of fabrication and easy to explain to participants. Table 5.2 shows each of the feedback eligible features, along with how they were explained to participants when applicable. I provide a full definition of all features, including the feedback eligible features, in Section 5.5.

After the script extracted the feedback eligible features, it trained a simple classifier on these features and used that script to generate the fabrication scores. (I describe more details of this classifier in Appendix B.) Next, I read the scores for each participant aloud to the group. I immediately gave the $10 gift card to the winning participant, if there was one.

After that, I read participants a script that explained that during the next few minutes, I would be sending each of them an email that contained the three feedback-eligible features that were most correlated with their own data being fake, along with the direction of that correlation. I told them that they should think of these features as the “clues” that the algorithm used to determine that their fabricated data was actually fake. The emails were generated using the explanations given in Table 5.2. Figure 5.2 shows an example of an actual email sent during one of the follow up sessions.

After they received these emails, they had another 40 minutes to fabricate between 4 and 10 surveys. I told them that, to fabricate data more realistically, they should keep in mind their “clues.” As in the first round, I gave them a reward of $10 if they fabricated data real-
<table>
<thead>
<tr>
<th>Feature</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>max-select-one-edits</td>
<td>“Our algorithm looks at the number of times you change a response to each multiple choice question. For each submission you gave us, it found the maximum number of times a multiple choice question response was changed.”</td>
</tr>
<tr>
<td>mean-select-one-edits</td>
<td>“Our algorithm looks at the number of times you change a response to each multiple choice question. For each submission you gave us, it found the mean (average) number of times a multiple choice question response was changed.”</td>
</tr>
<tr>
<td>mean-string-length</td>
<td>“Our algorithm looks at the length of all text responses that you give. (This does not include multiple choice questions or questions with a numeric value.) For each submission you gave us, it found the mean (average) length of the text responses.”</td>
</tr>
<tr>
<td>median-answer-time</td>
<td>“Our algorithm logs how many seconds you spend on each question. For each submission you gave us, it found the median (average) number of seconds you spent on all of the questions.”</td>
</tr>
<tr>
<td>note-time</td>
<td>“Our algorithm logs how many seconds you spend on the screens in which you are supposed to read something to the respondent. For each submission you gave us, it found the total number of seconds you spent on these screens.”</td>
</tr>
<tr>
<td>num-conditional</td>
<td>“Some of the questions in the survey are conditional: whether they appear depends on the responses to earlier questions. Our algorithm logs whenever one of these conditional questions appears. For each submission you gave us, it computed the total number of conditional questions that appeared.”</td>
</tr>
<tr>
<td>num-previous</td>
<td>“Our algorithm logs whenever you move backwards through the form (by swiping to the right). For each submission you gave us, it computed the total number of times you moved backwards.”</td>
</tr>
<tr>
<td>num-swipes</td>
<td>“Our algorithm logs whenever you move from one question to another (going either forward or backward). For each submission you gave us, it computed the total number of times you moved from one question to another.”</td>
</tr>
<tr>
<td>total-scrolled</td>
<td>“Our algorithm logs the total amount you scrolled up or down on a screen (in pixels) on each submission you gave us.”</td>
</tr>
</tbody>
</table>

**Table 5.2: Feedback-eligible features.** Each participant received three of the explanations, corresponding to the three of these features that were most correlated with the participant’s fabricated data. Each explanation was followed by “This number tended to be ____ in your fabricated data than in the real data,” where the blank was either “higher” or “lower,” depending on whether the feature was positively or negatively correlated with fabrication.
Table 5.3: Summary of data labels.

<table>
<thead>
<tr>
<th>Label</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>real</td>
<td>real</td>
<td>Real interviews between participants and respondents, including the interviews that occurred at the end of the training sessions.</td>
</tr>
<tr>
<td>fake₀</td>
<td>uninformed fake</td>
<td>Fabricated interviews from the training session, in which participants were told to “pretend they were interviewing five different people, and answer as they would.” For this data, the participants were not informed of the true purpose of the study and were not given an incentive to fabricate data realistically.</td>
</tr>
<tr>
<td>fake₁</td>
<td>informed fake</td>
<td>Fabricated interviews from the first round of the follow up session. For this data, the participants knew the true purpose of the study and were given a monetary incentive to fabricate data realistically, but they did not have any information about how the fabrication detection algorithm worked.</td>
</tr>
<tr>
<td>fake₂</td>
<td>better-informed fake</td>
<td>Fabricated interviews from the second round of the follow up session. For this data, not only did the participants know the true purpose of the study and receive an incentive to fabricate data realistically, but also they had been given some feedback on features that the algorithm used to identify their fabricated data.</td>
</tr>
</tbody>
</table>

Table 5.3: Summary of data labels.

istically enough. If there was more than one participant in the session, the requirement to get the $10 was again to get the best score in the session. If there was only one participant, then the requirement was to improve the score the participant got in Round 1 by a factor of two.

The data collected during Round 2 was called the better-informed fake data and given the label fake₂. At the end of the follow up session, participants were given a $30 gift card—in addition to any of the additional award money received—as compensation for their time.

Table 5.3 summarizes the four different types of real and fabricated data that were obtained in all three phases of the study.
**Table 5.4: User-trace log event types.** In addition to the parameters listed in this table, each event was also tagged with a timestamp.

<table>
<thead>
<tr>
<th>Event type</th>
<th>Description</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>answer selected</td>
<td>An answer is selected for a categorical question prompt. This could happen</td>
<td>The form identifier, the prompt name, the response selected, the position</td>
</tr>
<tr>
<td></td>
<td>more than once for a given prompt if the user changes the response.</td>
<td>of the response selected.</td>
</tr>
<tr>
<td>data saved</td>
<td>A form is saved.</td>
<td>The form identifier.</td>
</tr>
<tr>
<td>form deleted</td>
<td>A form is deleted.</td>
<td>The form identifier.</td>
</tr>
<tr>
<td>instance loaded</td>
<td>A form is loaded.</td>
<td>The form identifier.</td>
</tr>
<tr>
<td>next</td>
<td>A prompt is reached from a forward (left) swipe.</td>
<td>The form identifier, the prompt name.</td>
</tr>
<tr>
<td>previous</td>
<td>A prompt is reached from a backward (right) swipe.</td>
<td>The form identifier, the prompt name.</td>
</tr>
<tr>
<td>scroll</td>
<td>The user scrolls up or down on a prompt.</td>
<td>The form identifier, the prompt name, the amount scrolled in pixels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(where a positive number means a scroll up and a negative number</td>
</tr>
<tr>
<td></td>
<td></td>
<td>means a scroll down).</td>
</tr>
<tr>
<td>text changed</td>
<td>The text is changed for a numeric or free text question prompt.</td>
<td>The form identifier, the prompt name, the answer text prior to the change,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>the answer text after the change.</td>
</tr>
</tbody>
</table>

In my implementation, each log entry consisted of an event type and a timestamp. Various parameters were also recorded depending on the event type. For example, many log entries were tagged with a form and prompt identifier to indicate where the interviewer was in the survey when the event occurred. Table 5.4 lists all of the event types, a description of what they signified, and the parameters that were recorded along with them.

The logs were stored as SQLite files on participants’ phones, which were uploaded to a

---

1I actually recorded more types of events than those listed in Table 5.4, but these types were the only ones that I ended up using for feature extraction.
server during the training and follow up sessions. They were identified on the server by a hash of the phone’s device identifier, which made it possible to associate the logs by interviewer. By looking at the most recent answer selected and text changed events for each form, the actual responses for that form could be reconstructed. Because of this, the traditional XML storage mechanism implemented by ODK Collect was bypassed and the only data uploaded from participants’ phones were the log files.

5.5 Feature extraction

The log files described in the previous section were linear recordings of a series of events in time, but the algorithms described in Chapter 3 require numeric or categorical features. The parameters recorded in the log entries, including the timestamps, made it possible to extract a wide variety of numeric and categorical features from the log files. For example, to get the amount of time a user spent on a given prompt on a given form, an algorithm could first search for all events that are tagged with the form and prompt identifier. Let the set of these events be \( S \). Then, supposing that all of the log events are numbered in sequential order, the algorithm could add up the differences between the timestamp of each event \( i \in S \) and the timestamp of its successor event \( i + 1 \) (which may or may not be in \( S \)). The result of this sum is the time spent on the given prompt.

In this section, I define all of the features that I extracted from the logs. My motivation for choosing features varied. Some of the features were inspired by the related work described in Section 2.1 that suggested various traits that might characterize fabricated data, such as fast interviews, short paths through survey, and low data variance. Other features were not inspired by a particular hypothesis about how they would predict curbstoning, but they seemed to me to be potentially useful.

There were some features that I could not include in the study. GPS data, for example, could be a strong predictor of fabrication, but because for this study, all data fabrication occurred in the same physical location, it was not appropriate to include it. The particulars of the study format also ruled out many of the remaining features described in Section 2.1, especially the time-of-day-based features such as interview surge, close to deadline, and unusual time of day. In Section 7.2.3, I discuss the possibility of using more sophisticated user-trace logging as a direction for future research.

The features extracted from the logs are divided into three categories: prompt-level features, which pertain to individual prompts within a form; form-level features, which pertain to the
entire form; and interviewer-normalized features, which are features that have been adjusted by what is typical for the interviewer. I discuss each in turn, and conclude in Section 5.5.5 by describing the naming convention that I use to refer to features from this study. Note that some of these features have already been discussed in the context of the feedback-eligible features of Table 5.2.

5.5.1 Prompt-level features
I extracted the following prompt-level features:

- **response** – the actual value of the response for the prompt, if it was a question prompt. (This is the only thing that would typically be recorded by ODK Collect for the question.)

- **time** – the total number of milliseconds spent on the prompt.

- **num-next** – the total number of times, within a single form session, that the user swiped forward (left) to the prompt.

- **num-previous** – the total number of times, within a single form session, that the user swiped backward (right) to the prompt.

- **delay-to-first-edit** – the number of milliseconds between when the prompt was first swiped to and when the the first edit was made.

- **num-edits** – the number of times the user changed the response for the prompt, if it was a categorical, numerical, or free text question prompt. This number is the sum of two sub-features:
  - **num-contiguous-edits** – the number of times the user re-edited the response contiguously without changing prompts in between.
  - **num-non-contiguous-edits** – the number of times the user edited the response immediately after swiping to the prompt.

As an example to illustrate the meaning of these features, suppose that the sequence of edits for a question prompt was as follows. First, the user swiped forward to the prompt, chose a response, then chose another response, and then swiped forward to the next question. Later, the user swiped backward to the same prompt and chose a different answer before swiping forward again. For this prompt, num-edits is 3, num-contiguous-edits is 1, and num-non-contiguous-edits is 2.
• scrolldown – the total number of pixels scrolled down on the prompt.

• scrollup – the total number of pixels scrolled up on the prompt.

• ord – for ordinal questions (when-hardest-course, average-work, faculty, tas, tutors, advisors), a positive integer indicating the response’s position in the order.

5.5.2 Form-level features
I extracted the following form-level features:

• total-time – the value of the last timestamp seen in the logs for the form minus the value of the first timestamp seen in the logs for the form. Note that because the set of possible timestamps includes timestamps from re-editing sessions, the value of this feature could be much higher than the actual time spent actively editing the form.

• total-answer-time (median-answer-time, min-answer-time) – the sum (median, minimum) of the time features for all question and note prompts.

• total-delay-to-first-edit (median-delay-to-first-edit, min-delay-to-first-edit) – the sum (median, minimum) of delay-to-first-edit features for all question prompts that were edited at least once.

• mean-string-length – the mean length of all non-empty free text responses apart from phone (“What is your phone number?”).

• note-time – the total time in milliseconds spent on note prompts.

• num-conditional – how many of the 17 conditionally-appearing question prompts were answered.

• total-time-conditional – the total time spent on conditionally-appearing question prompts.

• mean-select-one-edits (max-select-one-edits) – the mean (max) of the num-edits feature values for the categorical question prompts that were edited at least once.

• mean-select-one-contiguous-edits (max-select-one-contiguous-edits) – the mean

---

2I also experimented with using the mean instead of the median, but preliminary experiments showed that the mean-version of this feature was typically dominated as a predictor by either the median- or total-version.

3These features were feedback-eligible features, but they were removed during all subsequent analysis because of their linear dependence on the select-one-contiguous-edits and select-one-non-contiguous-edits features.
of the num-contiguous-edits feature values for the categorical question prompts that were edited at least once.

- **mean-select-one-non-contiguous-edits (max-select-one-non-contiguous-edits)** – the mean (max) of the num-non-contiguous-edits features values for the categorical question prompts that were edited at least once.

- **num-swipes** – the total number of forward and backward swipes on the form.

- **num-previous** – the number of backward swipes on the form.

- **total-scrolled** – the total number of pixels scrolled up and down while the form was being filled out.

- **times-old-response-checked** – the number of times the following event happened: when filling out the response to a question, the user moved backward some number of questions and then forward to the original question, without changing any response along the way.

- **times-why-not-avoided** – the number of times the following event happened: first, the user chooses the response “zero” to one of the question prompts faculty, tas, tutors, or advisors; next, she swipes forward to the follow up -why-not question that appears only when “zero” is selected; finally, she swipes backwards to the original question prompt and changes the response to something besides “zero.” (The idea for this feature came from observing this behavior in the logs and hypothesizing that it might be a strategy to avoid extra work that could indicate curbstoning.)

- **total-hours-on-activities** – the sum of the response features for the question prompts paid-work-hours, volunteer-work-hours, research-hours, family-hours, and other-obligation-hours.

- **num-activities-more-than-one-hour** – the number of response features for the question prompts paid-work-hours, volunteer-work-hours, research-hours, family-hours, and other-obligation-hours that had a value greater than zero.

Note that these last three features—times-why-not-avoided, total-hours-on-activities, and num-activities-more-than-one-hour—only make sense in the context of the Study Habits survey. It is not immediately clear how they would generalize to other surveys. However, it turns out that these three features are not very strong predictors of fabrication. (I discuss this result further in Section 6.6.) Therefore, my recommendation to someone attempting to follow this model of feature extraction for her own survey is to avoid using
form-specific features like these. (I discuss this topic further in Section [7.1.2].)

5.5.3 Interviewer-normalized features
All of the features described so far are raw in the sense that they are compared on the same scale regardless of who the interviewer was. This naive comparison ignores important information—what might be a high value of a feature for one interviewer might be low for another. Because of this, I added interviewer-normalized features that adjusted feature values based on what was typical for the interviewer.

Specifically, I calculated the mean and standard deviation across each interviewer for the following features:

- response for each numeric question prompt;
- time, delay-to-first-edit, num-contiguous-edits, num-non-contiguous-edits, ord for each question prompt for which the feature was defined; and
- all of the form-level features except mean-select-one-edits and max-select-one-edits.

Then for each form and each feature, I computed the difference and squared difference, measured in standard deviations, between the value of that feature for the form and the mean value of that feature for all forms computed by the interviewer. I denote these features by prefixing the feature name by either diff- or sqdiff-, depending on whether they correspond to the difference or the squared difference. For example, the value of the feature sqdiff-total-delay-to-first-edit on a form $f$ from interviewer $i$ is the squared difference in standard deviations between the total-delay-to-first-edit feature for form $f$ and the mean value of the total-delay-to-first-edit feature over all of interviewer $i$'s forms.

5.5.4 Summary of feature extraction
The feature extraction steps just outlined resulted in a total of 641 numeric and categorical features: 209 prompt-level, 22 form-level, and 410 interviewer-normalized. Expanding the 26 categorical features according to the procedure outlined in Section [3.2.1] resulted in a total of 667 features. Three of these features did not vary over the training set, so in effect

---

4Initially, I performed the same procedure for the median and inter-quartile range (IQR), but a preliminary investigation revealed that the interviewer-normalized features based on these values were not as predictive.
there were a total 664 features.

5.5.5 Feature naming conventions
I use the following conventions to refer to the features defined in this section. Prompt-level features are prefixed with the name of the prompt, whereas form-level features have no prefix. For example, more-costly-num-previous refers to the number of times the more-costly prompt was reached via a backward swipe, whereas num-previous refers to the total number of backward swipes throughout the editing of the entire form.

As mentioned in the previous section, the interviewer-normalized features are be prefixed by either diff- or sqdiff-, depending on whether they correspond to the difference or the squared difference. This prefix comes before any applicable prompt-level prefix. So, for example, the feature diff-taken-before-num-non-contiguous-edits refers to the difference, in standard deviations, between the value of num-non-contiguous-edits for the taken-before prompt on a given form and the mean of that value for all of the interviewer’s forms.

5.6 Execution of study
Data for this study was collected between April 12, 2012 and May 14, 2012. Twenty-eight interviewers participated during this time frame, collectively interviewing 256 respondents and generating 448 fabricated forms.

5.6.1 Participant recruiting
I recruited interviewer participants through email advertisements and posters. Because the participants had to play the role of a respondent during Part 4 of the training session, they also had to be university students between the ages of 18 and 25. My advertisements stated that participants must own their own Android phone onto which I could install ODK Collect. Three of the 28 participants did not have their own phone but instead used a loaner phone that I provided. Of the 28 participants, 18 were male and 10 were female. All were undergraduate or Masters students at the University of Washington. Most of them were recruited from engineering majors.

The first six interviewers comprised the pilot group of participants. During their participa-

---

5These features are far from independent, however. A principal components analysis revealed that 99% of the variation of this data set was contained in a space having dimension 305.

6However, I found out during the course of the study that one of the male participants was 27 and one of the female participants was 26.
tion, as detailed in Appendix B, I tweaked the scripts used and the technical details of how the fabrication score was computed. Because these changes were minor, I did not separate these interviewers’ data from the rest.

There were no mid-study dropouts. That is, all of the 28 participants who attended a training session also came to a follow up session. There were 11 training sessions and 11 follow up sessions. Three of the training sessions had only one participant, and the maximum size of a training session was 5; only one of the follow up sessions had one participant, and the maximum size of a follow up session was 4.

Although each interviewer’s involvement with the study was intended to last exactly one week, because of last-minute scheduling changes, this period actually varied from a minimum of 5 days to a maximum of 9 days. There were also some discrepancies from the protocol in the number of forms per interviewer having each label. For example, the number of forms per interviewer labeled \textit{real} varied from 3 to 16 and the number of forms per interviewer labeled \textit{fake} varied from 1 to 5. However, as Figure 5.3 shows, this number did not typically vary substantially from what the protocol specified.

5.6.2 Data quality indicators

In order to accurately test the ability of algorithms to detect curbstoning, it was important that the data labeled \textit{fake} actually be fake and the data labeled \textit{real} actually be real. For this study, that the \textit{fake} data was actually fake is not in question since that data was generated in the lab under my supervision. However, that the \textit{real} data was actually real is a different matter—it is possible that the interviewers in this study committed curbstoning when they were not supposed to.

I took two steps to minimize the possibility. First, as discussed in Section 5.3, I informed interviewers that there would be random reinterviews on a subset of the respondents. I performed these reinterviews according to the following protocol. For each interviewer, I listed in random order all of the respondents who left a name and phone number. Starting from the top of the list, I called the respondents to verify that the interview took place. I tried to reach each respondent up to two times, leaving a voicemail if he or she did not answer. If I could not reach a respondent after two tries, I proceeded to the next respondent on the list, continuing until I successfully contacted someone or ran out of respondents on the list. Once I contacted a respondent for a given interviewer, I verified that the interview did indeed take place and concluded the reinterview process for the interviewer.

Each of the interviewers had at least one respondent who left his or her name and phone number. For 26 of the 28 interviewers, I reached the first respondent that I tried and veri-
fied that the interview did indeed take place. For the remaining two, there was only one respondent listed, and I was unable to reach that respondent in two phone calls.

The second step that I took to minimize the possibility of curbstoning on the data labeled real was to conduct a debriefing at the end of the follow up session in which I invited participants to share any irregularities or fabrication that occurred during the interview period. I stressed how important it was that I know exactly which data is real and which data is fake. I told them that if they informed me of anything, I would keep it confidential and it would not affect their compensation in any way. I also did my best to convey that I would actually be grateful for the help it would provide. I mentioned that if they were embarrassed to tell me something in person, they could email me afterward.

Given this invitation, most participants said that they collected data exactly as they were supposed to. However, a few respondents did share important information with me. Three of them told me that for a total of 8 forms, they collected data on paper during the interview
and entered it into the phone later; three of them told me that for a total of 5 forms, they
handed the phone to the respondent to self-administer; and finally, one of them told me
that he fabricated 2 forms in order to reach the goal of 10 interviews that I requested. As
described in the next section, I removed all 15 of these forms during data cleaning.

Because of the measures I took to ensure data quality, I believe that, with possibly only a
few exceptions, there was not a substantial amount of curbstoning in the real data. Further
evidence for this is given by the positive nature of the results that I will present in the next
chapter. That is, one could argue that if there was a large amount of curbstoning in the
data labeled real, then it would have been more difficult than it was to distinguish it from
the data known to be fabricated.

5.6.3 Data cleaning
During data cleaning, forms were removed for various reasons:

- I could not figure out the label for the form because of an error in the code (3 forms
  from 3 interviewers).
- The interviewer told me that he fabricated forms that were supposed to be real (2
  forms from 1 interviewer).
- The interviewers collected data on paper and then entered it into ODK Collect later
  (8 forms from 3 interviewers).
- The interviewers handed the phone to respondents to self-administer surveys (5
  forms from 3 interviewers).
- The respondent was ineligible to complete the survey (15 forms from 10 interview-
  ers).
- The interview was not completed: less than 20 substantive questions were answered
  (8 forms from 4 interviewers).

This left 704 forms total. I divided these forms into three groups. First, I created a hold out
group. None of the forms in this group were used for any of the experiments described in
this dissertation. To form the hold out group, I performed the following procedure. For
each interviewer $i$ and for each label $\ell$ in $\{\text{real, fake}_0, \text{fake}_1, \text{fake}_2\}$, I looked at all of the
forms completed by interviewer $i$ having label $\ell$. If the number of these forms was between
0 and 2, I did not remove any of the forms for the hold out group. If it was between 3 and

---

7 Later, I will use this group as a test set for publications based on this dissertation work.
There were 409 forms in the training set and 132 forms in the test set.

<p>|</p>
<table>
<thead>
<tr>
<th>Label</th>
<th>Training</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>real</td>
<td>156 (38%)</td>
<td>47 (36%)</td>
</tr>
<tr>
<td>fake₀</td>
<td>74 (18%)</td>
<td>24 (18%)</td>
</tr>
<tr>
<td>fake₁</td>
<td>101 (25%)</td>
<td>33 (25%)</td>
</tr>
<tr>
<td>fake₂</td>
<td>78 (19%)</td>
<td>28 (21%)</td>
</tr>
</tbody>
</table>

Table 5.5: Distribution of labels for training and test sets. There were 409 forms in the training set and 132 forms in the test set.

This procedure gave me a hold out group of size 163. Next, I divided the remaining 541 forms into a training and test set to use for the experiments in this dissertation. To do so, I followed the same procedure that I used to create the hold out group. This gave me a training set of size 409 and a test set of size 132. Table 5.5 shows the number of forms having each label for both the training and test set.

5.7 Chapter summary

In this chapter, I discussed the design and execution of the study using the Study Habits survey. In Section 5.1 I discussed the design considerations that led to the survey, and I gave a general description of the questions in it. In Section 5.2 I gave relevant background on ODK Collect. In Section 5.3 I described the study protocol. I showed how both participants’ knowledge of the algorithms and the incentives provided for realistically fabricating data were carefully controlled and varied so that the effect of such knowledge and motivation could be studied. In Section 5.4 I described the structure of the log files that recorded user-interaction traces on ODK Collect. In Section 5.5 I motivated and defined the features that I extracted from the logs. In Section 5.6 I summarized the actual execution of this study.

In the next chapter, I describe an in-depth investigation of the data from the Study Habits survey.
Chapter 6

STUDY HABITS SURVEY: RESULTS

In the previous chapter, I described the design and execution of the research study using the Study Habits survey. In this chapter, I analyze the data collected in that study.

First, before delving into the analysis, I perform an important verification of a central assumption of the study design: that the better-informed fabricated data (fake2) is appropriately named. That is, although the purpose of giving feedback to interviewers before Round 2 of the follow up session was to simulate what happens as interviewers learn and adapt to curbstoning detection algorithms, just giving them feedback does not guarantee that they will understand it and react to it. However, in Section 6.1 I provide quantitative evidence that this did indeed happen, thus lending credibility to the conclusions I draw later based on the fake2 data.

After performing this verification, in Section 6.2 I evaluate the performance of the supervised classification algorithms on the Study Habits data. I show that these algorithms obtain up to 92% accuracy for the uninformed fabricated data. Importantly, I show that the supervised algorithms accurately identify not only the uninformed fabricated data, but also the informed fabricated data (89% accuracy) and better-informed fabricated data (87% accuracy). These results support the part of my thesis that posits that curbstoning detection algorithms can work even when interviewers are aware that they are being used and are incentivized to avoid detection.

In Section 6.3 I explore another question posed by my thesis: whether and how much curbstoning detection algorithms can be improved by leveraging user-trace metadata. First, I remove all of the metadata features and show that the performance of the algorithms is worse without the metadata. Next, I delve more deeply into the question of how much detail it is necessary to record in the user trace data. By looking at the performance of classifiers using feature sets that require successively more detail in the logs, I argue that more detailed user logs lead to improved performance. Both of these analyses support the part of my thesis that argues that the accuracy of curbstoning detection algorithms can be improved when mobile electronic devices are used during data collection.
Another part of my thesis is that curbstoning algorithms can robustly identify fabricated data. In Section 6.4, I examine various aspects of the robustness of the curbstoning detection algorithms. I motivate some possibilities that could be expected in realistic data collection scenarios, such as being unable to rely on timing information, not knowing who the interviewer is for each survey, or not having completely accurate training labels. I show that the supervised algorithms continue to be accurate in these situations, demonstrating the robustness of my approach.

In Section 6.5, I move from supervised classification algorithms to unsupervised anomaly detection algorithms. I test the performance of both form-level and interviewer-level algorithms on the Study Habits data. I show that although the unsupervised algorithms are less accurate than the supervised algorithms, they can still be useful when there is a small amount of fabrication and training data cannot be obtained.

I conclude the chapter in Section 6.6, in which I broaden the discussion from the specific algorithms used to general traits of fabrication in the Study Habits data. Specifically, I measure the correlation of all of the features with fabrication. My analysis shows how much timing-based features dominate the others in predicting fabrication. In order to get a sense for how the other features fit in, I next remove the timing-based features and examine the correlations of the remaining features. Based on my findings, I give examples of certain traits that may tend to characterize fabricated data.

Preliminaries
Before beginning, I define some notation that will be useful throughout the chapter. Let $D$ be the set of 541 non-hold-out forms defined in the previous chapter. Let $D^0$ be the subset of $D$ consisting of the 409 forms in the training set, and let $D^t$ be the subset of $D$ consisting of the 132 forms in the test set. In order to test the ability to recognize each of the three types of fake data—fake\(0\), fake\(1\), and fake\(2\)—it will be useful to create three data sets from $D$. Each of these data sets consists of the real data and one of the types of fake data. More precisely, for any $\ell \in \{0, 1, 2\}$ and $z \in \{0, t\}$, let $D^z_o$ indicate the subset of forms in $D^z$ having a label of either real or fake\(\ell\). So, for example, the notation $D^0_o$ denotes the set of all forms in the training set having a label of real or fake\(0\), and the notation $D^t_1$ denotes the set of all forms in the test set having a label of real or fake\(1\),
6.1 Response to feedback during follow up session

The purpose of giving feedback between Rounds 1 and 2 of the follow up session was to simulate what happens as interviewers learn and adapt to curbstoning detection algorithms. However, just because the interviewers received personalized feedback does not mean that they necessarily understood it or reacted to it. In this section, I analyze changes in the data between Round 1 and Round 2 that give quantitative evidence that the interviewers did indeed react to the feedback.

Recall from Section 5.3.3 that the interviewers were sent an email that told them which 3 of the 9 feedback-eligible features were personally most correlated with fabrication, along with the direction of the correlation. Call this group of features the interviewer’s feedback group. There were 28 interviewers, so there were a total of \(28 \times 3 = 84\) interviewer-feature pairs \((i, j)\) that were part of a feedback group.

If the interviewers understood and reacted to this feedback, then for each such pair \((i, j)\), the mean value of feature \(j\) for interviewer \(i\) should change in the opposite direction of the initial correlation. That is, if interviewer \(i\) was told that feature \(j\) was negatively correlated with fabrication in Round 1, then the average value of feature \(j\) should increase in Round 2—and vice versa if the interviewer was told the opposite. The null hypothesis—that interviewers either did not understand or react to the feedback—would imply that the average value of feature \(j\) would be just as likely to go up as it would be to go down, regardless of whether the feature was negatively or positively correlated with fabrication.

An examination of the data shows that, in fact, 71 times out of 84, the mean value of \(j\) changed in the opposite direction of the initial correlation. Thus, for a two-sided \(p\)-value of less than \(10^{-10}\), the null hypothesis can be rejected. Hence, it appears very likely that interviewers did react to the feedback they were provided between Rounds 1 and 2. Figure 6.1 shows a more detailed graphical illustration of this trend.

As a side note, an interesting feature in the figure is the interviewer who had an extremely high mean value of mean-select-one-edits and max-select-one-edits in Round 2. Although the number of edits increased so dramatically between Rounds 1 and 2, these features were not a part of his feedback group, which consisted of num-conditional, mean-string-length, and median-answer-time, all of which were negatively correlated with fabrication in Round 1.

A glance through the raw log files of this interviewer illustrates this unusual behavior. For example, in one form, he changed his answer to more-costly 13 times in a row, al-
**Figure 6.1: Feedback response trends.** There is one plot for each feedback-eligible feature $j$. Within each plot, each marker represents one of the 28 interviewers $i$. The horizontal position of the marker indicates the mean value of feature $j$ for interviewer $i$ in Round 1 of the follow up session. The vertical position of the marker indicates the mean value of feature $j$ for interviewer $i$ in Round 2. Both axes have the same scale and are stretched to fit the maximum and minimum values of the particular feature. Hence, markers above the diagonal line indicate an increase in mean between the two rounds, and markers below the diagonal line indicate a decrease in mean between the two rounds. The shape of each marker indicates whether feature $j$ was in interviewer $i$’s feedback group, and, if it was, whether feature $j$ was positively or negatively correlated with fabrication. Squares indicate that the feature was in the feedback group and that it was positively correlated with fabrication; circles indicate that the feature was in the feedback group and that it was negatively correlated with fabrication; and crosses indicate that the feature was not in the feedback group. The large fraction of squares that are above the diagonal and circles that are below the diagonal show a significant trend of interviewers reacting to the feedback that they received.
ternating between “yes,” “no,” and “maybe” with no apparent pattern. Although it is impossible to confirm what caused this behavior, an intriguing speculation is that it was a pacing strategy—either conscious or unconscious—to increase the amount of time spent on questions. That is, in order to rectify a behavior that he knew was getting him caught—spending too little time on each question—he overdid another behavior that was also getting him caught even though he did not know it—the number of edits per question. This points to an advantage of using many different metadata features: even when interviewers know that their user-traces are being monitored, it may be hard during fabrication to simulate normal behavior along multiple dimensions at once.

Another interesting pattern evident in Figure 6.1 is the general downward trend in max-select-one-edits, mean-select-one-edits, and num-previous, and the general upward trend in total-scrolled. I speculate that the downward trend in the first three features was due to fatigue and the upward trend in total-scrolled was because the high number of interviewers who were told to slow down started scrolling through the prompts more as they simulated reading them to respondents. (Indeed, in $D$, there are highly significant cross-correlations of 0.40 between total-scrolled and note-time and of 0.37 between total-scrolled and median-answer-time.)

### 6.2 Overall evaluation of supervised algorithms

In this section, I describe my evaluation of the performance of logistic regression and random forest in predicting fabrication on the data sets $D_0$, $D_1$, and $D_2$. Running the algorithms separately for the three data sets allowed me to assess the effect of an increasing level of interviewer knowledge on algorithm accuracy. I show that the supervised algorithms were quite accurate for all three data sets. This result supports the part of my thesis that argues that curbstoning detection algorithms can work even when interviewers are aware they are being used and are incentivized to avoid detection.

First, I followed the procedures outlined in Section 3.2.3 to perform model selection for both logistic regression and random forest. That is, I used the bottom-up greedy feature selection algorithm to get a subset of features for logistic regression, and I performed a search to find the best parameters $I$ and $K$ for random forest (defined in Section 3.2.2). The features selected for logistic regression are listed in Tables C.1, C.2, and C.3 and the parameters $(I, K)$ chosen for random forest were (256, 16) for $D_0$, (256, 32) for $D_1$, and
Once model selection was complete, I trained the two classifiers using the supplied parameters on the training set $\mathcal{D}_0$ and evaluated their performance on the test set $\mathcal{D}_t$. Table 6.1 summarizes the performance measures obtained by both algorithms on all three data sets. It shows that both algorithms perform quite well, achieving accuracies between 83% and 92%. As might be expected, the performance of the algorithms was better when interviewers had less knowledge and were less motivated: the accuracy was highest for the uninformed fabricated data in $\mathcal{D}_0$, second-highest for the informed fabricated data in $\mathcal{D}_1$, and worst for the better-informed fabricated data in $\mathcal{D}_2$. However, the algorithms were still quite accurate even for the data sets $\mathcal{D}_1$ and $\mathcal{D}_2$ in which interviewers were aware the algorithms were being used, were given specific feedback about how the algorithms worked, and were incentivized to avoid detection. Random forest performed slightly better than logistic regression.

(256, 512) for $\mathcal{D}_2$\textsuperscript{1}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{Data} & \textbf{Prec.} & \textbf{Rec.} & \textbf{Spec.} & \textbf{$F_1$} & \textbf{Acc.} & \textbf{Prec.} & \textbf{Rec.} & \textbf{Spec.} & \textbf{$F_1$} & \textbf{Acc.} \\
\hline
$\mathcal{D}_0$ & 0.90 & 0.71 & 0.96 & 0.79 & \textbf{0.87} & 0.88 & 0.88 & 0.94 & 0.88 & \textbf{0.92} \\
$\mathcal{D}_1$ & 0.90 & 0.82 & 0.94 & 0.86 & \textbf{0.89} & 0.88 & 0.85 & 0.92 & 0.86 & \textbf{0.89} \\
$\mathcal{D}_2$ & 0.80 & 0.71 & 0.89 & 0.76 & \textbf{0.83} & 0.85 & 0.79 & 0.92 & 0.81 & \textbf{0.87} \\
\hline
\end{tabular}
\caption{Performance of supervised methods on Study Habits data. This table shows the precision, recall, specificity, $F_1$-score, and accuracy for both logistic regression and random forest.}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{roc_curves.png}
\caption{ROC curves for supervised methods on Study Habits data.}
\end{figure}

\textsuperscript{1}It is hard to find an intuitive reason that some values of $K$ work better than others. I am including these values only to make it possible to repeat these experiments.
Logistic Regression Random Forests

<table>
<thead>
<tr>
<th>Data</th>
<th>Logistic Regression</th>
<th>Random Forests</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_0$</td>
<td>0.85</td>
<td>0.46</td>
</tr>
<tr>
<td>$D_1$</td>
<td>0.64</td>
<td>0.21</td>
</tr>
<tr>
<td>$D_2$</td>
<td>0.69</td>
<td>0.32</td>
</tr>
</tbody>
</table>

Table 6.2: Performance of supervised methods on Study Habits response data. This table shows the precision, recall, specificity, $F_1$-score, and accuracy for both logistic regression and random forest.

Figure 6.2 shows ROC curves for the same classifiers and data sets. These curves show a good set of sensitivity-specificity tradeoffs for both algorithms. They also show that random forest performed much better than logistic regression for $D_2$.

6.3 Utility of user-trace data

My thesis posits that the accuracy of curbstoning detection algorithms can be improved by leveraging user-trace data recorded by mobile data collection devices. In this section, I provide evidence to support this claim.

First, I describe an evaluation of how well the supervised classification algorithms worked when they were only allowed to use response data. I show that, although they still had some predictive ability, they performed much worse than when they were allowed to use metadata in addition to response data. Second, I show that the amount of detail recorded by the logs is important. I describe an evaluation of the accuracy of classifiers using feature sets that require successively more detail in the logs, and show that more detailed user logs led to improved performance. Both of these analyses point to the importance of user-trace data in identifying curbstoning.

Of the 641 total features, 47 of them are response data features: 33 actual-response features (not including responses that do not correspond to interesting survey data, such as interviewer-id-response or phone-response); 7 diff-interviewer-normalized features; and 7 sqdiff-interviewer-normalized features. To use logistic regression and random forest on this feature set, I followed the model selection procedure outlined in Section 3.2.3. The features selected for logistic regression are listed in Tables C.4 C.5 and C.6, and the parameters $(I, K)$ chosen for random forest were $(256, 8)$ for $D_0$, $(256, 512)$ for $D_1$, and $(256, 2)$ for $D_2$. 
Table 6.2 shows the performance measures and Figure 6.3 shows ROC curves for both algorithms on all three data sets. Although the algorithms were still able to predict fabrication with a non-trivial accuracy—especially for $D_0$—compared to Table 6.1, the performance was much worse. This result shows just how much metadata derived from user-trace data can help in identifying fabricated data.

Given that user-trace metadata can help, one could ask how much detail needs to be recorded in the traces to make the most effective predictions. One possibility is that it is sufficient to record just the time spent on each question. If this were true, it would mean simpler implementations and smaller log files. Thus, it is important to justify the increased complexity that is required to record more detailed user-trace data, with entries for events like edits. I argue here that this level of detail really does help.

Evidence for this is provided by Figure 6.4. This figure shows the error rate of three different logistic regression classifiers, each of which is based on an increasing level of detail in the user trace logs:

- The first classifier, *response only*, is the logistic regression classifier just described that uses a set of response data obtained through bottom-up greedy feature selection. Since this classifier requires no user-trace data at all, it acts as a baseline for the other classifiers.

- The second classifier is a logistic regression classifier using the single feature $\text{diff-total-answer-time}$. This classifier requires some user-trace data, but only question-level timing data. Specifically, it does not explicitly require detailed user-trace data on question editing. For all three data sets, the error rate of this second classifier is
Figure 6.4: Utility of detailed interaction logs. This plot shows the error rates of three logistic regression classifiers, each requiring an increased level of detail in the user trace logs, and each tending to perform better than the last.

Much lower than the error rate of the response only classifier.

- The third classifier is a logistic regression classifier that also uses only a single feature. This time, instead of diff-total-answer-time, the feature is diff-total-delay-to-first-edit. As I will elaborate on in Section 6.6, this feature turns out to be one of the best single predictors of fabrication. It also requires a higher level of detail in the logs than diff-total-answer-time: to extract it, for each question, it must be recorded when the user first saw the prompt and when she first made an edit to the response. As shown in the figure, the error rate for this classifier tends to be smaller than for the diff-total-answer-time classifier, especially in the data set \( D_2 \), for which most interviewers were informed that timing was being used to predict fabrication.

Each successive classifier in this group requires an increased level of detail in the user trace logs, and each successive classifier has a lower overall error rate. This fact supports the argument that user-trace data can substantially improve the accuracy of curbstoning detection algorithms, and that, in general, the more detailed these logs are, the better the algorithms can be.
Table 6.3: Performance of supervised methods on Study Habits data with no timing-based features. This table shows the precision, recall, specificity, $F_1$-score, and accuracy for both logistic regression and random forest.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_0$</td>
<td>0.79</td>
<td>0.63</td>
<td>0.92</td>
<td>0.70</td>
<td>0.82</td>
<td>1.00</td>
<td>0.46</td>
<td>1.00</td>
<td>0.63</td>
<td>0.82</td>
</tr>
<tr>
<td>$D_1$</td>
<td>0.67</td>
<td>0.48</td>
<td>0.83</td>
<td>0.56</td>
<td>0.69</td>
<td>0.70</td>
<td>0.48</td>
<td>0.85</td>
<td>0.57</td>
<td>0.70</td>
</tr>
<tr>
<td>$D_2$</td>
<td>0.59</td>
<td>0.36</td>
<td>0.85</td>
<td>0.44</td>
<td>0.67</td>
<td>0.85</td>
<td>0.39</td>
<td>0.96</td>
<td>0.54</td>
<td>0.75</td>
</tr>
</tbody>
</table>

6.4 Robustness analysis

A component of my thesis is that curbstoning algorithms can robustly identify fabricated data. In this section, I examine various aspects of the robustness of the curbstoning detection algorithms. First, I explore some realistic scenarios in which certain sets of features may not be available or reliable. In Sections 6.4.1 and 6.4.2, I motivate two such scenarios: a lack of timing information and a lack of interviewer labels for forms (which makes it impossible to use interviewer-normalized features). The best classifiers that I have been able to create relied extensively on both of these types of features. To see how robust supervised classification is in curbstoning detection, I removed these features and evaluated how well the algorithms performed. In Section 6.4.1, I show that although timing is important, reasonably good classifiers can be created when this information is unavailable or unreliable. In Section 6.4.2, I show that my approach is even more robust to unavailable or unreliable interviewer labels. In particular, even if interviewer-normalized features cannot be used, classifiers can be constructed that predict curbstoning with accuracies greater than 80% for all three data sets.

It can be difficult to obtain highly accurate labels on which to train a classifier. For my approach to be most useful, it must be somewhat robust to label noise. That is, a small amount of inaccuracy in the labels used to train the classifier must not cause a drastic decrease in predictive accuracy. In Section 6.4.3, I describe an experiment that simulates various levels of label noise and evaluates the resulting loss in accuracy. I show that the supervised algorithms retain a high accuracy even when the label noise is up to 10%.

6.4.1 No timing information

There are many reasons that timing information may be unavailable or unreliable. First, timestamps on phones can change unpredictably as the phones lose power, reset, or connect to towers with inaccurate clocks. This can be an especially pernicious problem in
In this section, I describe an evaluation of the supervised algorithms when all of the timing-based features are removed. Of the 641 features, 291 of them were derived from the time stamps on the logs, which left 350 features that were not. To use logistic regression and random forest on these 350 features, I followed the model selection procedures that I outlined in Section 3.2.3. The results of the bottom-up greedy feature selection algorithm for logistic regression are shown in Tables C.7, C.8, and C.9 and the parameters \((I, K)\) chosen for random forest were \((256, 32)\) for \(D_0\), \((256, 512)\) for \(D_1\), and \((256, 512)\) for \(D_2\).

Table 6.3 shows the performance measures and Figure 6.5 shows ROC curves for both algorithms on all three data sets. They show that when timing data was removed but other metadata features are not, the performance lied between the response-only classifier and the classifier with full access to all features. Thus, although timing data should certainly be used if it can, fairly accurate classifiers can be created if it is not available or is unreliable.

6.4.2 Lack of interviewer labels
There are many reasons that having interviewer labels on forms might not be possible or reliable. First, interviewers may not be tied to a unique device. Or perhaps, in the case of
Logistic Regression Random Forests

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_0$</td>
<td>0.87</td>
<td>0.83</td>
<td>0.94</td>
<td>0.85</td>
<td><strong>0.90</strong></td>
<td>0.87</td>
<td>0.83</td>
<td>0.94</td>
<td>0.85</td>
<td><strong>0.90</strong></td>
</tr>
<tr>
<td>$D_1$</td>
<td>0.88</td>
<td>0.85</td>
<td>0.92</td>
<td>0.86</td>
<td><strong>0.89</strong></td>
<td>0.85</td>
<td>0.85</td>
<td>0.89</td>
<td>0.85</td>
<td><strong>0.88</strong></td>
</tr>
<tr>
<td>$D_2$</td>
<td>0.88</td>
<td>0.75</td>
<td>0.94</td>
<td>0.81</td>
<td><strong>0.87</strong></td>
<td>0.82</td>
<td>0.64</td>
<td>0.92</td>
<td>0.72</td>
<td><strong>0.81</strong></td>
</tr>
</tbody>
</table>

Table 6.4: Performance of supervised methods on Study Habits data with no interviewer-normalized features. This table shows the precision, recall, specificity, $F_1$-score, and accuracy for both logistic regression and random forest.

surveys in dangerous regions or about sensitive topics, retaining interviewer anonymity is important for its own sake. Finally, maybe interviewer labels can be obtained, but each interviewer performs so few interviews that there is too much noise in the interviewer-normalized features derived from them. In all such cases, using the interviewer-normalized features—which have been crucial to the classifiers described so far in this chapter—may not be possible.

To evaluate how well the algorithms worked without interviewer-normalized features, I removed the 410 interviewer-normalized features from the feature set and evaluated the performance of the resulting classifiers. As before, I followed the model selection procedures that I outlined in Section 3.2.3. The results of the bottom-up greedy feature selection algorithm for logistic regression are shown in Tables C.10, C.11, and C.12 and the parameters $(I, K)$ chosen for random forest were $(256, 16)$ for $D_0$, $(256, 32)$ for $D_1$, and $(256, 512)$ for $D_2$.

Table 6.4 shows the performance achieved by the algorithms without access to the interviewer-normalized features and Figure 6.6 shows the ROC curves. They show that, although the performance was not quite as high as it was when interviewer-normalized features could be used, it was still very good. In particular, both algorithms achieved accuracies of over 80% for all three data sets.

6.4.3 Label noise

When obtaining training data for the supervised algorithms, it can be hard to know that all of the real data is actually real. Therefore, it is important that the algorithms be robust to some amount of label noise in the real data. In this section, I describe a simulation that I performed to evaluate how robust the algorithms are to label noise.

I performed three experiments, one for each data set $D_1$, $D_2$, and $D_3$. For each data set,
I randomly chose a fraction of the fake data in the training set and switched its label to real. Then I trained logistic regression and random forest classifiers on this (partially mislabeled) training data and evaluated the accuracy on the (correctly labeled) test data. To evaluate how much badly labeled data the algorithms could tolerate, I chose three different values of this fraction: for each value of $f$ in $\{0.05, 0.10, 0.25\}$, I switched the label on exactly the amount of fake data needed to make $f$ fraction of the real data mislabeled. To average out random noise, I repeated this experiment 5 times for each value $f$.

Figure 6.7 shows the results of this experiment. It shows virtually no difference in error rate when 5% of the real data was mislabeled, a very small difference in error rate when 10% of the real data was mislabeled, and a much larger difference in error rate when 25% of the real data was mislabeled. Thus, the supervised algorithms are robust to at least a moderate amount of label noise.

### 6.5 Performance of unsupervised algorithms

In this section, I describe an evaluation of the unsupervised anomaly detection algorithms from Section 3.3 on the Study Habits data. Let $D_{1,2} = D_1 \cup D_2$. I evaluated LOCI and SVA on the data sets $D_0$ and $D_{1,2}$. (I do not discuss the performance separately for $D_1$ and $D_2$ because it was very similar for the two data sets.)

First, I evaluated the ability of LOCI to predict fabrication at the form level. For each of the two data sets $D_0$ and $D_{1,2}$, I ran the following experiment once for each value of $p \in \{75, 90, 99\}$: for 100 repetitions, I randomly selected $p$ real forms and $100 - p$ fake
forms. Then I had LOCI compute outlier scores for each of the chosen forms. I used these scores, aggregated over the 100 repetitions, to create ROC curves. I did this for three different feature sets: the feedback-eligible features described in Section 5.3.3, the response
data, and a combination of the feedback-eligible features and the response data.

The ROC curves generated from this experiment are shown in Figure 6.8. This figure shows that LOCI tended to predict fabrication for all conditions, but only at a level marginally above chance for the data set \( D_{1,2} \). Thus, unlike the case of the supervised algorithms, it appears that the performance of LOCI got much worse when interviewers gained knowledge and incentive to avoid detection. For \( D_0 \), it did better, but the performance depended substantially on the fraction of fabricated data in the data set. When the fraction was low, LOCI did relatively well, and when the fraction was high, LOCI did relatively poorly. The figure also shows that in contrast to the supervised algorithms, when the features were the response data, LOCI did somewhat better than when the features were metadata from user traces. Thus, it seems that for the Study Habits data, the metadata features were grouped into clusters for both the real and fabricated data, whereas the response data features tended to be more clustered for the real data than for the fabricated data.

Next, I evaluated both the univariate and multivariate versions of SVA on the categorical response data from \( D_{1,2} \). SVA is an interviewer-level algorithm, but in the Study Habits data, each interviewer had both real and fabricated data. To work around this, I divided

\[ I \]

\[ \text{did not evaluate an interviewer-level unsupervised algorithm on } D_0 \text{ because of the small number of forms from each interviewer with the label } \text{fake}_0. \]

\[ \text{I did not evaluate MMA because the number of forms from each interviewer was too small for a reliable } \chi^2\text{-test.} \]
each interviewer \(i\) into two simulated interviewers \(i_{\text{real}}\), who had all of the forms labeled \textit{real} from interviewer \(i\) and \(i_{\text{fake}}\) who had all of the forms labeled \textit{fake} from interviewer \(i\). Similar to the LOCI experiment, I did the following for each value of \(p \in \{15, 25\}\): for 100 repetitions, I randomly selected \(p\) “real” interviewers and \(30 - p\) “fake” interviewers. Then I had SVA compute outlier scores for each of the interviewers (in the multivariate case) and each of the interviewer-question pairs (in the univariate case). I used these scores, aggregated over the 100 repetitions, to create ROC curves, which are shown in Figure 6.9.

This figure shows that SVA did not perform as well for \(D_{1,2}\) as it did for the data in Chapter 4. In particular, it barely performed above chance in the univariate case. The performance in the multivariate case was substantially better, but it did not match the performance of the algorithm on the data in Chapter 4. This discrepancy could be because the interviewers were more careful about the responses they chose for \(D_{1,2}\) since they knew that curbstoning detection algorithms were being employed and that they would be rewarded if they created realistic data. Note that just as in Chapter 4, the performance of the algorithms improved somewhat when the proportion of fabricated data was lowered.
6.6 Feature correlations

In this section, I broaden the discussion from the specific algorithms used to general traits of fabrication in the Study Habits data. To gain insight into the usefulness of the features, I found how correlated each of the interviewer-normalized features were with forms having the various fake labels. (I focused on the interviewer-normalized features because they typically dominated the other features as predictors for fabrication.) More specifically, for each $\ell \in \{0, 1, 2\}$ let $I_\ell$ be an indicator variable that is 1 if the form has label $\text{fake}_\ell$ and 0 otherwise. For each $\ell$ and interviewer-normalized feature $j$, I computed the Pearson product-moment correlation coefficient [38], or $r$-value, of $j$ and $I_\ell$ on the data set $D_\ell$. The 10 of these features that had the highest value of $|r|$ are shown in Table 6.5 ($\text{fake}_0$), Table 6.6 ($\text{fake}_1$), and Table 6.7 ($\text{fake}_2$).

The most striking feature of Tables 6.5, 6.6, and 6.7 is that they consist entirely of timing-based features. That is, features that are derived from the timestamp data correlate much more strongly with fabrication than do the rest of the features. The non-timing-based features account for 216 of the 410 interviewer-normalized features, but when all of the interviewer-normalized features are ranked by $|r|$, the highest rank for one of these features is only 33 for $D_0$ (diff-num-conditional), 53 for $D_1$ (diff-mean-select-one-contiguous-edits), and 42 for $D_2$ (diff-num-conditional). The direction of the correlation of all of these timing-based features is negative. That is, as expected, timing is an important predictor of fabrication, and fabricated data tends to be created more quickly.

It is also interesting to note that the most predictive features in these tables are the interviewer-normalized version of the form-level features. That is, features that aggregated timing data

<table>
<thead>
<tr>
<th>Rank</th>
<th>Feature</th>
<th>$r$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>diff-median-answer-time</td>
<td>-0.75</td>
</tr>
<tr>
<td>2</td>
<td>diff-median-delay-to-first-edit</td>
<td>-0.73</td>
</tr>
<tr>
<td>3</td>
<td>diff-total-answer-time</td>
<td>-0.72</td>
</tr>
<tr>
<td>4</td>
<td>diff-total-delay-to-first-edit</td>
<td>-0.71</td>
</tr>
<tr>
<td>5</td>
<td>diff-more-costly-time</td>
<td>-0.65</td>
</tr>
<tr>
<td>6</td>
<td>diff-total-time-conditional</td>
<td>-0.62</td>
</tr>
<tr>
<td>7</td>
<td>diff-advisors-time</td>
<td>-0.61</td>
</tr>
<tr>
<td>8</td>
<td>diff-tas-time</td>
<td>-0.60</td>
</tr>
<tr>
<td>9</td>
<td>diff-advisors-delay-to-first-edit</td>
<td>-0.58</td>
</tr>
<tr>
<td>10</td>
<td>diff-faculty-time</td>
<td>-0.57</td>
</tr>
</tbody>
</table>

Table 6.5: Top 10 interviewer-normalized features most correlated with $\text{fake}_0$. 

---

In this section, I broaden the discussion from the specific algorithms used to general traits of fabrication in the Study Habits data. To gain insight into the usefulness of the features, I found how correlated each of the interviewer-normalized features were with forms having the various fake labels. (I focused on the interviewer-normalized features because they typically dominated the other features as predictors for fabrication.) More specifically, for each $\ell \in \{0, 1, 2\}$ let $I_\ell$ be an indicator variable that is 1 if the form has label $\text{fake}_\ell$ and 0 otherwise. For each $\ell$ and interviewer-normalized feature $j$, I computed the Pearson product-moment correlation coefficient [38], or $r$-value, of $j$ and $I_\ell$ on the data set $D_\ell$. The 10 of these features that had the highest value of $|r|$ are shown in Table 6.5 ($\text{fake}_0$), Table 6.6 ($\text{fake}_1$), and Table 6.7 ($\text{fake}_2$).

The most striking feature of Tables 6.5, 6.6, and 6.7 is that they consist entirely of timing-based features. That is, features that are derived from the timestamp data correlate much more strongly with fabrication than do the rest of the features. The non-timing-based features account for 216 of the 410 interviewer-normalized features, but when all of the interviewer-normalized features are ranked by $|r|$, the highest rank for one of these features is only 33 for $D_0$ (diff-num-conditional), 53 for $D_1$ (diff-mean-select-one-contiguous-edits), and 42 for $D_2$ (diff-num-conditional). The direction of the correlation of all of these timing-based features is negative. That is, as expected, timing is an important predictor of fabrication, and fabricated data tends to be created more quickly.

It is also interesting to note that the most predictive features in these tables are the interviewer-normalized version of the form-level features. That is, features that aggregated timing data
Table 6.6: Top 10 interviewer-normalized features most correlated with \( \text{fake}_1 \).

<table>
<thead>
<tr>
<th>Rank</th>
<th>Feature</th>
<th>( r )-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>diff-median-delay-to-first-edit</td>
<td>-0.71</td>
</tr>
<tr>
<td>2</td>
<td>diff-total-delay-to-first-edit</td>
<td>-0.66</td>
</tr>
<tr>
<td>3</td>
<td>diff-total-answer-time</td>
<td>-0.65</td>
</tr>
<tr>
<td>4</td>
<td>diff-median-answer-time</td>
<td>-0.65</td>
</tr>
<tr>
<td>5</td>
<td>diff-more-costly-time</td>
<td>-0.59</td>
</tr>
<tr>
<td>6</td>
<td>diff-more-costly-delay-to-first-edit</td>
<td>-0.54</td>
</tr>
<tr>
<td>7</td>
<td>diff-average-work-time</td>
<td>-0.54</td>
</tr>
<tr>
<td>8</td>
<td>diff-faculty-delay-to-first-edit</td>
<td>-0.54</td>
</tr>
<tr>
<td>9</td>
<td>diff-more-costly-how-much-delay-to-first-edit</td>
<td>-0.54</td>
</tr>
<tr>
<td>10</td>
<td>diff-hardest-course-hours-time</td>
<td>-0.54</td>
</tr>
</tbody>
</table>

Table 6.7: Top 10 interviewer-normalized features most correlated with \( \text{fake}_2 \).

<table>
<thead>
<tr>
<th>Rank</th>
<th>Feature</th>
<th>( r )-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>diff-total-delay-to-first-edit</td>
<td>-0.56</td>
</tr>
<tr>
<td>2</td>
<td>diff-median-delay-to-first-edit</td>
<td>-0.51</td>
</tr>
<tr>
<td>3</td>
<td>diff-total-answer-time</td>
<td>-0.48</td>
</tr>
<tr>
<td>4</td>
<td>diff-hardest-course-hours-delay-to-first-edit</td>
<td>-0.46</td>
</tr>
<tr>
<td>5</td>
<td>diff-faculty-delay-to-first-edit</td>
<td>-0.44</td>
</tr>
<tr>
<td>6</td>
<td>diff-hardest-course-hours-time</td>
<td>-0.43</td>
</tr>
<tr>
<td>7</td>
<td>diff-faculty-time</td>
<td>-0.42</td>
</tr>
<tr>
<td>8</td>
<td>diff-hardest-course-time</td>
<td>-0.41</td>
</tr>
<tr>
<td>9</td>
<td>diff-advisors-why-not-delay-to-first-edit</td>
<td>-0.41</td>
</tr>
<tr>
<td>10</td>
<td>diff-total-time-conditional</td>
<td>-0.41</td>
</tr>
</tbody>
</table>

Across the entire form, like diff-total-answer-time and diff-total-delay-to-first-edit, did better as predictors than the timing of individual prompt-level features. However, of the prompt-level timing features, the ones that did best in predicting fabrication corresponded to questions that could be expected to require a higher-than-average amount of thought to answer, such as more-costly, average-work, or hardest-course. This suggests that timing information from hard questions predicts fabrication more accurately than timing information from easy questions.

A final important feature of these tables is the substantial drop in the correlation of the timing-based features between \( \text{fake}_1 \) and \( \text{fake}_2 \). This fact, which is consistent with the analysis in Section \ref{sec:6.1}, suggests that the interviewers realized that timing was an impor-
Table 6.8: Correlations of form-level features. This table lists each of the diff-versions of the 22 interviewer-normalized form-level features. For each feature, and for each label in \{fake_0, fake_1, fake_2\}, it shows the r-value of correlation, the 2-sided p-value of the significance of this correlation, and k, which is the rank of that feature’s value of |r| compared to the other form-level features. (p-values of less than 0.01 are denoted by 0∗.) Features are listed in increasing order of the average of the k values.

<table>
<thead>
<tr>
<th>Feature</th>
<th>fake_0 r</th>
<th>fake_0 p</th>
<th>fake_1 r</th>
<th>fake_1 p</th>
<th>fake_2 r</th>
<th>fake_2 p</th>
</tr>
</thead>
<tbody>
<tr>
<td>median-delay-to-first-edit</td>
<td>-0.73</td>
<td>0.01</td>
<td>0.51</td>
<td>0.02</td>
<td>0.56</td>
<td>0.01</td>
</tr>
<tr>
<td>total-delay-to-first-edit</td>
<td>-0.71</td>
<td>0.01</td>
<td>0.56</td>
<td>0.01</td>
<td>0.55</td>
<td>0.01</td>
</tr>
<tr>
<td>median-answer-time</td>
<td>-0.75</td>
<td>0.01</td>
<td>0.59</td>
<td>0.01</td>
<td>0.56</td>
<td>0.01</td>
</tr>
<tr>
<td>total-answer-time</td>
<td>-0.72</td>
<td>0.01</td>
<td>0.56</td>
<td>0.01</td>
<td>0.55</td>
<td>0.01</td>
</tr>
<tr>
<td>total-time-conditional</td>
<td>-0.62</td>
<td>0.01</td>
<td>0.54</td>
<td>0.01</td>
<td>0.51</td>
<td>0.01</td>
</tr>
<tr>
<td>min-delay-to-first-edit</td>
<td>-0.53</td>
<td>0.01</td>
<td>0.50</td>
<td>0.01</td>
<td>0.46</td>
<td>0.01</td>
</tr>
<tr>
<td>total-time</td>
<td>-0.36</td>
<td>0.01</td>
<td>0.41</td>
<td>0.01</td>
<td>0.38</td>
<td>0.01</td>
</tr>
<tr>
<td>note-time</td>
<td>-0.51</td>
<td>0.01</td>
<td>0.41</td>
<td>0.01</td>
<td>0.38</td>
<td>0.01</td>
</tr>
<tr>
<td>num-conditional</td>
<td>-0.48</td>
<td>0.01</td>
<td>0.39</td>
<td>0.01</td>
<td>0.37</td>
<td>0.01</td>
</tr>
<tr>
<td>mean-string-length</td>
<td>-0.37</td>
<td>0.01</td>
<td>0.29</td>
<td>0.01</td>
<td>0.25</td>
<td>0.01</td>
</tr>
<tr>
<td>min-answer-time</td>
<td>-0.45</td>
<td>0.01</td>
<td>0.26</td>
<td>0.01</td>
<td>0.22</td>
<td>0.01</td>
</tr>
<tr>
<td>mean-select-one-contiguous-edits</td>
<td>0.28</td>
<td>0.01</td>
<td>0.16</td>
<td>0.01</td>
<td>0.12</td>
<td>0.01</td>
</tr>
<tr>
<td>num-swipes</td>
<td>-0.25</td>
<td>0.01</td>
<td>0.14</td>
<td>0.01</td>
<td>0.10</td>
<td>0.01</td>
</tr>
<tr>
<td>total-scrolled</td>
<td>-0.42</td>
<td>0.01</td>
<td>0.10</td>
<td>0.01</td>
<td>0.07</td>
<td>0.01</td>
</tr>
<tr>
<td>max-select-one-contiguous-edits</td>
<td>0.18</td>
<td>0.01</td>
<td>0.07</td>
<td>0.01</td>
<td>0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>times-old-response-checked</td>
<td>-0.20</td>
<td>0.01</td>
<td>0.06</td>
<td>0.01</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>mean-select-one-non-contiguous-edits</td>
<td>-0.06</td>
<td>0.01</td>
<td>0.03</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>num-previous</td>
<td>-0.12</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>max-select-one-non-contiguous-edits</td>
<td>-0.03</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>times-why-not-avoided</td>
<td>0.05</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>total-hours-on-activities</td>
<td>0.07</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>num-activities-more-than-one-hour</td>
<td>0.10</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Although timing-based features dominated the other features as predictors of fabrication, other metadata features were useful as well. Table 6.8 shows the correlations of each of the diff-versions of the 22 form-level features with fabrication for each of the three datasets \(D_0\), \(D_1\), and \(D_2\). In the table, each feature \(j\) is given a number \(k\) for each dataset \(D_\ell\) that indicates the rank, out of all 22 features, of \(j\)’s value of \(|r|\) compared to the other form-level features. (p-values of less than 0.01 are denoted by 0∗.) Features are listed in increasing order of the average of the \(k\) values. Thus, features toward the top of the table tended to
Table 6.9: **Highly significant correlations with** \( \text{fake}_0 \). All non-time-based interviewer-normalized features that have a highly significant correlation with having the label \( \text{fake}_0 \) \((p < 0.001)\).

<table>
<thead>
<tr>
<th>Rank</th>
<th>Feature</th>
<th>( r )-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>33</td>
<td>diff-num-conditional</td>
<td>-0.48</td>
</tr>
<tr>
<td>56</td>
<td>diff-total-scrolled</td>
<td>-0.42</td>
</tr>
<tr>
<td>59</td>
<td>diff-tutors-ord</td>
<td>0.39</td>
</tr>
<tr>
<td>61</td>
<td>diff-tutors-why-not-num-non-contiguous-edits</td>
<td>-0.39</td>
</tr>
<tr>
<td>65</td>
<td>diff-mean-string-length</td>
<td>-0.37</td>
</tr>
<tr>
<td>68</td>
<td>diff-cse-major-num-non-contiguous-edits</td>
<td>-0.35</td>
</tr>
<tr>
<td>69</td>
<td>sqdiff-uw-college-num-non-contiguous-edits</td>
<td>0.34</td>
</tr>
<tr>
<td>73</td>
<td>diff-uw-college-num-non-contiguous-edits</td>
<td>-0.32</td>
</tr>
<tr>
<td>74</td>
<td>diff-intended-major-num-non-contiguous-edits</td>
<td>-0.31</td>
</tr>
<tr>
<td>75</td>
<td>sqdiff-cse-major-num-non-contiguous-edits</td>
<td>0.31</td>
</tr>
<tr>
<td>76</td>
<td>diff-tutors-why-not-num-contiguous-edits</td>
<td>-0.31</td>
</tr>
<tr>
<td>77</td>
<td>diff-major-num-contiguous-edits</td>
<td>-0.30</td>
</tr>
<tr>
<td>81</td>
<td>diff-major-num-non-contiguous-edits</td>
<td>-0.29</td>
</tr>
<tr>
<td>84</td>
<td>diff-mean-select-one-contiguous-edits</td>
<td>0.28</td>
</tr>
<tr>
<td>88</td>
<td>sqdiff-intended-major-num-non-contiguous-edits</td>
<td>0.26</td>
</tr>
<tr>
<td>91</td>
<td>diff-num-swipes</td>
<td>-0.25</td>
</tr>
<tr>
<td>93</td>
<td>sqdiff-age-years-response</td>
<td>0.24</td>
</tr>
<tr>
<td>94</td>
<td>sqdiff-num-conditional</td>
<td>0.24</td>
</tr>
<tr>
<td>98</td>
<td>sqdiff-major-num-non-contiguous-edits</td>
<td>0.22</td>
</tr>
<tr>
<td>104</td>
<td>sqdiff-tutors-ord</td>
<td>0.20</td>
</tr>
<tr>
<td>106</td>
<td>diff-times-old-response-checked</td>
<td>-0.20</td>
</tr>
<tr>
<td>107</td>
<td>diff-average-work-ord</td>
<td>0.19</td>
</tr>
<tr>
<td>108</td>
<td>diff-volunteer-work-num-contiguous-edits</td>
<td>0.19</td>
</tr>
</tbody>
</table>

predict fabrication better.

Table 6.8 shows that some of the most correlated non-timing-based features were \( \text{diff-num-conditional} \) (negatively correlated), \( \text{diff-mean-string-length} \) (negatively correlated), \( \text{diff-mean-select-one-contiguous-edits} \) (positively correlated), \( \text{diff-num-swipes} \) (negatively correlated), and \( \text{diff-total-scrolled} \) (negatively correlated). Thus, the data suggests that curbstoners choose shorter paths through the survey; choose shorter free text responses; make more changes to their data; move back and forth through the survey less; and scroll less.

To get a sense for all of the significantly correlated non-timing-based features—not just the form-level questions—Tables 6.9, 6.10, and 6.11 show, for each data set \( D_0 \), \( D_1 \), and
<table>
<thead>
<tr>
<th>Rank</th>
<th>Feature</th>
<th>r-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>53</td>
<td>diff-mean-select-one-contiguous-edits</td>
<td>0.35</td>
</tr>
<tr>
<td>66</td>
<td>diff-max-select-one-contiguous-edits</td>
<td>0.26</td>
</tr>
<tr>
<td>92</td>
<td>diff-total-scrolled</td>
<td>-0.20</td>
</tr>
<tr>
<td>96</td>
<td>sqdiff-mean-select-one-contiguous-edits</td>
<td>0.19</td>
</tr>
<tr>
<td>100</td>
<td>diff-taken-before-num-non-contiguous-edits</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Table 6.10: Highly significant correlations with fake$_1$. All non-time-based interviewer-normalized features that have a highly significant correlation with having the label fake$_1$ ($p < 0.001$).

<table>
<thead>
<tr>
<th>Rank</th>
<th>Feature</th>
<th>r-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>42</td>
<td>diff-num-conditional</td>
<td>-0.26</td>
</tr>
<tr>
<td>44</td>
<td>diff-num-swipes</td>
<td>-0.25</td>
</tr>
<tr>
<td>51</td>
<td>sqdiff-average-work-ord</td>
<td>-0.23</td>
</tr>
<tr>
<td>67</td>
<td>diff-mean-string-length</td>
<td>-0.21</td>
</tr>
<tr>
<td>70</td>
<td>diff-tutors-why-not-num-contiguous-edits</td>
<td>-0.20</td>
</tr>
<tr>
<td>76</td>
<td>diff-cse-major-num-non-contiguous-edits</td>
<td>-0.20</td>
</tr>
<tr>
<td>85</td>
<td>diff-tas-why-not-num-non-contiguous-edits</td>
<td>-0.19</td>
</tr>
<tr>
<td>88</td>
<td>diff-max-select-one-non-contiguous-edits</td>
<td>-0.19</td>
</tr>
</tbody>
</table>

Table 6.11: Highly significant correlations with fake$_2$. All non-time-based interviewer-normalized features that have a highly significant correlation with having the label fake$_2$ ($p < 0.001$).

$D_2$, each one of the 410 features that has a highly significant ($p < 0.001$) correlation with fabrication.

Table 6.9 contains a lot of correlations, but many of them are expressions of the same underlying phenomenon. For example, four of the features in Table 6.9 involve either the tutors or tutors-why-not prompt. All of these correlations are caused by the single fact that before the interviewers actually gathered data, they overestimated the amount of help respondents sought from tutors. This caused diff-tutors-ord to be high and the number of edits on tutors-why-not, which only appeared if the respondent chose “zero times” for tutors, to be small. As another example, the large number of correlations of features related to the questions major, intended-major, and cse-major, are caused by the single fact that interviewers overestimated the number of “no” responses to decided-major. Once an interviewer made this choice, all three of the following questions are skipped, and thus the number of edits they received tended to be smaller. Note that it is entirely plausible that
interviewers were choosing “no” to decided-major not out of ignorance of the population, but out of a desire to save the time needed to fill in the conditionally-appearing followup questions. The fact that these response data features were important in $D_0$ but not $D_1$ or $D_2$ suggests that as interviewers gain experience and motivation to fabricate data well, response data becomes a less important indicator of fabrication.

Tables 6.9, 6.10, and 6.11 show that form-level features—such as diff-num-conditional, diff-mean-string-length, diff-mean-select-one-contiguous-edits, diff-num-swipes, and diff-total-scrolled—tended to dominate the prompt-level features, apart from the ones previously mentioned. The fact that most of the features in the tables are form-level is even more striking when one recalls that there are 209 prompt-level features, compared to only 22 form-level features. Thus, the data suggests that to predict fabrication, it is better to use aggregated form-level features than individual prompt-level features. I discuss this idea further in Section 7.1.2.

Finally, it is interesting to note that sqdiff-average-work-ord was negatively correlated with fabrication in $D_2$ (Table 6.11). This means that once interviewers had fabricated a lot of data, they tended to deviate less from the mean for average-work when they were fabricating data. This is consistent with the widely held low data variance hypothesis [21, 61, 95, 101] described in Section 2.1.

I conclude this section with an illustration of how observations in this section can be leveraged to make judgements about data quality if other information is not available. In Section 5.6.2, I suggested that some of the data labeled real could actually be fabricated. Although I took steps to reduce the chance of this occurring, based on the insights described in this chapter, I believe that there may be at least one or two forms that were labeled real but actually fabricated.

Figure 6.10 gives a graphical illustration of why I believe one of the forms labeled real is actually fabricated. During cross-validation on $D_0$, this form was determined to be a false positive. However, a more in-depth investigation of this form’s features calls this judgement into question. The figure shows the values of the note-time, total-answer-time, and total-scrolled features for that form compared to the values from all of the other forms from the same interviewer. The plot makes it clear what an outlier this particular form is: note-time is more than 4 times lower than the next lowest value; total-answer-time is more than 2 times lower than the next lowest value; and total-scrolled is more than 20 times lower than the next lowest value. With the exception of the note-time feature from one other form, the feature values from all of the other forms are much more tightly
clustered. Since low values of note-time, total-answer-time, and total-scrolled correlate strongly with fabrication, I believe that this offers strong circumstantial evidence that this form was not created according to the established protocol for the real forms. It is impossible to know the truth without being able to follow up with the interviewer, but information like this forms a strong basis for investigating the quality of data more thoroughly.

6.7 Chapter summary

In this chapter, I described the results from the Study Habits survey. First, I showed that when I gave interviewers specific information on how the curbstoning detection algorithms worked, they changed their behavior in a way that suggests that they understood this information. Second, I showed that—even when interviewers knew about the algorithms and were incentivized to avoid detection—supervised classification algorithms could detect curbstoning with an accuracy of up to 87%. Third, I showed that the user trace information from ODK Collect boosted the accuracy of the algorithms by up to 25%. Fourth, I showed that these algorithms continued to perform well in several realistic sce-
narios, such as when it is impossible to rely on timing information, when interviewer-normalized features could not be used, or when there is noise in the training data labels. Fifth, I showed that the unsupervised anomaly detection algorithms could find fabricated forms with an accuracy substantially above chance when the amount of fabrication was small. Sixth, and finally, I broadened the discussion by analyzing what traits tended to characterize fabricated data.
My thesis was:

Supervised classification and unsupervised anomaly detection algorithms can accurately and robustly identify curbstoning, even when interviewers are aware that the algorithms are being used, have some knowledge of how they work, and are incentivized to avoid detection. Furthermore, the accuracy of these algorithms can be improved by using user-trace data recorded by mobile electronic devices during data collection.

In this dissertation, I provided evidence to support this thesis, of which there were four distinct parts.

The first part of my thesis was that the algorithms can identify curbstoning accurately. I presented evidence supporting this part in Chapters 4 and 6. In Chapter 4, I showed, using a data set from an East African community health program, that supervised classification algorithms could identify fabricated data at the form level with an accuracy of up to 81% and at the interviewer level with an accuracy of up to 97%. I also showed, by using ROC curves, that the anomaly detection algorithms LOCI, MMA, and SVA could identify curbstoning at a level substantially above random chance. In Chapter 6, I showed, using data from my Study Habits survey, that supervised classification algorithms could identify fabricated data at the form level with an accuracy of up to 92%. I also showed, by again using ROC curves, that the algorithms LOCI and SVA could identify curbstoning at a level substantially above random chance.

The second part of my thesis was that the algorithms can identify curbstoning robustly. I presented evidence supporting this part in Chapter 6. I showed that the curbstoning algorithms continued to perform well in several realistic scenarios: when the data contained no timing information, I showed that the accuracy of the supervised classification algorithms was still as high as 82%; when the data was not tagged by the interviewer collecting the data, I showed that the accuracy of these algorithms was still as high as 90%; and when the data had noisy labels—with 10% of the data labeled real actually being fake—I showed
that the accuracy of these algorithms was still as high as 87%.

The third part of my thesis was that the algorithms can identify curbstoning even when interviewers are aware that the algorithms are being used, have some knowledge of how they work, and are incentivized to avoid detection. I presented evidence supporting this part in Chapter 6. I measured the ability of the algorithm to identify the informed fake data $\text{fake}_1$ and better-informed fake data $\text{fake}_2$. I obtained these data sets through a novel experimental design, described in Chapter 5, in which I informed interviewers that curbstoning detection algorithms were being used, provided personalized information about how the algorithms worked, and gave them a monetary reward for fabricating data well. I showed that—even when the algorithms were challenged in this way—they were able to identify fabricated data with an accuracy of up to 87%.

The fourth part of my thesis was that the accuracy of the curbstoning detection algorithms can be improved by using user-trace data recorded by mobile electronic devices. I presented evidence supporting this part in Chapter 6. I compared the performance of the supervised classification algorithms when they were allowed to use user-trace metadata to when they were not. I showed that using this user-trace metadata boosted the accuracy by up to 25%.

I made two contributions in this dissertation that do not pertain to my thesis directly. First, in Chapter 2 I summarized and synthesized related work on detecting curbstoning. From a set of 13 papers, I extracted a set of 15 traits that have been suggested as characterizing fabricated data. This summary can help to inform future investigation into curbstoning. Second, in Chapter 3 I developed two novel anomaly detection algorithms, MMA and SVA. Besides being able to detect curbstoning, these algorithms may have other uses. I discuss this possibility more in Section 7.2.2.

I conclude my dissertation in this chapter. In Section 7.1 I provide some recommendations on how to use the algorithms that I have presented in this dissertation. I discuss what kind of practical impact can be expected if they are used; I provide guidance on how to extract a set of useful features and how to choose which algorithm to use; and I discuss ethical considerations that should be kept in mind when using these algorithms. In Section 7.2 I suggest directions for future research based on what I have presented here. In Section 7.3 I provide final remarks.
7.1 Usage and ethics

In this section, I move the discussion from the academic to the practical: given that my algorithms can be used to detect fabrication, how should they by used? First, in Section 7.1.1 I consider the question of what benefit can be expected if they are used; second, in Section 7.1.2 I provide guidance on what to consider when choosing which features the algorithms should use; and third, in Section 7.1.3 I discuss some ethical considerations regarding the use of these algorithms.

7.1.1 Potential impact

There may be several reasons to use a curbstoning detection algorithm. For example, in the community health worker context that I described in Section 4.1, a supervisor might want to detect curbstoning to ensure that important home visits are actually occurring. Here, the goal may be more focused on ensuring operational effectiveness than on maintaining data quality per se. Usually, however, the reason to use a curbstoning detection algorithm is to ensure that estimates obtained from the data are accurate. In verbal autopsy, for example, the goal is to obtain accurate population-level estimates of cause-of-death frequencies. These estimates may be used for important, and costly, resource allocation decisions. Thus, in this case, supervisors might be interested in using curbstoning detection algorithms to ensure the accuracy of these estimates.

Given that a supervisor’s ultimate goal is to ensure that the estimates from the survey are accurate—and not merely to identify curbstoning—the decision of whether to use a curbstoning detection algorithm depends on at least two factors. First, it depends on how prevalent curbstoning is. If it is a large survey and only 0.05% of interviewers fabricate data, then detecting curbstoning may not be particularly important. If, on the other hand, it is a small survey and 30% of the interviewers are fabricating data, then detecting curbstoning may be much more important. Second, the decision of whether to use a curbstoning detection algorithm depends on how accurate the algorithm is. In this dissertation, I have shown that supervised classification algorithms can achieve accuracies higher than 90%. Of course, this number may vary based on the context; the higher it is, the more helpful it is to use a curbstoning detection algorithm.

To give an idea of how these tradeoffs interact, consider a hypothetical example based on results that I reported in Chapter 4. In the survey from that chapter, one of the questions

---

1However, even if the rate of fabrication is currently low, it may still be useful for interviewers to know that effective curbstoning detection algorithms are being used; this knowledge may prevent them from fabricating more data.
Table 7.1: Hypothetical estimate improvements of using curbstoning detection algorithm. These numbers are from an analysis that assumes, hypothetically, that the real prevalence of a disease is 0.04 and that the prevalence reported in fabricated data is 0.35. For various levels of data fabrication and true positive rates, it shows the difference in the disease prevalence estimate obtained in two ways: (1) without using a curbstoning detection algorithm and (2) using a curbstoning detection algorithm to remove all discovered fabricated responses.

<table>
<thead>
<tr>
<th>Fabrication rate</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
<th>0.25</th>
<th>0.30</th>
<th>0.35</th>
<th>0.40</th>
<th>0.45</th>
<th>0.50</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.10</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.15</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.20</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.03</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.25</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.03</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.30</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.35</td>
<td>0.01</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.08</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.40</td>
<td>0.01</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.09</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.45</td>
<td>0.01</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
<td>0.08</td>
<td>0.10</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.50</td>
<td>0.01</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.07</td>
<td>0.08</td>
<td>0.10</td>
<td>0.12</td>
<td>0.13</td>
</tr>
</tbody>
</table>

was “Does anyone in the house have diarrhea?” In the data set $A_i$, the response distribution to this question varied dramatically between the real and fake data: the interviewers gathering real data reported a prevalence of diarrhea of 0.04, whereas the interviewers fabricating data reported a prevalence of 0.35.

Suppose that a supervisor is in charge of a survey that measures, among other things, the prevalence of diarrhea in a region. She is worried about curbstoning, and she believes that—as occurred in my data—curbstoners might misreport the prevalence by up to 0.3. What kind of improvement in accuracy can she expect for various levels of curbstoning prevalence and algorithm accuracy? The answer, for this example, is shown in Table 7.1. It assumes that all fabricated data that was identified was removed, and it shows the difference in diarrhea prevalence estimates between before the fabricated data was removed and after it was removed. It shows, for example, that it may not be worth using a curbstoning detection algorithm if the prevalence of curbstoning is less than 30% and the true positive rate of the algorithm is less than 20%. However, for higher—but still realistic—values of the curbstoning prevalence and true positive rate, the situation may be different. For example, if the fabrication rate is 0.25 and the true positive rate of the curbstoning detection algorithm is 0.90, then the estimate of prevalence would change by 0.07. Considering that
the true prevalence of diarrhea in this example is only 0.04, this improvement could have major consequences.

Note that Table 7.1 should not be considered to be an authoritative guide on whether to use curbstoning detection algorithms. To get concrete numbers, I needed to rely on a lot of somewhat arbitrary assumptions. Nevertheless, it illustrates the type of thinking that can be useful when deciding whether to use a curbstoning detection algorithm. Other considerations, such as budget and time limits, will depend heavily on the survey organization’s context.

7.1.2 Practical recommendations

Once a supervisor in a survey organization decides to use a curbstoning detection algorithm, there are two questions that she needs to consider: first, which algorithm—or set of algorithms—to use and second, which features to extract for the algorithm.

Choice of algorithm

When considering the choice of algorithm, it can be helpful to recall the tradeoffs of the different algorithm types that I discussed at the end of Section 3.1. There, I classified curbstoning detection algorithms along three binary dimensions: supervised vs. unsupervised, form-level vs. interviewer-level, and univariate vs. multivariate. Each of these dimensions presents a tradeoff. Supervised algorithms are more accurate than unsupervised algorithms, but they require labeled training data—which might be prohibitively time consuming or expensive to obtain. Interviewer-level algorithms are more accurate than form-level algorithms, but they do not have the flexibility to detect when interviewers fabricate only a small amount of their data. Multivariate algorithms are more accurate than univariate algorithms, but they do not have the flexibility to detect when interviewers fabricate the answers to only some questions. All three of these tradeoffs were apparent in my analyses in Chapters 4 and 6.

Thus, my recommendation to this supervisor depends on what kind of resources she has available and what kind of fabrication she believes may be occurring. If she has the resources to get labeled training data, perhaps through a “fake data party” like I described in Section 4.2.1 and in Section 5.3, my recommendation is to use one of the supervised form-level algorithms from Section 3.2: either logistic regression or random forest. Logistic regression is implemented in many statistical packages and is widely-known; thus, it might be the natural choice. However, there are two advantages of random forest. First, it was more accurate on my data. Second, the model selection procedures that I outlined in Section 3.2.3 were much faster for random forest than for logistic regression. Thus, if
the supervisor has access to a library implementing random forest, I recommend it over logistic regression.

Regardless of whether the supervisor can get labeled training data, I recommend using one of the interviewer-level unsupervised algorithms defined in Section 3.3.2: either MMA or SVA. If she cannot get labeled training data, then algorithms like MMA or SVA may provide the only available automatic approach to detect fabrication; if she can, then they can be used as a complement to supervised algorithms. As I showed in Section 4.4, the unsupervised algorithms can find compelling interviewer-level anomalies in data that may indicate curbstoning, misunderstanding, or even true anomalies in the data such as disease outbreaks. This capability is useful regardless of whether supervised techniques can be used.

I recommend using both the univariate and multivariate versions of MMA and SVA together. The univariate versions can highlight anomalous response distributions to particular questions, and the multivariate versions can highlight interviewers who have anomalous data across many questions. Both MMA and SVA performed similarly, so which to choose is mostly a matter of personal preference. However, it should be kept in mind that SVA does not take into account the number of forms per interviewer; thus, if this number varies significantly from interviewer to interviewer, MMA may be the better choice. LOCI can also be used to identify form-level anomalies, but its slow running time (Table 3.3) makes it less practical.

In all cases, I recommend that my algorithms be used as a supplement to more traditional data-quality control measures, such as numeric outlier detection (UFU algorithms in the parlance of Section 3.1) and manual inspection of the data. These older techniques can discover data quality issues that my algorithms cannot, such as isolated data-entry errors or out-of-range values.

Choice of features
Once the supervisor chooses which algorithm, or set of algorithms, to use, the next choice she must make is which features the algorithm will use. MMA and SVA only work for categorical response data; thus, for them, the choice is clear: use categorical response data. The supervised algorithms work for categorical and numeric response data and metadata; for them, the choice is more involved. In Section 5.5 I described a large set of features that I extracted from the Study Habits data. Not all of these features were equally useful. Based on my analysis of feature correlations with fabrication in Section 6.6, I have the following recommendations for feature extraction.
By far the most useful features were the timing-based ones. Of these, the form-level features, such as the median time spent on each answer (median-answer-time) or the median delay to the first edit (median-delay-to-first-edit), were the most useful. These features have the advantage that they generalize easily from one survey to the next. Thus, my strongest recommendation is to extract these features if possible. Other form-level features that proved to be particularly useful were the number of conditionally-appearing questions that were answered (num-conditional), the mean number of edits per question (num-edits), the amount scrolled (total-scrolled), and the number of swipes (num-swipes). These features are also quite general; I recommend extracting them if possible.

Some of the features that I discussed in Section 5.5—such as the number of times a "why not?" question was avoided (times-why-not-avoided) and the total hours spent on activities—were specific to the Study Habits survey. How these features would generalize to a different survey is not immediately clear. However, it turned out that these features were not particularly predictive of fabrication. Therefore, my recommendation is to avoid form-specific features like these. Doing so should not significantly affect the accuracy of the algorithms, and by avoiding form-specific features, it makes the process of feature extraction simpler.

7.1.3 Ethical considerations

Curbstoning detection algorithms can improve data quality, but they cannot replace careful supervision. At their core, all of the curbstoning detection algorithms in this thesis find data that does not fit an expected model. For the supervised algorithms, this model is learned from training data; for the unsupervised algorithms it is based on prior expectations. In both cases, it is an approximation of what high-quality data looks like, but—like all models—it is imperfect. Data fabrication is a serious accusation, especially when someone's reputation or employment is at stake. Therefore, the predictions of a curbstoning detection algorithm should never be used as the sole basis for any decision.

Instead, the curbstoning detection algorithms that I have described should be seen as one of many tools that a supervisor has at her disposal to ensure the effectiveness of the survey. If the algorithms detect unusual data, all possible causes should be investigated—including misunderstanding, miscommunication, data entry error, poorly-designed questions, and true anomalies in the data. If, after investigating other potential causes, curbstoning does indeed seem to be occurring, supervisors should attempt to obtain a deep understanding of the evidence before approaching an interviewer to discuss the possibility of fabrication. Doing so will help to ensure that these situations are handled as fairly as possible.
7.2 Future work

The research that I have presented in this dissertation leaves open a variety of directions for future work. In this section, I discuss five categories of potential future work: performing larger studies in different contexts, exploring other applications of the unsupervised algorithms, implementing and exploring more sophisticated user-trace logging, building effective interfaces, and investigating supervisor tuning.

7.2.1 Performing larger studies in different contexts

As I mentioned in Section 1.4, because my data sets are not large, it is too early to conclude without further evaluation that my techniques generalize widely. One possibility, for example, is that because the interviewers for the Study Habits survey only interviewed 10 people, they did not have enough experience to fabricate data realistically. An important direction of future work is to evaluate my algorithms on a larger scale and in different contexts.

Such studies will help to assess whether my results generalize, and they may have other advantages as well. For example, often the best way to improve the performance of a supervised classification algorithm is simply to obtain more training data [7]. Therefore, the performance of curbstoning algorithms may improve when larger data sets are used. As another example, larger data sets may make it possible to explore new types of algorithms, such as supervised, interviewer-level, univariate algorithms (SIU algorithms—see Section 3.1 for a further explanation).

7.2.2 Exploring other applications of the unsupervised algorithms

The novel algorithms MMA and SVA that I developed in Section 3.3.2 may be useful in ways beyond merely detecting curbstoning. These algorithms could be used, for example, to detect disease outbreaks or migration patterns. They could use other natural data aggregation units besides the interviewer. In a large survey, for example, high-level managers could use the algorithms to find anomalous supervisor-level distributions. With this information, they might be able to find systematic data quality problems resulting from supervisor misunderstanding. Or, a ministry of health could use the algorithms to find anomalous hospital-level distributions in disease prevalence data. With this information, they could gain insight into geographical health patterns.

---

2 In fact, SVA has already been shown to be useful in a very different context. As mentioned in Section 3.3.2, this algorithm is similar to the Tariff Method, which was used to predict the cause of death from verbal autopsy data [63].
7.2.3 Implementing and exploring more sophisticated user-trace logging

In Chapter 6, I showed that features extracted from user-trace logs could be used by curbstoning algorithms to improve their accuracy. There are many possible ways to explore this direction further. First, the potential of more sophisticated features can be explored. GPS data is a natural candidate. I could not evaluate it for my study because data fabrication always occurred in the same physical location. However, if larger evaluations are performed in more realistic survey environments, GPS could prove to be an important signal for data quality. Other possibilities for advanced user-trace data include audio signals (perhaps compressed into summary measures, like average volume level), video signals, or accelerometer data. Note that the use of any of these signals comes with privacy concerns that should be considered carefully.

A version of the user-trace logging instrumentation that I implemented will be available in version 1.2 of ODK Collect [86]. There are other applications of these logs that merit further exploration. As an example of how these logs can be used for applications outside of curbstoning detection, Hartung used similar logging instrumentation (which inspired my own) to learn important information about a research study that he was running in India [52]. While collecting data for the study, he observed several unexpected patterns in the log data. His observations inspired him to contact supervisors who were more closely involved with the data collection. After discussing the patterns with these supervisors, he learned that the study was not being conducted as he intended. He would not have been able to learn this important information without the logs.

There are other ways user-trace logs may prove to be useful. They could, for example, be used to investigate usability issues in the design of data-collection software. Researchers may be able to use them to increase data entry efficiency or to reduce data entry error.

7.2.4 Building effective interfaces

As I mentioned in the introduction, my work leaves open how to report the output of curbstoning detection algorithms most effectively. In this realm, there are a number of interesting survey methodology and data visualization questions. What should the threshold be to report suspicious data to a supervisor? How should this data be presented initially? How can reporting redundant information be avoided? What kind of tools should be built to allow the supervisor to investigate why data is being flagged as suspicious? These questions all deserve in-depth exploration.

As a preliminary idea of how to report the output of the algorithms, Figure 7.1 shows a mockup of a dashboard that displays the results of unsupervised algorithms like MMA.
Figure 7.1: Mockup of survey dashboard using unsupervised algorithm.

or SVA. This dashboard displays the $m^j_i$ values reported by the MMA algorithm for each interviewer–question pair. These values are color coded to indicate severity to highlight the most anomalous data. One could imagine that these numbers are clickable; once a supervisor clicks on one, she could see response distribution graphs, such as the one shown in Figure 7.2 that would help her understand how exactly the data is anomalous.
One could imagine similar dashboards for the form-level supervised and unsupervised algorithms. Predictions of fabrication or other data quality issues could be integrated into a system such as ODK Aggregate [53] or CommCareHQ [34], that allows supervisors to browse form-level data.

### 7.2.5 Investigating supervisor tuning

A supervisor may have important knowledge about specific data quality issues in her survey. For example, she might have prior beliefs about response distributions or know that certain questions are especially likely to be fabricated. An interesting research direction is to investigate how to integrate this knowledge into software systems that use curbstoning detection algorithms. There are two important subquestions: first, how can the algorithms be modified to take into account supervisor feedback; and second, how can interfaces be developed that support this in a natural way. On the algorithms side, one could imagine, for example, that the model selection algorithms described in Section 3.2.3 could be modified to include supervisor input. On the interfaces side, one could imagine that a dashboard like the one shown in Figure 7.1 could be modified so that a supervisor can click on specific questions to add priors for the distributions.

One could also imagine incorporating supervisor tuning as a way to combine supervised and unsupervised algorithms. To start, a curbstoning detection system could use unsu-
supervised methods to alert supervisors to suspicious patterns. As she follows up on these alerts, she would provide feedback to the system regarding the true cause of the suspicious data. The system could then use this feedback as labels to train a supervised classification algorithm. Indeed, one could frame this problem as an instance of active learning \cite{100} in which labels can be obtained, but at a cost associated with the follow ups.

7.3 Final remarks

In this dissertation, I have developed and validated general algorithmic techniques to detect interviewer data fabrication. This issue is one of many that can negatively affect the quality of data coming from surveys in developing countries—surveys that may be the only way to obtain critical health and economic data. The algorithmic and computing technology available to detect these types of problems is growing more prevalent every day. It is imperative that we, as researchers and developers, continue to explore how it can be used most effectively.
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# Appendix A

## THE STUDY HABITS SURVEY

This appendix contains the entire contents of the Study Habits survey described in Chapter 5.

### Table A.1: The Study Habits Survey.

<table>
<thead>
<tr>
<th>Question</th>
<th>Response</th>
<th>Skip Logic</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. interviewer-id</strong></td>
<td>Numeric</td>
<td><strong>numeric</strong></td>
</tr>
<tr>
<td>To the interviewer: please enter your interviewer ID.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>2. consent-note</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Read the following to the respondent: “As part of a research project from the Computer Science Department at the University of Washington, I am interviewing university students about study habits and academic attitudes. This survey should take between five and ten minutes. Participation is purely voluntary. You may decide to stop at any point without penalty or prejudice to you or the interviewer on the part of the research team. The interviewer will have a consent form that explains this study and lists contact information for the members of the research team. If you decide to participate in the survey, please read and sign the provided consent form.”</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>3. consent</strong></td>
<td>{Yes, No}</td>
<td>If no, go to no-consent. Else, go to taken-before.</td>
</tr>
<tr>
<td>To the interviewer: did the participant sign the consent form?</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>4. no-consent</strong></td>
<td></td>
<td>Go to thanks.</td>
</tr>
<tr>
<td>You must sign the consent form to take the survey.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>5. taken-before</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Continued on next page*
<table>
<thead>
<tr>
<th>Question</th>
<th>Response</th>
<th>Skip Logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Have you taken this survey before?</td>
<td>{Yes, No}</td>
<td>If yes, go to cant-take-before. Else, go to sex.</td>
</tr>
<tr>
<td>6. cant-take-before</td>
<td></td>
<td>Go to thanks.</td>
</tr>
<tr>
<td>You cannot take this survey more than once.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>What is your sex?</td>
<td>{Male, Female}</td>
<td></td>
</tr>
<tr>
<td>8. age-years</td>
<td>numeric</td>
<td>If between 18 and 25 (inclusive), go to university-student. Else, go to invalid-age.</td>
</tr>
<tr>
<td>What is your age in years?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. invalid-age</td>
<td></td>
<td>Go to thanks.</td>
</tr>
<tr>
<td>You must be between the ages of 18 and 25 to take this survey.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. university-student</td>
<td>{Yes, No}</td>
<td>If yes, go to uw-student. Else, go to not-university-student.</td>
</tr>
<tr>
<td>Are you a university student?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. not-university-student</td>
<td></td>
<td>You must be a university student to take this survey. Go to thanks.</td>
</tr>
<tr>
<td>You must be a university student to take this survey.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. uw-student</td>
<td>{Yes, No}</td>
<td>If yes, go to uw-college. Else, go to decided-major.</td>
</tr>
<tr>
<td>Are you a student at the University of Washington?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13. uw-college</td>
<td>{Arts and Sciences, Business, Education, Engineering, Law, Nursing, Public Health, Social Work, I don’t know, Other}</td>
<td>If other, go to other-college. Else, go to decided-major.</td>
</tr>
<tr>
<td>In which college at the University of Washington are you enrolled?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14. other-college</td>
<td>free text</td>
<td></td>
</tr>
<tr>
<td>Enter the name of the college in which you are enrolled.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15. decided-major</td>
<td>{Yes, No}</td>
<td>If yes, go to cse-major. Else, go to hardest-course.</td>
</tr>
<tr>
<td>Have you decided on a major yet?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16. cse-major</td>
<td>{Yes, No}</td>
<td>If yes, go to intended-major. Else, go to major.</td>
</tr>
<tr>
<td>Are you a computer science and engineering major?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17. major</td>
<td>free text</td>
<td></td>
</tr>
<tr>
<td>What is your major?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Continued on next page
<table>
<thead>
<tr>
<th><strong>Question</strong></th>
<th><strong>Response</strong></th>
<th><strong>Skip Logic</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>18. intended-major</td>
<td>Is this your declared major, intended major, or both?</td>
<td>{Intended, Declared, Both}</td>
</tr>
<tr>
<td>19. hardest-course</td>
<td>Which course did you spend the most time studying for in the last year?</td>
<td>free text</td>
</tr>
<tr>
<td>20. when-hardest-course</td>
<td>When did you take it?</td>
<td>{Winter 2012, Fall 2011, Summer 2011, Spring 2011, Winter 2011}</td>
</tr>
<tr>
<td>21. enjoy-hardest-course</td>
<td>Did you enjoy it?</td>
<td>{Yes, No}</td>
</tr>
<tr>
<td>22. average-work</td>
<td>On average, how many hours do you spend studying?</td>
<td>{One hour for every hour spent in class, Two hours for every hour spent in class, Three hours for every hour spent in class, Four or more hours for every hour spent in class}</td>
</tr>
<tr>
<td>23. list-obligations</td>
<td>Read the following to the respondent: “I’m going to list some obligations that could take up time outside of studying. For each, I’ll ask if it takes up more than one hour per week of your time. If it does, I’ll ask you how many hours per week you spend on it.”</td>
<td></td>
</tr>
<tr>
<td>24. paid-work</td>
<td>Do you spend more than an hour per week doing paid work?</td>
<td>{Yes, No}</td>
</tr>
<tr>
<td>25. paid-work-hours</td>
<td>How many hours per week do you spend on paid work?</td>
<td>numeric</td>
</tr>
<tr>
<td>26. volunteer-work</td>
<td>Do you spend more than an hour per week doing volunteer work?</td>
<td>{Yes, No}</td>
</tr>
</tbody>
</table>

*Continued on next page*
<table>
<thead>
<tr>
<th>Question</th>
<th>Response</th>
<th>Skip Logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>27. volunteer-work-hours</td>
<td>numeric</td>
<td></td>
</tr>
<tr>
<td>How many hours per week do you spend on volunteer work?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>28. research</td>
<td>{Yes, No}</td>
<td>If yes, go to research-hours. Else, go to family.</td>
</tr>
<tr>
<td>Do you spend more than an hour per week doing research?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29. research-hours</td>
<td>numeric</td>
<td></td>
</tr>
<tr>
<td>How many hours per week do you spend on research?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30. family</td>
<td>{Yes, No}</td>
<td>If yes, go to family-hours. Else, go to other-obligations.</td>
</tr>
<tr>
<td>Do you spend more than an hour per week on family obligations?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31. family-hours</td>
<td>numeric</td>
<td></td>
</tr>
<tr>
<td>How many hours per week do you spend on family obligations?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32. other-obligation</td>
<td>{Yes, No}</td>
<td>If yes, go to other-obligation-name. Else, go to more-costly.</td>
</tr>
<tr>
<td>Apart from the obligations already asked about, is there another obligation that takes up more than one hour per week of your time?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33. other-obligation-name</td>
<td>free text</td>
<td></td>
</tr>
<tr>
<td>What is that obligation?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>34. other-obligation-hours</td>
<td>numeric</td>
<td></td>
</tr>
<tr>
<td>How many hours per week do you spend on it?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35. more-costly</td>
<td>{Yes, definitely. No, additional expenses would not make a difference in my choice of major. Maybe, depending on how expensive it was.}</td>
<td>If maybe, go to more-costly-how-much. Else, go to faculty</td>
</tr>
<tr>
<td>If tuition was more expensive for certain majors, would that stop you from pursuing a more costly major?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>36. more-costly-how-much</td>
<td></td>
<td>Continued on next page</td>
</tr>
<tr>
<td>Question</td>
<td>Response</td>
<td>Skip Logic</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>What is the lowest additional expense that would stop you from</td>
<td>{One thousand dollars per year, Two thousand dollars per year, Three</td>
<td>If zero, go to facult-why-not. Else, go to tas</td>
</tr>
<tr>
<td>pursuing a more costly major?</td>
<td>thousand dollars per year, It would have to more than three thousand</td>
<td></td>
</tr>
<tr>
<td>Please think about this question carefully before responding.</td>
<td>dollars per year in additional expenses to deter me from pursuing a more</td>
<td></td>
</tr>
<tr>
<td></td>
<td>costly major, I’m not sure how much money it would have to be}</td>
<td></td>
</tr>
<tr>
<td>37. facult</td>
<td>How often in a quarter do you typically seek help from faculty for your</td>
<td>{Zero, One - two, Three - six, Seven or more}</td>
</tr>
<tr>
<td></td>
<td>course work?</td>
<td>If zero, go to facult-why-not. Else, go to tas</td>
</tr>
<tr>
<td>38. facult-why-not</td>
<td>Why do you not typically seek help from faculty?</td>
<td>free text</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>39. tas</td>
<td>How often in a quarter do you typically seek help from a TA for your</td>
<td>{Zero, One - two, Three - six, Seven or more}</td>
</tr>
<tr>
<td></td>
<td>course work?</td>
<td>If zero, go to tas-why-not. Else, go to tutors</td>
</tr>
<tr>
<td>40. tas-why-not</td>
<td>Why do you not typically seek help from TAs?</td>
<td>free text</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>41. tutors</td>
<td>How often in a quarter do you typically seek help from a tutor for your</td>
<td>{Zero, One - two, Three - six, Seven or more}</td>
</tr>
<tr>
<td></td>
<td>course work?</td>
<td>If zero, go to tutors-why-not. Else, go to advisors</td>
</tr>
<tr>
<td>42. tutors-why-not</td>
<td>Why do you not typically seek help from tutors?</td>
<td>free text</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>43. advisors</td>
<td>How often in a quarter do you typically seek help from an academic</td>
<td>{Zero, One - two, Three - six, Seven or more}</td>
</tr>
<tr>
<td></td>
<td>advisor for your course work?</td>
<td>If zero, go to advisors-why-not. Else, go to study-more</td>
</tr>
<tr>
<td>44. advisors-why-not</td>
<td>Why do you not typically seek help from advisors?</td>
<td>free text</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45. study-more</td>
<td></td>
<td>Continued on next page</td>
</tr>
</tbody>
</table>
Table A.1 – Continued from previous page

<table>
<thead>
<tr>
<th>Question</th>
<th>Response</th>
<th>Skip Logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do you think that you study more than the average student?</td>
<td>{Yes, No}</td>
<td></td>
</tr>
<tr>
<td>46. procrastinate</td>
<td>Do you think that you procrastinate more than the average student?</td>
<td>{Yes, No}</td>
</tr>
<tr>
<td>47. more-obligations</td>
<td>Do you think that you have more obligations outside of school than the average student?</td>
<td>{Yes, No}</td>
</tr>
<tr>
<td>48. name-phone-number</td>
<td>Read the following to the respondent: “For the purpose of verifying the accuracy of the data in this survey, the researchers conducting the study may perform checks to ensure certain interviews actually happened. If you consent to leave your phone number, one of the members of the research team may give you a call during the next two weeks to ensure that this interview took place. If you consent, your phone number will not be used for any other purpose besides this verification, and it will be discarded no later than three weeks after we receive this data. There are no consequences to you or the interviewer if you opt not to provide this information.”</td>
<td></td>
</tr>
<tr>
<td>49. name-phone-consent</td>
<td>Do you consent to have the interviewer record your phone number?</td>
<td>{Yes, No} If yes, go to phone. Else, go to thanks</td>
</tr>
<tr>
<td>50. phone</td>
<td>What is your phone number?</td>
<td>free text</td>
</tr>
<tr>
<td>51. name</td>
<td>Whom should we ask for if we call to verify the interview took place?</td>
<td>free text</td>
</tr>
<tr>
<td>52. thanks</td>
<td>To the interviewer: please thank the respondent for his or her time.</td>
<td></td>
</tr>
</tbody>
</table>
Appendix B

FOLLOW UP SESSION DETAILS

In this appendix, I provide additional technical details on the follow up sessions, including the algorithm used to perform the classification, how the fabrication scores were calculated, and the scripts that were read to participants. One complication is that these protocols changed slightly during an initial pilot period consisting of two follow up sessions in which six interviewers participated. Ultimately, the changes were minor enough that I decided to mix the data from the pilot period with the data from the main study period. For completeness, I describe here exactly how these protocols changed during this period.

First, in Section B.1 I describe the algorithm that was used for classification and how the output of that algorithm was used to generate the fabrication scores reported to participants. Second, in Section B.2 I list the various scripts that were used during the pilot and normal study period. A summary of how the protocols changed throughout the pilot is shown in Table B.1.

B.1 Algorithm and fabrication score

As stated in Section 5.3.3, for both the first and second rounds of each follow up session, a supervised classification algorithm was run on the real and fabricated data from the participants in the session. The features used for training and prediction were the feedback-eligible features listed in Table 5.2. Based on the output of 10-fold cross-validation, a nu-

<table>
<thead>
<tr>
<th>Session</th>
<th># Int.</th>
<th>R1 Script</th>
<th>R2 Script</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pilot Session 1</td>
<td>4</td>
<td>V1</td>
<td>V1</td>
<td>V1</td>
</tr>
<tr>
<td>Pilot Session 2</td>
<td>2</td>
<td>V2</td>
<td>V1</td>
<td>V1</td>
</tr>
<tr>
<td>Rest of Sessions</td>
<td>22</td>
<td>V3</td>
<td>V2</td>
<td>V2</td>
</tr>
</tbody>
</table>

Table B.1: Fabrication score generation method and scripts used in follow up sessions.
Here’s some more information about the purpose of the study. We are designing algorithms to automatically detect fabricated survey data. To do so, we are gathering survey data, some of which we know to be real, and some of which we know to be fabricated. Then we are testing how well our algorithms predict which data is fabricated.

Last week in the lab, you fabricated some survey data, but I did not explain why you were doing that. In this follow up session—now that you have collected real data and know the purpose of the study—I will have you fabricate some more data.

For the next 40 minutes, please fabricate between 4 and 10 more surveys. To make things interesting, I will be giving you feedback at the end of the 40 minutes on how well you fooled the algorithm. Each submission that you give me will be given a score by the algorithm, where a high score indicates that it could not tell your data was fabricated—or, in other words, that you did a good job fabricating data.

Think of this as a friendly challenge to see who can do the best job fooling the algorithm. The person who gets the highest average score over all of his or her submissions will get an extra $10 gift certificate. So please try to fabricate the data in a realistic way. You may think back your data collection over the last week, but you must make up new data. When you have finished fabricating forms, please put your phone down and let me know.

Figure B.1: Follow up session Round 1 script, version 1.

The classification algorithm used was LogitBoost with simple regression functions as base learners as implemented by the Weka framework [72] [107]. I chose this algorithm because it was efficient and performed well in some initial unpublished investigations on the data from Chapter 4. Ultimately, I did not choose this algorithm as one of the supervised classification techniques that I investigated in detail in Chapters 4 and 6. However, its performance was similar to the algorithms that I did end up choosing. This level of performance was more than sufficient to generate reasonable fabrication scores during the follow up sessions.

To generate fabrication scores, a separate classifier was trained for each participant $i$ in the follow up session. To do so, a subset $H_i$ of the training data was constructed that consisted of the real data from all of the interviewers in the follow up session and the fake data from

---

1The reason for including the real data from all of the interviewers was to increase the size of the data
Here’s some more information about the purpose of the study. We are designing algorithms to automatically detect fabricated survey data. To do so, we are gathering survey data, some of which we know to be real, and some of which we know to be fabricated. Then we are testing how well our algorithms predict which data is fabricated.

Last week in the lab, you fabricated some survey data, but I did not explain why you were doing that. In this follow up session—now that you have collected real data and know the purpose of the study—I will have you fabricate some more data.

For the next 40 minutes, please fabricate between 4 and 10 more surveys. To make things interesting, I will be giving you feedback at the end of the 40 minutes on how well you fooled the algorithm. Each submission that you give me will be given a score by the algorithm, where a low score indicates that it could not tell your data was fabricated—or, in other words, that you did a good job fabricating data.

Think of this as a friendly challenge to see who can do the best job fooling the algorithm. The person who gets the lowest average score over all of his or her submissions will get an extra $10 gift certificate. Since we are looking at the average score, there is not necessarily an advantage to creating a lot of fake data. You may—but do not have to—use the entire 40 minutes.

Please try to fabricate the data in a realistic way. You may think back to your data collection over the last week, but you must make up new data. When you have finished fabricating forms, please put your phone down and let me know. If you are still working after 35 minutes, I will let you know and ask you to finish the survey that you are currently working on.

Figure B.2: Follow up session Round 1 script, version 3. The only difference between this and Version 2 is that the word “highest” was changed to “lowest.”

only interviewer $i$. Let $F_i \subseteq H_i$ denote the fabricated forms from interviewer $i$. Once the data set $H_i$ was constructed, 10-fold cross-validation was used to get a probability $p_x$ from LogitBoost for each form $x$ from interviewer $i$. This probability was the classifier’s belief that form $x$ was fabricated.

The set of probabilities $p_x$ for interviewer $i$ were aggregated to get the fabrication score for interviewer $i$. There were two versions of how this was done, which changed between the pilot period and the rest of the study:

- **Version 1**: The fabrication score for participant $i$ was the mean of $(1 - p_x)$ over all
Here’s some more information about the purpose of the study. We are designing algorithms to automatically detect fabricated survey data. To do so, we are gathering survey data, some of which we know to be real, and some of which we know to be fabricated. Then we are testing how well our algorithms predict which data is fabricated.

Last week in the lab, you fabricated some survey data, but I did not explain why you were doing that. In this follow up session—now that you have collected real data and know the purpose of the study—I will have you fabricate some more data.

For the next 40 minutes, please fabricate between 4 and 10 more surveys. To make things interesting, I will be giving you feedback at the end of the 40 minutes on how well you fooled the algorithm. Each submission that you give me will be given a score by the algorithm that is between 0 and 1, where a low score indicates that it could not tell your data was fabricated—or, in other words, that you did a good job fabricating data.

If you get an average score of less than 0.75 over all of your submissions, you will get an extra $10 gift certificate. (About half of the study participants so far have been able to do this well.) Since we are looking at the average score, there is not necessarily an advantage to creating a lot of fake data. You may—but do not have to—use the entire 40 minutes.

Please try to fabricate the data in a realistic way. You may think back to your data collection over the last week, but you must make up new data. When you have finished fabricating forms, please put your phone down and let me know. If you are still working after 35 minutes, I will let you know and ask you to finish the survey that you are currently working on.

**Figure B.3: Follow up session Round 1 script, alternate.**

forms \( x \in \mathcal{F}_i \). This is the mean probability of being real that the classifier assigned to \( i \)'s fabricated forms, and hence the higher the score, the better interviewer \( i \) is at fabricating data.

- **Version 2**: The fabrication score for participant is the difference between two values: 1) the mean of \( p_x \) for all forms \( x \in \mathcal{F}_i \) and 2) the mean of \( p_x \) for all forms \( x \in \mathcal{H}_i \setminus \mathcal{F}_i \). Here, the lower the score, the better interviewer \( i \) is at fabricating data.

The reason I changed from Version 1 to Version 2 is that the scores generated with Version 1 were unstable to changes in the size of the data set.
Now I’m going to give each of you some personalized feedback on how you did. The algorithm looks at various measures of how you entered the data for each form. High or low values of these measures may indicate that your data is likely to be fabricated.

For each of you, I’m going to send you an email that gives the top three measures that were used to predict which of your forms were fabricated. You can think of these as the clues that the algorithm used to figure out which forms you were fabricating.

The specific measures used may vary from person to person. Please do not share them with each other.

After I send you this report, I will ask you to spend another 40 minutes fabricating another 4-10 surveys. When you fabricate these surveys, keep in mind the report you get. This may help you to better fool the algorithm. As before, the person who gets the lowest average score will get another $10 gift certificate.

**Figure B.4: Follow up session Round 2 script, version 2.** The only difference between this and Version 1 is the word “highest” was changed to “lowest.”

B.2 Scripts

There were two scripts that I read to the participants in the follow up session, one before Round 1 and one before Round 2. For both of these scripts, there was an alternate version.
that I read if a follow up session consisted of only one participant.

There were three versions of the Round 1 (non-alternate) script. The first version is shown in Figure B.1. I used Version 1 in the first follow up session, which had four participants. I changed this version after the first session to emphasize the fact that there is not necessarily an advantage to creating a lot of fabricated data and that the participants did not have to use the entire 40 minutes available to them. I used Version 2 in the second follow up session, which had two participants. Finally, to match the change from Version 1 to Version 2 of the fabrication score generation algorithm, I changed this version to indicate that a lower score was better, instead of a higher score. Version 3, which was the same as Version 2 except for this change, is shown in Figure B.2.

There were two versions of the Round 2 (non-alternate) script. The only change between the two versions was that the word “highest” was changed to “lowest” in the second version to match the change in the fabrication score generation algorithm. Version 2 is shown in Figure B.4.

Because I did not use the alternate scripts until after the pilot period, there is only one version of the Round 1 and Round 2 alternate scripts. The Round 1 script is shown in Figure B.3 and the Round 2 script is shown in Figure B.5.
Appendix C

FEATURES CHOSEN BY LOGISTIC REGRESSION

The tables in this appendix list all of the features chosen by the bottom-up greedy feature selection algorithm outlined Section 3.2.3 and used in Chapter 6. The features are listed in the order that they were chosen.

| diff-total-answer-time |
| diff-average-work-ord |
| sqdiff-age-years-response |
| faculty-num-contiguous-edits |
| diff-faculty-time |

Table C.1: Features chosen for logistic regression classifiers for $D_0$.

| diff-total-delay-to-first-edit |
| diff-average-work-time |
| total-time |
| other-college-num-contiguous-edits |

Table C.2: Features chosen for logistic regression classifiers for $D_1$.

| diff-total-delay-to-first-edit |
| total-scrolled |
| diff-tutors-why-not-delay-to-first-edit |
| diff-research-time |
| sqdiff-num-swipes |

Table C.3: Features chosen for logistic regression classifiers for $D_2$. 

Table C.4: Features chosen for logistic regression classifiers on response data for $D_0$.

<table>
<thead>
<tr>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>uw-student-response</td>
</tr>
<tr>
<td>advisors-response</td>
</tr>
<tr>
<td>uw-college-response</td>
</tr>
<tr>
<td>age-years-response</td>
</tr>
</tbody>
</table>

Table C.5: Features chosen for logistic regression classifiers on response data for $D_1$.

<table>
<thead>
<tr>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>uw-college-response</td>
</tr>
<tr>
<td>decided-major-response</td>
</tr>
<tr>
<td>more-costly-response</td>
</tr>
<tr>
<td>sqdiff-hardest-course-hours-response</td>
</tr>
</tbody>
</table>

Table C.6: Features chosen for logistic regression classifiers on response data for $D_2$.

<table>
<thead>
<tr>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>uw-student-response</td>
</tr>
<tr>
<td>tas-response</td>
</tr>
<tr>
<td>tutors-response</td>
</tr>
</tbody>
</table>

Table C.7: Features chosen for logistic regression classifiers with no timing-based features for $D_0$.

<table>
<thead>
<tr>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>num-conditional</td>
</tr>
<tr>
<td>diff-total-scrolled</td>
</tr>
<tr>
<td>diff-mean-string-length</td>
</tr>
<tr>
<td>more-obligations-response</td>
</tr>
<tr>
<td>sqdiff-tutors-num-non-contiguous-edits</td>
</tr>
<tr>
<td>sqdiff-facult-why-not-num-non-contiguous-edits</td>
</tr>
<tr>
<td>Feature</td>
</tr>
<tr>
<td>------------------------------------------------------</td>
</tr>
<tr>
<td>diff-mean-select-one-contiguous-edits</td>
</tr>
<tr>
<td>diff-intended-major-num-contiguous-edits</td>
</tr>
<tr>
<td>diff-taken-before-num-non-contiguous-edits</td>
</tr>
<tr>
<td>sqdiff-intended-major-num-non-contiguous-edits</td>
</tr>
<tr>
<td>diff-volunteer-work-hours-num-contiguous-edits</td>
</tr>
<tr>
<td>family-num-contiguous-edits</td>
</tr>
<tr>
<td>num-conditional</td>
</tr>
<tr>
<td>diff-study-more-num-contiguous-edits</td>
</tr>
<tr>
<td>diff-more-costly-num-non-contiguous-edits</td>
</tr>
<tr>
<td>sqdiff-total-hours-on-activities</td>
</tr>
</tbody>
</table>

Table C.8: Features chosen for logistic regression classifiers with no timing-based features for $D_1$.

<table>
<thead>
<tr>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>diff-cse-major-num-non-contiguous-edits</td>
</tr>
<tr>
<td>tas-why-not-num-non-contiguous-edits</td>
</tr>
<tr>
<td>intended-major-num-contiguous-edits</td>
</tr>
<tr>
<td>uw-college-num-non-contiguous-edits</td>
</tr>
<tr>
<td>sqdiff-advisors-ord</td>
</tr>
<tr>
<td>max-select-one-non-contiguous-edits</td>
</tr>
<tr>
<td>diff-average-work-num-contiguous-edits</td>
</tr>
<tr>
<td>diff-more-costly-how-much-num-non-contiguous-edits</td>
</tr>
</tbody>
</table>

Table C.9: Features chosen for logistic regression classifiers with no timing-based features for $D_2$.

<table>
<thead>
<tr>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>median-delay-to-first-edit</td>
</tr>
<tr>
<td>when-hardest-course-delay-to-first-edit</td>
</tr>
<tr>
<td>faculty-time</td>
</tr>
</tbody>
</table>

Table C.10: Features chosen for logistic regression classifiers with no interviewer-normalized features for $D_0$. 
<table>
<thead>
<tr>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>more-costly-delay-to-first-edit</td>
</tr>
<tr>
<td>total-time</td>
</tr>
<tr>
<td>average-work-delay-to-first-edit</td>
</tr>
<tr>
<td>intended-major-num-contiguous-edits</td>
</tr>
<tr>
<td>tutors-delay-to-first-edit</td>
</tr>
</tbody>
</table>

Table C.11: Features chosen for logistic regression classifiers with no interviewer-normalized features for $D_1$.

<table>
<thead>
<tr>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>total-delay-to-first-edit</td>
</tr>
<tr>
<td>median-answer-time</td>
</tr>
<tr>
<td>more-costly-response</td>
</tr>
<tr>
<td>tas-response</td>
</tr>
<tr>
<td>decided-major-response</td>
</tr>
</tbody>
</table>

Table C.12: Features chosen for logistic regression classifiers with no interviewer-normalized features for $D_2$. 