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Background: In this dissertation, I model HIV transmission in two different populations: circular migrants in South Africa, and men who have sex with men (MSM) in Southern California.

Objectives: One objective of the circular migrations (Chapter 2) project is to compare compartmental and network models in how they explain the dynamics of a system in which some individuals engage in circular migrations. Another goal is to understand the role such movement patterns play in HIV transmission, given the critical interaction between acute infection and rate of movement.

In the population of MSM in Southern California, I model post-diagnosis behavior change (PDBC). The objective in Chapter 3 is to quantify the population-level effects of individual-level PDBC. A second objective (Chapter 4) is to compare various strategies for early diagnosis in terms of how many new infections they produce over a 10-year period.

Methods: The compartmental models in Chapter 2 are developed using ordinary differential equations (ODE’s) and the network models are derived from the exponential random graph models (ERGM’s). Epidemiological studies on circular migrations in the KwaZulu-Natal province conducted over the past decade provide the necessary motivation.

The models on PDBC in Chapters 3 and 4 are based on ERGMs. The behavioral components of these models are parameterized primarily using the Acute Infection and Early Disease Research Program (AIEDRP). Several other studies are used to model the
various biological and demographic components of these models (details in Appendix F).

Results: In Chapter 2, I find that compartmental models do not show any impact of the frequency of migrations on HIV prevalence. Under suitable assumptions, network models show that “frequent” migrations (that take place at intervals shorter than the window of acute infection) produce a larger epidemic than infrequent migrations.

In Chapter 3, I find that if there were no PDBC, HIV prevalence in Southern California MSM would be higher by about a third. In Chapter 4, I find that individual testing strategies where people test based on the number of partners or time since last test work better than other strategies I consider.

Discussion: Chapter 2 is a largely theoretical study, parameterized by qualitative descriptions of data. While the question of the precise impact of circular migrations on HIV transmission is still an open one, and likely contingent upon specific behavioral components in particular populations where circular migrations are practiced. However, our work demonstrates that we need to network models to understand this connection. We also demonstrate the potential impact of acute infection and its interaction with frequency of migration, and the effect of delayed path-acceleration.

In Chapters 3 and 4, I focus on behavioral interventions to prevent HIV infections. I do not consider “treatment as prevention” type strategies; though such considerations are suitable for future work and may act in synergy with the behavioral interventions I consider here.
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GLOSSARY

AIEDRP: Acute Infection and Early Disease Research Program.

ACUTE HIV INFECTION: high infectiousness during the first 12 weeks of HIV infection.

BASIC NETWORK MODELS: network models as close as possible to compartmental models in Chapter 2.

CIRCULAR MIGRATIONS: periodic movement between two or more locations.

CONCURRENCY: temporal overlap in partnerships.

CONSTRAINED NETWORK MODELS: network models where there is no restriction on the location of multiple partners of migrant men but the maximum number of partners of migrant men is limited to 2.

CUMULATIVE DEGREE DISTRIBUTION: lifetime distribution of number of partnerships.

DEGREE DISTRIBUTION: Distribution of number of partnerships.

ERGM: exponential family random graph model.

HIV: human immunodeficiency virus.

IT STRATEGIES: individualized testing strategies where men test after a certain number of partners or a certain number of days since the last test.

LEVEL OF AWARENESS: scenario in Chapters 3 and 4 where we match data that only about 56% of HIV infected men are aware of their status.
MOMENTARY DEGREE DISTRIBUTION: distribution of number of partnership at a given point in time.

MSM: men who have sex with men.

NODE: graph-theoretic term that represents individuals in the context of this work.

ODE: ordinary differential equation.

PDBC: post-diagnosis behavior change.

RESTRICTED NETWORK MODELS: network models in Chapter 2 where multiple partners of migrant men are required to be in separate locations.

TESTING FREQUENCY: scenario in Chapters 3 and 4 where we assume men test on average once every 351 days.

TIE: graph-theoretic term that represents sexual partnership (or an act of UAI) in the context of the current work (also known as “edge”).

UAI: unprotected anal intercourse.
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Chapter 1

INTRODUCTION

1.1 Overview

Mathematical modeling of human immunodeficiency virus (HIV) transmission is an extremely valuable method to answer important, unanswered questions about the epidemic. The computer serves as a “laboratory” where we examine many questions where empirical investigation is either infeasible or unethical [1]. Mathematical models are especially useful in HIV prevention because they give us a framework to evaluate and compare different scenarios. In this dissertation, I build mathematical models to study HIV transmission in two different settings: a hypothetical setting that involves circular migrants, and men who have sex with men (MSM) in the Southern California region of the United States.

This work is divided into three chapters. In Chapter 2 I examine the transmission dynamics of HIV in a population of migrants and non-migrants, where the former engage in circular migrations between their home-village and workplace. These migrant men have partners in both locations and sexual contact with partners in either location is contingent upon the time they spend in each location. There are two primary goals; the first is to examine the relationship between the frequency of migration and HIV prevalence. The second goal is to model this system using compartmental and network models, and compare the dynamics observed through the two frameworks.

The second and third chapters are modeling efforts in a much larger project to understand the preventive potential of post-diagnosis behavior change (PDBC) in MSM in Southern California. At the heart of this work are longitudinal data collected as part of the Acute Infection and Early Disease Research [2, 3] program. These data report detailed behavioral information on the behavior of recently diagnosed men, at the time of diagnosis and at 3-monthly interviews thereafter.

I use these data to parameterize network models of HIV to answer specific questions that
involve PDBC. In Chapter 3 I focus on modeling the population-level effects of individual-level PDBC. I present results that demonstrate the extent to which HIV prevalence among Southern Californian MSM could be higher – were there no PDBC. I present a second set of results that indicate the importance of longitudinal data in evaluating effectiveness of PDBC. In Chapter 4 I examine how PDBC can be used as a strategy to prevent new infections, given the current state of HIV testing, and testing behavior. I compare these situations with newer measures that may be implemented in the near future, and compare their effectiveness.

There are several themes that are in common to the three chapters in this work. I describe the significance of these themes here, and their relevance of each to the questions pursued in this dissertation.

1.2 Recent HIV Statistics in Sub-Saharan Africa and North America

An estimated 34 million people worldwide were living with HIV at the end of 2010 [4]. This estimate is about 17% greater than the estimate for 2001, and is reflective of continued high incidence as well as increased life expectancies of infected individuals, (at least) partly due to availability of better therapies [4]. Sub-Saharan Africa continues to experience the greatest burden of HIV; in 2010, despite a decline in the number of new infections, an estimated 68% of the people infected with HIV resided in this region, which is home to about 12% of the total world population. Sub-Saharan Africa also accounted for about 70% of the new HIV infections worldwide. South Africa, in particular, is home to an estimated 5.6 million people with HIV [4]. While an estimated 33% decline in HIV incidence in South Africa from 2001 to 2009 shows that the epidemic is “leveling off,” the overall HIV epidemic here (and in other high prevalence countries such as Lesotho, Mozambique and Swaziland) remains “unacceptably high” [4].

In North America, on the other hand, we have seen little change in the number of new infections since 2004 [4]. In 2011, the Centers for Disease Control and Prevention (CDC) estimated that there were more than 1.1 million people living with HIV in the United States (according to 2008 data), and approximately 50,000 new infections occurred every year (about 48,100 in 2009) [5]. Men who have sex with men (MSM) constitute more than
half of both, the number living with HIV, and the number of new infections in the United States each year [6]. The other high-risk groups in the U.S. are injection drug users and high-risk heterosexuals; MSM is the only category in which the number of new infections has been increasing annually [6]. MSM in San Diego County show similar trends of high prevalence; from 1985-2004 non-IDU MSM accounted for 79% of the HIV transmission events [7].

The Southern California region of the United States is experiencing a particularly large HIV epidemic. The cities of Los Angeles (LA) and San Diego (SD), and their respective counties, are major population centers of this region. Los Angeles County (LAC) is home to an estimated 29% of the population of California [5], but is estimated to contain 41% of new HIV cases, and 76% of all AIDS cases in the state [9]. Sexual contact in MSM is estimated to account for 71.4% of the cumulative HIV cases in California males between 1983 and 2005 [10]; and, of all persons living with HIV and AIDS in this region at the end of 2009, 88% were male [11].

HIV is a global phenomenon, but two groups the infection continues to remain highly concentrated in – demographically, behaviorally, and geographically – are heterosexuals in South Africa, and in North American MSM. This thesis uses mathematical models to uncover population-specific patterns in these groups and examine questions related to prevention.

1.3 Acute HIV Infection

An HIV infected individual is most infectious during the first 6 to 12 weeks of infection [12, 13, 14, 15, 16, 17, 18]. While it is accepted that early detection of HIV during this phase is critical for infection management [19], the precise estimates for number of onward transmission events directly attributable to acute infection are variable [20]. Following this phase, there is a long period of “chronic infection,” that can last up to 10 years, and a final rise in infectivity before death [15, 16, 17, 18]. The precise duration of these phases and the relative probabilities of onward transmission during these phases are debated, but the importance of acute infection in onward transmission is well established.

Acute infection is a critical theme in all three chapters of this work. In the context of
circular migrations, if migrant men migrate back and forth between two locations while still acutely infected, onward transmission probabilities are much higher and consequently the expected number of transmission events is greater. Equivalently, uninfected migrants who travel frequently may be more likely to contact infected partners during the acute phase. Thus the frequency of migration itself is critical since this frequency determines at what stage of infection infected migrants may contact their partners (or vice-versa).

In Chapters 3 and 4 we focus on PDBC in MSM. It is documented that MSM reduce the level of their risky sexual behavior upon diagnosis to reduce risk to uninfected partners [2, 21, 3]. Thus diagnosis during the acute phase has the potential to reduce risky behavior during the most infectious phase in the course of infection, and therefore has enormous public health consequences. Naturally, the methods to diagnose infection early, especially during acute phase, have become critical in prevention. Thus acute infection plays a key role in understanding the population-level effects of PDBC in Chapter 3 and the various strategies we examine in Chapter 4 are centered around diagnosing infected individuals during this phase.

1.4 Sexual Behavior and HIV

HIV is an infectious disease that spreads from person to person. The selection forces by which people select partners (“selective mixing”) and the timing and distribution of those partnerships (“partnership timing”) are key components of understanding the dynamics of the disease [22]. Examples of selective mixing include relative attributes of partners including race, age, level of sexual activity, geographic location (in the context of mobile populations) and other attributes [22]. The timing of partnerships defines the risk structure of the population, and the connectivity or the population with regards to disease transmission (more on this topic in Section 1.5 where we discuss concurrency). For a long time, epidemiological study and data collection focused on individual-level attributes and behavior as predictors, and individual-level risk as outcome. Egocentric data – that report individual level behavior and attributes, and relevant information on attributes and history of behaviors the individual practiced with their partners – have made it possible to examine the problem of transmission at the level of the partnership, and the partner’s partners.
Besides egocentric data, other sampling (e.g., respondent driven sampling) methods to arrive at partnership-level information are available [23]. Methodological developments in the form of software packages have made it possible to reliably estimate network structure using such egocentric data [24] and thus incorporate partner (or dyad) level attributes and information in epidemiological analyses. Indeed, we are now starting to see papers that combine egocentric data analysis and network modeling methods [25, 26, 27].

Thus partnership-level data and methods to analyze such data have made it possible to incorporate sexual behavior (and changing trends in such behavior) in studying questions of prevention. Sexual behavior is a persistent theme throughout the current work. In the context of migrations, sexual behavior of migrant men, due to differing norms is different from non-migrant men [28, 29]. The set of partners that migrants contact is also dependent on their spatial location and combined with periodic movement between two locations that leads to a unique sexual network structure. We discuss the epidemiological effects of this unique transmission structure, and how best to model these phenomena, extensively in Chapter 2.

Since PDBC is the primary focus of the work here on MSM, behavior (and change in risky sexual behavior) is at the core of the questions we are interested in. Moreover, these models are parameterized using the Southern California Acute Infection and Early Disease Research Program (AIEDRP) which is a longitudinal study that reports egocentric data on recently infected MSM [2, 3].

1.5 Concurrency and HIV

The timing of partnerships is a key component of understanding the overall structure of sexual networks. Broadly, we differentiate between “sequentially monogamous” and “concurrent” partnerships [22]. In the mid-1990s, a set of modeling papers established that populations with the same average number of partnerships but where one population engaged in sequentially monogamous partnerships, and the other where people engaged in concurrent partnerships experienced very different epidemics [30, 31, 32]. Subsequent papers that combine both modeling and data analysis [25, 26, 27] find two distinct mechanisms by which concurrency amplifies HIV spread. First, it doubles the number of “reachable paths” for
the disease ("path-doubling"); someone practicing sequential monogamy can “bridge” infection from their first partner to their second, but not vice versa, while someone practicing concurrency can do either. Second, it speeds up the time by which such transmission chains can occur. That is, for someone practicing serial monogamy, if they are infected by their first partner they must wait until the end of that relationship and the formation of the next one before they can pass the virus onward; in the case of relational concurrency, that waiting period may be eliminated ("path-acceleration"). This latter effect is made especially important by the existence of acute HIV infection.

One criticism of the recent data-driven work on concurrency is that this work assumes equal amounts of sex with all partners (for people in multiple partnerships). In other words, the criticism is that this literature does not consider “coital dilution”. The inherent activity and inactivity of partnerships in the context of circular migrations helps us consider this concern because disease transmission is only possible in partnerships where both partners are in the same location (“active” partnerships). The inactive partnerships are not able to transmit disease until the migrant partners return and these partnerships are re-activated. Thus Chapter 2 offers a special case to build a model that explores the question of concurrency as a driver in the HIV epidemic, when coital dilution is accounted for.

We dichotomize the partnerships of MSM in Chapters 3 and 4 as either “main” (those that involve significant emotional involvement) or “non-main.” The theme of concurrency is relevant because we model the distribution of the number of main partnerships, and the temporal overlap of one or more main and non-main partnerships at any given time.

1.6 HIV Modeling

As we noted earlier, mathematical models and computational methods serve as a scientist’s “laboratory”. The value of the tools that models provide researchers has long been recognized. The earliest of these models adapted the system of ordinary differential equations (ODE’s) within the context of compartmental models (where individuals are aggregated based on some common characteristic, for example, infection status) and formalized their treatment. Other modeling methods combined the compartmental framework with
stochastic dynamics of disease transmission, as in the Reed-Frost models (which themselves have a rich history) [36].

During the 1980’s, compartmental models with ODE’s were adapted to study dynamics of HIV transmission [37, 38, 39]. These models have greatly improved our understanding of various questions of HIV transmission [1] and continue to be used extensively to answer more recent questions in the field (such as the impact of anti-retroviral therapy) [40].

As we discussed earlier, formulation of transmission models needs explicit accounting of partner selection forces, and the timing and distribution of these partnerships. To represent this temporal overlap in partnership structure, and the distribution of these partnerships at any given time, we need a framework that allows us to model the actors and their ties individually. This need necessitated the development of network models that allow explicit representation of actors, their attributes, and the partnerships they form and dissolve. Indeed, the focus of an entire chapter in this dissertation (Chapter 2) is on comparing compartmental and network models.

Some network modelers have hypothesized a “preferential attachment” [41] process as underlying the formation of ties in networks [42]. This preferential attachment process, where a few nodes have many ties is represented using the power law distribution [42]. This power law has been used to model the distribution of ties in different contexts [41] and adapted to models of human sexual networks [42, 43].

One consequence of this power law distribution of partnerships is that the distribution of the number of contacts has infinite variance [44]. Jones and Handcock [44] explored the consequences of fitting the limiting distribution of this power law structure, the Yule distribution, to three different data-sets: Rakai-district (Uganda), Sweden, and USA [44]. They estimated the scaling parameter of the Yule distribution and found that in two of the three cases their estimates lie in the range where this idealized degree distribution has finite variance, (whereas the power law distribution predicts that the distribution of the number of partnerships has infinite variance) [44]. The estimate for American men is in the region where the degree distribution is infinite, but even in that case other distributions with finite variance fit the data better than the idealized Yule distribution [44, 45].

One reason the power law distribution fails is because the power law and the underlying
assumption of “preferential attachment” do not explain how human beings form partner-
ships [45]. The power law is a possible, even probable, mechanism for systems such as the
size of cities (where highly populated cities attract more people) [46] or the citation of jour-
nal articles [46, 47]. Selection of sexual partners is a fundamentally different process, where
people select their partners based on a number of criteria, including measurable ones such
as age, race, class, and sexual-orientation [22]. This process of selective-mixing gives rise to
complex networks, and we need to account for this complexity to develop realistic networks
of transmission of HIV and other STIs. Moreover, formation of new partnerships by indi-
viduals is dependent upon whether they are currently in one (or more) partnerships. Thus
there is inherent dependence in the structure of sexual partnerships [48]. This dependence
poses additional challenges in the development of appropriate models.

Thus, while scale-free networks provide a succinct, parsimonious representation of net-
works, their structure is inappropriate to explain formation of sexual partnerships. Network
models for HIV transmission need to be grounded in data and behavioral and social theory,
and use tools that represent the measures implied by those data and that theory. Over
the past decade, socio-behavioral scientists, statisticians, and mathematical modelers have
collaborated to develop the framework of exponential random graph models (ERGMs, also
known as $p^*$ [49]). These models can represent sexual networks both in terms of mixing
structures and dependence in ties [50].

Realistic models of human sexual networks also need to account for relational durations,
formation and dissolution of partnerships, and the vital demographic processes of birth and
death. With recent development in methodology, ERGM’s can now account for all of these
considerations in a statistically principled fashion [51]. Software to implement such models
is also available for use in epidemiology and other applications [24] and these models are
now used to model HIV transmission [25, 26, 27]. We thus have a flexible framework that
can incorporate realistic mixing structures to build models of transmission and thus answer
questions that have proved intractable to date.

This is a “modeling dissertation” and all chapters in this work are based on gaining
epidemiological insight using mathematical models. The chapter on circular migrations is a
comparison of compartmental and network modeling to examine the impact of the unique
nature of temporal overlap on overall HIV transmission. The two chapters on PDBC in MSM use network models for their respective goals.
Chapter 2

CIRCULAR MIGRATIONS AND HIV TRANSMISSION: A COMPARISON OF COMPARTMENTAL AND NETWORK MODELING
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Abstract

Background: Circular migrations – the periodic movement of individuals between two (or more) places [28], often between home and labor sites – is a relatively common practice in some countries of sub-Saharan Africa. The relationships between circular migration and HIV transmission are complex [52] [53], with circular migration providing multiple mechanisms that have the potential to amplify HIV transmission in a population.

Objectives: There are two primary goals of this paper; the first is to build multiple versions of our model using the compartmental modeling framework, and a network-based approach – to see how the models differ in their predictions for the relationship between migration frequency and HIV prevalence. Our second goal is to understand the dynamics of the interaction between acute infection and the frequency of migration and the impact of this interaction on HIV transmission.
**Methods:** We build Susceptible-Infected (S-I) models with births and deaths using ordinary differential equations, and a separate set of network models that adapt the framework of exponential random graph models (ERGM’s). We use biological data from [15] and [16] to parameterize the transmission components of these models. We test the relationship between migration frequency and HIV transmission at frequencies of 3 weeks and 30 weeks.

**Results:** We find that compartmental models show that there is no relationship between migration frequency and HIV prevalence. Under suitable assumptions, network models show that migrations every 3 weeks produced a bigger epidemic and statistically significant number of new infections (at the 95% level) than migrations at 30 week intervals. We also find that acute infection and its interaction with migration frequency are critical in sustaining these significant differences and demonstrate the contribution of delayed “path-acceleration” to this finding. We discuss the epidemiological implications of these results and the qualitative differences in the two modeling frameworks.

### 2.1 Introduction

Circular migrations – the periodic movement of individuals between two (or more) places [28], often between home and labor sites – is a relatively common practice in some countries in sub-Saharan Africa (for example South Africa [52, 54]) and the relationship between migrations and HIV has been the focus of much recent epidemiological work (South Africa [55, 56, 57], Kenya [58], Zimbabwe [59, 60], Tanzania [61]). The relationships between circular migration and HIV transmission are complex [52, 53]), with circular migration providing multiple mechanisms that have the potential to amplify HIV transmission in a population. Among these is the fact that some circular migrants have the opportunity to maintain ongoing sexual partnerships at their home location and other partnerships in their workplace [52].

A separate literature has used both data analysis [25, 26] and mathematical modeling [30, 31, 32, 62] to consider the impact of relational concurrency – the existence of partnerships that overlap in time – on HIV spread, relative to similar numbers of partnerships occurring strictly sequentially. This literature finds two distinct mechanisms by which concurrency amplifies HIV spread. First, it doubles the number of reachable paths for the disease (“path-
doubling”); someone practicing sequential monogamy can bridge infection from their first partner to their second, but not vice versa, while someone practicing concurrency can do either [33]. Second, it speeds up the time by which such transmission chains can occur. That is, for someone practicing serial monogamy, if they are infected by their first partner they must wait until the end of that relationship and the formation of the next one before they can pass the virus onward; in the case of relational concurrency, that waiting period may be eliminated (“path-acceleration”). This latter effect is made especially important by the existence of the HIV acute infection window – a period of 2-3 months immediately after infection when an individual is much more infectious to others than they are at subsequent times [15, 16]. Any phenomenon that increases the chances that people have an additional partner beyond the one from whom they obtained the infection during that period can be crucial in sustaining an epidemic.

In this paper, we develop a set of models to explore the relationships between the rates of circular migration for men with ongoing partnerships in each of two locations and HIV prevalence. The structure of concurrency in the context of circular migrations is unique because while migrants may have partners in multiple locations, the set of “active” partnerships is restricted to those in which the partners are in the same location as them (We define partnerships with both partners in the same location as “active”; if the migrant is in a different location from their partner the partnership is “inactive”). This unique form of concurrency allows us to build models that address some of the prior concerns about the modeling of concurrency (more details are in Section 2.2).

We do not suggest that this inherent uniqueness in the structure of concurrency is the only means (or even the chief means) by which circular migration affects HIV transmission, but we limit our exploration to this form for the purposes of this work. At this stage, then, the work is largely conceptual and theoretical; parameterizing our model using more empirical data constitutes a next step. Our hypothesis is that all else being equal, migrations at intervals shorter than the window of acute infection (“frequent” migrations) will result in higher HIV transmission than migrations at intervals longer than the length of acute infection (“infrequent” migrations). The magnitude of the difference in transmission between frequent and infrequent migrations will help us disentangle the potential roles of
path doubling and path acceleration in amplifying HIV spread. Adaptations of these models are being developed to answer more contemporary questions in the epidemiology of HIV.

The main modeling approach used in the HIV literature is compartmental, or ordinary differential equation (ODE), modeling. Compartmental models have a rich history in what they have helped us understand about HIV transmission and continue to be the “workhorse” of model development. Although this approach has many strengths, its ability to represent the full impacts of relational interactions is limited, given its fundamental approach of aggregating individuals and their relationships. An alternate approach is to use network methods that allow explicit representation of actors, and their attributes and partnerships. We hypothesize that given the novel nature of the underlying partnership structure (given potentially concurrent partnerships of migrant men in two separate locations) such explicit accounting of actors and their partnerships is necessary to model the effect of circular migrations on HIV transmission.

There are thus two primary goals of this paper; the first is to build multiple versions of our model – using the compartmental modeling framework, and a network-based approach – to see how the models differ in their predictions for the relationship between migration frequency and HIV prevalence. Our second goal is to understand the dynamics of the interaction between acute infection and the frequency of migration and the impact of this interaction on HIV transmission.

2.2 Background

2.2.1 Circular Migrations and HIV in South Africa

Of the 33 million HIV-infected people in 2009, South Africa alone had 5.6 million. The prevalence of HIV in South Africa increased from 0.76% in 1990 to 26.5% in 2002, and was reported at about 17.8% in 2009. South Africa has had a history of circular migrations, and migration in general has been an important component of the economic and political structure for the past century. As early as 1886, there was demand for migrant labor in the gold mines of Transvaal. Most of the gold was at great depths, and
labor, especially low-cost labor, was urgently needed. These mines in South Africa started bringing in workers from neighboring countries. To keep costs of housing low, and because black people were not allowed to live permanently on these lands anyway, single-sex hostels were established. 

However, patterns of migration have changed over the past three decades, especially after apartheid was lifted in 1994. Currently most labor migration is for a longer period of time, and workers are generally allowed to visit home at shorter intervals. Approximately 90% of black laborers in the mines are migrants, with restricted opportunities to visit family, and a low likelihood of visits by their partners. The Hlabisa district of the Kwa-Zulu Natal province is a major migrant sending location; the coastal mining town of Richards Bay and the inland town of Carletonville are two locations where men migrate to. Richards Bay is only about 100 km from Hlabisa, whereas Carletonville, at a distance of 700 km, is farther away. Consequently, migrants from Richards Bay are able to return home more frequently than migrants from Carletonville, and the frequency of migrant travel therefore becomes an important factor in transmission dynamics of HIV.

Thus migrant labor continues to constitute an essential component of the South African economic structure.

**Migrations and HIV Transmission**

The linkage between human population mobility and infectious disease dispersal is well established in epidemiological literature. Oscillatory movements lead to weakening of the family structure and the associated network of social and psychological support, leaving people more willing to engage in high-risk sexual behavior. However, the precise mechanism underlying this connection between HIV and mobility is not completely understood.

The general consensus seems to be that migrants are more likely to engage in such high-risk behavior due to leaving the normative lifestyle of home in the following ways: (i) migrants may change partners more frequently, (ii) migrants may form partnerships with individuals who are at a high risk of infection, such as commercial sex workers, (iii) migrants may have a higher number of relationships that overlap in time. One
study from the Limpopo province in South Africa has also found migrants to have a very low perceived risk [81]. It was hoped that high-risk sexual behavior amongst migrant men might reduce With improvements in roads and the travel infrastructure; however, research from the Limpopo province has found no evidence to support this hypothesis [81].

Of the nine provinces in South Africa, Kwa-Zulu Natal has had the highest HIV prevalence (39.5% in 2009) [82]. In this province, migration is an historically important part of the local economy [52]. Moreover, several studies have found migrants to have a higher rate of HIV prevalence than non-migrants [52, 54, 55, 83, 84]. Higher prevalence rates among migrants have been observed in other African countries, notably Uganda, Zimbabwe, Senegal [52, 54, 55], and Kenya [58]. However, other studies in Zimbabwe [59, 60] have found no link between migration/mobility and HIV. Another study in Tanzania [61] found no significant differences in the sexual behavior of migrant and non-migrant men [53]. Migration is not a homogeneous process; when studying migration and its epidemiological implications, it is imperative to clearly define the pattern of mobility, and the populations at risk [53].

An important study of the differences in HIV prevalence among migrants and non-migrants in South Africa was conducted in the Kwa-Zulu Natal province of South Africa [56, 57]. In the Hlabisa district of the province, 62% of adult men migrate for employment, mostly to the towns of Carletonville and Richards Bay. The two places represent different patterns of migration, with the former being farther away from the rural area of Hlabisa, and allowing the migrants relatively fewer trips home. Richards Bay, on the other hand, is much closer, allowing migrants to return home more often [55, 57, 83, 84]. It was found that migrant men in Carletonville were 3.2 times as likely to be infected as their rural partners. In Richards Bay migrant laborers were as likely to be infected as their rural partners, but migrant couples were twice as likely to be infected as non-migrant couples, and in one-third of cases, the woman was the infected partner [83]. This finding is critical to our understanding of the impacts of circular migration on HIV transmission, because it established that it is not just the migrant laborer who is acting as a transmission agent between two otherwise disconnected areas, but that the non-migrating women are often the infected partner [56].
2.2.2 Circular Migrations and Concurrency

Concurrent sexual partnerships are those that temporally overlap in time. Through simulation studies, Morris and Kretzschmar [30, 31, 32] showed the impact of concurrent partnerships, i.e. relationships that overlap in time, on the spread of HIV. The recent development of tools [24] to incorporate relational concurrency in mathematical models in more systematic and generalizable ways has led to data-based work on the examination of the effects of concurrency on HIV transmission [25, 26].

Circular migrations are unique because of the underlying nature of temporal overlap in partnerships. While migrant men may have partners in both the home village and the workplace, only one of these partnerships (or set of partnerships) can be “active” – i.e. these partnerships involve ongoing coital acts – at a given time. Migrants often return to the same partners in the home locations (due to the presence of their families there) [79] and may practice risky sexual behavior in the work location [79]. Thus the location of a migrant decides which partnerships (or set of partnerships) are active.

While this structure appears similar to “serial monogamy” [85], it is different from a monogamous structure in one key respect, i.e. the migrant men return to the same partner(s) in at least one (or both) locations. The temporal overlap resulting from this periodic activation and deactivation result in a unique form of concurrency.

In Figure 2.1, we consider a migrant man who travels back and forth between two locations A and B, and has one partner in each location. When he is in location A, his partnership in that location is active. Similarly, when he is in location B, only his partnership in location B is active. The non-migrant man, on the other hand, stays in one location only, and the partnership stays active for the entire duration of the partnership. Thus while the migrant man has twice as many partners as the non-migrant man (path-doubling), both men have the same amount of sex.

Figure 2.1 shows that the coital acts of the migrant man are distributed over two partnerships in separate locations, and coital acts are contingent upon location by design. One criticism of the recent work on concurrency is that these models assume daily sex with every partner and thus do not account for “coital dilution” in the presence of multiple overlapping
partnerships [34]. The inherent activation and deactivation of partnerships in the context of circular migrations helps us consider the criticism of modeling coital dilution because disease transmission is only possible in active partnerships. The inactive partnerships are not able to transmit disease until they are reactivated. Thus the current work offers a special case to build a model that explores the question of concurrency as a driver in the HIV epidemic, when coital dilution is accounted for. We do not suggest that this inherent uniqueness in the structure of concurrency is the only means (or even the chief means) by which circular migration affects HIV transmission, but we limit our exploration to this form for the purposes of this work.

2.2.3 Circular Migrations and Acute HIV Infection

Based on data presented by Wawer et al. [15], Hollingsworth et al. have shown that the infectivity of an individual after sero-conversion is highest for a period of about 2.9 months after infection [16]. This period of acute infection is followed by a long period of stable chronic infectivity and a final, late-stage rise before death [15] [16]. Since HIV has a long latency period, acute infection plays a key role in the context of circular migrations. Infected migrant individuals may migrate between two locations without knowledge of their infection status while they are acutely infected, and thus put their partners (and their partners’ partners) at risk of infection. Conversely, uninfected migrant men who are frequently traveling between their village and the workplace may be at a greater risk to contract infection from an acutely infected partner, and subsequently put their partners (and their partners’ partners) in the other location at greater risk. If, on the other hand, travel occurs at intervals longer than the period of acute infection, then the likelihood of onward transmission due to acute infection may be greatly reduced.

The aim of this project is to make the relationship between the interaction of circular migrations, acute HIV infection, concurrent sexual partnerships and consequent HIV transmission more precise. To do so we use both the classical framework of compartmental models (formulated using ordinary differential equations or ODE’s) and network-based models that have recently been developed [24]. We use these tools to study the impact of
circular migration frequency on HIV prevalence and compare the features and predictions of the two frameworks.

2.3 Methods

We begin by describing the features common to all of our models, and then proceed to describe the particular features of compartmental models in Section 2.3.1 and network models in 2.3.2. We classify individuals (also called actors) in the population based upon their infection status, migrating status, sex, and current location. The population is equally divided between two locations: a rural “village” and an urban “workplace.” We assume that some, but not all, men, migrate; we do not consider female migration in this model. As time evolves, the migrant men in the workplace and village change their locations. Thus the population consists of six classes when considering migration status (whether someone is a migrant), sex, and current location. The epidemiological papers [56, 57] we consider to parameterize our models only present data on migrations by men; therefore, these modeling assumptions we make are to be consistent with this underlying epidemiological literature from KwaZulu-Natal.

There are four states of infection: susceptibility, acute infection, chronic infection, and late-stage infection. We denote these states by $S$, $A$, $C$ and $L$ respectively. Thus we describe a state by the notation $S_{XYZ}$, $A_{XYZ}$, $C_{XYZ}$ or $L_{XYZ}$. For the subscript, $X$ denotes the migration status of the individual (migrant $M$ or non-migrant $N$); $Y$ denotes the sex (male $M$ or female $F$); and $Z$ denotes the location (urban workplace $U$ or rural village $R$). Thus, for example, $S_{MMU}$ represents a susceptible migrant male in the urban area. Since females do not migrate in the model, the first subscript $N$ for females is redundant, but we include it for symmetry.

Our four infectious states and six different classifications yield a total of 24 state variables. Transitions are of four types: arrivals (due to fertility), departures (natural and disease-related mortality), migrations (at periodic intervals), and infections (progression from the susceptible to acute, chronic, and late-stage infection). Infections occur when members of one of the susceptible classes contract HIV upon contact with an infected partner in the same location.
We assume constant and uniform rates of migration (for migrating men only), and for progression through disease stages, background mortality, and AIDS-specific mortality (for those in late-stage infection only). Introductions due to fertility in the population are also assumed to be constant.

Figure 2.2 shows a schematic for the system.

All simulations are run in the R programming language: for compartmental models we use the odesolve package [86] (with examples as shown in [87]) and for network models we utilize the statnet package [24].

2.3.1 Compartmental Models

In compartmental epidemic models of HIV/AIDS, a contact is typically defined in one of two ways: as the initiation of a partnership or as an individual sex act. The “contact-as-partnership” approach aggregates the coital acts over the course of a partnership. The “contact-as-act” approach, defines a contact as a sexual episode. In the contact-as-partnership approach, contact rates are relatively low. In contrast, the probability of transmission given contact is relatively high, since it reflects the probability of transmission over the entire course of the relationship. The contact-as-act approach has low transmission probability per contact but a high partner-change rate. We denote this contact rate by $t$ instead of the more common $c$ to avoid confusion with the chronic stage of infection (for which we use $C$).

In this paper, we explore both interpretations of contact using compartmental models.

The probability that a susceptible individual becomes infected at any time point depends upon [38, 88]:

1. the average number of contacts;

2. the probability that their partner is in one of the three infected states. We assume that all individuals in the population have the same amount of sex in both interpretations of contacts. In the contact as partnership model, migrant men have twice as many partners per unit time as non-migrant men, but half as much sex. We further assume that conditional on these rates, mixing is random with regard to serostatus within
location. Thus, the probabilities that a susceptible individual chooses a partner in each of the three stages is simply: $\frac{A_{XYZ}}{N_{XYZ}}$ for acutely infected individuals, $\frac{C_{XYZ}}{N_{XYZ}}$ for chronically infected individuals, and $\frac{L_{XYZ}}{N_{XYZ}}$ for infected individuals in the late-stage where $N_{XYZ}$ is the total number of individuals of group $XYZ$.

3. the probability of acquiring infection per coital act from an infected partner over the course of the relationship (or in a single act depending upon the interpretation of contact being used), described by $\beta_{..}$. The first subscript for $\beta_{..}$ describes the stage of infection of the positive partner at the initiation of the partnership – Acute ($A$), Chronic ($C$) or Late-Stage ($L$) – and the second subscript describes whether the partnership involves a migrant ($M$) or non-migrant ($N$) male. The latter is relevant because it affects the number of coital acts that a man will have with his partner during the relationship, given that a migrant man is only present for part of the time during the course of the partnership (more details below).

Note that the two interpretations of contact do not change the structure of differential equations in the model; it is the probabilities of transmission over the course of a “contact” ($\beta$) and the contact rate $t$ that are different. The $\beta$ parameter comes from published data [15, 16]. The rate parameter $t$ is selected based on qualitative descriptions of data in [56, 57].

Tables 2.1 and 2.2 show the demographic parameters and initial values of the state variables that remain constant for either interpretation. The system of equations (described below in Section 2.3.1) is simulated over approximately 100 years with the parameter values in Table 2.2. Each time step represents 1 week. Tables 2.4 and 2.3 provide values for the biological and behavioral parameters that are different for the contact-as-partnership and contact-as-act models respectively. These values are selected so the number of coital acts is the same across the two models, and in the mean per-act transmission probability.

**Differential Equations**

To assemble these pieces, we begin by considering susceptible migrating urban males. We describe the rate of change in this population (with one week taken as one time unit) as
\[
\frac{dS_{MMU}}{dt} = \frac{\nu}{8} - S_{MMU} t_{MMU} \frac{A_{NFU}}{N_{NFU}} \beta_{A,M} - S_{MMU} t_{MMU} \frac{C_{NFU}}{N_{NFU}} \beta_{C,M} -
\]
\[
S_{MMU} t_{MMU} \frac{L_{NFU}}{N_{NFU}} \beta_{L,M} - \delta S_{MMU} + \delta S_{MMR} - \mu S_{MMU},
\]

where \( \delta \) is the rate of migration between the urban and rural area. The parameter \( \nu \) is the number per unit time that enter the entire population. Since urban migrant men account for one-eighth of the total population, the number of new arrivals per unit time in this group is \( \nu/8 \). The parameter \( \mu \) denotes the rate of natural mortality.

The change in population of acutely infected migrating urban males is
\[
\frac{dA_{MMU}}{dt} = S_{MMU} t_{MMU} \frac{A_{NFU}}{N_{NFU}} \beta_{A,M} + S_{MMU} t_{MMU} \frac{C_{NFU}}{N_{NFU}} \beta_{C,M} +
\]
\[
S_{MMU} t_{MMU} \frac{L_{NFU}}{N_{NFU}} \beta_{L,M} - \delta A_{MMU} + \delta A_{MMR} -
\]
\[
\gamma_1 A_{MMU} - \mu A_{MMU},
\]

where \( \gamma_1 \) is the rate at which an acutely infected individual becomes chronically infected.

The change in the population of chronically infected migrating urban males is
\[
\frac{dC_{MMU}}{dt} = \gamma_1 A_{MMU} - \gamma_2 C_{MMU} - \delta C_{MMU} + \delta C_{MMR} - \mu C_{MMU},
\]

where \( \gamma_2 \) is the rate of chronic to late-stage transition. The change in population of late-stage migrating urban males is
\[
\frac{dL_{MMU}}{dt} = \gamma_2 C_{MMU} - \delta L_{MMU} + \delta L_{MMR} - \mu_d L_{MMU},
\]

where \( \mu_d \) is the rate of mortality due to the disease.

Now we consider the females in the urban area. An urban female can become infected either by an infected male in one of the three infectious states, who is either a migrant or a non-migrant. Therefore we have
\[
\frac{dS_{NFU}}{dt} = \nu/4 - S_{NFU} t_{NFU} \frac{A_{MMU}}{N_{MMU}} \beta_{A,M} - S_{NFU} t_{NFU} \frac{C_{MMU}}{N_{MMU}} \beta_{C,M} -
\]
\[
S_{NFU} t_{NFU} \frac{L_{MMU}}{N_{MMU}} \beta_{L,N} - S_{NFU} t_{NFU} \frac{A_{NMU}}{N_{NMU}} \beta_{A,N} -
\]
\[
S_{NFU} t_{NFU} \frac{C_{NMU}}{N_{NMU}} \beta_{C,N} - S_{NFU} t_{NFU} \frac{L_{NMU}}{N_{NMU}} \beta_{L,N} -
\]
\[
- \mu S_{NFU},
\]
\[
\frac{dA_{NFU}}{dt} = S_{NFU}t_{NFU,M}A_{MMU}N_{MMU}^{-1} \beta_{A,M} + S_{NFU}t_{NFU,M}C_{MMU}N_{MMU}^{-1} \beta_{C,M} + \\
S_{NFU}t_{NFU,M}L_{MMU}N_{MMU}^{-1} \beta_{L,M} + S_{NFU}t_{NFU,M}A_{NMU}N_{MMU}^{-1} \beta_{A,N} + \\
S_{NFU}t_{NFU,NM}C_{NMU}N_{NMU}^{-1} \beta_{C,N} + S_{NFU}t_{NFU,NM}L_{NMU}N_{MMU}^{-1} \beta_{L,N} - \\
\gamma_1 A_{NFU} - \mu A_{NFU},
\]
(2.6)

\[
\frac{dC_{NFU}}{dt} = \gamma_1 A_{NFU} - \gamma_2 C_{NFU} - \mu C_{NFU},
\]
(2.7)

and

\[
\frac{dL_{NFU}}{dt} = \gamma_2 C_{NFU} - (\mu + \mu_d)L_{NFU},
\]
(2.8)

to describe the various interactions of females in the urban area.

The interactions of the non-migrant males are similar to those of the migrant males defined in equations (2.1) to (2.4), without the migration term. Thus,

\[
\frac{dS_{NMU}}{dt} = \nu - S_{NMU}t_{NMU}A_{NFU}N_{NFU}^{-1} \beta_{A,N} - S_{NMU}t_{NMU}C_{NFU}N_{NFU}^{-1} \beta_{C,N} - \\
S_{NMU}t_{NMU}L_{NFU}N_{NFU}^{-1} \beta_{L,N} - \mu S_{NMU},
\]
(2.9)

\[
\frac{dA_{NMU}}{dt} = S_{NMU}t_{NMU}A_{NFU}N_{NFU}^{-1} \beta_{A,N} + S_{NMU}t_{NMU}C_{NFU}N_{NFU}^{-1} \beta_{C,N} + S_{NMU}t_{NMU}L_{NFU}N_{NFU}^{-1} \beta_{L,N} - \\
\mu A_{NMU} - \gamma_1 A_{NMU} - \mu A_{NMU},
\]
(2.10)

\[
\frac{dC_{NMU}}{dt} = \gamma_1 A_{NMU} - \gamma_2 C_{NMU} - \mu C_{NMU}
\]
(2.11)

\[
\frac{dL_{NMU}}{dt} = \gamma_2 C_{NMU} - (\mu + \mu_d)L_{NMU}
\]
(2.12)

describe the changes in population for the four infection states of urban non-migrant males.
The basic structure of equations (2.1) to (2.12) is the same for the rural area with the location sub-script $U$ replaced by $R$ (for rural). Thus, we have a system of 24 interacting equations.

*Infection Model*

Wawer et al. (2005) [15] provide estimates of the per-act transmission probability during different stages of infection, and Hollingsworth et al. [16] provide estimates of the relative transmission probabilities of these various stages. We combine these two measures by taking the per-act chronic transmission probability as 0.0007 from [15] and the acute and late-stage transmission probabilities relative to the probability during chronic stage from [16] (since the duration of the various stages provided by Wawer et al. [15] are debated [16, 17, 18] and Hollingsworth et al. do not provide per act probabilities. The acute and late stage probabilities are then 26 and 7 times the chronic stage probabilities [16]. The parameter $\gamma_1$ is taken as 1/12, so that the mean duration of acute infection is 12 weeks, which is in accordance with Hollingsworth (2008) [16]. Due to the structure of this ODE model, therefore, the proportion of acutely infected individuals that flow in to the the chronic phase per unit time has an exponential distribution with a mean of 12 weeks. The parameter $\delta$ is varied to investigate the impact of varying migration rates on the dynamics of disease transmission. We consider the mean duration of the chronic stage to be 500 weeks (approximately 9.6 years) hence $\gamma_2$ is 1/500. The parameter $\mu_d$ is 1/40 fixing the mean duration of the late-stage at 40 weeks [16].

In the interpretation of contact as partnership, we take a hypothetical value of 100 weeks as the average duration of partnerships. The per-act transmission probabilities are converted to the partnership-level and are given in Table 2.4. To convert these probabilities, the constants $\beta_{A,M}$ and $\beta_{A,N}$ represent the probabilities that infection is transmitted during the course of a partnership when the partnerships involve acutely infected migrant and non-migrant men respectively. If $p_i$ is the probability of transmission per coital act during the stage $i$ of infection, then

$$\beta_{i,M} = 1 - (1 - p_i)^{d \times n/2}$$  \hspace{1cm} (2.13)
and

\[ \beta_{i,N} = 1 - (1 - p_i)^d \times n \]  \hspace{1cm} (2.14)

where \( d \) is the average duration of the partnerships and \( n \) is the number of coital acts per time unit (one week in this case). The parameterization is such that while migrant men have twice as many partners per unit time as non-migrant men, the amount of sex men in both groups have is the same. That is, coital dilution is complete, since overall coital frequency for a man does not depend on his number of partners.

In the contact-as-act approach, \( \beta \) simply represents the per-act transmission probabilities as shown in Table 2.3.

Disease is introduced in the population by infecting fifty urban and fifty rural women infected at the start of the simulation. We assume that the proportion of infectives in each infection stage is equal to the length of that stage relative to the total time of infection.

The initial values for \( S_{NMU} \), \( S_{NFU} \) and \( S_{MMU} \) are 1250, 2450 and 1250 respectively. We investigate migration frequencies of 3 and 30 weeks. We select these particular migration frequencies for two reasons; the first is to be consistent with the pattern of migration reported in the literature – that migrants in work-locations closer to home tend to return home at least once a month and those working farther away tend to return at most 3 or 4 times a year [52]. Secondly, given the relevance of acute infection to this project, our goal is to compare prevalence curves obtained at rates of migration that are shorter and longer than the acute phase of HIV with each other.

We also investigate a number of other migration frequencies, shorter (1, 4, 7 and 10 weeks) and longer (20, 40, 60, 80 and 100 weeks) than the acute phase. Collectively, we refer to migrations at intervals shorter than the length of acute HIV infection as “frequent migrations.” Conversely, migrations at intervals longer than the length of acute infection are “infrequent migrations.”

To examine the mathematical properties of epidemic potential in the two interpretations of contact, we present reproduction numbers \( R_0 \) for both interpretations. We perform these computations following an algorithm in [59]; details are in Appendix A.
Conservation of Sexual Acts

The parameter values in the contact-as-partnership case Tables 2.4 are chosen to reflect some basic characteristics of human sexual behaviour. The average number of partners per week for migrant men is greater than that for non-migrant men, though the average number of coital acts for migrant and non-migrant men is the same. This assumption is in accordance with the observation that migrant men are exposed to less stringent social norms, and generally have more sexual partners [52, 54], but because migrant men do not have more sex acts than non-migrant men we are also able to incorporate the effects of coital dilution. With the given parameter values we then have

\[ t_{MM, N_{MM}} = t_{NF, M} N_{NF}. \]
\[ t_{NM, N_{MU}} = t_{NF, NM} N_{NF}. \]

where \( t_{NF, M} \) is the contact rate between women and migrant men and \( t_{NF, M} \) is the contact rate between women and non-migrant men. These relationships imply conservation of sexual contacts i.e. the total contacts of migrant and non-migrant males must equal the contacts of their female partners in either location. Thus migrant men in the contact-as-partnership version have twice as many partners, but since only half of those partnerships are active at any given time, the number of sexual acts for migrant and non-migrant men are equal.

Fertility and Mortality

We consider two types of mortality: natural (\( \mu \)) and mortality due to the disease (\( \mu_d \)). Thus \( 1/\mu \) is the average sexual lifespan of an uninfected individual. We assume that an uninfected individual will remain sexually active from the age of 15 years to the age of 60 years; thus setting \( \mu = 1/(45 \times 52) \) sets the sexual lifespan of an individual to \( (45 \times 52) \) weeks, or 45 years. The average lifespan of an infected individual, is 552 weeks, comprising acute, chronic and late stages that last on average for 12, 500 and 40 weeks respectively [16].

To solve for the number of arrivals in the population per unit time, we set equation (2.1)
equal to 0 in the disease free state. Then

\[ \frac{dS_{MMU}}{dt} = \frac{\nu}{8} - \mu S_{MMU} = 0 \]

implying

\[ \frac{\nu}{8} = S_{MMU} \mu = \frac{625}{45 \times 52}. \] (2.15)

Therefore, there are \( \frac{625}{(45 \times 52)} \) individuals that enter the sub-population of susceptible migrant men in the urban location per week. The other sub-populations of men have the same number of arrivals per week, and each of the two sub-populations of women have \( \frac{1250}{(45 \times 52)} \) individuals that arrive per unit time.

**Equivalence of the two interpretations of contact**

We base our parameterization on a total of 3000 partnerships in the population. Of these, 2000 are accounted for by migrant men, and 1000 are accounted for by non-migrant men. Since there are 1250 total non-migrant men in the population, the active “mean degree” (average number of active partnerships per person) of non-migrant men is \( \frac{1000}{1250} = 0.8 \).

On average, only half of the partnerships of migrant men are active at any given time – therefore the 1250 migrant men in our population account for 1000 active partnerships. The active mean degree for migrant men, therefore, is \( \frac{1000}{1250} = 0.8 \). Since the active mean degrees for both migrant and non-migrant men is 0.8 – the active mean degree for the population is 0.8. Thus there are 2000 active partnerships in the population on average.

Since we assume 3 sexual acts per week over all time-steps, we have an average of \( 0.8 \times 3 = 2.4 \) sexual acts that occur over active partnerships for both migrant and non-migrant men, and women. Our “contact-as-act” model is parameterized with 2.4 sexual acts per week to keep the two scenarios identical with respect to this key feature.

**2.3.2 Stochastic Network-Models**

**Partnership and Demographic Structures**

We now create alternate models of this system that explicitly account for the individuals in the population (instead of aggregated counts), their attributes (sex, location, migration
status, infection status, time of infection), relational timing, and temporal overlap in partnerships. These models are based on graphs, and we adopt graph-theoretic concepts and terminology. Consequently, individuals are “actors”, and partnerships are “ties.” We account for all men and women in the population, and the set of their ties. This undirected graph, at any given time, is what we call a “cross-sectional network,” or simply, a “network,” for brevity.

The cross-sectional network is then evolved over time to model the process of formation of new partnerships, dissolution of existing partnerships, and arrivals and departures from the population due to fertility and mortality. This process yields a temporal series of networks over discrete time steps (henceforth called a “network series”). We then simulate HIV transmission on these temporal networks.

An important point to note is that if individuals A and B are in a partnership, they do not necessarily have to be in the same location. For example, A might be a migrant man, married to, or in a long-term relationship with B. While B is fixed in one of the two locations throughout the simulation, A is changing his location periodically. To model disease transmission, however, we need to evaluate if A and B are in the same location; as defined earlier, if they are in the same location, their partnership is “active;” otherwise, this partnership is “inactive.”

We use the framework of separable-temporal exponential random graph models (ERGMs) of Krivitsky et al. [51] to model the partnership structure in the population. This method requires separate models that govern the process of formation and dissolution models.

The first model (described below) is set up to be as similar to our compartmental model as possible. We then describe additional models that utilize the possibilities of network models (described below in Section 2.3.2).

### Basic Network Models

The formation model is

$$\logit(p(y_{ij,t=1}|y_{ij,t=0} = 0)) = \theta \delta(e) + \sum_{p_1} \sum_{p_2} \theta_{m,p_1,p_2} \delta(mp_1,p_2)$$ (2.16)
where \( y_{ij} \) is an edge between the pair of persons \( i \) and \( j \); \( y_{ij} = 1 \) represents the existence of a partnership and \( e \) is the total number of partnerships in the network. The term \( \theta_{m,p_1,p_2} \) is the coefficient associated with mixing between partners \( p_1 \) and \( p_2 \). The terms \( p_1 \) and \( p_2 \) represent either migrant or non-migrant men, and women. There are several structural zeros: any partnership where \( p_1 \) and \( p_2 \) are the same sex is a structural zero, and if \( p_1 \) is a non-migrant man in one location, then the number of his partnerships with women in the other location will be zero (and vice-versa). The \( \delta \) functions are “change statistics,” defined as changes in the values of these statistics associated with a toggle of a dyad (i.e. switching the value of any dyad) [51]. Migrant men form partnerships in both locations, and therefore these terms are not structural zeros.

Migrant men spend a given amount of time (on average) in one location. The inverse of this quantity gives the weekly probability of migrating to the other location in any particular week (time steps are in weekly units). Migration to the other location is thus a binary event. This model is qualitatively identical to the deterministic model described above, with respect to all key features of the process: (i) the structure of partnerships, (ii) the process of migrations, and (iii) the infection model.

The dissolution model is much simpler, where dissolution of each tie is a Bernoulli process, with the probability of dissolution determined by the average duration of partnerships. This dissolution model is

\[
\logit(p_{y_{ij,t=1} | y_{ij,t=0} = 1}) = \theta_{\text{diss}}
\]  

(2.17)

where \( \theta_{\text{diss}} \) is the log-odds of the probability that a partnership persists at a given time-step.

**Restricted Network Models**

A key feature of the circular migration system is that a migrant man who has two ongoing partnerships should be more likely to have one ongoing partnership in the village and one in the workplace than both in the same place. Our network model allows us to introduce this pattern in ways that ODE models do not. We refer to this as the “restricted model” because the partnership structure of migrant men with multiple partners is restricted to exclude multiple partners in the same location.
We restrict the partnership structure by adding additional terms to the model in (2.16). These terms restrict partnerships between a migrant man and multiple women in the same location. The consequences of this constraint are that no migrant man has more than two partners in total, and for migrant men with multiple partners one partner is in the urban and the other is in the rural location.

This restricted partnership model is

\[
\text{logit}(p(y_{ij,t=1}|y_{ij,t=0} = 0)) = \theta \delta(e) + \sum_{p1} \sum_{p2} \theta_{mp_1,p_2} \delta(mp_1,p_2) + \\
\theta_{\text{urban} m_1\{m_{21},m_{22}\}} \delta_{\text{urban} m(m_1,\{m_{21},m_{22}\})} + \\
\theta_{\text{rural} m_1\{m_{31},m_{32}\}} \delta_{\text{rural} m(m_1,\{m_{31},m_{32}\})}
\]

where \(m_1\) is a migrant-man, \(m_{21},m_{22}\) are two distinct rural women and \(m_{31},m_{32}\) are two distinct urban women. We thus restrict concurrent partnerships between a migrant man and multiple women in the same region by setting the statistics defining these \(\delta\) terms as structural zeros. (The technical term for this parameter is a 2-star [90].)

The dissolution model here is identical to the dissolution model in the basic network model in (2.17).

We consider 5000 nodes at the beginning with 3000 total ties – the same number we chose in the analysis with compartmental models. Migrant men account for twice as many ties as non-migrant men, but both groups have equal numbers of active partnerships. We have an average of 2.4 sex acts per week over active partnerships. The average duration of partnerships is 100 weeks.

We also model migration as a step function where migrant men switch locations at fixed intervals rather than as probabilistic events (where the probability of migrations defined as the reciprocal of the specified time to be spent in each location) since this assumption might be more consistent with the process. The reason we investigate probabilistic migrations earlier is because that is how they are defined in the compartmental framework and we wanted identical models at the start of the simulation in both frameworks.
**Infection Model**

Disease is then simulated over the “network series” which consists of networks simulated over weekly time steps. The process of epidemic simulation is identical to the process for compartmental models. There are 50 infected females in the rural and urban areas each. Their time since infection is randomly selected between 0 and 552 weeks, the total lifespan of an infected individual. Acute, chronic and late-infection last 12, 500 and 40 weeks respectively, and the probabilities for onward transmission per act are identical to those selected for the compartmental models.

As with the compartmental models, we vary the average time spent at each location between migrations and plot prevalence curves for the entire population. We select migration intervals of 3 weeks and 30 weeks to be consistent with the compartmental model. To account for the stochastic nature of these models, we conduct 10 repetitions of each experiment, in both the basic and the restricted network models.

2.4 Other Analyses

We perform other analyses to

(i) evaluate the impact of acute infection on HIV transmission in Appendix B, (ii) examine the restricted network structure but with stochastic migrations (instead of clockwork) migrations in Appendix C, (iii) to evaluate the reasons for differences in the two models, compare cumulative and momentary degree distributions in basic and restricted network models (Appendix D), and, (iv) tease apart the effects of delayed path acceleration and momentary degree distributions on the observed differences in HIV prevalence in the basic and restricted models in Appendix E.

2.5 Results

2.5.1 Compartmental Models

In Figure 2.3, we see that when contact is defined as a partnership, a small epidemic is produced (equilibrium prevalence: 1.6%) for any migration interval. When contact is defined as a sexual episode, we see that a large epidemic is quickly produced (equilibrium
prevalence: 36.7%), but the prevalence trajectories for different migration rates are identical.

We also find that the reproduction number $R_0$ in the “contact-as-partnership” and “contact-as-act” cases is 1.19 and 1.58 respectively.

2.5.2 Network Models

In Figure 2.4, the basic network models show that there is no statistical difference between frequent and infrequent migrations in the basic network models. Ten experimental repetitions showed a mean prevalence of 26.9% (95% CI: 25.7%, 28.2%) after 5000 weeks at an average migration frequency of 3 weeks. The average migration frequency of 30 weeks produced a mean prevalence of 25.2% (95% CI: 24.0%, 26.3%) after 6000 weeks. Also with migrations at an average interval of 3 weeks produced 6793 (95% CI: 6684, 6902) new infections and the migration frequency of 30 weeks produced 6680 (95% CI: 6589, 6771) new infections over 5000 weeks (both averaged over 10 experimental repetitions).

When the partnership structure for migrant men is restricted and migrations occur as deterministic step-functions, migrations every 3 weeks produced a prevalence of 5.7% (95% CI: 5.3%, 6.1%) and migrations every 30 weeks showed a final prevalence of 4.2% (95% CI: 3.9%, 4.5%) after 6000 weeks. In the former case, we saw 3735 (95% CI: 3613, 3857) new infections over 6000 weeks and 3132 (95% CI: 3019,3245) new infections in the latter scenario. Restricted network models with stochastic migrations (Appendix C) show the same results qualitatively.

2.6 Discussion

The compartmental models show that the migrations do not impact the rate at which HIV transmits through the population. Network models show the same result when partnership structure of migrant men is not restricted i.e. multiple partners of migrant men can be in either location. When partnerships of migrant men are restricted so that their partners are required to be in both locations, and migrations occur as a step function, we see that migrations that occur every 30 weeks show a statistically significant lower prevalence than migrations that occur every 3 weeks. We also noticed that a (statistically significant) greater number of new infections is produced when the migration interval is 3 weeks than when it
is 30 weeks in the restricted network models. These significant differences are not seen in the basic network models that are as close to the compartmental models as possible.

The key qualitative difference in the migration frequencies we experiment with is that while one is shorter than the length of acute HIV infection, the other is longer. We investigated a case where the average frequency of migration is equal to the length of acute HIV infection (12 weeks) and found the prevalence trajectory to be closely aligned with the trajectory at a migration frequency of 3 weeks.

To understand why compartmental and network models show different impacts of migrations on HIV transmission, it is important to note that the chief distinction between the two frameworks is that compartmental models do not capture the relational dependence in the partnership structure of migrant men—especially in terms of distributing their partners in both locations. Epidemiologically, the impact of the rate of circular migrations depends on the rate at which migrant men contact partners in *two separate locations*. Compartmental models, on the other hand, model flows between compartments that occur at a fixed rate. As a consequence, the time spent in any one state has an exponential distribution. Compartmental models also do not distinguish the partnerships of the actors, because they model aggregated counts of individuals, and their flow between the various infection states (and locations).

Network models are easily adapted to capture the unique partnership structure of migrant men (with regard to multiple partnerships). Hence we notice that when the network models are set up identical to the compartmental models they do not show any impact of the frequency of migration on HIV prevalence. However, once the network models are set up to capture the fact that partners of migrant men are distributed between two locations, we notice different epidemic trajectories when migrations occur at intervals shorter and longer than the length of acute HIV infection.

Another key result that emerges from this work is the difference in epidemic behaviors with the two definitions of contact in the compartmental framework. As we saw, compartmental models allow for two separate definitions of sexual “contact”; either these contacts are single sexual acts, or they are partnerships that last over a period of time. When contacts are defined as sexual acts, a large epidemic is quickly produced, whereas the
contact-as-partnership models produce a negligible epidemic.

The contact-as-act models assume proportional mixing between the sub-populations that make sexual contact with each other. This assumption implies that each coital act occurs with a different individual, which is clearly unrealistic for our system in which a significant number of sexual partnerships would be expected to be long term. With the alternate definition of contact as partnership, we evaluate discordant relationships at the start, and simulate disease transmission through these partnerships. We neglect the fact that during the course of a partnership, say between two susceptible individuals, one might seroconvert and thus put their partner at risk as well [88].

Thus, in the contact-as-act models, the partner change rate is high, but the probability of disease transmission is low (in any stage of infection). In the contact-as-partnership case, the partner change rate is low, but the disease transmission probability is averaged over the course of the partnership, and therefore high. As we have discussed, when contact is defined as partnership, sero-discordance of infection is evaluated at the start of the partnership, and averaged over the duration of the partnership. The higher partner-change rate in the contact-as-act case has a greater number of expected coital acts between sero-discordant partners, and therefore, we see a higher equilibrium prevalence. Mathematically, we verified this difference by estimating the reproduction number $R_0$. We found that $R_0$ estimates are higher in the contact-as-act case than in the contact-as-partnership case (more details are in Appendix A). We do not present $R_0$ estimates for the network models because this is an open area of research.

Between the two interpretations of contacts, there is no middle ground, and both assumptions are unrealistic in their own ways. A stochastic network model allows us to avoid both the potential pitfalls mentioned above, because we explicitly model the mean duration of partnerships and evaluate sero-discordance in these partnerships at every time step, rather than just the beginning of the simulation.

Compartmental models that rely on ordinary differential equations also implicitly assume exponential waiting times for transfers between states. For us, this means that waiting times for transfers between infection states, and for migrant men, times for transfers (migrations) between locations, are exponentially distributed. This assumption may be more realistic
for transfers between infection states than for migrations between locations (hence, in the network models, we assume clockwork migrations in the “restricted” version but experiment with stochastic migrations in Appendix C). We may be able to investigate alternate modeling frameworks in the compartmental setting. Continuous time Markov chains are one possible approach that could retain the aggregation of actors in compartments, but allow us to explore alternative models for transfers between states. It is not immediately clear if such an approach will change our results qualitatively, but they may be worth exploring.

In the context of network models, since the final prevalences in restricted models are low, we built behavioral heterogeneity in the behavior of migrant men. We took the average duration of partnerships of migrant men in the urban area to be one-fourth of the average duration of their partnerships in the rural area. We observed the same qualitative results in this case – migrations at 3-week intervals produced a higher prevalence than migrations at 30-week intervals (when the partnership structure of migrant men is restricted so that their multiple partners are distributed in the two locations) but the prevalence itself did not change very much.

We also notice that the basic network models show a higher equilibrium prevalence than models where the partnership structure of migrant men is restricted. There are three possible reasons for this difference. The first reason is that when the partnership structure of migrant men is restricted their multiple partners are in separate locations, and therefore they have to wait to contact the partner in the other location until the time to migration has passed (a consequence of delayed path acceleration). Thus, the frequency of migration affects onward transmission of HIV, and this interpretation holds in light of our observation that migrations at intervals shorter than the length of acute infection produce a bigger epidemic than migrations at intervals longer than acute infection. Second, one consequence of how we modeled the restricted partnership of migrant men is that migrant men can have at most two concurrent partners, whereas in the basic models the number of partners of migrant men is not restricted. Third, the momentary degree distribution in the basic model has more isolates and more individuals with 3 or more partners than the restricted models (details are in Appendix D). Therefore, the higher equilibrium prevalence in the restricted models might be due to the higher number of individuals with multiple partnerships at a
given time.

We investigated whether the differences in the basic and restricted network models are due to delayed path acceleration being explicitly modeled only in the restricted network models, or differences in momentary degree distributions between the basic and restricted models (Appendix E). Here, we develop models “in between” the basic and restricted models. These “constrained models” have no restriction on the location of the partners of migrant men, but the number of partners at any unit time of migrant men is constrained to a maximum of 2. Thus, these models help isolate the effect of delayed path acceleration (that comes about by requiring migrants’ partners to be in both locations) from the effect of limiting the momentary number of partners of migrant men to 2.

The constrained models do not show the significant difference in epidemic trajectories or the number of new infections between 3 and 30-week migrations. Thus the significant differences we see between the frequent and infrequent migrations are a result of delayed path acceleration that slows down the rate at which migrant men contact their partners in separate locations, when migrations are less frequent.

Another feature we built in to the restricted models (as examined in Section 2.3.2) is the clockwork nature of the migration process. We felt this migration structure was a better representation of reality. However, this assumption implied that the restricted models departed from the basic models in two ways: (i) the partnership structure of migrant men, (ii) the model of the migration process. We examined a version of the restricted model (Appendix C) with stochastic migrations. Results from these models were qualitatively similar to results from restricted models with clockwork migrations; 3-week migrations produced a significantly larger epidemic and greater number of new infections through the course of the simulation. Thus the differences that we saw between the basic and restricted models in Section 2.3.2 are attributable to the restricted nature of the partnerships of migrant men, rather than the model behind the migration process itself.

The interaction between acute infection and migration frequency is a major focus of this work. In Appendix E we demonstrate that without acute infection the significant differences in epidemic trajectories and number of new infections between 3 and 30-week migrations in the restricted network models disappear. We also see a smaller epidemic
without acute infection in the various models we investigate. Thus, acute infection, and its interaction with migration frequency, play a major role in the transmission dynamics of HIV in a circular migration system.

A natural question to ask is how would transmission dynamics change if there were no migrations in a population identical to the one we analyze here? In other words, how does any population mobility (as opposed to the rates of migration) impact the transmission of HIV? As expected, compartmental models show no difference in epidemic trajectories in a population with and without migrations. Modeling an identical population without migrations using network models is a more difficult problem conceptually. In the network models, we model individuals and partnerships explicitly, and as a consequence migrant men have particular partners in two locations. If we simply set the migration parameter equal to zero, then the migrant men will never contact half their partners, in which case those individuals are not really partners, and hence that analysis is meaningless. However, if we assume all contacts of “migrant” men are in one location, then we are in effect modeling two isolated regions with concentrated partnership structures. In this case, we therefore obtain a large epidemic quickly. Modeling the epidemiological consequences of any population mobility relative to no population mobility is therefore an open problem.

In the work by Lurie et al. [57], it is documented that the mining town of Richards Bay is much closer (about 100 km) to the rural migrant-sending district of Hlabisa than Carletonville, which is approximately 700 km away. Therefore, migrants from Richards Bay are able to return home much more frequently than those from Carletonville. Our restricted network models suggest that migrations at 3-week intervals produce a significantly larger epidemic than migrations at 30-week intervals. This finding implies that the behavioral impact of migrants who return home more frequently might be more important in the epidemic than migrants who return less frequently. But our finding is contingent upon the assumption that the behavior of migrants in urban towns (both close to and far away from home) is identical in terms of the number of sexual partners and partner-change rate. In reality, it is possible that the behavior of migrants that are farther away from home is much different from the behavior of migrants that are close to home. Conversations with experts in the subject have indicated that such differences are poorly understood. Therefore, a
useful extension of this project would be to examine different behavior patterns in migrants that are close to and far away from home.

In summary, the nature of the impact of circular migrations is still an open question, likely contingent upon specific behavior patterns in the context of home and work locations in the specific population of interest. However, from the current study, we learn that we need network models to even begin to examine the impact of circular migrations on HIV transmission.

This study is largely theoretical. Our behavioral assumptions relied on qualitative descriptions of data, primarily as presented in [56] and [57]. Next steps in this research project are to parameterize these network models to data from different populations where circular migrations are seen, to include more realistic migration structures that exist in those populations, and to parameterize the behavioral structures of these models to epidemiological data. We discuss possibilities of projects that might enable us to incorporate data in Chapter 5.
Figure 2.1: Concurrency structures in persistent partnerships of migrant (top) and non-migrant (bottom) men.

Table 2.1: Demographic and biological parameters: These parameters are identical in the contact-as-act and the contact-as-partnership cases.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural Mortality Rate</td>
<td>$\mu$</td>
<td>$1/(45 \times 52)$</td>
</tr>
<tr>
<td>AIDS-related Mortality Rate</td>
<td>$\mu_d$</td>
<td>$1/40$</td>
</tr>
<tr>
<td>Fertility Rate</td>
<td>$\nu$</td>
<td>$1250/(45 \times 52)$</td>
</tr>
<tr>
<td>Acute-Stage Duration</td>
<td>$1/\gamma$</td>
<td>12 weeks</td>
</tr>
<tr>
<td>Chronic-Stage Duration</td>
<td>$1/\eta$</td>
<td>500 weeks</td>
</tr>
<tr>
<td>Late-Stage Duration</td>
<td>$1/\mu_d$</td>
<td>40 weeks</td>
</tr>
</tbody>
</table>
Figure 2.2: Transfer diagram for migration system. White and blue blocks show non-migrant men in each region. Pink blocks show non-migrant women. Infection is transmitted between infected men and susceptible women and infected women and susceptible men. Location A and Location B represent the rural home-town and the urban workplace respectively.
Table 2.2: Initial values for state variables. These initial values are the same in both contact-as-act and contact-as-partnership approaches. Total population size is 5000, including 2500 men and 2500 women. Half the men are migrant, and half the men are non-migrant. The population is equally divided between the urban and the rural areas.

<table>
<thead>
<tr>
<th>State Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Susceptible Migrant Males</td>
<td>1250</td>
</tr>
<tr>
<td>Acutely Infected Migrant Males</td>
<td>0</td>
</tr>
<tr>
<td>Chronically Infected Migrant Males</td>
<td>0</td>
</tr>
<tr>
<td>Late-Stage Infected Migrant Males</td>
<td>0</td>
</tr>
<tr>
<td>Susceptible Females</td>
<td>2450</td>
</tr>
<tr>
<td>Acutely Infected Females</td>
<td>$12/552 \times 50$</td>
</tr>
<tr>
<td>Chronically Infected Females</td>
<td>$500/552 \times 50$</td>
</tr>
<tr>
<td>Late-Stage Infected Females</td>
<td>$40/552 \times 50$</td>
</tr>
<tr>
<td>Susceptible Non-Migrant Males</td>
<td>1250</td>
</tr>
<tr>
<td>Acutely Infected Non-Migrant Males</td>
<td>0</td>
</tr>
<tr>
<td>Chronically Infected Non-Migrant Males</td>
<td>0</td>
</tr>
<tr>
<td>Late-Stage Infected Non-Migrant Males</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 2.3: Biological and behavioral parameters in the contact-as-act model. Biological parameters $\beta_A, \beta_C, \beta_L$ are per-act transmission probabilities, subscript $i$ represents one of the three infection-states, and $\beta_i$ shows the computation of per-partnership transmission probabilities for the particular infection-state. Behavioral parameters $t_{\ldots}$ are set to 2.4 to have a mean number of 2.4 sexual acts per week in the population (details in Section 2.3.1). The subscript $\cdot$ represents rural ($R$) or urban ($U$) regions.

<table>
<thead>
<tr>
<th>Biological Parameters</th>
<th>$\beta_C$</th>
<th>0.0007</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_A$</td>
<td>0.0007 $\times 26$</td>
<td></td>
</tr>
<tr>
<td>$\beta_L$</td>
<td>0.0007 $\times 7$</td>
<td></td>
</tr>
<tr>
<td>Behavioral Parameters</td>
<td>$t_{MM.}$</td>
<td>2.4</td>
</tr>
<tr>
<td>$t_{NM.}$</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>$t_{NF,M}$</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>$t_{NF,NM}$</td>
<td>2.4</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.3: Comparison of HIV prevalence as a function of time using compartmental models. The top figure shows the result for sexual-contact defined as a long term partnership, and the bottom figure shows the result for sexual-contact defined as a sexual episode. We compare migrations at average intervals of 3 weeks and 30 weeks. In addition, we consider a number of intervals shorter (1, 4, 7, and 10 weeks) and longer than the acute phase (20, 30, 40, 60, 80 and 100 weeks).
Table 2.4: Biological and behavioral parameters in the contact-as-partnership model. Biological parameters $p_A$, $p_C$ $p_L$ are per-act transmission probabilities, subscript $i$ represents one of the three infection-states, and $\beta_i$ shows the computation of per-partnership transmission probabilities for the three infection states. Behavioral parameters $t_{MM.}$, $t_{NM.}$, show number of sexual partners per unit time for migrant and non-migrant men respectively. Behavioral parameters $t_{NF.,M}$, $t_{NF.,NM}$ show the number migrant and non-migrant partners per unit time of women respectively. The subscript . represents rural (R) or Urban (U) regions, and is identical in either case. The parameter $d$ is the average duration of partnerships, taken as 100 weeks. The parameter $n$ is the average number of coital acts per week, taken as 3. However, the number of coital acts that actually occur is 2.4, on account of a certain number of partnerships being inactive at any time step (details in Section 2.3.1).

<table>
<thead>
<tr>
<th>Biological Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_C$</td>
<td>0.0007</td>
</tr>
<tr>
<td>$p_A$</td>
<td>$0.0007 \times 26$</td>
</tr>
<tr>
<td>$p_L$</td>
<td>$0.0007 \times 7$</td>
</tr>
<tr>
<td>$\beta_i$ (for non-migrants)</td>
<td>$1 - (1 - p_i)^{d \times c}$</td>
</tr>
<tr>
<td>$\beta_i$ (for migrants)</td>
<td>$1 - (1 - p_i)^{d \times c/2}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Behavioral Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>3</td>
</tr>
<tr>
<td>$t_{MM.}$</td>
<td>$1000/1250 \times 2$</td>
</tr>
<tr>
<td>$t_{NM.}$</td>
<td>$1000/1250$</td>
</tr>
<tr>
<td>$t_{NF.,M}$</td>
<td>$\frac{t_{MM.} N_{MM.}}{N_{NF.}}$</td>
</tr>
<tr>
<td>$t_{NF.,NM}$</td>
<td>$\frac{t_{NM.} N_{NM.}}{N_{NF.}}$</td>
</tr>
</tbody>
</table>
Figure 2.4: Comparison of HIV prevalence as a function of time using network models. The top figure shows the result for a network-model identical to the compartmental model. The bottom figure shows the result for when the migrants’ partnership structure is restricted and consequently multiple partners are in both locations and migrations occur as deterministic step-functions. We consider 10 repetitions each of migration-intervals of 3 and 30 weeks. The colored regions correspond to 95% confidence intervals about the mean.
Chapter 3

MODELING THE IMPACT OF POST-DIAGNOSIS BEHAVIOR CHANGE ON HIV PREVALENCE IN SOUTHERN CALIFORNIAN MEN WHO HAVE SEX WITH MEN (MSM)
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3.1 Introduction

Men who have sex with men (MSM) form one of the highest risk groups for HIV in the United States [10, 91], with roughly half of new infections occurring in this population [92]. The CDC estimated HIV prevalence in the MSM community was 19% in 2008 [92].

Recent longitudinal studies have found that men who have sex with men (MSM) reduce risky sexual activity [2, 3, 21] upon receiving a positive HIV diagnosis. It seems likely that such post-diagnosis behavior change (PDBC) occurs on account of a desire in the MSM community to protect one’s partners [93]. Such “community-initiated” [93] strategies may have much potential for prevention of new infections. However, a review of cross-sectional studies found that positively diagnosed MSM practice a high level of risky sexual activity [94]. Another cross-sectional study found an increase in condom use and/or abstinence among MSM, but that a high proportion of those who reported anal sex still reported no condom use [95]. Given the cross-sectional nature of the studies in this review, it is difficult
to assess the change in level of risky sexual activity upon diagnosis.

The timing, extent and heterogeneity in reduction of risky sex on account of behavior change are questions that are being studied; however, even short-term reductions among recently HIV infected individuals can be highly effective in reducing onward transmission events especially since recently diagnosed individuals may be in (or not far removed from) the stage of acute infection [96]. If behavior change to reduce risk of onward transmission occurs when individuals are most infectious, its preventive potential may be maximized. However, other papers in the literature question the effectiveness of risk-reduction approaches that men undertake and emphasize the “urgent” importance of public health messages around the effectiveness of such strategies [97].

In this paper, we use mathematical models to demonstrate the impact of PDBC on overall HIV prevalence in Southern Californian MSM when acute HIV infection and behavior change of MSM are taken into account. We also demonstrate the population-level effects of a temporal phenomenon such as PDBC cannot be estimated using cross-sectional data; we need longitudinal data to uncover patterns in individual-level PDBC that document sexual behavior before and after diagnosis. We end with a discussion on using PDBC as a preventive tool. We thus employ novel modeling tools in this paper to address questions of immediate public health relevance.

3.2 Background

Southern California is a populous and racially diverse area of the United States. The cities of Los Angeles (LA) and San Diego (SD), and their respective counties, are major population centers of this region. The HIV epidemic here is large – Los Angeles County (LAC) is home to 29% of the population of California [8], but is estimated to contain 41% of new HIV cases, and 76% of all AIDS cases in the state [9].

Sexual contact in MSM is estimated to account for 71.4% of the cumulative HIV cases in California males between 1983 and 2005 [10]. Of the 40,000 persons living with HIV and AIDS (PLWHA) in LA County at the end of 2009, 88% were male [11] and 72% of PLWHA were MSM [11]. MSM in San Diego County show similar trends of high prevalence; from 1985-2004 non-IDU MSM accounted for 79% of the HIV transmission events [7].
MSM have been shown to modify sexual behavior in the time following diagnosis, presumably with the goal of reducing risk of transmission to partners who are HIV-negative [21]. These modifications include reducing the number of sexual partners, especially casual ones [2 21], reducing unprotected anal sex within partnerships [2 21], and choosing partners with the same HIV status (serosorting) [2 21]. Since transmission of HIV through unprotected anal intercourse (UAI) is more probable when the positive partner is insertive, rather than receptive [98], modifying sexual role in partnerships (sero-positioning) is another behavioral strategy MSM adopt to reduce transmission events [2 21].

The use of methamphetamines (“meth”) has been relatively common among MSM since at least the 1990’s [99], and is especially common on the west coast [100]. Meth use is associated with behavioral disinhibition, multiple sexual partners, low rates of condom use, prolonged sexual activity, encounters with casual/anonymous partners [101] and low rates of adherence to HIV treatment regimens [102]. Thus MSM who use meth tend to have higher rates of risky sexual behavior than non-users, and meth use is an important covariate to consider in estimating population-level impacts of PDBC in this population.

MSM engage in multiple types of sexual contacts, ranging from stable main partnerships to casual, one-time contacts [2 103]. Levels and patterns of PDBC appear to vary by partnership type [3], as may be expected, since the desire to protect one’s partner would reasonably vary with levels of emotional intimacy.

In this work, we demonstrate the impact of PDBC on overall HIV prevalence in the population when the natural history of HIV infection and behavior of MSM are taken in to account. We explicitly model both main partnerships and casual contacts, and disaggregate behavioral patterns between meth users and non-users.

### 3.3 Methods

#### 3.3.1 Overview

We create a dynamic, stochastic network simulation based in the exponential random graph modeling (ERGM) framework, parameterized using biological, behavioral and demographic data. The model structure closely follows that developed for the Prevention Umbrella for
MSM in the Americas (PUMA) project, as do many of the biological parameters [27]. Our model incorporates births, deaths, aging, treatment, circumcision-status, testing behavior, treatment, meth use, diagnosis status and post-diagnosis behavior change, partnership types, temporal overlap in partnerships, viral load, and sexual role. Since treatment is an important component of HIV epidemiology in United States MSM, we adopted a basic model of treatment that accounts for race differentials as measured by the waiting time between onset of infection and commencement of treatment in accordance with [27]. Extensive detail on each component is included in the Appendix [F]; summary data are below.

The behavioral data are primarily from the Southern California Acute Infection and Early Disease Research Program (AIEDRP) study. Complete details on the AIEDRP study are elsewhere [2, 3]. In summary, newly diagnosed HIV positive men completed AIEDRP questionnaires at baseline. Follow-up information was collected by offering interviews every 3 months after initial enrollment. 193 respondents completed at least one follow-up survey. At baseline, respondents provided detailed information on their three most recent partners, and at follow-up, on the most recent partner, yielding a total of 1011 partner-reports. For simplicity, we dichotomize these partnerships as “main” and “non-main”; the former category includes partners reported as main, the latter category includes all other partners.

We use these data to create network models constructed using exponential random graph model framework (ERGMs, also called $p^*$ in the literature). In their most basic form, ERGMs allow us to simulate cross-sectional networks (within stochastic variation) of a number of network features. These features are described in the form of statistics that may include various forms of dependence in the ties in the network. This capability is a major strength of the applicability of the ERGM framework to modeling the sexual partnerships since it allows us to capture temporal overlap in partnerships that classical compartmental methods for modeling HIV transmission cannot [25]. As in classical compartmental models, we are also able to account for various selection forces such as assortative mixing based on age, race and knowledge of HIV status. Separable Temporal ERGMs (known as STERGMS) [51] are an extension that allow us to model the network structure in a stochastically evolving dynamic network in a statistically principled fashion.

The ERGM framework is implemented using the statnet suite of packages [24].
grammed in the \textbf{R} programming language.

\section*{3.3.2 Non Main Networks: Specification and Estimation}

We model unprotected anal intercourse (UAI) contacts in non-main partnerships in our population as a series of cross-sectional networks. This network contains no information on duration of partnerships and consists only of statistics estimated from egocentric data (with detailed reports on the last three partners) that describe the network structure.

We therefore model non-main partnerships using cross-sectional ERGMs.

The specific features of the network structure that we capture are the mean number of partnerships per person, levels of sexual activity, assortative mixing by age and race, and differential levels of activity of meth users and non-users. In this network, PDBC is modeled by considering two network features: a reduction in total UAI with non-main partners of diagnosed individuals and selective mixing by diagnosis status so that the number of ties between individuals of the same diagnosis status is greater than would be expected by chance.

Data for all of these features (except race mixing and meth use) are obtained from the AIEDRP study. AIEDRP data on race mixing are very sparse and therefore we use a study of MSM in San Francisco \cite{104}. We are not assuming that the race composition of San Francisco and LAC are the same. The assumption is that the patterns of mixing between the different racial groups in the two places is the same, i.e. the proportion of non-main ties that exist between any particular pairing of races in the two regions is the same.

The proportion of meth users in the AIEDRP sample is extremely high presumably because this is a sample of recent sero-converters. To use estimates more reflective of meth use in the population we are interested in (MSM in Southern California), we use data from a separate study that reports 11\% of MSM recently diagnosed with AIDS in Los Angeles County have used meth in the past 12 months \cite{105}. Our population of 5000 men therefore has 550 meth users. These race composition of the set of these 550 meth users is identical to the composition in AIEDRP.
3.3.3 Main Network: Specification and Estimation

The main network incorporates duration information in addition to information on network statistics measurable from egocentric cross-sectional data. Therefore, we use the STERGM class of models [51]. This approach preserves the following features (stochastically): the proportion of individuals who report 0, 1, or 2 ongoing main partnerships at a given time; the mean difference in the square roots of the ages of main partners; race mixing (as described above for non-main networks). As in the case of non-main networks, all statistics except race mixing are from AIEDRP, and race mixing is from the same study of MSM in San Francisco [104].

We model transmission of infection in the main network through UAI acts that occur on a given day (more details below). PDBC in the main network is modeled by considering a reduction in the daily probability of UAI in main partnerships that are discordant by diagnosis status. The daily probability of UAI in non-main partnerships is obtained through AIEDRP, but the daily probability of UAI in partnerships discordant by diagnosis status is obtained from [27] (because AIEDRP data report proportion of unprotected sex acts and do not explicitly differentiate between oral and anal-sex acts).

Components of Simulation

We create an initial population of 5000 MSM using a simulated-annealing algorithm that approximates the statistics we estimated from our ego-centric data. We randomly infect 19% of our population in accordance with recent estimates of HIV prevalence in United States MSM [92]. We then simulate our model forward in daily time-steps, with each of the following steps:

1. Arrivals: Men enter our population at age 18, when they are untested for HIV, and are HIV-negative. We set the number of arrivals to have a population that grows slightly given a stable HIV epidemic.

2. Deaths/Departures: Non-HIV deaths follow US age-specific mortality rates derived from CDC life-tables [27]. AIDS-related deaths occur as a function of rising viral loads, which are themselves determined by time since infection, treatment status, and
suppression (see below). Individuals leave the population of interest at 65 years of age.

3. UAI in main partnerships: UAI events occur with a given probability on a particular day in accordance with parameters used in PUMA since these parameters are not directly estimable from AIEDRP. This daily probability is based on the relative serostatuses of the two partners. In the non-main network, partnerships are UAI contacts on a particular day.

4. Transmission in main and non-main partnerships: Transmission of HIV occurs probabilistically in partnerships, where UAI events occur on a particular day. This probability is a function of the viral load of the infected partner and the pre-exposure prophylaxis (PREP) status and circumcision status of the uninfected partner. We consider transmission only due to UAI, and ignore transmission due to other events such as oral-intercourse, or needle-sharing.

5. Update network: We then update the network by considering changes in population-size due to births, deaths, and aging, formation and dissolution of main partnerships, formation of new non-main partnerships, and changes in other attributes of the nodes (viral-load, infectivity, treatment-status). Viral-load is a function of time since infection and the treatment-status. Treatment-status in turn depends upon the testing behavior of the individual. Details are in the appendix. We then repeat steps 4 and 5 over a 50-year period to allow the epidemic trajectory sufficient time to equilibrate.

Other biological and demographic processes that we model are explained in detail in Appendix F.

3.3.4 Modeling Post Diagnosis Behavior Change (PDBC)

To recap, we model the following mechanisms of PDBC:

1. Reduction in total number of non-main partnerships: We model a 25.6% reduction in mean-degree of non-main partnerships upon diagnosis in accordance with AIEDRP
data (as seen in Figure 1 of [3]) where the mean number of non-main partners is 8.37 in the three months prior to diagnosis, and 6.23 post-diagnosis, taking the mean over the four follow-up periods.

2. Selection of non-main partners by diagnosis status:

AIEDRP data classify the HIV status of partners as positive, negative or unknown. We re-classify the unknown partners as positive or negative according to the proportion of HIV positives in the population nationally.

Then, to account for selective mixing by diagnosis status, we model an approximate reduction of 40% (with stochastic variation) in the proportion of discordant non-main ties compared to the number expected if there was proportional mixing by diagnosis status. The precise extent of this reduction depends on the precise number that are infected at the start of any given simulation (drawn from a binomial distribution) and this number varies slightly due to the stochasticity of the process. A given proportion of these infecteds are then classified as diagnosed, which itself is a bernoulli process (and the precise number is again stochastically variable).

3. UAI in Main Partnerships: Within main partnerships, a reduction in daily probability of UAI from 0.156 to 0.109. As explained above, the former is obtained from AIEDRP data and the latter is from [27].

In this work, we do not model sero-positioning as a risk reduction strategy.

3.3.5 Counter-Factual Models

We explore counter-factual models that vary from the baseline models by modeling no reduction in total number of non-main partners upon diagnosis, proportional mixing by diagnosis status in non-main partnerships, and the same daily probability of UAI within negatively concordant and discordant (by diagnosis status) main partnerships.

Parameters from the AIEDRP follow-up data represent the behavior of diagnosed men. Therefore, our base scenario that models PDBC includes parameters from both baseline
and follow-up data-sets. The counter-factual that does not incorporate PDBC includes information only collected at baseline to capture the behavior of undiagnosed men.

3.3.6 Sensitivity Analysis

Our base model parameterized testing frequency using studies containing self-reports of the time since last test for negative men from a study of MSM in clinics in four major US Cities \cite{106}. The study reports a median inter-test interval of 243 days \cite{106}. If we assume a simple exponential waiting time distribution for the time till test, this statistic corresponds to median inter-test interval of 351 days. Our models indicate that at this level of testing, about 95% of infected MSM are aware of their status (at steady-state).

Other studies have reported different summary metrics on testing and awareness, e.g. the proportion of HIV positive men in a given setting who are aware of their status. For instance, based on NHBS data, the CDC reported that about 44% of infected MSM nationally are not aware of their status \cite{92}. Our models indicate that to obtain this level of awareness of infection, the testing rate has to be extremely low – slightly less than an average of one test every ten years for all negative or undiagnosed men (though other ways of matching this level of infection awareness are possible – for details see Section 3.5).

These different summary metrics may generate very different pictures of testing and awareness, even when they come from the same study. Indeed, our dynamic models suggest that these two figures are incompatible with one another; it is not possible for testing frequencies to be that high and status awareness to be that low. Multiple explanations for this discrepancy exists (see the discussion). Since we cannot ascertain which is correct, we instead conducted a sensitivity analysis in which we varied the mean testing frequency, which in turn led to different proportions of the HIV+ population being aware of their status in the long run. We experimented with two main scenarios:

1. “Testing Frequency” (Baseline Models): In this setting we assume that men test once every 351 days on average in accordance with clinical data from \cite{106}.

2. “Level of Awareness”: Here we assume that the proportion of HIV-positive MSM who are aware of their status as reported by the CDC (56%) is correct \cite{92}. We
experimented with scenarios iteratively in order to obtain the mean testing frequency that results in about 55-60% awareness of infection at equilibrium.

We repeated each experiment ten times. We then ran additional simulations in between these values, and varied the average testing rate between two times every ten years and ten times every years (at increments of two tests per ten years) to compare the difference in prevalence in counter-factuals that exclude and include PDBC, relative to the case that includes PDBC.

We also present proportion of infected individuals who are diagnosed early in each scenario.

### 3.4 Results

Figure 3.1 shows a comparison of prevalences in the baseline testing-frequency models with and without PDBC. We see that final equilibrium prevalence when PDBC is accounted for is 31.9% (averaged over 10 repetitions) and 41.7% when there is no PDBC. Thus, prevalences would be higher by close to a third (30.6%) without PDBC given our baseline models. With testing at this frequency, our model suggests that approximately 94.8% of HIV+ men would be aware of their status at the steady-state.

In contrast, under the level of awareness model (Figure 3.2), the effects of PDBC are much smaller: the mean equilibrium prevalence (over 10 repetitions of the experiment) with and without PDBC is 44.5% and 45.3% respectively. Recall that to reduce the level of awareness, we had to assume that the average testing frequency in this model is slightly less than once every 10 years (one test every 4000 days, or 10.9 years). The mean proportions of those infected who are aware of their infection-status in the cases with and without PDBC are 62.3% and 62.9% respectively.

Since these two models yield strongly different results, and have such different assumptions, we investigated various scenarios with average rates of testing in between the two extremes of the testing frequency and level of awareness cases. In Figure 3.3 we see that even at an average of two tests every ten years, the equilibrium prevalence without PDBC is 15.2% higher than when PDBC is accounted for.
Note that the prevalences we see in this paper are higher than national estimates for MSM, since our baseline model is parameterized by the behavior of men just before seroconversion. We discuss implications below.

We compare the mean number of non-main partners per person (mean degree) of diagnosed and undiagnosed (includes true negatives and undiagnosed positives) in Figure 3.4. We see that both “testing frequency” and “level of awareness” models show diagnosed individuals have greater number of non-main partners per individual than undiagnosed individuals.

In the testing frequency cases, we also found that the mean proportion of infected individuals who were diagnosed within the first 180 days (“early diagnosis”) is 31.6% and 30.5% with and without PDBC. In the level of awareness models, the mean proportion of individuals diagnosed early is 3.7% and 3.3% with and without PDBC. We present the proportion of infected individuals who are diagnosed early for the various intermediate cases shown in Figure 3.3 in Table 3.1.

3.5 Discussion

In this paper, we demonstrate population-level effects of individual-level change in behavior of recently diagnosed HIV positive men. Our baseline (“testing frequency”) models – that are based on testing behavior as reported in clinical data from four major metropolitan centers in the United States [106] – show that without PDBC, HIV prevalence in the MSM community would be higher by about 30.6% relative to current estimates. We call our second set of models the “level of awareness” models. This scenario matches CDC data that show approximately 56% of infected MSM are aware of their status [92], and are based on an average testing frequency of one test every 4000 days (or 10.9 years). These level-of-awareness models show that without PDBC, equilibrium prevalence would be higher by only about 1.8% relative to models that incorporate PDBC. An average rate of testing of one test every 4000 days is admittedly unrealistically low (more on this below). Our analyses indicate that even under very low rates of testing (twice every ten years on average) equilibrium prevalence without PDBC would be higher by about 15.2%.

We have seen the large difference in the proportion of infected who are aware of their
status in the testing frequency and level-of-awareness scenarios in Section 3.4. Another method to demonstrate this incompatibility is to assume that both of the defining conditions of the two scenarios (approximately yearly testing on average, and about 50% awareness of infection) are true. Then, if we consider HIV prevalence in MSM to be 20% [107], assume half of these infected individuals are unaware (in accordance with NHBS 2008 and the level-of-awareness scenario), and about 60% tested in the past year, then we conclude that

\[ 100\% \times \frac{1}{5} \times \frac{1}{2} \approx 6\% \]

of MSM nationally tested negative at the last test and sero-converted in the past year (or some HIV positive MSM mis-reported results). However, it is established that about 1-2% of MSM become HIV positive in a given year [6]. Thus the testing frequency and level of awareness scenarios are incompatible with each other. On the other hand, if we assume only about 5% of positive MSM are unaware of their status – consistent with our modeling results in the testing frequency case – then we estimate about 1.2% of all MSM sero-converted in the past year, which is much closer to the accepted number.

As we saw earlier, the testing frequency data come from a clinical study in four major urban centers in the US and the level of awareness numbers come from 2008 NHBS data. These datasets use different sampling methods – the clinical studies report data on MSM attending HIV clinics, and the NHBS reports data on MSM frequenting venues popular in the community. Some of the incompatibility between these data might therefore be attributed to the sampling mechanisms; it is likely that men regularly attending an HIV clinic test more frequently than the average member of the population while younger MSM (sampled at popular venues) are more likely to be unaware of their infection status. However, it is unlikely that the extent of this incompatibility is entirely due to sampling.

It is believed that knowledge of HIV status is not as low as the NHBS data suggest (Patrick Sullivan, personal communication). Stigma against HIV and the resulting social-

\[ \text{We arrive at the estimate that about 60\% of negative or undiagnosed MSM tested in the past year by assuming that testing is a memoryless process with a constant daily probability } p. \text{ Then under yearly testing (as per the testing frequency scenario and [106]), this daily testing probability } p = 1/365 \text{ and the proportion of men who tested within the past year is } 1 - (1 - p^{365}) = 63.4\%. \text{ We approximate this estimate as 60\%.} \]
desirability bias may be factors why men tend to under-report knowledge of positive HIV status. Moreover, venues where NHBS data are collected (bars, clubs) [92] tend to have an over-representation of young MSM, who are particularly likely to not be diagnosed. Thus the low infection awareness in the NHBS data, and in our level-of-awareness models is likely an artifact of the interplay of various factors, and less representative of the real infection awareness in MSM.

Analysis of other data, in particular NHBS data from San Francisco, New York and a clinical study in Massachusetts [108] have indicated testing levels close to our assumption of yearly testing (Steven Goodreau, personal communication). We saw that at any reasonable level of testing, even as low as an average of twice every 10 years per individual, a lack of PDBC results in an increase in equilibrium prevalence by about 15.2%. Thus HIV prevalence in MSM would be substantially higher were PDBC not a real phenomenon.

Given the importance of treatment in the HIV epidemiology of MSM in the United States, we adopted a basic model of treatment that accounts for race differentials as measured by the waiting time between onset of infection and commencement of treatment in accordance with [27]. However, the landscape of treatment is constantly evolving, and future work on the subject should account for changes in such treatment patterns. It is also important to remember that the focus here is on the effectiveness of post-diagnosis behavior change, and not on treatment as a prevention technique.

The prevalences we see in this paper are somewhat higher than the national estimates of 20-25% in MSM because the baseline component of these data come from a group of recently HIV-infected individuals. Since our sample consists of recent sero-converters, on average, the behavior of these men with regards to HIV acquisition is potentially more risky than a typical member of the MSM population. It is also likely that the follow-up data show more reduction in behaviors directly related to HIV acquisition than typically occur because these men are participants in the follow-up components of the study and are therefore likely more conscious of their behavior upon diagnosis than a typical member of the population. However, our work shows the extent to which PDBC may mitigate the epidemic – under the assumption that diagnosed individuals reduce their sexual activity with regards to the 3 mechanisms we model.
This study is not an attempt to model the historical trajectory of the epidemic. Therefore readers should not interpret Figures 3.1 and 3.2 as a prediction of HIV prevalence over the next 50 years. The purpose of this paper is to model HIV prevalence trajectories given current data on the sexual behavior of Southern California MSM and demonstrate how much higher prevalence could be if post-diagnosis behavior change was not present.

Figure 3.4 shows that even when we account for PDBC in the population, diagnosed individuals have more partners (per person) than undiagnosed individuals cross-sectionally. Longitudinal studies are needed to capture the true extent of PDBC; cross-sectional measures of levels of sexual activity among diagnosed and undiagnosed individuals are not suggestive of the extent to which PDBC exists in a population. Our level of awareness scenario is based on an average test every 4000 days. A number of possible techniques to match the report of 55-60% awareness are possible. One reasonable method to match this report might be to build in an attribute that decides the potential for the men in every race to mis-report their test result. Data on mis-reporting of HIV test results were presented at the Conference on Retroviruses and Opportunistic Infections (CROI) in Seattle, WA in March 2012, and further studies on this subject are in progress (Patrick Sullivan, personal communication). The models we have developed during the course of this work allow for easy extension to addition of an indicator function for individuals that mis-report their status (and this individual-level attribute can be easily made dependent on race too). The broader implication of mis-reporting of test results suggests the extent to which HIV stigma is present even today, particularly among Black MSM. HIV prevention efforts should consider the prevalence of such stigma when reaching out to communities that are especially at risk.

Our model did not include any rebound back to pre-diagnosis behavior for men at any point. Gorbach et al. [3] found evidence for a rebound in terms of recent UAI with partners whose HIV status is unknown. However, to parameterize our model, we considered a different set of behavioral metrics – specifically the likely number of truly HIV-negative men that a positively diagnosed man will have unprotected sex with per unit time. This metric combines both the number of non-main partners men report, and then the proportions of those men who are of each status. In this combined metric specifically, we did not see evi-
dence for rebound. However, rebound in risky sexual activity after a certain amount period of time since diagnosis has passed continues to be an area of research, and no consensus exists yet about the forms such behavior may take (i.e. the specific mechanisms of sexual behavior that it may be manifested in) or the timing of such behavior.

The models in this work are based on recent developments in the exponential random graph framework and are implemented in the “statnet” package [24] in the R-programming language. A major strength of this framework is that it allows us to account for temporal overlap in relationships and various selection forces to describe the partnership structure of MSM. Transmission of infections is then simulated as a diffusion process on these partnership-networks.

As we have seen, this work demonstrates that at any reasonable rate of testing, PDBC has a significant protective effect at the population level. This result helps drive home the fact that MSM engage in altruistic behavior that protects their HIV-negative partners, and the community at large.

In Chapter 4, we model the effect of various testing strategies on early diagnosis. Early diagnosis is a combination of two separate mechanisms: instituting tests that are capable of detecting HIV earlier than the typical HIV tests in use at present, and increasing the average frequency of testing in MSM, and the interaction between these mechanisms. This comparison of diagnosis strategies is centered around maximizing the potential of PDBC and therefore includes all the components of early diagnosis that we examined here.
Figure 3.1: HIV prevalence in two different scenarios with and without post-diagnosis behavior change (PDBC) in the baseline “testing-frequency” models. The shaded areas correspond to a 95% confidence interval.

Table 3.1: Proportion of infected individuals who are diagnosed early for the intermediate cases shown in Figure 3.3 with and without PDBC. The column on the left gives the average number of tests every 10 years, and the “With PDBC” and “No PDBC” columns show the outcome of interest in each case.

<table>
<thead>
<tr>
<th>Average Rate of Testing (10 years)</th>
<th>With PDBC</th>
<th>No PDBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>6.9%</td>
<td>7.3%</td>
</tr>
<tr>
<td>4</td>
<td>13.7%</td>
<td>13.6%</td>
</tr>
<tr>
<td>6</td>
<td>18.3%</td>
<td>19.4%</td>
</tr>
<tr>
<td>8</td>
<td>24.1%</td>
<td>24.3%</td>
</tr>
</tbody>
</table>
Figure 3.2: HIV prevalence in two different scenarios with and without post-diagnosis behavior change (PDBC) in the “level of awareness” Models. The shaded areas correspond to a 95% confidence interval.
Figure 3.3: Ratio of difference in equilibrium prevalence between the “No-PDBC” and “With PDBC” cases to the equilibrium prevalence in the “With PDBC” case.
Figure 3.4: Mean degrees of diagnosed and undiagnosed men, and average mean degrees in the “testing frequency” (left figure) and “level of awareness” (right figure) cases when we account for PDBC. Mean degree is the mean number of non-main partners per individual. Undiagnosed includes true negatives, and positive but undiagnosed individuals. Results presented are averaged over 10 experimental repetitions.
Chapter 4

AN EXAMINATION OF DIAGNOSIS STRATEGIES TO MAXIMIZE THE PREVENTIVE POTENTIAL OF POST-DIAGNOSIS BEHAVIOR CHANGE IN SOUTHERN CALIFORNIAN MEN WHO HAVE SEX WITH MEN
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Abstract

Objectives: In this chapter we examine various diagnosis strategies to maximize the preventive potential of post-diagnosis behavior change (PDBC) in Southern California men who have sex with men (MSM).

Background: Early diagnosis is a function of the ability of the time it takes tests to detect HIV after infection (“detection window”) and the timing of testing (relative to exposure). Currently used tests – either third or fourth generation enzyme immuno-assays (EIA) are able to detect HIV by the third week. Nucleic Acid Amplification Tests (NAATs) take
about a week less. The focus of this work is to utilize this interaction between the detection window of the test and the frequency testing to prevent new HIV infections.

**Methods**: Our models follow the same basic structure as Chapter 2. The behavioral data are again primarily from the Southern California Acute Infection and Early Disease Research program and all parameters are explained in Appendix F.

As in Chapter 3, we consider the testing frequency and level of awareness scenarios separately. In particular, we experiment separately with tests that have different detection windows and the frequency of testing. We also consider an individualized testing (IT) strategy, where each undiagnosed man tests after 3 non-main partners or 3 months (the 3/3 strategy), whichever comes first (or a comparable 6/6 strategy that recommends a test every 6 non-main partners or 6 months). Finally we experiment with a hypothetical test that is able to detect HIV one day after infection when every undiagnosed man tests every day (best case).

We repeat each experiment 10 times.

**Results**: The 6/6 IT strategy appears to be most effective in the testing frequency scenario and the 3/3 IT strategy appears most effective in the level of awareness scenario (ignoring the hypothetical best case) – than the next best strategies in each scenario respectively. This result is consistent across direct comparisons using t-tests, and the proportion of new infections averted (relative to the maximum possible number of infections).

### 4.1 Introduction

We saw the population-level effects of post-diagnosis behavior change (PDBC) in Chapter 3. In this chapter, we will discuss strategies that maximize the potential of PDBC as an intervention mechanism to reduce the incidence of new HIV infections over a ten year period. We will use the same baseline scenarios that we discussed in Chapter 3 and then introduce the new strategies that reflect current ideas on HIV prevention in MSM. We must clarify that the interventions we discuss here manifest their effects through PDBC; we do explicitly explore recent “treatment-as-prevention” strategies.
4.2 Background

An HIV infected individual is most infectious during the first 6 to 12 weeks of infection [12, 13, 14, 15, 16, 17, 18]. While the precise estimates for number of onward transmission events directly attributable to acute infection are variable [20], it is accepted that early detection of HIV during this phase is critical for infection management [19]. The fourth generation Enzyme Immuno Assay (EIA) has a detection window of 15-20 days [109] and is widely used (especially in industrialized economies) [20, 110, 111]. Other combination methods that combine antigen and antibody testing (for example the Combo RT) are available; however, one study showed that the antigen portion of the test is not successful at detecting acute infection, but the antibody test is [112].

An alternative is the rapid nucleic acid amplification tests (NAATs) and antigen tests that can detect HIV as early as 10 to 15 days after infection [109, 113]. Since the HIV NAATs detect the presence of HIV RNA they do not rely on the presence of antibodies to diagnose HIV infection [114]. However, HIV RNA tests are much more costly than the antibody tests [115]. Current recommendation on tests in high incidence populations include “pooled NAAT or fourth-generation assays” [116]. Pooled RNA tests involve combining sera from antibody negative individuals using certain algorithms into a distinct number of pools. Aliquots from these pools are then combined into master pools, and dilutions from these master pools are then tested for HIV RNA. If a master pool is positive, each pool contributing to the master pool is tested, then individual specimens from the positive pool(s) are tested [117]. Adoption of pooled NAATs by public health programs increased “costs, laboratory complexity and turnaround times for test results” [116], and fourth generation EIAs are “cheaper, have shorter turnaround times, are less labor-intensive” (David Katz, personal communication) and have only a slightly longer detection window.

Early diagnosis depends on the interaction of the test itself and the testing behavior of individuals at risk of infection. Current estimates reveal that MSM tend to test on average about once a year [106], but other data show a high proportion of MSM with undiagnosed infection [92]. Nationally, it is estimated that a fourth of the HIV-infected US population are unaware of their infection [113] and that 32.3% of MSM are diagnosed late [91], i.e.
within 12 months of developing AIDS. Thus the frequency of testing itself is a critical piece in diagnosing HIV early.

It is also hypothesized that the period when HIV is present but not detectable (“eclipse phase”) may be important in new infections – potentially as much as the detectable phase in prevention of new infections [109]. However, currently RNA tests have the shortest detection windows, but theoretical models that assume detection during this eclipse phase can help examine its importance.

Currently, the CDC recommends that all MSM get tested for HIV every year, and sexually active MSM get tested every 3 to 6 months [118]. There is interest in exploring more individually tailored testing strategies. For example, King, Pierce and Snohomish counties in Washington state have recently implemented the “find your frequency” program that encourages MSM to evaluate their risk based on the status of partners, number of partners, type of sex, drug use and history of sexually transmitted diseases. The website has a simple module that anyone can go through and makes a recommendation to test every 3 months or every 12 months [119]. The California Department of Public Health is interested in an individualized testing (IT) strategies (colloquially known as “oil change”) that propose MSM should test after a certain number of partners, or a certain period of time (Dan Wohlfeiler, personal communication). Two particular forms of this strategy are the “3/3” (where men test every 3 months or every 3 partners) and the “6/6” (where men test every 6 months or every 6 partners).

4.3 Methods

4.3.1 Overview

Our models follow the same basic structure as Chapter 3. The behavioral data are again primarily from the Southern California Acute Infection and Early Disease Research program [2, 3] and other published studies. Several other parameters primarily come from [27]; further details are in Appendix F.

Recall the mechanisms of PDBC we model (as explained in Section 3.3):

1. Reduction in total number of non-main partnerships: We model a 25.6% reduction in
mean-degree of non-main partnerships upon diagnosis in accordance with AIEDRP data (as seen in Figure 1 of [3]) where the mean number of partners before diagnosis is 8.37 in the three months prior to diagnosis, and 6.22 post-diagnosis, taking the mean over the four follow-up periods.

2. Selection of non-main partners by diagnosis status: We model an approximate reduction of 40% in the proportion of discordant non-main ties compared to the number expected if there was proportional mixing by diagnosis status.

3. UAI in Main Partnerships: Within main partnerships, a reduction in daily probability of UAI from 0.156 to 0.109. As explained above, the former is obtained from AIEDRP data and the latter is obtained from [27].

In our baseline models we assume a 22-day detection window for tests [27]. Our baseline models are built around a daily testing probability of 1/351 in accordance with Helms et al. [106].

As we saw in Chapter 3, due to inconsistencies between data on testing frequency and awareness of infection we examined two separate scenarios: the “testing frequency” models and the “level of awareness” models. We examine various strategies for diagnosis under each of these scenarios.

We select one 50-year “burnin” case from Chapter 3 under the testing frequency and one from the level of awareness scenario to serve as a starting point for evaluating various diagnosis strategies. The simulation models follow the same structure as described in Chapter 3. We evolve our models in daily time steps, and each condition we test is over a 10 year period (3650 days). We repeat each experiment 10 times. Starting prevalence in the testing frequency case is 34.3%, and 44.1% in the level of awareness case.

4.3.2 Detection Windows and Testing Frequency

We experiment with detection windows of 1 day and 43 days, when the test has a 22-day detection window. This estimate is consistent with a fourth generation EIA, and in the middle of a third-generation EIA [109]. The Prevention Umbrella for MSM in Americas
team also used 22 days as a reasonable detection window [27]. We then experiment with testing every 3 months and 6 months with tests that have a detection window of 22 days. We assume that testing every undiagnosed man in these cases tests every 3 months, or every 6 months, respectively.

4.3.3 Individualized Testing (IT)

We perform 10 experiments for both the “3/3” and the “6/6” strategies under both testing frequency and level of awareness scenarios. In the 3/3 strategy, a test occurs for an undiagnosed individual at 3 non-main partners, or 3 months (90 days) whichever comes first. In the 6/6 strategy, a test occurs at 6 months (180 days) or 6 non-main partners, whichever comes first.

4.3.4 Best Case (Hypothetical)

As a hypothetical scenario, we experiment with a “best case” scenario where every undiagnosed individual tests every day and the test can detect serostatus one day after transmission. This set of simulations helps us analyze the limits of these strategies (given our models) and helps us experiment with hypothetical detection during the eclipse phase.

4.3.5 Comparing the Strategies

To compare the diagnosis strategies, we hypothesize their effectiveness in the following sequence (in increasing order of effectiveness): baseline models (detection window of 22 days), detection window of 1 day, half-yearly and quarterly testing (coupled with tests of a 22-day detection window), followed by the 6/6 and 3/3 IT strategies, and finally the hypothetical best case. We perform two-sample t-tests to compare consecutive strategies in this sequence: comparison of number of new infections produced with a test that has a one-day detection window with a test that has a 22-day detection window, half-yearly testing with a test that has a one day detection window, quarterly and half-yearly testing, the 6/6 IT strategy and quarterly testing, the 3/3 and 6/6 IT strategies, and the hypothetical best case with the 3/3 IT strategy.
We also quantify and present the number of infections averted relative by each strategy relative to baseline.

For a different measure to compare effectiveness of tests, we define the maximum number of infections averted as the absolute value of the difference in the mean number of infections obtained in the baseline models and the hypothetical best case models. We then evaluate the proportion of cases prevented in each category relative to this maximum number of infections averted.

We perform these comparisons in the testing frequency and the level of awareness scenarios. We assume a daily testing probability of $1/351$ in the testing frequency models and a daily testing probability of $1/4000$ in the level of awareness models (in conjunction with a 22-day detection window) to be consistent with the assumptions in Chapter 3. In both scenarios, a 1-day detection window is used in conjunction with the respective probabilities above in the testing frequency and level of awareness cases.

4.3.6 Testing Every 2 years

A study on MSM in Seattle found that increasing testing frequency from every 2 years to significantly reduced overall HIV prevalence [120]. To verify whether our results here are consistent with this finding, we experiment with a scenario where men test every two years and compare it to the baseline average frequency of one test every 351 days in the testing frequency scenario. We model testing as a memoryless process, where the waiting time until the next test is geometrically distributed, for the sake of comparison with the baseline models in the testing frequency case. We repeat each experiment 10 times, and conduct a t-test to compare if the the number of new infections in two-year testing are significantly different from the number of new infection in our baseline models over a 10 year period.

4.4 Results

4.4.1 Testing Frequency Scenario

Table 4.1 shows the number of new infections under the various strategies we examine over a 10-year period and Table 4.2 presents the number of infections averted relative to the
maximum possible preventions in the testing frequency scenario. We take a daily testing probability of \(1/351\) (where the event of testing is a geometrically distributed memoryless process) with a detection window of 22 days as the baseline scenario.

**NB** It is counter-intuitive that the 6/6 IT strategy produces slightly fewer infections than the 3/3 IT strategy. But it is important to note that this difference is not statistically significant (p-value=0.53) and this slight difference can be attributed to the stochastic nature of these models.

Two sample t-tests at the 0.05 level showed that tests with a detection window of 1 day do not result in significantly fewer infections (p-value=0.94) over a 10 year period than tests with a detection window of 22 days (when the daily probability of testing is \(1/351\)). We also do not have evidence that half-yearly testing is significantly different than a detection window of 1 day (p-value=0.52), or quarterly testing (p-value=0.54). However, the 6/6 IT strategy is significantly better than quarterly testing (p-value=0.001). The 3/3 IT strategy does not perform significantly better than the 6/6 IT strategy (p-value=0.53), and the hypothetical best case is not significantly better than the 3/3 IT strategy (p-value=0.26).

The 6/6 IT strategy produces the biggest increase in number of infections prevented relative to the next best case. The 3/3 IT strategy does not perform significantly differently than the 6/6 strategy.

We also observe that testing every two years produces a mean of 781.0 (95% CI: 763.4,798.6) new infections over 10 years. This number is significantly different from the number of new infections in our baseline models (p-value = 0.01). Thus 2-year testing produced on average 5.6% more infections than our baseline scenario.

### 4.4.2 Level of Awareness Scenario

Table 4.3 shows the number of new infections under the various strategies we examine over a 10-year period and Table 4.4 presents the number of infections averted relative to the maximum possible preventions in the testing frequency scenario. We take testing once every 4000 days (where the event of testing is a geometrically distributed memoryless process) with a detection window of 22 days as the baseline scenario.
We find no significant difference (with regard to number of new infections in 10 years) between baseline models and tests with a detection window of 1 day (p-value=0.62). Half-yearly testing (using tests with a detection window of 22 days) is significantly better than using a test with detection window of 1 day (with one test every 4000 days on average) (p-value=0.002). Quarterly and half-yearly testing are not significantly different (p-value=0.21).

The 6/6 IT strategy, however, shows significantly fewer new infections over 10 years than quarterly testing (p-value< 0.001). The 3/3 IT strategy is significantly better than the 6/6 ITs strategy (p-value=0.009) and the hypothetical best case is significantly better than the 3/3 IT strategy (p-value=0.002).

The 6/6 and 3/3 IT strategies, and the hypothetical best case all produce significantly lower number of new infections than their respective next best strategies.

Graphical comparisons of various strategies in the two scenarios are presented in Figure 4.1. All three measures of effectiveness – number of new infections over 10 years, number of infections averted relative to baseline, and number of infections averted relative to the maximum number possible – demonstrate that the IT strategies are much more effective than either instituting tests with shorter detection windows or more frequent testing. This result holds in both the testing frequency and level-of-awareness scenarios.

4.5 Discussion

Our comparison of the various strategies according to the sequence in Section 4.3.5 suggests that in terms of preventing more new infections over a 10 year period, both the IT strategies appear to be most effective in the testing frequency scenario (when we ignore the hypothetical best case which is unrealistic to implement). Of the two implementation strategies, the 6/6 IT strategy presumably costs less to implement. Since we do not see a significant difference in the number of new infections produced between the two IT strategies, we recommend the 6/6 IT strategy as the most optimal. The 3/3 IT strategy appears most effective in the level of awareness scenario (ignoring the hypothetical best case). Thus the 6/6 IT strategy in testing frequency and the 3/3 IT strategy in level-of-awareness are most effective (relative to the next best strategies in each scenario respectively).
We find this conclusion holds both when we compare the number of new infections directly with the next best strategy, and in terms of the relative proportion of the number of infections averted relative to the maximum possible preventions in that scenario.

We notice a counter-intuitive result in Table 4.2 – that the 6/6 IT strategy averts more infections (relative to the maximum possible) than the 3/3 IT strategy. However, notice in Table 4.1 that the mean number of infections produced by the two strategies are close to each other, and not (statistically) significantly different. However, this difference appears magnified when we compare it to the maximum possible number of preventions.

We found that an average testing frequency of once every two years produced a significantly greater number of new infections over 10 years than the baseline testing frequency models of one test every 1/351 days. This result is consistent with a conclusion of a study of high risk MSM in Seattle [120]. We assumed a memoryless process of testing where the waiting times between tests are geometrically distributed to be consistent with testing assumptions in the baseline models. We only conducted this comparison in the testing frequency scenario, because in the level of awareness scenario there is no baseline model with annual testing.

One consistent theme through Chapters 3 and 4 of this work is the incompatibility between the testing frequency scenario and the level of awareness scenario. In Chapter 3, we saw that our dynamical models indicated that at close to yearly testing on average greater than 90% of infected should be diagnosed. We also discussed how HIV stigma potentially contributes to under-reporting of HIV status (Patrick Sullivan, personal communication). Moreover, unpublished data from other studies (NHBS – San Francisco, NHBS – New York, a clinical study in Massachussets [108]) have indicated testing levels close to our assumption of one test every 351 days through [106] (Steven Goodreau, personal communication). Therefore it seems likely that the testing frequency scenario is closer to reality than the level of awareness scenario. However, analyzing both scenarios separately helps us put bounds around the effectiveness of strategies we studied in this chapter.

Given that the testing frequency scenario seems more plausible, our recommendation is that a 6/6 strategy might be most effective in preventing new infections over a 10 year period, given current trends in sexual behavior of Southern California MSM, as documented
in the AIEDRP study.

The hypothetical best case model under the testing frequency scenario is not significantly better than the 3/3 IT strategy (or the 6/6 IT strategy, though that comparison is not shown). While the best case is impossible to implement, the IT strategies are both being considered by the California Department of Health (Dan Wohlfeiler, personal communication). Our work suggests that these IT strategies have much prevention potential, and they should be utilized.

To simplify computation, in our models for IT we only counted the number of non-main partners. The preventive potential of these strategies may exceed our estimates if recommendations include counting main partners as well.

Currently, the “find your frequency” campaign in Washington state allows MSM to sign up for 3-monthly or 12-monthly reminders (via text messages) to test for HIV. High-risk MSM may find it more difficult to adhere to IT strategies than a simple message to test every so many days. However, how frequently one should test is a highly individualized quantity, and clearly depends on the level of risk that one engages in. Therefore, developing strategies to successfully implement the 6/6 IT strategy may be beneficial.

We did not conduct a formal cost-benefit analysis to compare these strategies; our analysis is clearly more focused on the benefits than the costs. As we mentioned above, one potential “cost” of the IT strategies may be lower adherence since it is easier to count the number of days since the last test (especially with a periodic reminder) than the number of partners. Similarly, we do not know (through this work) what the above testing strategies will demand in terms of money, human capital and other public-health resources.

Another limitation is that under the individualized testing strategies, people can potentially test an unlimited number of times (if they have a high enough number of non-main partners in a given period of time). In the real world, it is likely that men may suffer from “testing fatigue” and not test more than a certain number of times in a given time period. We also did not consider dependence between risk behavior and testing behavior when it is quite likely that men are possibly more likely to test after an episode of risky sex.

As we saw there is some speculation that shortening the eclipse phase may result in more effective prevention [109]. Our testing frequency models do not show that diagnosing people
even 1 day after infection makes much more difference than the IT strategies. The level of awareness cases show that under the extreme assumption of daily testing and a detection window of 1 day significantly more infections are averted. However, as we have seen, there is reason to believe that the testing frequency models are closer to reality than the level of awareness models, and therefore we speculate that simply shortening the eclipse phase (without altering testing behavior) may be of limited benefit.

Scientists are also working on determining “a specific intervention to demonstrate whether knowing that one has acute HIV infection specifically translates into more effective prevention than simply knowing that one is infected” [109]. We believe our work demonstrates that given the population-level effects of PDBC (as we saw in Chapter 3), and the effectiveness of IT strategies, knowledge of infection status (especially during acute infection) may result in averting a significant number of new infections via the mechanism of PDBC. Thus besides benefit to the infected individual (in terms of starting treatment), knowledge of acute infection also has potential population-level public health benefits.

We end by stating that this work does not address the preventive benefits or recent developments in “treatment as prevention” strategies. Our focus is on behavioral benefits, though starting early diagnosis has the potential to result in early treatment, and consequent prevention through this other route too.
Table 4.1: Number of new infections produced with different strategies in the testing frequency scenario. The error in the number of new infections is the 95% confidence interval about the mean. The number of new infections are over 10 repetitions of each experiment. “DPT” is daily probability of testing.

<table>
<thead>
<tr>
<th>Model</th>
<th>Detection Window</th>
<th>Testing Pattern</th>
<th>New Infections</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>22</td>
<td>DPT: 1/351</td>
<td>738.9 ± 20.1</td>
</tr>
<tr>
<td>Detection-Window</td>
<td>43</td>
<td>DPT: 1/351</td>
<td>757.3 ± 14.8</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>DPT: 1/351</td>
<td>738.0 ± 10.2</td>
</tr>
<tr>
<td>Testing Behavior</td>
<td>22</td>
<td>Every 180 days</td>
<td>734.4 ± 3.4</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>Every 90 days</td>
<td>730.1 ± 11.6</td>
</tr>
<tr>
<td>IT: 6/6</td>
<td>22</td>
<td>Every 180 days or 6 partners</td>
<td>696.5 ± 10.9</td>
</tr>
<tr>
<td>3/3</td>
<td>22</td>
<td>Every 90 days or 3 partners</td>
<td>704.9 ± 21.3</td>
</tr>
<tr>
<td>Best Case</td>
<td>1</td>
<td>1</td>
<td>689.9 ± 10.1</td>
</tr>
</tbody>
</table>

Table 4.2: Proportion of cases prevented by each strategy (relative to maximum possible) in testing frequency scenario. Maximum preventions is defined as the difference between the number of new infections in baseline and best-case scenarios.

<table>
<thead>
<tr>
<th>Detection Window</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 day</td>
<td>1.8%</td>
</tr>
<tr>
<td>Half-Yearly Testing</td>
<td>9.2%</td>
</tr>
<tr>
<td>Quarterly Testing</td>
<td>17.9%</td>
</tr>
<tr>
<td>6/6 IT</td>
<td>86.5</td>
</tr>
<tr>
<td>3/3 IT</td>
<td>69.4</td>
</tr>
</tbody>
</table>
Table 4.3: Number of new infections produced with different strategies in the level-of-awareness scenario. The error in the number of new infections is the 95% confidence interval about the mean. The number of new infections are over 10 repetitions of each experiment. “DPT” is daily probability of testing.

<table>
<thead>
<tr>
<th>Model</th>
<th>Detection Window</th>
<th>Testing Pattern</th>
<th>New Infections</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level of Awareness (baseline)</td>
<td>43</td>
<td>DPT: 1/4000</td>
<td>939.5 ± 12.6</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>DPT: 1/4000</td>
<td>955.3 ± 21.1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>DPT: 1/4000</td>
<td>944.1 ± 25.7</td>
</tr>
<tr>
<td>Testing Behavior</td>
<td>22</td>
<td>Every 180 days</td>
<td>881.8 ± 18.5</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Every 180 days</td>
<td>866.6 ± 10.3</td>
</tr>
<tr>
<td>IT: 6/6</td>
<td>22</td>
<td>Every 180 days or 6 partners</td>
<td>618.2 ± 35.5</td>
</tr>
<tr>
<td></td>
<td>3/3</td>
<td>Every 90 days or 3 partners</td>
<td>553.6 ± 15.2</td>
</tr>
<tr>
<td>Perfect World</td>
<td>1</td>
<td>1</td>
<td>517.9 ± 10.8</td>
</tr>
</tbody>
</table>

Table 4.4: Proportion of cases prevented by each strategy (relative to maximum possible) in the level of awareness scenario. Maximum preventions is defined as the difference between the number of new infections in baseline and best-case scenarios.

<table>
<thead>
<tr>
<th>Detection Window 1 day</th>
<th>2.1%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection Window 43 days</td>
<td>3.2%</td>
</tr>
<tr>
<td>Half-Yearly Testing</td>
<td>16.4%</td>
</tr>
<tr>
<td>Quarterly Testing</td>
<td>19.9%</td>
</tr>
<tr>
<td>6/6 IT</td>
<td>76.9%</td>
</tr>
<tr>
<td>3/3 IT</td>
<td>96.1%</td>
</tr>
</tbody>
</table>
Figure 4.1: Top Left: Number of new infections produced with different strategies in the testing frequency and level-of-awareness scenarios. The solid line shows the median value; the lower and upper ends of the box represent the 25th and 75th percentiles respectively and the whiskers extend to 1.75 times these percentiles in either direction. Top Right: Mean number of new infections averted by each strategy in each scenario relative to the number of new infections in baseline. Bottom: Mean number of new infections averted by each strategy in each scenario relative to the “maximum possible” number of new infections, where “maximum possible” is the difference in the number of new infections in the baseline and the best case. These distributions for number of new infections in the boxplots and the mean values in the bar-plots are over 10 repetitions of each experiment. On the x-axis, “1 day” shows number of new infections (over 10 years) with a test with detection window of 1 day, “1/2-yrly” shows clockwork testing every 6 months, Qtrly shows clockwork testing every 3 months, “6/6 Ind” shows the 6/6 Individualized Testing Strategy, “3/3 Ind” shows the 3/3 Individualized Testing Strategy, and “Best” represents the Best case.
Chapter 5

CONCLUDING THOUGHTS

As HIV progresses through its fourth decade, we continue to look for answers to control its transmission. Many successes have been gained through collaborative effort among many different communities over the past few decades. This dissertation is a humble effort that hopes to add something to our understanding of the dynamics of this infection, and how we can prevent it.

Here I examine the main conclusions that we saw through this work, and identify future directions that can be undertaken.

5.1 Circular Migrations and HIV Transmission

Circular migrations play a complex role in HIV transmission. Prior epidemiological work has identified the populations at risk, presented data on HIV prevalence in these populations, and described possible mechanisms (such as acute infection) that make migrations inextricably linked with HIV transmission. In this work, we examined the problem of understanding how migrations impact HIV. We found that to model this critical interaction (between migrations and acute infection) we need to account for actors and their partnerships explicitly, and model the necessary dependence in the structure – for example, our model should account for the fact that multiple partners of migrant men should be in two locations. We also found that “frequent migrations” that took place at intervals shorter than the window of acute infection produced a larger epidemic than infrequent migrations. Compartmental models that aggregate actors and their partnerships, and flows between the various compartments, do not capture the interaction between acute infection and HIV and the consequent impact of migration on transmission.

While this work is largely theoretical, we have built machinery (through the course of this project) that can now be adapted to study more population-specific questions on
migrations and HIV, and possibly inform public health practice. At least one such project is in progress in the Network Modeling Group at the University of Washington (PI: Dr. Susan Cassels) and this work may form a starting point for examining modeling questions that arise out of this project. Other researchers pursuing projects on migrations and HIV in Honduras (Anisha Desai, personal communication) and Kenya (Antoine Dany, personal communication) have also contacted me for possible collaborations that involve network modeling of migrations and HIV.

Given recent developments in methodologies of network modeling, there was also a growing demand for an explicit example of using compartmental and network models to study the same system using both frameworks of modeling. Fulfilling this demand was part of the motivation for this work.

5.2 Individual-Level Post Diagnosis Behavior Change and Population-Level Effects

One effective use mathematical models in epidemiology are useful for is describing connections between individual-level phenomena and population-level effects. Chapter 3 in this thesis is centered around this very theme, and shows how the desire to protect one’s partners (even when one is infected) has much prevention potential.

The Acute Infection and Early Disease Research Program (AIEDRP) is a unique dataset in that it provides longitudinal information on the behavior of infected men who have sex with men (MSM), after diagnosis. Such data are needed to evaluate how infected MSM in this cohort behaved upon diagnosis. Recent epidemiological work has questioned the population-level protective benefits of such post-diagnosis behavior change (PDBC); however, our work demonstrates that to truly evaluate a temporal phenomenon such as PDBC, we need longitudinal data.

A much bigger study evaluating post-diagnosis behavior change (titled Recent HIV Infection: New Prevention Challenges and Opportunities and colloquially known as Metromates; PI: Dr. Pamina Gorbach) is in progress in Southern California. In fact, this project was undertaken with the explicit goal of working with Metromates data, but due to delays in the collection of those data we went back to AIEDRP. Metromates will in fact have a richer set
of metrics on PDBC and the methodologies we developed for Chapter 3 will hopefully be adaptable to answer relevant questions in the Metromates project.

5.3 Examination of Diagnosis Strategies

Testing and early diagnosis of HIV are critical components of behavioral interventions. In Chapter 4 we compared various strategies commonly used to diagnose HIV in men, and certain strategies that are still under development. Our focus in Chapter 4 was on the relative benefits of each of these strategies (as measured by number of new infections over a 10 year period), and not on the costs themselves. However, aside from the hypothetical best case, other strategies still being developed that we examined are part of new testing packages that public health programs are considering. In fact, the individualized testing (IT) strategy (3 months/3 partners or 6 months/6 partners) was communicated to us from the California Department of Public Health. Dr. Patrick Sullivan at Emory University and Dr. Joanne Stekler at the University of Washington are both interested in formal analysis of various strategies using network models, and this work will hopefully provide at least a starting point for such projects.

Our work suggests that if MSM adhere to the regimen of an IT strategy then we can get close to preventing the “maximum” possible number of new infections. Of course, adherence is the big unknown here, and a possible motivator for future research work in this area. Explicit accounting of the costs is another area that should be developed as is accounting of possible dependences between risk and testing behavior.

Current developments in HIV epidemiology are focused on using “treatment as prevention.” The preventive mechanisms we focus on here are behavioral, but strategies that rely on treatment can certainly act in synergy with these behavioral interventions and help curtail the impact of HIV. As a post-doctoral fellow in the International Clinical Center (Department of Global Health, University Washington), I will be adapting some of these programs and developing new ones to study the effectiveness of home-based counseling and testing strategies in prevention of new infections among serodiscordant couples and pregnant women in South Africa and Uganda. These strategies utilize “combination treatment regimens” that have shown much promise.
Appendix A

$R_0$ COMPUTATIONS FOR COMPARTMENTAL MODELS IN CHAPTER 2

We follow the algorithm outlined in [89] to compute the reproduction number $R_0$. Our system consists of three infectious states for migrant-men ($A_{MM}, C_{MM}, L_{MM}$), women ($A_{NF}, C_{NF}, L_{NF}$), and non-migrant men ($A_{NM}, C_{NM}, L_{NM}$), giving a total of nine infected states in each location. Each of these groups (migrant-men, women and non-migrant men) have a population of susceptibles that form the uninfected state in each group. In the problem we really have two locations, but since the two locations are structurally identical, we base our calculations on one location and nine infected states. We ignore the migration parameter $\delta$ because we only consider one location. As our analysis has shown, the migration parameter has no effect on infection transmission in either interpretation of “contact” in the framework of compartmental models.

A.0.1 Notation and Mathematics

We define a column-vector $F$ as the rate of production of new infections in each of the nine infectious states outlined above. Thus $F$ consists of nine entries. Since the chronic and late-stages consist only of flows from the acute stage, no new infections are produced in the states. Therefore, vector $F$ consists of non-zero entries in the first, fourth and seventh positions, and zeros everywhere else.

We then define a new matrix $F$ as $\frac{\partial F}{\partial x}$ where $x$ is each of the nine infectious states. Matrix $F$ then is a $9 \times 9$ matrix.

Our next step is to define a vector $V$ that consists of everything except the new infections in the nine infectious states. We then define matrix $V = \frac{\partial V}{\partial x}$ where $x$ is as defined above.

We then compute the dominant eigenvalues for $FV^{-1}$ at the disease-free equilibria to obtain $R_0$. 
A.0.2 Computation

Our computer-code to perform these calculations in Mathematica 8 is below.

Clear["Global\"*\"] (*Blank Slate*)

(* New Infections F*)

NMMU := SNMU + ANMU + CNMU + LNMU;
NNFU := SNFU + ANFU + CNFU + LNFU;
NNMU := SNMU + ANMU + CNMU + LNMU;

F1 := SMMU*tMMU*(ANFU/NNFU)*betaAM + SMMU*tMMU*(CNFU/NNFU)*betaCM + SMMU*tMMU*(LNFU/NNFU)*betaLM
F2 := SNFU*tNFUM*(AMMU/NMMU)*betaAM + SNFU*tNFUM*(CMMU/NMMU)*betaCM + SNFU*tNFUM*(LMMU/NMMU)*betaLM + SNFU*tNFUNM*(ANMU/NNMU)*betaAM + SNFU*tNFUNM*(CNMU/NNMU)*betaCN + SNFU*tNFUNM*(LNMU/NNMU)*betaLN
F3 := SNMU*tNMU*(ANFU/NNFU)*betaAM + SNMU*tNMU*(CNFU/NNFU)*betaCN + SNMU*tNMU*(LNFU/NNFU)*betaLN

(* Now create the matrix F*)

F := {{D[F1, AMMU], D[F1, CMMU], D[F1, LMMU], D[F1, ANFU], D[F1, CNMU], D[F1, LNMU], {0, 0, 0, 0, 0, 0, 0, 0, 0}}, {0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0}, {D[F2, AMMU], D[F2, CMMU], D[F2, LMMU], D[F2, ANFU], D[F2, CNMU], D[F2, LNMU], {0, 0, 0, 0, 0, 0, 0, 0, 0}}, {0, 0, 0, 0, 0, 0, 0, 0, 0}, {D[F3, AMMU], D[F3, CMMU], D[F3, LMMU], D[F3, ANFU], D[F3, CNMU], D[F3, LNMU], {0, 0, 0, 0, 0, 0, 0, 0, 0}}, {0, 0, 0, 0, 0, 0, 0, 0, 0}}
G = F;

Simplify[F];

(* Jacobian V *)

V1 := - gamma*AMMU - mu*AMMU; (*Took delta terms out here *)

V2 := gamma*AMMU - eta*CMMU - mu*CMMU; (*Took delta terms out here *)

V3 := eta*CMMU - (mu + mud)*LMMU;(*Took delta terms out here *)

V4 := -gamma*ANFU - mu*ANFU;

V5 := gamma*ANFU - eta*CNFU - mu*CNFU;

V6 := eta*CNFU - (mu + mud)*LNFU;

V7 := -gamma*ANMU - mu*ANMU;

V8 := gamma*ANMU - eta*CNMU - mu*CNMU

V9 := eta*CNMU - (mu + mud)*LNMU

V := {{D[V1, AMMU], D[V1, CMMU], D[V1, LMMU], D[V1, ANFU], D[V1, ANMU], D[V1, LNMU]},
{D[V2, AMMU], D[V2, CMMU], D[V2, LMMU], D[V2, ANFU], D[V2, CNFU], D[V2, ANMU], D[V2, LNMU]},
{D[V3, AMMU], D[V3, CMMU], D[V3, LMMU], D[V3, ANFU], D[V3, CNFU], D[V3, ANMU], D[V3, LNMU]},
{D[V4, AMMU], D[V4, CMMU], D[V4, LMMU], D[V4, ANFU], D[V4, CNFU], D[V4, ANMU], D[V4, LNMU]},
{D[V5, AMMU], D[V5, CMMU], D[V5, LMMU], D[V5, ANFU], D[V5, CNFU], D[V5, ANMU], D[V5, LNMU]},
{D[V6, AMMU], D[V6, CMMU], D[V6, LMMU], D[V6, ANFU], D[V6, CNFU], D[V6, ANMU], D[V6, LNMU]},
{D[V7, AMMU], D[V7, CMMU], D[V7, LMMU], D[V7, ANFU], D[V7, CNFU], D[V7, ANMU], D[V7, LNMU]},
{D[V8, AMMU], D[V8, CMMU], D[V8, LMMU], D[V8, ANFU], D[V8, CNFU], D[V8, ANMU], D[V8, LNMU]},
\{D[V9, AMMU], D[V9, CMMU], D[V9, LMMU], D[V9, ANFU], D[V9, CNFU],
D[V9, LNFU], D[V9, AMMU], D[V9, CNMU], D[V9, LNMU]\}

Simplify[V];

VInv := Inverse[V]

Simplify[VInv];

FVInv := F.VInv

Simplify[FVInv];

finalmatrix = FVInv;

Eigenvalues[FVInv];

(*Disease Free Equilibrium*)

SMMU := 625; AMMU := 0; CMMU := 0; LMMU := 0;

SNFU := 2*SMMU; ANFU := AMMU; CNFU := CMMU; LNFU := LMMU;
SNMU := SMMU; ANMU := AMMU; CNMU := CMMU; LNMU := LMMU;
AMMR := AMMU; CMMR := CMMU; LMMR := LMMU;

(********************************************************************)
(*Biological Conditions *)
(********************************************************************)

(*Time Spent in Various Stages of Infection*)
mu := 1/(45*52);
mud := 1/40;
u := 625/(425*52);
eta := 1/500;
gamma := 1/12;
(*Transmission Probabilities*)
chronicprb := 0.0007;
acuteprb := 0.0007*26;
lateprb := 0.0007*7;

(*Migration parameter delta is not needed*)
c := 3;
tMMU := 0.016;
tMMR := tMMU;
tNMU := 0.0080;
tNMR := tNMU;
tNFUM := tMMU*NMMU/NNFU;
tNFUNM := tMMU*NMMU/NNFU;
dur100 := 100;
betaAM := 1 - (1 - acuteprb)^(dur100*c/2);
betaAN := 1 - (1 - acuteprb)^(dur100*c);
betaCM := 1 - (1 - chronicprb)^(dur100*c/2);
betaCN := 1 - (1 - chronicprb)^(dur100*c);
betaLM := 1 - (1 - lateprb)^(dur100*c/2);
betaLN := 1 - (1 - lateprb)^(dur100*c)

finalmatrix

\{
{0, 0, 0, -0.550839, -0.46377, -0.164031, 0, 0, 0},
{0, 0, 0, 0, 0, 0, 0, 0, 0},
{-1.10168, -0.927539, -0.328063, 0, 0, 0, -1.81908, -1.64862, -0.485086},
{0, 0, 0, 0, 0, 0, 0, 0, 0},
{-1.0168, -0.927539, -0.328063, 0, 0, 0, -1.81908, -1.64862, -0.485086},
{0, 0, 0, 0, 0, 0, 0, 0, 0},
{0, 0, 0, 0, 0, 0, 0, 0, 0},
{0, 0, 0, 0, 0, 0, 0, 0, 0},
{0, 0, 0, 0, 0, 0, 0, 0, 0}
\}
Thus we obtain $R_0$ estimates of 1.19 and 1.58 when contact is defined as partnership and act respectively. In Figure 2.3, the former interpretation of contact yielded an equilibrium prevalence of 1.6% and the latter interpretation yielded an equilibrium prevalence of 36.7%. Given these prevalences, the estimate for $R_0$ appears high, especially in the contact-as-
partnership case. But these estimates are approximations, and the important result for us is the relative differences in the magnitude of the $R_0$ estimates in the two interpretations of contact, and the consistency of the higher estimate with the higher prevalence (as seen in the contact-as-act case).
Appendix B
THE ROLE OF ACUTE INFECTION IN CHAPTER 2

B.1 Introduction

The interaction between acute infection and the rate of migrations is a major theme in Chapter 2. Here, we quantify the population-level impact of acute infection as measured by overall HIV prevalence.

B.2 Methods

We assume only one infectious stage, with the probability of transmission per act equal to the weighted average of probabilities over all three stages, as considered in Chapter 2. This probability is therefore

$$\frac{12}{552} \beta_A + \frac{500}{552} \beta_C + \frac{40}{552} \beta_L = 0.0014$$

(B.1)

where $\beta_A$, $\beta_C$ and $\beta_L$ are transmission probabilities per coital act as defined in Chapter 2. We keep the duration of infection constant at 552 weeks, and assume that the rate of mortality during the infectious stage is a weighted average of non-AIDS and AIDS related rates of mortality. This mortality rate ($\mu_I$) is

$$\frac{512}{552} \mu + \frac{40}{552} \mu_d$$

where $\mu$ and $\mu_d$ are as defined in Chapter 2.

We simulate the system of Equations in (B.2.1) with the “contact-as-partnership” and “contact-as-act” interpretations and present the $R_0$ estimates for each case.

B.2.1 Compartmental Models

Our system of 12 ordinary differential equations (ODE’s) in any one location is now reduced to 6. We continue to use the same notation for all states and parameters as in Section 2.3.1, except we label the infectives $I$. 
The set of equations for migrant men in the urban area then is

\[
\frac{dS_{MMU}}{dt} = \frac{\nu}{8} - S_{MMU} t_{MMU} \frac{I_{NFU}}{N_{NFU}} \beta_{I,M} - \\
\delta S_{MMU} + \delta S_{MMR} - \mu S_{MMU}
\]

(B.2)

where \( \beta_{I,M} \) is the probability of transmission between an infected migrant man and an uninfected woman, or vice-versa.

The change in population of infected migrating urban males is

\[
\frac{dI_{MMU}}{dt} = S_{MMU} t_{MMU} \frac{I_{NFU}}{N_{NFU}} \beta_{I,M} - \\
\delta I_{MMU} + \delta I_{MMR} - \mu I_{MMU}
\]

(B.3)

where \( \mu_I \) is as defined above.

The set of equations for urban females is

\[
\frac{dS_{NFU}}{dt} = \frac{\nu}{4} - S_{NFU} t_{NFU} \frac{I_{MMU}}{N_{MMU}} \beta_{I,N} - \\
S_{NFU} t_{NFU} \frac{I_{MMU}}{N_{MMU}} \beta_{I,N} - \mu S_{NFU},
\]

(B.4)

\[
\frac{dI_{NFU}}{dt} = S_{NFU} t_{NFU,M} \frac{I_{MMU}}{N_{MMU}} \beta_{I,M} + \\
S_{NFU} t_{NFU,NM} \frac{I_{NMU}}{N_{MMU}} \beta_{I,N} - \mu I_{NFU}.
\]

(B.5)

The interactions of non-migrant urban males is give by

\[
\frac{dS_{NMU}}{dt} = \nu - S_{NMU} t_{NMU} \frac{I_{NFU}}{N_{NFU}} \beta_{I,N} - \mu I_{NMU},
\]

(B.6)

\[
\frac{dI_{NMU}}{dt} = S_{NMU} t_{NMU} \frac{I_{NFU}}{N_{NFU}} \beta_{I,N} + \mu I_{NMU} - \mu I_{NMU}.
\]

(B.7)

This basic structure of equations (B.2) to (B.7) is the same for the various sub-populations in the rural area with the location sub-script \( U \) replaced by \( R \) (for rural). Thus, we now have a simplified two-location system of 12 interacting equations.
B.2.2 Network Models

The network models retain all the same features that are described in Chapter 2 except that all the stage-specific probabilities are replaced by a constant transmission probability as given in Equation B.1 above. We restrict our analysis to restricted network models (with deterministic migrations) here and experiment with migration intervals of 3 weeks and 30 weeks. We perform 10 repetitions at each migration frequency.

B.3 Results

B.3.1 Compartmental Models

Figure B.1 shows HIV prevalence in compartmental models with a single infectious stage. We obtain equilibrium prevalences of 30.1% and 0% with contact defined as partnership and as act respectively. The estimates for $R_0$ in the contact-as-partnership and contact-as-act cases are 1.16 and 1.48 respectively.

B.3.2 Network Models

In Figure B.2 we see that the prevalence trajectories at 3 weeks and 30 weeks are not significantly different. The average number of new infections obtained at the 3-week and 30-week migration frequencies are 3924 (95% CI: 3626.7, 4221.3) and 3788 (95% CI: 3538.0, 4038.0) respectively. The number of new infections over the 10 experimental repetitions are not significantly different (p-value=0.53).

B.4 Discussion

We find that in the contact-as-act case, equilibrium prevalence reduces by 17.8% relative to the model with acute infection in Chapter 2 and the $R_0$ estimate reduces by 6.3%. Equilibrium prevalence in the contact-as-partnership models – negligible (1.6%) with acute infection– drops to 0 and the $R_0$ estimate reduces by 2.5% when there is no acute infection.

In the network models, we see that the prevalence trajectories at migration frequencies of 3 weeks and 30 weeks are not statistically significantly different from each other. The number of new infections obtained over the 10 experimental runs are also not significantly different.
The maximum prevalence with acute infection for migrations at 3 weeks in Chapter 2 was seen to be about 15%, with no acute infection we see that this maximum prevalence drops to about 10%.

The interaction between acute infection and migration frequency is a critical focus of this work. We find that without acute infection the magnitude of HIV prevalence in both network and compartmental models reduces. We also observe that the significant difference between frequent (3-week) and infrequent (30-week) migrations in the restricted network models vanishes when there is no acute infection. Thus acute infection, and its interaction with migration frequency, play a critical role in the transmission of HIV in the context of circular migrations.
Figure B.1: Comparison of HIV prevalence as a function of time using compartmental models when there is only one infectious stage. The left-hand figure shows the result for sexual-contact defined as a long term partnership, and the right-hand figure shows the result for sexual-contact defined as a sexual episode. Frequent migrations have a migration-interval shorter than the acute phase of HIV infection (we consider migration-intervals of 1, 3, 4, 7, and 10 weeks.) Infrequent migrations show migration-intervals longer than the acute-phase (we consider 20, 30, 40, 60, 80 and 100 weeks).
Figure B.2: Comparison of HIV prevalence as a function of time using network models without acute infection. We consider 10 repetitions each of migration-intervals of 3 and 30 weeks. The colored regions correspond to 95% confidence intervals about the mean.
Appendix C

RESTRICTED NETWORK MODELS WITH STOCHASTIC MIGRATIONS IN CHAPTER 2

C.1 Introduction

Our network-based models in Chapter 2 modeled migrations as a deterministic process in the “restricted” version. Thus our restricted models differed from the basic models in two ways: the restricted structure of the partnership structure of migrant men, and the model of the migration process. To investigate whether the differences we see between the basic and restricted models are due to the different partnership structure or due to the different migration model, we use restricted models but with the process of migration modeled as a stochastic process (identical to the migration model in the basic models in Chapter 2).

C.2 Methods

We create restricted network models as given by Equation 2.18 and model migrations as a stochastic process as described in Chapter 2:

Migrant men spend a given amount of time (on average) in one location. The inverse of this quantity gives the weekly probability of migrating to the other location in any particular week (time steps are in weekly units). Migration to the other location is thus a binary event.

As in Chapter 2 we experiment with migrations at intervals of 3 and 30 weeks with each experiment repeated ten times.

C.3 Results

Figure C.1 shows mean prevalence (and 95% confidence intervals) for 10 experimental repetitions at migration frequencies of 3 weeks and 30 weeks over 4000 weeks. We found a
mean of 2779 (95% CI: 2652.5, 2905.5) new infections at 3-week intervals and 2308 (95% CI: 2159.5, 2456.5) new infections at 30-week intervals.

C.4 Discussion

We find that the prevalence trajectories at 3 and 30-week intervals are significantly different, with the more frequent migrations producing a greater prevalence and number of new infections through the course of the simulation. This result is qualitatively similar to the result with restricted models and deterministic (clockwork) migrations in Chapter 2. Thus, the significantly greater prevalence and number of new infections with migrations at 3-week intervals are attributable to the restricted partnership structure of migrant men, rather than the choice of framework (stochastic vs clockwork) for modeling the migration process itself.
Figure C.1: Comparison of HIV prevalence as a function of time using network models with “restricted” network models and migrations as stochastic processes. We consider 10 repetitions each of migration-intervals of 3 and 30 weeks. The colored regions correspond to 95% confidence intervals about the mean.
Appendix D

DEGREE DISTRIBUTIONS IN NETWORK MODELS IN CHAPTER 2

D.1 Introduction

To explain the differences in the overall prevalence between the basic and restricted network models, we investigate the structures of the distribution of partnerships cumulatively and cross-sectionally. These statistics are called “cumulative degree distributions” and “momentary degree distributions” respectively.

D.2 Methods

We compare cumulative and momentary degree distributions for migration intervals of 3 weeks in the basic and restricted network models (as shown in Section 2.5.2). The cumulative degree distributions are over 10 repetitions of each experiment. The momentary degree distributions for each time step are averaged over the length of the simulation and then over all 10 repetitions of each experiment.

D.3 Results

The cumulative and momentary degree distributions are in Figure E.2. We find that across the 10 experimental repetitions, the maximum cumulative degree (number of lifetime partners over a 45 year sexual lifespan) ranges between 92 and 108 in the basic network models and between 98 and 108 in the restricted models.

We notice that the restricted models have a longer tail in the cumulative degree distributions and the basic models have a longer tail in the momentary degree distributions. We also notice that the restricted models have fewer proportions of isolates both cumulatively and cross-sectionally. We also saw in Figure 2.4 in Section 2.5.2 that prevalence is greater in the basic models than in the restricted models.
Figure D.1: Cumulative (left) and momentary (right) degree distributions in network models with a migration interval of 3 weeks. The solid line in the box shows the median of the distribution and the ends of box are the first and third quantiles. The whiskers extend to 1.5 times the interquartile range in each direction. Note the ranges of the y-axes in the two plots are different because they measure different quantities.
D.4 Discussion

The lifetime distribution of partnerships has a longer tail in the restricted models while the momentary distribution of partnerships has a longer tail in the basic models. The higher prevalence in the basic models (Section 2.5.2) is due to the greater number of multiple partners at any given time (momentary degree) in the basic models. This impact of momentary degree on overall prevalence is an important result. The difference between the cumulative and momentary degree distributions (i.e. the distribution of lifetime and current partnerships) is often misunderstood and this work thus illustrates the epidemiological impact of these two related but distinct phenomena.

In Section 2.5.2 we investigated two migration intervals: 3 weeks and 30 weeks. We selected 3-week migrations in our comparisons for consistency and to isolate the effects of partnership structure by controlling for migration frequency. As we saw above, this choice enables us to account for the impact of the momentary degree distribution on prevalence trajectories. It is important to note the migration frequency and the structure of the network are independent of each other and therefore we could have chosen either migration frequency for our comparison.

One method to check the realism of behavioral assumptions in a model for sexually transmitted diseases is to analyze the number of partners over the sexual lifetime. Both the distribution of lifetime partnerships and the maximum number of lifetime partners in our models seem realistic over a 45-year sexual lifespan. We notice that we obtain a realistic equilibrium prevalence in the basic models, but the prevalence in the restricted models is lower than expected. This may be due to the maximum number of multiple partnerships for migrant men being restricted at 2 (as discussed in Section 2.6).
Appendix E

ISOLATING THE IMPACT OF DELAYED PATH-ACCELERATION AND MOMENTARY DEGREE DISTRIBUTION IN THE RESTRICTED NETWORK MODELS IN CHAPTER 2

E.1 Introduction

In Chapter 2, we explore two variations of network models: the “basic” models that are as close as possible to compartmental models, and the “restricted” models where migrant men are required to have multiple partners in both locations. The effect of delayed path acceleration is only created in the restricted models. However, an artifact of how we model the restricted networks is that the maximum momentary degree of migrant men is 2. Therefore, as explained in Appendix D, the momentary degree distributions in the basic and restricted models are qualitatively different.

Our objective here is to examine whether the differences we observed in the basic and restricted models (Section 2.3.2) are due to delayed path acceleration only being accounted for in the restricted models, or differences in the momentary degree distributions in the two versions. Therefore, we create “constrained models” where the momentary degree of migrant men is constrained to a maximum of 2, but multiple partners of migrant men are not required to be in separate locations. (Hence there is no “restriction” on the partnership structure of migrant men in these constrained models.) These constrained models will therefore help us tease apart the effects of delayed path acceleration and momentary degree distributions on the epidemic trajectories in the basic and restricted models.

E.2 Methods

We create network models using the exponential family random graph models (ERGMs) as explained in Chapter 2. We add a constraint to the basic models as defined by Equation 2.10; this modification limits the maximum momentary degree of migrant men to 2. We then experiment with 3-week and 30-week migrations and repeat each experiment 10 times.
We compare the mean prevalence trajectories (and 95% confidence intervals around them).

We analyze the cumulative and momentary degree distributions for the 10 repetitions at 3-week intervals to compare with the results in Appendix D.

**E.3 Results**

Figure E.1 shows the mean prevalence trajectories (and 95% confidence intervals) for the constrained models over 10 experimental repetitions at migration intervals of 3 and 30 weeks. We notice the overlap in these trajectories over much of the course of the simulation. With 3-week migrations, we also found a mean of 7646 (95% CI: 7509.5, 7781.5) new infections over 10 repetitions of the experiment. With 30-week migrations, we obtained 7922 (95% CI: 7810.7, 8033.3) new infections over 6000 weeks.

Figure E.2 shows the cumulative and momentary degree distributions over 10 repetitions of migrations at 3-week intervals. We also find that the maximum lifetime number of partners over a 45-year sexual lifespan has mean 118.4 (median: 119.0) over the 10 repetitions.

**E.4 Discussion**

We find that the constrained models do not show a significant difference either in the prevalence trajectories through the simulation between migrations at 3-week and 30-week intervals. The peak for 30-week migrations appears greater than the peak for 3-week migrations and therefore the number of new infections is greater at the longer migration interval. We investigated this finding further with taking an even slower migration frequency (100 weeks) in Figure E.3 and find that the prevalence trajectory at this frequency of 100 weeks closely aligns with the trajectory we see at 3 weeks. The 100-step migrations produced a mean of 7470.6 (95% CI: 7360.4, 7580.8) new infections over the course of the simulation (6000 weeks).

Thus the significant differences in the prevalence trajectories and number of new infections between frequent and infrequent migrations in the restricted models (of Section 2.3.2) are a consequence of the partnership structure of migrant men, and not an artifact of the maximum number of partnerships being constrained to 2. This finding emphasizes the importance of the partnership structure of migrant men, and the timing with which
they contact partners in both locations. Thus the significant differences in the outcomes of epidemic size and number of new infections are a consequence of appropriately accounting for the partnership structure of migrant men in the restricted models of Section 2.3.2, not a consequence of the artifact that the maximum degree of migrant men is constrained to a maximum of 2.

Figure E.2 shows that the cumulative degree distribution in the constrained models is more similar to the cumulative distribution of the restricted models (than the basic models) as seen by the proportion of actors with no partners, and a high number of lifetime partners (11-20 and greater). This structure is likely a consequence of the fact that the constrained and restricted models share the feature that the momentary degree of migrant men is capped at 2.

We also notice that equilibrium prevalence is higher in the constrained models (and basic models) relative to restricted models (as shown in Section 2.5.2). This difference in prevalence at equilibrium, and over the course of the simulation, is attributable to the momentary degree distribution. A greater proportion of individuals have greater than more than 1 partner at any given time in the basic and constrained models, relative to the restricted models, even though the mean number of partnerships is (statistically) equal. We have already seen the importance of the number of concurrent partners at any moment in time in overall HIV prevalence, and this difference in epidemic size between the constrained (and basic) models, and restricted models, is a consequence of the greater proportion of multiple partners at any given time in the constrained models.
Figure E.1: Comparison of HIV prevalence as a function of time using “constrained” network models, where there is no restriction on location of multiple partners of migrant men but the maximum number of partners at any time is constrained to 2. We consider 10 repetitions at migration intervals of 3 and 30 weeks. The colored regions correspond to 95% confidence intervals about the mean.
Figure E.2: The figures on the top show cumulative degree distributions (lifetime distribution of number of partnerships) in the entire population (left), and only for migrant men (right) in basic, restricted and constrained network models with a migration interval of 3 weeks. The figures on the bottom show momentary degree distributions (cross-sectional distribution of number of partnerships) in the entire population (left), and only for migrant men (right) in the three versions of network models, with a migration interval of 3 weeks. The solid line in the box shows the median of the distribution and the ends of box are the first and third quantile. The whiskers extend to 1.5 times the interquartile range in each direction. Note the ranges of the y-axes in the two plots are different because they are measuring different quantities.
Figure E.3: Comparison of HIV prevalence as a function of time using “constrained” network models, where there is no restriction on location of multiple partners of migrant men but the maximum number of partners at any time is constrained to 2. We add a 100-week migration for the sake of comparison. We consider 10 repetitions at migration intervals of 3 and 30 weeks. The colored regions correspond to 95% confidence intervals about the mean.
Appendix F

TECHNICAL APPENDIX TO CHAPTER 3: MODEL FORMULATION, PARAMETER ESTIMATION, SIMULATION, AND COMPREHENSIVE LISTING OF DATA SOURCES

In this Appendix, we describe several technical details that are not in the main body of the chapter. We start with an exposition of the non-main network, parameters used to model this partnership network, followed by the estimation procedure for the statistics for these parameters. We repeat the same process for the network model for the main network. We follow with the derivation of statistics for the no post-diagnosis behavior change (no PDBC) model. We describe the various biological and demographic processes that are used in the simulation to model disease transmission and evolution of the network over time (while keeping the statistics of the main and non-main networks within stochastic variation of the mean). Finally, we list our sources for the various behavioral, biological and demographic parameters.

Any item marked “AIEDRP” represents data from the Southern California Acute Infection and Early Disease (AIEDRP) study [2, 3]. A number of biological and demographic parameters are selected from recent modeling work on HIV in MSM called the Prevention Umbrella for MSM in the Americas (henceforth PUMA) [27] and the sources for those parameters are marked “PUMA.”

F.1 Model for Non-Main Partnership Network

The network for non-main partnerships in our network is cross-sectional. We estimate this network once at the start, and then simulate a cross-sectional network from it at each timestep using exponential random graph models in the statnet package [24].

F.1.1 Model and Parameters

This non-main network is
\[
\text{logit}(p(y_{ij} = 1|Y_{ij}^c)) = \theta_0 + \theta_\delta \delta(e) + \theta_{c}\delta_c(e(|\sqrt{a_i} - \sqrt{a_j}|) + \\
\sum_{c=0,c\neq 3}^5 \theta_{c}\delta_c(e(c)) + \sum_{r_1,r_2} \theta_{r_1,r_2}\delta_{r_1,r_2}m(r_1,r_2) + \sum_{d_1,d_2} \theta_{m,d_1,d_2}\delta_{d_1,d_2}m(d_1,d_2) + \\
\theta_{I,R}\delta_{I,R}m(I,R) + \theta_{A}\delta_Ae(A)
\] (F.1)

where \(\delta(e)\) is the total number of non-main ties, \(e(|\sqrt{a_i} - \sqrt{a_j}|)\) is the mean difference in the square root of ages of all partners multiplied by the number of edges, \(m(r_1,r_2)\) is the mean number of ties between all combinations of races (one is left out to avoid collinearity with edges), \(m(d_1,d_2)\) is the mean number of ties between men of the same diagnosis status (discordant is left out to avoid collinearity with edges), \(m(I,R)\) is the average number of ties between strictly insertive and receptives (should be 0 but set to 1 for model to converge, though the coefficient corresponding to this statistic is set to \(-\infty\)), \(e(A)\) is the number of ties of men who have progressed to AIDS. The \(\delta\) terms corresponding to each of these statistics are the changes in their values associated with a toggle of a dyad (i.e. switching the value of any dyad) [51]. This list describes the parameters in our model, the \(\theta\) terms are the coefficients associated with each of these parameters.

**F.1.2 Parameter Estimation**

1. From AIEDRP data, we know the number of non-main partners reported over the past three months. We divide this number by 90 days to get the mean number of non-main partners per day as 0.10. However, this number is not limited to unprotected intercourse, therefore, we divide this mean by the proportion of times unprotected sex occurred (from the computation for main network above) to obtain a mean number of non-main partners of 0.075.

However, this number is restricted to negative/undiagnosed men. From AIEDRP, we know that the number of non-main partners reported over the past three months at baseline and follow-up differ by about 25.6%. We also know from NHBS [92] that about half of MSM nationally are unaware of their status, and about 25% of MSM are
positive. Therefore, we roughly estimate about 13% of MSM nationally to be unaware of their status. The weighted mean degree for MSM, accounting for both positively diagnosed and negative/undiagnosed men, therefore, is

\[ 0.075 - (0.256 \times 0.075) = 0.056. \]

It follows that the expected number of non-main ties for our network of 5000 men is

\[ \frac{0.075(0.87)(5000) + 0.056 \times (0.13)(5000)}{2} = 181.3 \]

2. Casual Activity Classes: To compute the activity levels of each class, we divide the rates on UAI in non-main partnerships in to five groups by percentile. Then we compute the mean for each of these groups. However, this rate of non-main UAI applies to an entirely negative/undiagnosed population. To make these means compatible with a population of positively diagnosed individuals, we reduce the means for each of the groups by 25.6%. We then obtain the means for the five groups as 0.00017, 0.0119, 0.028, 0.0623, 0.1705.

3. Age: The difference in square roots of ages for the non-main partners is 0.75 years. Therefore the mean statistic is 0.075 \times 181.3 = 135.9.

4. Mixing Matrix for Race: The AIEDRP data set was too sparse to reliably estimate race mixing in the population. Therefore, we used a study of MSM in San Francisco from 2009 [104] to estimate the “degree of mixing” between any two races (There are slight inconsistencies in the number of partnerships between \( X \) and \( Y \) as reported by \( X \) and \( Y \); these are resolved by taking the mean of the two reports.). We do not assume the the race distribution in LA County and San Francisco is the same; our data on the the number of individuals in each race for our population of 5000 men come from LA County [121].

We use the number of individuals in each race to compute the total number of possible “dyads” between all combinations of races (i.e. the maximum number of ties between
two race groups). The San Francisco data \cite{104} give us the proportion of partnerships in any combination of races that are actually realized (relative to the maximum possible number of dyads). We do assume that the mean proportion of possible ties between any two races that are realized in the two locations is the same.

Given the number of individuals in each race in our hypothetical population we know the number of possible dyads for each combination of races, and the proportion of possible ties between any two races that are realized. We also have an estimate for the total number of non-main ties in our population (from AIEDRP), and the distribution of these ties across the four races from \cite{104}. Thus we constrain the total number of non-main ties in our mixing matrix to equal our estimate on non-main ties in the model from AIEDRP.

Thus we obtain the mixing matrix for the non-main network in Table F.1.

5. Diagnosis Status: From our AIEDRP data set we know that of all the ties that belong to diagnosed individuals, 35.6% are between positively concordant partners who are aware of their statuses (averaging the proportion of partners non-main partners who are positive at each of the four follow-up visits). Since the total degree for positively diagnosed individuals is 36.4, the number of positively concordant ties is

\[
\frac{36.4 \times 0.356}{2} = 6.5.
\]

6. Meth Use: Meth-users in our AIEDRP sample (defined as respondents who have used meth with at least one of the last three partners at baseline) have a mean rate of UAI of 0.101. Of the 194 respondents, \( \frac{62}{194} \times 100 = 31.9\% \) have used meth. Therefore, the total number of degrees for meth users is

\[
5000 \times 0.319 \times 0.101 = 161.3.
\]

7. Sexual Role: We set the number of ties between strictly insertive and strictly receptive partners as 1 but then set the coefficient for the estimate to \(-\infty\) to not have any possible ties between strictly versatile groups. We had to set the number to 1 initially for the models to converge.
8. Reduction in UAI with non-main partners on transition to AIDS: 40%.

F.2 Model for Main Partnership Network

The network of main partnerships is estimated using separable temporal ERGMs [51] also implemented in statnet [24]. The variable $y_{ij,t}$ (i.e. the value of the dyad $y_{ij}$ at time $t$) takes on the value 1 if nodes $i$ and $j$ have a main partnership at time $t$, and it is 0 otherwise. The variable $Y_{ij,t}^c$ is the rest of the network excluding the tie information of $i$ and $j$. The variable $u$ is the total number of ties of a particular type, and $m$ represents mixing between two types. The variable $v$ represents nodes with at least two main partnerships.

F.2.1 Model and Parameters

The model is

$$\logit(p(y_{ij,t} = 1|y_{ij,t-1} = 0, Y_{ij,t}^c)) = \theta \delta(e) + \theta_a \delta_a(e(|\sqrt{a_i} - \sqrt{a_j}|)) + \sum_{d=0}^{2} \theta_d \delta_d(\eta(d)) + \sum_r \theta_r \delta_r(e(r)) + \sum_r \theta_{M,r} \delta_{M,r}(M(r))$$  \hspace{1cm} (F.2)

where $e$ is the number of edges in the network, $e(|\sqrt{a_i} - \sqrt{a_j}|)$ is the difference in the square roots of the ages of all main partners, times the number of edges, $\eta(d)$ is the total number of nodes with degree 0, 1 and 2 in the network, $e(r)$ is the mean number of ties for each of the four races, $M(r)$ is the mean number of ties between partners belonging to the same race. All the above statistics are measured at time $t$. The $\delta$ functions are “change statistics” defined as the change in the statistics associated with a toggle of a dyad (i.e. switching the value of any dyad) [51]. The $\theta$ terms are the coefficients for each of these statistics. The network $Y_{ij,t-1}^c$ is the network at the time step $t - 1$ without the dyad between the particular pair of actors $i$ and $j$.

The dissolution models is a Bernoulli model of the form

$$\logit(p(y_{ij,t} = 0|y_{ij,t-1} = 1)) = \theta_{\text{diss}}$$  \hspace{1cm} (F.3)
where $\theta_{\text{diss}}$ is the coefficient associated with the dissolution of one tie (which corresponds to a change statistic of 1, in absolute value).

**F.2.2 Statistics for Network of Main Partnerships**

1. Momentary Degree Distributions: From the AIEDRP questionnaire, we have information on the number of ongoing main partnerships in a sample of 194 men at baseline. This information is scaled to a set of 5000 men in Table F.2.

We define the last category as “2+” and constrain the maximum number of partnerships in our main network (F.2) to 2.

2. Total Number of Partnerships: From Table we estimate a mean degree of 0.36. Therefore, the total number of partnerships in our population is $5000 \times 0.36 / 2 = 900$.

3. Mean Difference in Ages: We compute the mean difference in the square roots of the ages of main partners in the AIEDRP data set. This difference is 0.61. Since the modeled population has 900 main edges on average the mean statistic for difference in ages is $0.61 \times 900 = 549$.

4. Mixing Matrices by Race: As in non-main partnerships, we again use the data from San Francisco [104] in conjunction with the race distributions from LA County [9] to estimate mixing by race. This estimated mixing matrix for the main network is in Table F.3.

5. Mean Partnership Duration: In the AIEDRP data set, the mean partnership durations are 906.7 days at baseline and 921 days at follow-up. Since the follow-up data set consists mostly of last partner information, we assume that each of the main partnerships in the follow-up data set are existent. Therefore the mean partnership duration in the follow-up data set is

$$(906.7 \times 0.87 + 921 \times 0.13) = 908.6$$
days assuming that our population consists of 87% individuals who are aware of their diagnosis status and 13% who are unaware. We estimate durations from the extant ties because our assumption is that the time for which a tie exists is geometrically distributed, and given this assumption, the mean of extant partnerships at any given time gives an unbiased estimate of the duration. Complete mathematical details are in [122].

6. Probability for UAI in Main Partnerships: From the baseline information in AIEDRP we know the number of sex acts in main partnerships, the length of main partnerships, and the proportion of times unprotected intercourse occurred. From this information, we compute the mean probability of UAI in main partnerships for negative/undiagnosed individuals as 0.156 (almost identical to the estimate found in PUMA through other studies).

We also need the mean probability of UAI for positive and diagnosed individuals with negative/undiagnosed individuals. A similar method applied to follow-up information in AIEDRP yields a mean probability of 0.311. However, in the follow-up information in AIEDRP it is impossible to distinguish between unprotected oral and anal acts. It is very likely that upon diagnosis individuals switch from oral to anal intercourse. However, we only model transmission via UAI; therefore, this mean probability cannot be used. We therefore use the mean probability 0.109 of UAI for negative/undiagnosed individuals with positive individuals from [27].

7. Sexual Role: We set the number of ties between strictly insertive and strictly receptive partners as 1. Theoretically, this number should be zero, but we specified it as 1 for our models to converge, but as explained above, the coefficient is set to $-\infty$.

8. Reduction in UAI with Main Partners on transition to AIDS: 40% from the Rakai Study of discordant heterosexuals [15].

1While we assume an equivalent reduction in daily probability of UAI after transition to AIDS in non-main and main networks, the modeling method itself is different. In the non-main network, daily UAI defines the network so this 40% reduction is modeled as a reduced propensity to form ties. In the main
F.3 Statistics to Model Counter-Factual with No PDBC

1. Non-Main Network: The mean degree is only based on the behavior of negative/undiagnosed men. This mean degree is 0.075, translating to an average of 188 ties in the non-main network. Correspondingly, the casual activity classes change to 0.0023, 0.01595, 0.03798, 0.08415 and 0.2292. The mean statistic for the difference in ages is therefore $0.075 \times 188 = 141$. The cells in the race mixing matrix now sum to 188. This matrix is in Table F.4.

2. Main Network: We keep the probabilities for UAI in discordant partnerships the same as that in negatively concordant partnerships.

The statistic corresponding to average number of non-main ties for meth users increases by 4% consistent with the per cent increase in the total number of non-main ties.

We do not consider mixing by diagnosis status since there is no diagnosis induced behavior change in this scenario and therefore mixing by diagnosis status is contingent simply upon the proportions of the two diagnosis states that are present in the population.

F.4 Other Biological and Demographic Processes

1. Infection Transmission: In accordance with Model 2 in [27], we model transmission events and their probabilities broken down by roles of the two partners, and their circumcision states. These relative transmission probabilities in UAI are from [123] – a study of heterosexuals. We used data from a cohort of heterosexuals because it presented time varying risk of UAI (as opposed to other widely cited studies on the topic [15, 16, 18, 17]).

network, daily UAI (and consequent possible disease transmission) are modeled as events distinct from the network; therefore, upon transition to AIDS we model a 40% reduction in daily probability of UAI that does not affect the partnership network itself.
2. Viral Load in absence of treatment: We model the viral load trajectory in each man as a six-parameter curve in the following manner [27]:

(a) Days 0-21: rises linearly from 0 to 6.886

(b) Days 21-40: declines linearly from 6.886 to 4.5 Days 40-3650: assumes a set point of 4.5 [124] that lasts until the onset of AIDS 10 years post-infection [125]

(c) Days 3650-4380: linear rise from 4.5 to 7.0

(d) Day 4380: death

3. Treatment Trajectories: We follow the basic structure of PUMA. We assume that treatment results in either no suppression, partially effective suppression and full suppression. For each race, we assume that for 15.0% men there is no suppression, for 29.8% men there is partial suppression, and for 55.3% men there is no suppression [27].

4. As per [27], we assume a 40% reduction in UAI once AIDS stage is reached. This reduction is modeled in the form of a reduction of 40% reduction in daily probability of UAI in main partnerships and a 40% reduction in men number of non-main partners per day.

5. Treatment Initiation: In accordance with PUMA, we model treatment initiation as 4.1 years for Blacks, 5.0 years for Latinos, and 3.6 years for Whites and Others, measured since time of of infection [27].

6. Reduction in UAI upon transition to AIDS stage: We model a 40% reduction in probability of UAI with main partners and a 40% reduction in mean number of daily UAI events with non-main partners [27].

7. Circumcision: Circumcision rates are parametrized in accordance with PUMA [27]. Xu (2007) reports the rates of circumcision in various racial groups in the National Health and Nutrition Examination Surveys (NHANES) as 88% in non-Hispanic whites,
73% in non-Hispanic blacks, 42% in Mexican-Americans, and 50% in others \[126\]. We use these rates for Whites, Blacks, Latinos and Others in our population respectively. We assume that for a fully recovered circumcised individual infectivity reduces to 40% of the level initially. If full recovery from the surgery has not occurred, infectivity rises to 130%. Both these changes in infectivity are in accordance with PUMA.

8. Role: As per PUMA we assume that 7% of Other, 13% of Black, and 9% of Latino MSM are strictly insertive and strictly receptive. PUMA does not report the proportion of Whites who are strictly insertive and strictly receptive; but the “Other” category in PUMA includes Whites. We assume that the proportion of strictly insertive or strictly receptive MSM for Whites is the same as the proportion of Other in this work.

9. Testing: We based our baseline testing models on PUMA. A clinical study in four major US metropolitan centers \[106\] reports a median inter-test interval of 243 days. If we assume a simple exponential distribution for time until testing, this median measure corresponds to a mean inter-test interval of 351 days. As we discussed this mean rate of testing corresponds to a mean of 95% of men who have ever tested. Another study \[127\] that presents NHBS data (from June 2004 to April 2005) reports that 92% of men have ever tested. Thus our baseline testing models are consistent with NHBS data from 2004 to 2005, though not so with NHBS data from 2008 (as we discussed in the main body of the paper).

F.5 Itemized List for Data Sources

1. Initial prevalence: NHBS (2008) \[92\]


3. Race distributions: LA County Department of Health Services \[121\]

5. Prevalence of role exclusivity: PUMA

6. Proportion of positive men who never receive treatment: PUMA

7. Proportion of Treated Men who Achieve Full Suppression: PUMA

8. Role versatility in non-main partnerships: PUMA

9. Daily probability of HIV testing: Clinical study from 4 major US urban centers (Seattle-King County, San Francisco, Denver and District of Columbia) [106]

10. HIV Test Window Period: 22 days, and treated as a sensitivity parameter [27]. A detection window of 22 days is reasonable for fourth generation and RNA tests [109].

11. Initial age distribution: Uniformly distributed between 18 and 65 years for every man in the population.

12. Non-Main Partnerships

   (a) Race Mixing matrix: Study of MSM in San Francisco [104] in combination with race distribution from LA County Department of Health Services [121]

   (b) Mean age difference of main partners: AIEDRP

   (c) Quintiles for activity classes in Non-Main Partnerships: AIEDRP

   (d) Number of Partnerships for meth users and non-users: AIEDRP

   (e) Mixing by diagnosis status: AIEDRP

13. Main Partnerships:

   (a) Baseline daily probability of UAI: AIEDRP for negatively concordant partnerships, PUMA for partnerships discordant by diagnosis status

   (b) Momentary (cross-sectional) degree distributions for main partnerships: AIEDRP
(c) Race mixing matrix: Study of MSM in San Francisco \cite{104} in combination with race distribution from LA County Department of Health Services \cite{121}

(d) Age mixing in the main partnerships: Mean difference in ages of main partners in AIEDRP

(e) Distribution for number of partnerships at cross-section: AIEDRP

(f) Average Partnership Duration: AIEDRP

(g) Reduction in UAI with Main Partners in AIDS stage: Study of HIV discordant couples in Uganda \cite{15}

Biological Data: Estimates for all of the following parameters are from PUMA.

1. Time until peak of acute viremia

2. Time from peak viremia until set point

3. Set point viral load

4. Time from onset of set point until AIDS-related viral increase

5. Time from onset of AIDS-related viral increase until death

6. Slope of viral load during AIDS

7. Viral load at full suppression

8. Mean viral load for those partially suppressed

9. Time from initiation of treatment until partial suppression

10. Time until partial suppression escape

11. Partial escape slope

12. Probability of transmission by act
Table F.1: Race Mixing Matrix for the Non-Main Network. The rows represent respondents, and the columns represent the partners.

<table>
<thead>
<tr>
<th>Race Groups</th>
<th>Total Degree</th>
<th>Mean Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>24.4</td>
<td>8.2</td>
</tr>
<tr>
<td>B</td>
<td>4.0</td>
<td>10.8</td>
</tr>
<tr>
<td>L</td>
<td>38.2</td>
<td>16.6</td>
</tr>
<tr>
<td>O</td>
<td>4.2</td>
<td></td>
</tr>
</tbody>
</table>

Table F.2: Degree Distributions for Main Partnerships for network of size 5000.

<table>
<thead>
<tr>
<th>Number of Partners</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>Not Reported</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Actors</td>
<td>3351</td>
<td>1546</td>
<td>52</td>
<td>51</td>
<td>0</td>
</tr>
</tbody>
</table>

Table F.3: Race Mixing Matrix for the Main Network. The rows represent respondents, and the columns represent the partners.

<table>
<thead>
<tr>
<th>Race Groups</th>
<th>Total Degree</th>
<th>Mean Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>121.0</td>
<td>40.5</td>
</tr>
<tr>
<td>B</td>
<td>19.8</td>
<td>54.2</td>
</tr>
<tr>
<td>L</td>
<td>194.0</td>
<td>82.6</td>
</tr>
<tr>
<td>O</td>
<td>20.9</td>
<td></td>
</tr>
</tbody>
</table>
Table F.4: Race Mixing Matrix for the Non-Main Network in the counter-factual that does not include PDBC. The rows represent respondents, and the columns represent the partners.

<table>
<thead>
<tr>
<th>Race Groups</th>
<th>Total Degree</th>
<th>Mean Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>W 25.2</td>
<td>133.7</td>
<td>0.0743</td>
</tr>
<tr>
<td>B 4.1</td>
<td>29.9</td>
<td>0.0748</td>
</tr>
<tr>
<td>L 41.3</td>
<td>165.5</td>
<td>0.077</td>
</tr>
<tr>
<td>O 4.2</td>
<td>47.7</td>
<td>0.0734</td>
</tr>
</tbody>
</table>
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