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Biofuels continue to receive national attention motivated by concerns about finite energy supplies, geopolitical issues surrounding petroleum imports, and the environmental impact of fossil fuels. Biomass is an abundant resource, but is not easily converted to a usable transportation fuel. The aqueous phase reforming (APR) process [1] shows promise for converting compounds derived from biomass into hydrogen and alkanes at moderate temperatures ($\approx 200 \, ^\circ C$) in the aqueous phase. However, hydrogen selectivity in APR is a major hurdle, especially as carbon chain length of the feed molecules increase [2].

An alternative and complementary process for reforming carbohydrates is electro-catalytic reforming (ECR) which involves electrooxidation of carbohydrates and reduction of generated protons to produce hydrogen at the cathode. In this work we use ethylene glycol as a prototypical carbohydrate, as it is the simplest sugar-like molecule. The primary reactions in this system are equations 1 and 2 for the anode and cathode respectively.

\begin{align*}
C_2H_6O_2 + 2H_2O & \leftrightarrow 2CO_2 + 10H^+ + 10e^- \\ 2H^+ + 2e^- & \leftrightarrow H_2
\end{align*}

Protons formed at the anode reduce and form gaseous hydrogen at the cathode. The formation of hydrogen in a separate compartment from the reactants, simplifies hydrogen removal and purification, and improves overall hydrogen efficiency by preventing
deleterious homogeneous reactions. Successful electro-catalytic reforming rests largely on effective electrooxidation, which typically is hampered by formation of poisons at the anode [3].

We developed a reactor that utilized a proton exchange membrane fuel cell architecture and operated up to 140 °C and 3.04 MPa with a liquid phase reactant. The reaction was studied by cyclic voltammetry and step potential measurements. We measured reaction products by gas chromatography (GC) and high pressure liquid chromatography (HPLC). We corroborated findings that saw a decease in electrooxidation potential of ethylene glycol with increasing temperature [4].

We focused on increasing the operating temperature of the ECR reactor to improve its catalyst poison tolerance and to approach operating conditions of APR. However, to increase temperature a high temperature electrolyte needed to be developed. We studied cross-linked sulfonated poly ether ether ketone membranes to test their viability to increase the temperature range of ECR. Unfortunately, we found that these materials undergo dissolution in high temperature aqueous phase environments and are not suitable to improve the range of ECR.

Using a Nafion electrolyte, and GC and HPLC data, we were able to close the mass balance on the ECR reaction. We measured five major products of the reforming reaction: carbon dioxide, hydrogen, glycolic acid, glycolaldehyde, and oxalic acid. For operating conditions of 137 °C and 0.7 V we calculated that ECR uses 36% less platinum than APR at 265 °C, to reform an equivalent amount of ethylene glycol.
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Chapter 1
INTRODUCTION AND MOTIVATION OF RESEARCH

The world is addicted to fossil fuels. Representing more than 85% of our primary energy consumption [5], this dependence has many negative impacts. Concerns about finite energy supply, geopolitical issues surrounding petroleum imports, and the environmental impacts of fossil fuel combustion question whether this level of consumption is sustainable, environmentally, economically, and physically. To help mitigate some of these issues and develop secure energy supplies for future generations, our nation requires a change in energy portfolios to include more renewable and environmental sources such as bioenergy [6].

Bioenergy, defined as energy generated from biologically derived material, has many benefits over fossil fuels. The most widely publicized advantage is the significant reduction in life-cycle greenhouse gas emissions as compared to fossil fuels [6,7]. The creation of a bioenergy market will stimulate rural economies, increase domestic energy investment, and offer a secondary market for waste products [6]. The use of waste products for energy can offer the additional benefits of saved landfill space and improved local air quality [7]. However, while the use of bioenergy has significant non-market benefits over fossil fuels, it is currently more expensive and its higher cost impedes widespread use [8].

The variety of feedstocks in bioenergy makes a single efficient conversion technology difficult. Direct combustion, liquid transportation fuel, and hydrogen for fuel cells each have a different economic model and price. A study, by the author and his colleagues, analyzed biomass price and availability to supply a wood fired boiler for a combined heat and power application on behalf of the Confederated Tribes and Bands of the Yakama Nation, Appendix A. An expert local forester, interviewed for the study, estimated the market for woody biomass at around 40-50 dollars per bone dry metric ton (BDMT) delivered. This was about 20% of all the available biomass in the study area, which included Yakima, Kit-
titas, Klickitat, Benton, and Grant counties in the state of Washington. For comparison, an equivalent amount of coal by energy content sells for an average of 39 dollars in the United States [5].

Much of the cost of biomass is because it is a disperse low density resource, which increases transportation and collection costs [8]. A study by MacLean et al. estimated that the United States has about 568 million metric tons of biomass available for energy if the market could pay $100 per BDMT [9]. In order to access an increased volume of available biomass, the market prices for biomass must have a higher value. One way to do this is to convert biomass into a more valuable form, like transportation fuels or hydrogen.

If an economical conversion technology for converting biomass to hydrogen or a transportation fuel can be found, a larger supply of woody biomass would be available. Increased availability of bioenergy can replace more fossil fuel, increasing the environmental, economic, and physical sustainability of the U.S. fuel mix. This study will focus on hydrogen because it is a product of reformation and has a variety of energy applications.

Today, hydrogen is generated primarily through stream reforming of natural gas or by catalytic reforming of petroleum [10,11]. Hydrogen is a commodity in an oil refinery because of its use in hydrotreating and hydrocracking of petroleum products [11]. Large quantities of hydrogen are also used to hydrogenate cooking oils to make margarine. In the future, hydrogen demand is expected to increase because of the move to further reduce the sulfur content of fossil fuels through hydrotreating [11], the development of the hydrogen economy and fuel cells [10], and for use in upgrading biomass-derived fuels into higher quality energy fuels [12]. Biofuel upgrading is a large potential growth area for hydrogen consumption because of energy policy interest in second generation biofuels [13]. The hydrogen demand of upgrading is higher for biomass derived molecules because of the lower H/C ratio than for petroleum feedstocks [14]. In this way, the environmental footprint of biofuels is inextricably linked to the availability of economic hydrogen production.

Aqueous phase reforming (APR), discovered by the Dumesic group at the University of Wisconsin, converts biomass-derived compounds to hydrogen and alkanes [2,15–18]. It works by a combination of dehydration, dehydrogenation, water-gas-shift, and carbon-carbon cleavage pathways [2]. Equation 1.1 shows reforming of ethylene glycol. APR is
promising because of tolerance of wet and non-volatile fuels and potential for incorporating biomass sugars into a refinery [1]. Unlike gas phase processes, processing in the aqueous phase prevents large non-volatile sugars like glucose from decomposing [2]. If these sugars were allowed to decompose, they would form solid carbon, olefins, and aromatics that can coat catalysts and reduce the reactant yield [19]. The Dumesic group was able to achieve high hydrogen selectivities especially for smaller chain molecules, Figure 1.1. This low flowrate and high catalyst loading requirement makes its commercial viability limited.

\[ C_2H_4(OH)_2 + 2H_2O \rightarrow 2CO_2 + 5H_2 \]  

(1.1)

There is a need for a more efficient conversion pathway for biomass to hydrogen and the development of aqueous phase reforming suggests there may be an equivalent electrochemical pathway that could have a higher selectivity and faster kinetics. This research explores the feasibility of electro-catalytic reforming (ECR) of biomass derived compounds.
and its potential benefits compared to APR. An electro-catalytic reforming reactor will operate by oxidizing a carbohydrate at the anode of an electrolyte membrane and a hydrogen recombination reaction at the cathode, Figure 1.2. The overall reforming reaction follows the same stoichiometry as APR, Equation 1.1. By separating the product hydrogen from the other reactant species through the electrolyte membrane, the hydrogen selectivity for the reaction is expected to be improved.

To reach conditions of APR the reactor must be heated to temperatures of about 200 °C and pressures sufficient to maintain an aqueous phase. This is outside the range of typical fuel cell operation parameters that the ECR reactor is designed from. A high temperature electrolyte and high pressure seals are necessary to test the feasibility of ECR. In addition, energy is required to drive the reaction because reforming is endothermic. In APR the energy was completely supplied from thermal energy, for ECR it will be a combination of thermal energy and electrical energy. For large scale application of an ECR system a fraction of the biomass that is not suitable for reforming, such as lignin, could be used to offset the energy requirements of the system.
Figure 1.2: An illustration of the electro-catalytic reforming reactor. Fuel comes in as an aqueous stream at where oxidizes into protons, electrons, and oxidation products. The protons recombine with the electrons on the cathode to make hydrogen gas.
Chapter 2
SURVEY OF LITERATURE

Electro-catalytic reforming is a series of aqueous phase electrochemical partial oxidation reactions that form hydrogen from wet biomass based compounds. Generating hydrogen from these oxygenated hydrocarbons without drying, would allow a more efficient route for this underutilized resource [9]. Aqueous phase reforming, developed at the University of Wisconsin, pursues this objective by thermo-catalytic reforming [15–17, 20–22]. ECR offers an additional degree of freedom to influence the reforming reaction over APR, by controlling the reaction potential. This potential control changes the stability of adsorbed surface species on the catalyst and could be used to optimize the reaction conditions. The other major difference between ECR and APR is the inclusion of an electrolyte membrane to separate the product hydrogen from the reactants. However, to simulate APR conditions of 200 °C and 3.0 MPa a high temperature electrolyte is needed. This chapter will review the literature in two main sections: electro-catalytic reforming and high temperature electrolytes. Within each section a series of sub topics relevant to the overall objective will be discussed.

Related work on electrochemical oxidation of small chain oxygenated hydrocarbons has been extensive motivated by interest in direct alcohol and polyol fuel cells [23–30]. This work, coupled with APR observations, recognizes C-C bond scission as a rate limiting step in the full utilization of multi-carbon fuels to hydrogen [2, 31, 32]. For this reason we will be investigating ethylene glycol, the simplest two carbon polyol with stoichiometry close to a carbohydrate.

2.1 Electro-Catalytic Reforming

While there is no known research explicitly of ECR of ethylene glycol, there is sufficient information to define the experimental design. Relevant topics include: biomass derived
feedstocks, aqueous phase reforming, carbon monoxide poisoning of platinum catalysts, and electrochemical oxidation of ethylene glycol.

Biomass derived feedstocks are important for ECR because they allow hydrogen product to be made from renewable resources instead of fossil fuels. The use of biomass derived feedstocks produces its own challenges, however. Reaction conditions that lead to carbon-carbon bond breakage and complete oxidation of the reactants are necessary for economically utilizing the available chemical potential energy in the feed molecule.

Aqueous phase reforming is important for comparison because work there has looked at the thermochemical breakdown of ethylene glycol and its process parallels electro-catalytic reforming in areas of: back pressure necessary to maintain the high temperature aqueous phase, high surface area catalyst to generate measurable amounts of reaction products, and separate phase analytics to measure gas phase and liquid phase products. Electrochemical oxidation of ethylene glycol in a fuel cell is the same anode reaction as reforming. In a fuel cell, oxidation of a fuel on the anode is coupled with the oxygen reduction reaction on the cathode to drive the reaction. In reforming, the cathode reaction is driven by applied voltage to generate hydrogen.

From an efficiency standpoint, the energy supplied to drive the ECR reaction above the ideal heat of formation is wasted. However, the overpotential can heat the system and reduce the thermal load as long as the overpotential is less than or equal to the heating load. Increasing the temperature is beneficial because of reaction kinetics and CO surface poisoning. At low temperatures and low potentials the ECR reaction has a low rate due partly to irreversible surface coverage of carbon monoxide on the platinum catalyst [33–35]. A temperature that facilitates driving the reaction and using overpotential for thermal heating will be the most efficient.

### 2.1.1 Biomass Derived Feedstocks

Biomass derived feedstocks typically are highly oxygenated, which reduces their energy content and their ability to be used directly as a fuel for combustion. The location of the oxygen in the polyol influences products possible by functional group oxidation, without
C-C bond cleavage. The feasible oxidation products for primary, secondary, and tertiary alcohols is shown in Figure 2.1. Two polyols with equivalent stoichiometry may have very different possible partial oxidation products. From a fuel utilization standpoint, oxidation of polyols to carboxylic acid is preferable when C-C bond cleavage is not achievable, because more of the chemical potential energy of the reactant is harnessed. Fortunately, oxygenated hydrocarbons from biomass are primary or secondary alcohols [36]. The most common oxygenated hydrocarbons from biomass are primarily 5 or 6 carbon sugars: glucose, galactose, mannose, xylose, and arabinose [36]. The relatively long carbon chain length of these molecules leads to a significant number of potential partial oxidation products, which complicates analytical measurement.

Our choice to study ethylene glycol as a model biomass molecule minimize any analytic complexity due to its smaller size, Fig. 2.2. Ethylene glycol has the same general functionalities of the larger polyols including: C-C, C-O, C-H bonds [15], hydroxyl groups.
adjacent to carbon atoms [38], a primary alcohol moiety, and a carbon-to-oxygen (C/O) ratio of 1. The presence of the C-C bond is the most important characteristic of ethylene glycol for comparison to larger polyols due to its resistance to bond cleavage in catalytic oxidation.

Figure 2.2: Ethylene glycol chemical structure

2.1.2 Aqueous Phase Reforming

Aqueous phase reforming is a catalytic process initially developed by the Dumesic group at University of Wisconsin for the reforming of oxygenated hydrocarbons [39]. The reaction is a “low temperature” heterogeneous catalysis reaction, \( \approx 225 \, {^\circ}C \). An aqueous solution of an oxygenated hydrocarbon is pressurized and flowed past a catalyst [40]; such as Pd, Pt, or Rh. The reaction for complete reforming of ethylene glycol can be seen in Eqn. 2.1.

\[
C_2H_6O_2 + 2H_2O \rightleftharpoons 2CO_2 + 5H_2
\] (2.1)

Aqueous phase reforming has several advantages over traditional fuel conversion processes. Since the fuel stream is liquid, water in the fuel does not need to be volatilized, thus saving energy compared to vapor-phase processes like steam reforming [41]. The lower temperature of the reaction helps to minimize undesirable decomposition reactions typically encountered when heating carbohydrates [41].

A significant number of papers have looked at the best catalysts for APR [42–45]. The consensus for a ‘good’ APR catalyst are: a high selectivity for C-C bond cleavage, low selectivity for C-O bond cleavage, low hydrogenation activity, and a high overall reforming activity [40]. The C-C bond cleavage is important for breaking down the reactants into more reactive species [40]. Cleavage of the C-O bond followed by subsequent hydrogenation of the adsorbed species leads to alcohols and organic acids, which are undesirable final
products [40]. Hydrogenation of carbon monoxide can lead to alkanes, which can be desirable for aqueous phase reforming though it reduces the overall hydrogen selectivity [40].

Dumesic et al. examined aqueous phase reforming of ethylene glycol over a variety of silica-supported catalysts including Ni, Pd, Pt, Ru, and Rh [41]. The experimental conditions were 210 °C and 10 wt% ethylene glycol (≈ 1.6 M ethylene glycol). They noted the following trends for \( \text{H}_2 \) selectivity, eqn 2.2, and \( \text{CO}_2 \) turnover frequency, eqn 2.3 [41].

\[
\begin{align*}
\text{H}_2 \text{ Selectivity:} & \quad \text{Pd} > \text{Pt} > \text{Ni} > \text{Ru} > \text{Rh} \\
\text{CO}_2 \text{ Turnover:} & \quad \text{Pt} \approx \text{Ni} > \text{Ru} > \text{Rh} \approx \text{Pd}
\end{align*}
\] (2.2) (2.3)

The selectivity of oxygenated hydrocarbons to hydrogen and alkanes of different oxygenated hydrocarbons via aqueous phase reforming is shown in Figure 2.3. The APR definition of alkane selectivity is number of gaseous alkane molecules normalized by number of carbon molecules in the gas phase. Hydrogen selectivity is the number of hydrogen molecules normalized by the maximum theoretical yield assuming all the carbon in the gas phase was from complete reforming. Illustrated is the difficulty of breaking all of the carbon-carbon bonds, especially as the hydrocarbon increases in chain length. For small single carbon molecules, like methanol, oxidation is facile and the reactant proceeds easily to \( \text{CO}_2 \) under APR conditions [2]. For larger molecules, breaking of the carbon-carbon bond and formation of carbon dioxide are hindered [46]. The non-zero alkane selectivity for methanol is due to the reverse steam reforming reaction also known as methanation, eqn 2.4.

\[
\text{CO} + 3\text{H}_2 \rightarrow \text{CH}_4 + \text{H}_2\text{O}
\] (2.4)

The apparent activation energy for ethylene glycol to hydrogen over a Pt/Al\(_2\)O\(_3\) catalyst is about 100 kJ/mol [16]. The apparent activation energy does not account for decreasing hydrogen selectivity with increasing temperature [16].
2.1.3 Addressing Carbon Monoxide as a Catalyst Poisoning

Catalyst poisons created as intermediates of heterogeneous reactions can lead to significant reductions in catalyst activity. In the case of oxidation of oxygenated hydrocarbons on platinum, carbon monoxide is the most prominent poison [34, 47]. Carbon monoxide was first observed by Lamy et al., who used electrochemical modulated infrared spectroscopy to look at methanol oxidation at room temperature [47, 48]. Ethylene glycol and glycerol have been observed to form carbon monoxide when exposed to clean platinum at room temperature [40].
There are three ways to make a catalytic system more CO tolerant: (1) increase the temperature [49, 50], (2) add more CO tolerant catalyst metals to the platinum catalyst [26], and (3) apply a potential on the catalyst sufficient to oxidize the adsorbed CO. High temperature operation of proton exchange membrane fuel cells has been shown to increase the tolerance of CO [49, 50]. Alberti et al. estimated that a fuel cell working above 120-130 °C would see a significant decrease in carbon monoxide poisoning on platinum [51]. The increased tolerance is related to the thermodynamics of adsorption of carbon monoxide and hydrogen on the platinum catalyst. Competitive adsorption of carbon monoxide and hydrogen on the Pt surface may be described by Langmuir adsorption isotherms [50]. Carbon monoxide adsorbs associatively on platinum below about 230 °C (eqn. 2.5), whereas hydrogen is dissociatively adsorbed (eqn. 2.6) [52].

\[
\begin{align*}
CO(g) + Pt & \rightarrow Pt - CO \\
H_2(g) + 2Pt & \rightarrow 2(Pt - H)
\end{align*}
\]

The Bocarsly group at Princeton investigated high temperature fuel cells as a way to increase tolerance to carbon monoxide [53]. They compared the two different catalysts Pt and Pt/Ru at two different temperatures 80 °C and 130 °C for the performance of the fuel cell when 100 ppm of carbon monoxide was introduced [53]. They found a significant increase in performance for the platinum fuel cell when heated. In addition, they saw an improved tolerance of the system for carbon monoxide with the incorporation of ruthenium in the platinum catalyst [53].

2.1.4 Electrochemical Oxidation of Ethylene Glycol

Electrochemical oxidation of ethylene glycol has been well studied [3,25,54–63]. Its potential as a fuel for direct alcohol fuel cells has motivated a majority of the investigators [64,65]. The ideal electrochemical reactions for ethylene glycol in a fuel cell are shown below, with ethylene glycol oxidation occurring at the anode, eqn. 2.7, and oxygen reduction occurring at the cathode, eqn. 2.8. The complete ideal oxidation reaction of ethylene glycol to carbon dioxide and water, eqn. 2.9, is exothermic with \( \Delta H_{HHV} = -1,260 \text{ kJ mol}^{-1} \).
The majority of ethylene glycol electrooxidation work has been done at room temperature with alkaline [25,55–57] or acidic electrolytes [3,57–61]. However, some studies have looked at the kinetics and thermodynamics up to 100 °C [4,54,65].

Ethylene glycol is expected to completely oxidize by reacting along a sequence of 2 electron steps, culminating with CO₂. Each step forms partial oxidation products, which can either continue oxidizing or leave the system as a product. There is a consensus around a “dual path reaction mechanism” for oxidation of ethylene glycol [46,61]. The functional group oxidation pathway, Fig. 2.4, involves the successive oxidation of partial oxidation products without attacking the carbon-carbon bond [61]. The second pathway involves breaking the carbon-carbon bond with the formation of partial oxidation products, here exemplified by CH₂OH, and eventually the formation of adsorbed carbon monoxide [61], eqn 2.10.

\[
C_2H_6O_2 + 2H_2O \leftrightarrow 2CO_2 + 10H^+ + 10e^- \quad (2.7)
\]

\[
4H^+ + 4e^- + O_2 \leftrightarrow 2H_2O \quad (2.8)
\]

\[
C_2H_6O_2 + 2H_2O \leftrightarrow 2CO_2 + 5H_2O \quad (2.9)
\]

Figure 2.4: The partial oxidation pathway for ethylene glycol, adapted from Tornquist et al. [61]. Each arrow represents a two electron transfer step.

\[
C_2H_6O_2 \rightarrow 2[CH_2OH]_{ads} + 8e^- \rightarrow 2[CO]_{ads} \rightarrow 2CO_2 \quad (2.10)
\]
Researchers have measured a range of partial oxidation products for ethylene glycol electrooxidation depending on the conditions: glycolaldehyde, glycolic acid, glyoxal, glyoxylic acid, oxalic acid, formic acid, and formaldehyde [60–62, 66, 67]. Vijh measured glyoxal and oxalic acid in a solution with an acidic electrolyte at room temperature and an applied potential of about $0.68 \, V_{RHE}$ [60]. Korzeniewski et al. detected glycolaldehyde, glycolic acid, and oxalic acid from electrolysis of ethylene glycol in an acidic electrolyte at 0-0.6 $V_{SCE}$ [62].

Belgsir et al. observed two cases of electrooxidation of ethylene glycol on a PtPb catalyst [66]. In the first case, the potential was set to $0.76 \, V_{RHE}$ for 30 seconds. This case generated large amounts of glycolaldehyde and glycolic acid with trace amounts of oxalic acid along with carbon dioxide. The second case, the potential was set to $0.60 \, V_{RHE}$ followed by a step change to $0.15 \, V_{RHE}$ and finished with step change to $0.77 \, V_{RHE}$. This case generated predominantly glycolaldehyde with trace amounts of glycolic acid. No oxalic acid or carbon dioxide were detected in the second case [66].

Reaction potential, reactant concentration, and catalyst loading have been seen to affect both the overall reaction rate of the electrooxidation of ethylene glycol and similar two carbon molecules and the partial oxidation product distribution [46, 68]. Increasing catalyst loading or reactant concentration increased the ethylene glycol electrooxidation rate. Reaction potential was also proportional to electrooxidation rate, but at the cost of additional overpotential. The pH of the electrolyte was also observed to affect the partial oxidation product distribution [61].

Reducing the required potential of the system will reduce the overpotential. However, at room temperature potentials less than $0.3 \, V_{RHE}$ are insufficient. For example, Vijh observed sustained oxidation at about $0.68 \, V_{RHE}$. The combination of low kinetics at room temperature and the challenge of carbon monoxide as a catalyst poison contribute to inactivity of the reaction at low over potentials [49]. To achieve a goal to minimize the over potential, a higher temperature fuel cell is required [49].
2.2 High Temperature Electrolyte Membranes

Electrocatalytic reforming (ECR) has been investigated by our group as a route for hydrogen generation from biomass derived carbohydrates [69]. A crux in the design of the ECR is a high temperature proton conducting electrolyte membrane that is stable in aqueous environments. The membrane is needed to separate product H$_2$ from the reactants and CO$_2$. This separation is essential because hydrogen products derived from biomass can quickly react homogeneously with the biomass reactants or carbon dioxide, reducing the overall hydrogen yield and system efficiency.

Nafion, the dominant proton exchange electrolyte, has a temperature limit of about 120 °C due to dehydration and loss of mechanical strength [70]. The goal of ECR is to achieve at least 160 °C to examine predictions of complete ethylene glycol reforming into CO$_2$ in work published by Behm [4]. To achieve this temperature goal, a new proton exchange membrane material or anionic membrane is needed.

Temperature stability for membranes can be related to two different things: (1) thermal stability, which is related to melting point and combustion temperature, and (2) dissolution stability, which is the resistance of a polymer to dissolution in the aqueous phase under the reaction conditions. For Nafion, the problem is dissolution stability. Polymer dissolution involves two steps: solvent diffusion, and chain disentanglement [71]. Solvent diffusion starts when a polymer comes in contact with a suitable solvent. This leads to plasticization of the polymer and the creation of a gel layer. Chain disentanglement occurs at the interface between the gel layer and the solvent where polymer chains lose their structure and diffuse into the solvent [71]. In high glass transition temperature films of latex, Peckan et al. observed three stages of dissolution: 1) swelling of the polymer dominates and the gel layer increases with time, 2) the gel layer reaches an equilibrium when diffusion is approximately equal to the diffusion of the disentangled chains from the gel layer into the liquid layer, and 3) when the gel layer decrease in thickness with time because there is no more glassy polymer [72].

In literature, there are two classes of materials that have been extensively explored for high temperature proton exchange membranes: polybenzimidazole (PBI) and sulfonated-
poly-ether-ether-ketone (sPEEK) [73,74]. PBI membranes have shown stability approaching temperatures of 200 °C [75] which within the operating range of ECR.

However, PBI is not suitable for operation in conditions with liquid water. This is due to leaching of the phosphoric acid that PBI membranes rely on for conductivity [76–78]. In addition, the leached phosphoric acid reacts with the reactant carbohydrates in ECR to form undesirable products by acid hydrolysis. For that reason sPEEK was chosen as the general class of membrane materials to explore for high temperature operation in aqueous environments.

2.2.1 Sulfonated-Poly-Ether-Ether-Ketone Electrolytes

The conductivity of sPEEK is directly dependent on the degree of sulfonation (DS) of the polymer. The degree of sulfonation is defined as the number of sulfonic acid groups per repeat unit. The degree of sulfonation is a controlled by the time and temperature of sulfonation. Longer time leads to higher sulfonation degrees, and increased temperature lead to increased DS because of improved sulfonation kinetics [79].

Sulfonation of PEEK is performed by reacting the polymer with sulfuric acid. This can be done in two ways: heterogeneous sulfonation and homogeneous sulfonation. The distinction lies in how the polymer is dissolved. In heterogeneous sulfonation, PEEK is dissolved in sulfuric acid where it undergoes dissolution and sulfonation simultaneously. Homogeneous sulfonation is achieved by dissolving PEEK in methylsulfonic acid (MSA), which does not sulfonate the polymer. After the polymer is fully dissolved, sulfuric acid is added to sulfonate the mixture. A sPEEK sample that is heterogeneously sulfonated will have a wider distribution of chain lengths between the sulfonic acid groups than the homogeneous route. This is because the simultaneous dissolution and sulfonation tends to form highly sulfonated regions in the polymer while separating the steps leads to a more uniform distribution of sulfonic acid sites.

It is unclear if one of the types of sulfonation will lead to a polymer that is more stable to high temperature dissolution than the other. Kim et al. compared homogeneous and heterogeneous sulfonation by looking at water uptake, conductivity, tensile strength, and
glass transition temperature at room temperature [80]. They found that the homogeneous sample had higher proton conductivities for a given ion exchange capacity, which was related to larger water uptake of that polymer. The tensile strength was inversely proportional to the amount of water uptake of the membrane [80]. They attributed the decrease in tensile strength with increasing water to plasticization of sPEEK [80]. There was no difference between the two techniques for glass transition temperature, which increased with increasing degree sulfonation [80].

At high DS (DS > 70%) sPEEK polymers swell and lose mechanical stability, limiting their applicability as proton exchange membranes. This swelling increases with temperature until the high-DS sPEEK membranes become fully solvated by water and completely lose their mechanical stability [81]. Solvation of sPEEK leads to fuel cross-over and electrode shorting [82]. Conversely, low DS levels do not permit sufficient water uptake for adequate proton conductivity [79].

Even with high degrees of sulfonation, sPEEK membranes with a similar equivalent weight (EW) to Nafion have a lower proton conductivity [82]. One suggestion to the difference was the distribution of sulfonic acid groups. In Nafion the groups form clusters; in sPEEK the distribution is more random. A complementary suggestion was that Nafion’s perfluorether-based pendant side-chain can move and flex to aid proton transport, while sPEEK membranes are more rigid [82].

Work by Kreuer on the microstructure of Nafion and sPEEK attributes the difference in proton conductivity to functionalities of the polymer backbone [83, 84]. The Nafion backbone is highly hydrophobic with well defined channels, while sPEEK has a slightly hydrophilic backbone with poorly defined channels. The work also noted an increase in hydrogen bonding with sPEEK polymers.

While Nafion is widely used in PEM and DMFC applications, it suffers from high cost, and negative impacts from fuel cross-over. sPEEK membranes show promise when compared to Nafion when the polymer is cross-linked or blended because they can be tailored to have the desired physical and chemical properties [82]. Nafion membranes have a lower glass transition temperature (about 110 °C) than sPEEK membranes (about 160 °C) depending on the degree of sulfonation [85, 86]. This increase in glass transition temperature
may lead to better stability than Nafion at high temperatures [86].

The irreversible swelling of high-DS sPEEK membranes in high temperatures liquid environments, is the main limitation for their widespread application as high temperature proton exchange membranes. There have been three main techniques used to improve the stability of sPEEK while still maintaining sufficient proton conductivity: inorganic fillers, polymer blending, and cross-linking.

2.2.2 Inorganic Fillers and Polymer Blending

Common inorganic fillers, used to increase the mechanical stability of proton exchange membranes, include: SiO$_2$, ZrO$_2$, and TiO$_2$. A study by Yu et al. used a sol-gel reaction of tetraethylorthosilicate (TEOS) with a commercial Nafion 1135 (1100 molecular weight, 0.0035 inch thick (0.089 mm)) membrane to produce a composite nafion/silicon oxide(SiO$_2$) membrane [87]. They observed improved performance of the membrane in a fuel cell system at 110 °C and about 28% relative humidity (70 °C H$_2$, no O$_2$) over Nafion at ambient pressure. The attributed the improved performance of the SiO$_2$ composite mostly to an increase in hydration of the membrane. Their control Nafion membrane became dried out and failed due to water loss under these operating conditions. The improved performance of the membrane can be attributed to an improvement in water retention. They had no conclusive evidence of improved the stability of the these electrolyte at high temperatures. In addition, inorganic fillers frequently lead to porosity problems and pinholes due to poor adhesion between the fillers and polymer, making them unsuitable for applications where mechanical strength is needed [88].

2.2.3 Cross-linked SPEEK

There has been a significant amount of work exploring improved thermochemical stability of polymers such as PEEK from cross-linking. This work is motivated by findings that cross-linking of sPEEK polymers with small molecules can lead to polymers with restricted dimensional change and decreased water uptake [82]. This cross-linking can be done while maintaining high proton conductivities necessary for PEM fuel cell applications.
sPEEK has been cross-linked previously with aliphatic and aromatic molecules containing amine or amide functionalization as the crosslinker [89]. However, these reactions are thought to form sulfonamide linkages, which are known to undergo increasing rates of thermal hydrolysis with increasing temperatures [82], making them a poor choice for high temperature aqueous environments.

Kaliaguine et al. studied thermal cross-linking of previously cast sPEEK membranes with alcohols including: glycerol, ethylene-glycol, and meso-erythritol [90]. Cross-linking occurs via a condensation reaction between the sulfonic acid and hydroxyl functional groups [90]. This forms a sulfonic ester and causes an effective increase in the ionomer equivalent weight which leads to a lower proton conductivity. Unfortunately, the majority of sPEEK membranes cross-linked were soluble in water at 100 °C, although they did exhibit reduced swelling when compared to non-cross-linked membranes.

One of the most promising cross-linking techniques is Friedel-Crafts cross linking. Friedel-Crafts reactions, originally discovered in 1877, involve electrophillic aromatic substitution to attach substituents to aromatic rings [91]. Since the 1980s these reactions have been used to attach aromatic C-H bonds asymmetrically to carbonyl compounds [91]. Due to the location of cross-linking on the sPEEK monomer away from the sulfonic acid group, the stability of the polymer can be improved without decreasing the effective degree of sulfonation. Friedel-Crafts cross-linking was previously used by Wilkie et al. to improve thermochemical stability of polystyrene [92,93]. More recently, Friedel-Crafts cross-linking was used by Fenton et al. to improve the thermochemical stability of PEEK [82].

### 2.2.4 Impact of Casting Solvent

A variety of solvents have been used to solution cast sPEEK membranes including: dimethylacetamide (DMAc), dimethylformamide (DMF), dimethylsulfoxide (DMSO), γ-butylacetone (GBL), n-methyl-2-pyrrolidone (NMP), water-acetone, and water [82, 94–97]. In literature, the choice of casting solvent was initially made based on its polarity and volatility [95]. The volatility of the casting solvent controls the morphology of the resultant membrane [95]. Typically, DMAc and DMF are used as casting solvents for lower degrees of
sulfonation and water-acetone or water for higher levels of sulfonation [97]. However, two studies by Kaliaguine et al. found significant impact of the casting solvent on the proton conductivity and stability of the resultant membrane [95, 96]. Their conductivity data showed a significant decrease in conductivity of DMF membranes compared to DMAc. Kaliaguine et al. offered two likely reasons for that decrease: (1) degradation of DMF and (2) hydrogen bonding by the DMF to the sulfonic acid sites of the sPEEK backbone. The degradation reaction for DMF observed at temperatures above of 60 °C was catalyzed by residual sulfuric acid and leads to the formation of n-methyl-methanamine salt, formic acid, and acetic acid. These degradation products interact with the sPEEK backbone and block sulfonic acid sites from proton conduction. Kaliaguine et al. observed that the degradation reaction also occurs with DMAc, but at higher temperatures (140 °C) [96]. Also, hydrogen bonding of DMF was significant in blocking proton conductivity [95]. This phenomenon was not observed to be significant with the use of DMAc or NMP as the casting solvent [96].

While there was no degradation pathway evident with NMP, Kaliaguine observed a decrease in conductivity due to the presence of the solvent in the resulting film [96]. Only when the solvent was sufficiently removed via heating at a vacuum oven at 130 °C for 24 hours did they see improved conductivity [96].

Other researchers have looked at the impact of casting solvents for sPEEK and other related membrane materials. Guan et al. looked at the impact of casting solvent on sulfonated polyethersulfone membranes. Similar to Kaliaguine et al., Guan et al. also observed decomposition of membranes cast with DMF [98]. However, due to the low degree of sulfonation (DS = 26.7%) and low temperatures of their conductivity studies, they were unable to observe any quantifiable differences between DMAc and NMP as casting solvents [98].

One technique to avoid the impact of casting solvents on the proton conductivity is to start with a polymer with a high enough degree of sulfonation that it can completely dissolve in water at elevated temperatures, effectively using water as the casting solvent. After casting the membrane can be cross-linked to give it appropriate stability for aqueous applications. To accomplish this Kaliaguine et al. found the degree of sulfonation threshold
for complete solvation in water or water-acetone was about 80% [97]. However, it was difficult to accomplish because before casting the polymer was difficult to clean of residual acid [95]. Fenton et al. used water as their casting solvent in the fabrication of their Fiedel-Crafts cross-linked membranes [82].

A recent paper by Kim et al. studied removing residual solvent from the membrane after casting. They soaked membranes that had been cast with NMP, DMAc, DMSO, and DMF in 1 M sulfuric acid at 80 °C for 12 hours to remove the solvent [94]. Kim et al. saw dramatically improved conductivity and performance and observed that sPEEK membranes cast with NMP and cleaned of solvent showed cell performance that was comparable to Nafion 117 [94].

2.3 Summary

The objective of this research is to test the feasibility of ECR for generating hydrogen from biomass. To investigate the challenge of increasing partial oxidation products with increasing carbon chain length, we will be using ethylene glycol as the model molecule for biomass reforming. A series of reactor operation parameters will be explored to maximize reaction rate and product selectivity while minimizing temperature and potential applied. To understand the complete reaction, analytical tools will be used to track the partial and complete oxidation products of the reforming reaction. Of particular interest will be the conditions that favor carbon-carbon bond scission and minimize the impact of carbon monoxide poisoning.

To compare ECR to APR, similar reaction temperatures pressures will be pursued. To reach higher temperatures than is allowable by a Nafion electrolyte, we will be investigating the high temperature stability of a cross-linked sPEEK electrolyte membrane. Effects of fabrication techniques on the membrane stability including casting solvent will be explored.
Chapter 3

MATERIALS AND METHODS

This chapter was designed as a basis for future chapters and covers a wide range of methods and procedures including: analytical tools for measuring the oxidation products of the ECR reactor, membrane fabrication, membrane testing by TGA, DSC, and conductivity measurements, and finally MEA fabrication. Due to its significance, the fabrication of the ECR reactor will be discussed in its own chapter, chap. 4. The first section is a list of chemicals of materials used.

3.1 Chemicals and Materials

Chemicals and materials used in this research are listed in Table 3.1. The PEEK (Victrex© 450PF), obtained by a donation from Victrex USA inc, has a particle size of 50 µm. Water was supplied from a Barnstead Nanopure model D4751 or distilled from a reverse osmosis source in our laboratory. All reagents and solvents were used as received, unless noted. All references to room temperature in the procedure refer to a temperature of 21 °C.

Graphite for the flow field plates was obtained from St. Marys Carbon Company as grade 213 resin-infused graphite plates with dimensions: 10.16 x 10.16 x 1.27 cm (4 x 4 x 0.5 in.). End mills with two cutting ends and four flutes made with a cobalt cutting surface were purchased from ENCO in the sizes of 1.27 cm (1/2 in.), 3.18 mm (1/8 in.), and 9.53 mm (3/8 in.) and one that was single end two flute 2.54 mm (0.100 in.) size. All metals were purchased from Onlinemetals.com or acquired from the Chemical Engineering and Mechanical Engineering Shops. The 100 W cartridge heaters were purchased from Omega Engineering. Silicone rubber for the gaskets was purchased from Diversified Silicone Products in sheets. Gas bags for sample collection and GC analysis were purchased from SKC.
<table>
<thead>
<tr>
<th>Chemical</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>sulfuric acid</td>
<td>Mallinckrodt Chemicals</td>
</tr>
<tr>
<td>n,n-dimethylacetamid (DMAc)</td>
<td>Acros</td>
</tr>
<tr>
<td>n-methylpyrrolidone (NMP)</td>
<td>Acros</td>
</tr>
<tr>
<td>methylsulfonic acid (MSA)</td>
<td>Acros</td>
</tr>
<tr>
<td>1,4-benzendimethanol (BDM)</td>
<td>Sigma Aldrich</td>
</tr>
<tr>
<td>glyoxal solution, 40 wt% in H₂O</td>
<td>Sigma Aldrich</td>
</tr>
<tr>
<td>glycolic acid, 99%</td>
<td>Sigma Aldrich</td>
</tr>
<tr>
<td>glyoxylic acid solution, 50 wt% in H₂O</td>
<td>Sigma Aldrich</td>
</tr>
<tr>
<td>oxalate standard for IC, puriss, in H₂O</td>
<td>Sigma Aldrich</td>
</tr>
<tr>
<td>formaldehyde solution, 37 wt% in H₂O</td>
<td>Sigma Aldrich</td>
</tr>
<tr>
<td>formate standard for IC, puriss, in H₂O</td>
<td>Sigma Aldrich</td>
</tr>
<tr>
<td>acetate standard for IC, puriss, in H₂O</td>
<td>Sigma Aldrich</td>
</tr>
<tr>
<td>nafion solution, 5 wt% in H₂O and methanol</td>
<td>Sigma Aldrich</td>
</tr>
<tr>
<td>glycerol</td>
<td></td>
</tr>
<tr>
<td>methanol</td>
<td></td>
</tr>
<tr>
<td>50 wt% platinum on carbon</td>
<td>FuelCellStore.com</td>
</tr>
<tr>
<td>carbon cloth, untreated</td>
<td>FuelCellStore.com</td>
</tr>
<tr>
<td>zinc chloride</td>
<td>J.T. Baker Chemicals</td>
</tr>
<tr>
<td>hydrogen</td>
<td>Praxair</td>
</tr>
<tr>
<td>carbon monoxide and nitrogen</td>
<td>Praxair</td>
</tr>
<tr>
<td>nitrogen</td>
<td>Praxair</td>
</tr>
<tr>
<td>helium</td>
<td>Praxair</td>
</tr>
<tr>
<td>argon</td>
<td>Praxair</td>
</tr>
<tr>
<td>platinum foil</td>
<td>Alfa Aesar</td>
</tr>
<tr>
<td>platinum wire</td>
<td>ESPI</td>
</tr>
<tr>
<td>PEEK</td>
<td>Victrex USA Inc</td>
</tr>
</tbody>
</table>

Table 3.1: List of all chemicals and materials acquired for the ECR research project.
3.2 **ECR Reactor Product Analysis**

Two analytical tools were used for analysis of partial oxidation products of the ethylene glycol reforming reaction. The gas chromatograph (GC) was located in our laboratory and high pressure liquid chromatograph (HPLC) was located in Forest Resources.

### 3.2.1 Gas Chromatography

The GC analysis was performed on an Agilent Micro 3000A GC with three available columns: Mol Sieve, Plot U, and OV-1. All calibrations were performed relative to two gas blends from Agilent: Universal Gas Mixture and Refinery Gas Analyzer Mixture. The detector for the GC was a performance-enhanced thermal conductivity detector (TCD) with a listed accuracy of 0.5% of the concentration. The carrier gases were helium and argon. An example plot of GC data is shown in Figure 3.1.

For components of interest for biofuels, the calibration gases spanned a range of relevant molecules and concentrations listed in table 3.2. These gases were used to make two point calibration curves for each gas of interest to determine the concentration of the unknown gases. The columns were baked out periodically for 10-12 hours at 160 °C to remove gases that had adsorbed to the column walls.

<table>
<thead>
<tr>
<th>Gas</th>
<th>Refinery Gas</th>
<th>Universal Gas</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₂</td>
<td>12.1</td>
<td>0.0987</td>
</tr>
<tr>
<td>CO₂</td>
<td>2.99</td>
<td>0.0500</td>
</tr>
<tr>
<td>CO</td>
<td>1.01</td>
<td>0.0995</td>
</tr>
<tr>
<td>N₂</td>
<td>64.3</td>
<td>0.1000</td>
</tr>
<tr>
<td>O₂</td>
<td>4.93</td>
<td>0.0500</td>
</tr>
<tr>
<td>CH₄</td>
<td>4.99</td>
<td>Balance</td>
</tr>
</tbody>
</table>

Table 3.2: The concentrations of gases of interest in the two calibration gases from Agilent. The concentrations are shown in mole percent.

There was some variability with the baseline signal from the GC, particularly on the mol-sieve column. This variability was the highest immediately after a column bake out.
Figure 3.1: An example plot of data showing the separate elution curves of the three columns. The three columns were: (TCD1) Mol-sieve, (TCD2) Plot-U, and (TCD3) OV-1. The detector used in all analysis was a thermal conductivity detector. All peaks, including peak apexes outside the range of the elution curve scale are measured. The large peaks early in the curves are the carrier gas. Peak labels of chemical identity are from calibration gas data.
To circumvent this effect, blank samples were run until the mol-sieve baseline looked reasonable. To ensure the most accurate value for the sample concentrations, at least three analyses were performed per sample. The procedure on the GC was optimized by changing column temperature and run time to get the most repeatable measurements.

Gas samples were collected in foil SKC gas-tight bags during the experiment. The bag was removed from the ECR reactor system and attached to the GC. First, the bag was placed in ice water to reduce the volatility of any larger molecules that may have entered the bag. Next, the valve was opened and the GC analysis initiated. To ensure adequate pressure for the GC to take a sample, a small weight was placed on top of the bag. At the end of sampling the bags were emptied and flushed with argon gas 5 times to ensure that there were no remaining gases that could contaminate the next sample.

During the analysis of the gas bags, there was consistently the presence of unexplained oxygen and increased nitrogen. There are two possible sources of this problem: (1) air in the connection tubing between the gas bag and the GC and (2) a leak inside the GC that allowed a small amount of air to enter. Due to the variability of this error and the presence of higher than expected N$_2$ and O$_2$ in the calibration gases, the most likely source was an internal GC leak. The signal for air was subtracted from all the data.

### 3.2.2 HPLC Analysis

The HPLC used in the liquid analysis was a Shimadzu Prominence LC with a RID-10A refractive index detector. The column, Phenomenex Rezex RHM H+, was set to a temperature of 63 °C. The mobile phase of the HPLC was isocratic, one solution, of 0.05 mM H$_2$SO$_4$ pumped at 0.6 mL min$^{-1}$. A volume of 20-50 µL of each sample was injected.

There were several standards used in the HPLC analysis: acetic acid, oxalate, formate, formaldehyde, glyoxal, glycolic acid, ethylene glycol, and glycolaldehyde. Three samples; formate, oxalate, and acetic acid; were purchased as ion chromatography (IC) standards and used as is. The remaining liquid samples were diluted to a target of 0.5 g/L. Two samples existed in the powder form and were prepared by dissolving in water. These samples, glycolic acid and glycolaldehyde, were diluted from that dissolution to 0.5 g/L.
for measurement.

One sample, oxalate, eluded almost immediately after the solvent, making its identity and amount difficult to quantify. We tested cooling the column and decreasing the effluent flow rate to try to increase separation between the two peaks. However these parameters had little impact on the their relative location. Glycolaldehyde and glycolic acid came off the column close together and their peaks overlapped. The areas of their respective peaks were estimated. The remaining samples were easily identifiable and quantifiable.

3.3 Membrane Fabrication

There are multiple steps to the fabrication of a proton conducting membrane of sPEEK. First, the PEEK must be sulfonated to increase its conductivity. Next, the sulfonated sPEEK must be cast into a membrane. Finally, the membrane must be cross-linked and conditioned to remove any remaining casting solvent. The complete step by step process will be discussed in this section.

3.3.1 Sulfonation of PEEK

The PEEK powder was dried in a vacuum oven at 110 °C and a pressure of 10.13 kPa for 2 hours to remove any traces of water. The PEEK was sulfonated homogeneously following a procedure from Do et al. [99]. Five grams of PEEK were dissolved in 25 mL of methylsulfonic acid (MSA) in a vigorously stirred, round bottom flask for 24 hours that was purged with nitrogen and sealed with a rubber stopper. The beige powder turned blood red when mixed with the acid, indicating significant dehydration of the polymer. After dissolution, 200 mL of sulfuric acid (H₂SO₄) was added and the solution mixed for 150-280 hours at room temperature, depending on desired degree of sulfonation. At completion of the sulfonation, the reaction was terminated by precipitation of the sulfonated poly ether ether ketone (sPEEK) in a large excess of ice water. The polymer water mixture was filtered by a glass frit vacuum funnel to remove the solid sPEEK particles from the acidic aqueous phase. The sPEEK was reintroduced to water and filtered as before until the pH was neutral (pH 5-7). The sPEEK product was air dried at room temperature for 1-3 days, and
dried in a vacuum oven at 110 °C for 4-6 hours. The resultant products were powdered in a mortar and pestle, and returned to the vacuum oven for about 1 hour. The powdered sPEEK was placed in a vial inside an evacuated desiccator for storage until needed.

The degree of sulfonation of the sPEEK polymer was determined by titration. First the powder was placed in dialysis tubing and soaked in DI water to remove any traces of acid left over from fabrication. Then the powder was weighed and placed in a known quantity of sodium hydroxide for three days. Sodium displaces the proton on the sulfonic acid sites. The solution was titrated with hydrochloric acid to determine the remaining concentration of sodium hydroxide.

\[ \text{NaOH}_{\text{excess}} + \text{HCl} \rightarrow \text{NaCl} + \text{H}_2\text{O} \]  

\[ x = V_{\text{NaOH}} M_{\text{NaOH}} - V_{\text{HCl}} M_{\text{HCl}} \]  

In equation 3.2 the number of sulfonated repeat units in sPEEK molecules, \( x \), was calculated. The volume and molarity are \( V_i \) and \( M_i \) respectively. The number of non-sulfonated units in sPEEK molecules, \( y \), was calculated from equation 3.3, where \( W \) is the mass of the sPEEK sample, and \( M_s \) and \( M_{\text{non}} \) are the molecular weights of the sulfonated and non-sulfonated repeat units.

\[ y = \frac{(W - M_s x)}{M_{\text{non}}} \]  

The degree of sulfonation (DS) and ion exchange capacity (IEC) can be calculated from the ratio of the sulfonated and non-sulfonated polymers.

\[ DS = \frac{x}{x + y} \]  

\[ IEC = \frac{1000x}{W} \]  

3.3.2 Membrane Fabrication

The sPEEK was dissolved in n,n-dimethylacetamid (DMAc) or n-methylpyrrolidone (NMP), producing a 2-5 weight percent solution. The membranes were cast by pouring the solu-
tion through a glass frit funnel onto leveled glass or ceramic plates and allowing them to air-dry for 3-5 days at room temperature. The glass frit funnel removed particulates that lead to mechanical weakness in the finished membrane.

3.3.3 Crosslinking

The cross-linked membranes were created using a procedure from Fenton et al. [82]. The cross-linked membranes were formed by adding BDM (1,4-benzendimethanol) cross-linker in 10-12 wt% ratios to the sPEEK solution with 1 wt% ZnCl$_2$ as a cross-linker catalyst. These solutions were cast on glass and ceramic plates using the same procedure previously mentioned.

To complete the cross-linking process the membranes were thermally treated. First, the membranes were dried in a vacuum oven at 110 °C for 1 hour. They were moved to a 200 °C oven where they were baked for 15 minutes and quickly quenched in room temperature water. The membranes were then transferred to a 60 °C water bath for 45 minutes. They were removed and placed in a well stirred room-temperature solution of sodium hydroxide (0.5 M) for 30 minutes. The membranes were rinsed thoroughly with water and placed in a room temperature sulfuric acid solution (0.5 M) for 30 minutes. The membranes were rinsed thoroughly and placed in a large volume of water for 4-6 hours, then rinsed and placed in a fresh vat of water overnight to remove any traces of sulfuric acid. Finally, the membranes were placed between paper towel and a moderate weight (about 10 kg) to facilitate drying in a planar orientation.

3.3.4 Physical properties of the membranes

The thickness of membranes was determined with a micrometer. Membranes in the dry state are transparent brown in color. The membranes were checked for pin-holes by placing 12 mm diameter samples between a modified VCR fitting, which has an outside diameter of 9.53 mm and an inside diameter of 6.35 mm, and placed inside a flask of water. Argon gas was pressurized to 137.9 kPa gauge pressure on one side of the membrane and the regulator was closed. Any large membrane holes resulted in bubble formation, smaller holes
would lead to a decrease in the static pressure in the system over time. The membrane samples produced here did not have any pinholes.

3.4 Membrane Analysis

To study the impact of experimental parameters, such as casting solvent and membrane thickness, on the stability of the sPEEK membranes, a variety of analytical tools were used. The purpose of these tools was to screen membranes capable of high temperature stability that could be used to form MEAs and tested in the ECR reactor.

3.4.1 Thermal Studies

Differential scanning calorimetry (DSC) was performed using a TA Q200 DSC. The sample, enclosed in an inert atmosphere of flowing nitrogen, was heated to 140 °C at a rate of 10 °C min⁻¹ to remove trapped water. The sample was cooled to 0 °C and then ramped to 300 °C at 10 °C min⁻¹.

Thermogravimetric analysis (TGA) was carried out by loading ≈5 mg of each sample into a platinum sample pan and heating in the TA Q50 TGA under a nitrogen atmosphere. The temperature of the sample in the TGA was ramped from 25 °C to 600 °C at a rate of 10 °C min⁻¹.

3.4.2 Conductivity Measurement

For conductivity measurements the ECR reactor was modified. The ECR reactor, which is explained in more detail in chapter 4, is depicted in Figure 3.2. Starting inside, on opposite sides of the electrolyte membrane are two graphite flow field plates, which are supported by aluminum current collection blocks. The aluminum blocks also act as structural support and supply pressure to the system via a ring of bolts. To measure conductivity the electrolyte membrane was removed and replaced with a multi-layer conductivity measurement system, Figure 3.3. The advantage of using the ECR reactor was that the system was already designed to seal high temperature and pressure liquids while measuring current.

The multi-layer conductivity system had outer copper sheets for electrical connection
Figure 3.2: Side view of the ECR reactor showing two aluminium support plates which compress two graphite flow-field plates that are separated by the electrolyte membrane.

to the graphite plates. Inside the copper sheets were 2-3 sheets of Teflon for electrical insulation. Inside the Teflon sheets were two platinum foil electrodes supported on Teflon foam for stability. These foil electrodes were electrically connected to each of the copper layers via a platinum wire. On top of the platinum electrodes was the membrane sample of interest. In the case of the 4-electrode set up, two platinum wires were placed on the opposite side of the membrane sample from the foil electrodes. These wires acted as local potential probes removed the iR chop of the test current. The wires passed over an outer silicone gasket, where they were connected to the potentiostat. To ensure that no leaks occurred where the platinum wires contacted the gasket, the wires were sealed between two separate gaskets using a cured liquid gasket material (LOCTITE Copper High Performance RTV Silicone Gasket Maker). This seal was measured effective at 700+ kPa gauge.

There were two orientations for measuring conductivity, (1) along the membrane where the electrodes are on the same side, also known as tangential orientation, and (2) across the membrane where the electrodes are on opposite sides of the membrane, referred to as the normal direction conductivity [70]. Originally, tangential orientation was chosen to probe a larger volume of membrane, which would be more susceptible to changes due to dissolution [100]. However, a paper by Casciola et al. found that tangential analysis was blind to the decay conductivity consistent with high temperature swelling [70].

We performed conductivity measurements in two different orientations, Fig 3.3: two-probe orientation and four-probe orientation. Early work focused on the two probe tech-
Figure 3.3: Conductivity measurement design sandwich that is placed inside the ECR reactor. The left pair is the two probe tangential conductivity measurement design. The right pair is the 4-probe conductivity design. Shown here is the Teflon sheet with two platinum foil electrodes, membrane sample and in the 4-probe case, platinum wire reference electrodes.
nique because of difficulty incorporating additional electrically independent connections inside the volume of the ECR reactor system. When it was determined that tangential measurements would not work, we modified the set up to the four-probe for normal conductivity analysis. The four-probe conductivity arrangement is preferred because it yields narrower data dispersion and smaller relative errors [101].

Conductivity measurements were performed using electrochemical impedance spectroscopy on a Solatron Instruments SI 1260 frequency response analyzer and a Solatron Instruments SI 1287 potentiostat, fig 3.4. The frequency limits of the sinusoidal signals were typically set between 300 kHz and 1 Hz, with an oscillation of 50 mV. The $Z'$ intercept of the Cole-Cole plot was used as the bulk resistance of the membrane sample. The conductivity was calculated from the membrane thickness and active membrane area, eqn. 3.6.

$$\sigma = \frac{L}{R \cdot A}$$  \hspace{1cm} (3.6)

Where $\sigma$ is conductivity (S $\cdot$ cm$^{-1}$), L is membrane thickness (cm), A is electrode area (cm$^2$), and R is the bulk resistance (Ω).

3.5 MEA Fabrication

Multiple procedures were used to make catalyst ink and membrane electrode assemblies. A brief consultation with Dr. Peter Rieke and Silas Towne at PNNL, was helpful for creation these procedures. The PNNL procedures, for Nafion PEM fuel cell MEAs, were modified for aqueous phase with a sPEEK electrolyte.

3.5.1 Catalyst Ink Procedure

There are two main purposes of catalyst ink: (1) to evenly disperse the catalyst with a high volatility solvent, and (2) to connect the catalyst to the electrolyte via a dissolved ionomer that is recast when drying. The ionomer in the ink needs to be the same as the electrolyte because dissimilar ionomers can lead to bad adhesion of the catalyst layer and contact resistances [102].

First a solution of sPEEK was generated by dissolving sPEEK in NMP to 10 wt% sPEEK.
One gram of 50\% Pt/C was placed with a stirring rod in a container with a lid. The catalyst was covered with a small amount of DI water to prevent it from oxidizing the solvent in the ionomer solution. This is because, the high surface area platinum will quickly cause alcohol or solvent vapors to combust without the water. A total 4g of 10\% sPEEK solution was added to the catalyst along with 10mL of a 50\% mixture of methanol and water. The catalyst was stirred for at least 24 hours and shaken vigorously before painting.

3.5.2 Painting Procedure

There were two types of painting procedures used to make MEAs. The decal method and the direct painting method. The decal method gave bad MEA performance so the direct painting method was used primarily.

Decal Method

Two pieces of carbon paper were cut to the size of the desired catalyst area, 5 cm x 5 cm. The carbon paper used was not teflon treated because there was no need for hydrophobic pores in an aqueous MEA. The catalyst ink was painted directly on the carbon paper and the paper was placed in a 110 °C vacuum oven for 15 min. After weighing to determine the loading, this step was repeated until a desired loading of 4 mg cm\(^{-2}\). After final loading was achieved the decals were dried for 24 hours in the 140 °C vacuum oven.

To complete the MEA the catalyst carbon paper were pressed on to the electrolyte using a hydraulic press. Inside the press the incomplete MEA was placed between a series of layers, from inside out: a teflon sheet, a graphite plate, and layer of silicone rubber. The purposed of graphite and silicone were for force and temperature distribution. The MEA was pressed for 3 minutes with 1,200 lb force and a temperature of 210 °C.

Direct Painting Method

Instead of painting on carbon paper, the catalyst ink was painted directly on the electrolyte membrane. After each painting the membrane was dried in a 95 °C oven for 15 minutes to drive off the solvent. Since both sides were painted simultaneously, the exact loading was
difficult to quantify but an average loading of 4 mg cm$^{-2}$ was achieved. The membrane was pressed in a similar way to the decal method with black carbon paper placed over the catalyst. The MEA was pressed for 3 minutes with 1,000 lb force and a temperature of 120 °C.

3.5.3 Protonation Procedure

To ensure a completely protonated membrane after pressing, the membrane was placed in 80 °C 0.5M H$_2$SO$_4$ for 4 hours. The membrane was rinsed with DI water and placed it 80 °C water for 4 hours to remove any acid. To dry the membrane it was put between layers of tissue paper and pressed with a moderate mass that maintained planar orientation as it dried. The final MEA was stored in a dry state until needed.
Figure 3.4: Connections for conductivity impedance measurement. The system consists of a Solatron SI 1287 potentiostat and a Solatron SI 1260 FRA.
Chapter 4
ECR REACTOR FABRICATION AND TESTING

The purpose of the electrocatalytic reforming reactor is to study the high temperature electrooxidation of ethylene glycol for formation of hydrogen. Presented here are the design aspects of the reactor and some investigations into parameters important for ethylene glycol electro-reforming.

4.1 ECR System Design Overview

The main design criteria of the electro-catalytic reforming reactor system involved (1) operation with high temperature, high pressure aqueous solutions, (2) membrane electrode assemblies (MEA) suitable for high temperature, and (3) reactor-design to maintain separation, at desired conditions, of reaction products. Table 4.1 lists specific criteria for each of the areas.

<table>
<thead>
<tr>
<th>Electrolyte</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>· High temperature stability</td>
<td></td>
</tr>
<tr>
<td>· Proton conductivity</td>
<td></td>
</tr>
<tr>
<td>· Product separation (low-crossover)</td>
<td></td>
</tr>
<tr>
<td>· Oxidation and reduction stability</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Membrane Electrode Assembly</th>
</tr>
</thead>
<tbody>
<tr>
<td>· Aqueous transport in diffusion layer</td>
</tr>
<tr>
<td>· Appropriate catalyst for activity and stability</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reactor Design</th>
</tr>
</thead>
<tbody>
<tr>
<td>· Appropriate heating and temperature control</td>
</tr>
<tr>
<td>· Electrical isolation of electrodes</td>
</tr>
<tr>
<td>· High pressure stability</td>
</tr>
<tr>
<td>· Gas and liquid sample analysis</td>
</tr>
</tbody>
</table>

Table 4.1: ECR System Design Table
The electrolyte, an important design difference between ECR and APR, was necessary for anode and cathode product separation. Additional design criteria included: high temperature stability, high proton conductivity, and stability in simultaneous oxidizing and reducing environments. Product separation, and low-cross of undesirable species, prevented hydrogen gas from reacting with ethylene glycol and partial oxidation products. Hydrogen would readily react with these species under normal ECR conditions, and decrease hydrogen selectivity. The ionomer membrane materials capable of sufficient proton conductivity have temperature limits due to dissolution (Section 2.2), which prevent their inclusion in high temperature experiments. However, the highest possible temperature was needed to improve the reaction kinetics and reduce the necessary overpotential. More discussion on the temperature impacts of the electrolyte will be discussed in chapter 5.

The inclusion of catalyst and diffusion layers, for the formation of the membrane electrode assembly (MEA,) had additional design criteria: aqueous transport in the anode diffusion layer, and appropriate catalyst for activity and stability. Unlike proton exchange membrane (PEM) fuel cells, transport on the anode side of the ECR MEA is completely liquid phase. The Teflon coating, typically implemented to encourage gas pore formation, was removed to maximize liquid phase transport. The electrocatalyst used in the ECR work was platinum on carbon for its well established activity for hydrocarbon oxidation and stability in aqueous phase systems.

In order to investigate ethylene glycol reforming over the range of experimental conditions, gas and liquid sample analysis by gas chromatography (GC) and high pressure liquid chromatography (HPLC) must be sufficiently sensitive to detect partial oxidation products. Aqueous phase reforming observed a low turnover frequency of $1.33 \times 10^{-3} \text{ sec}^{-1}$ ($0.08 \text{ min}^{-1}$) [2] for ethylene glycol reforming at 498 K. To promote a reaction rate for sufficient measurable products in ECR under an expected low turnover frequency, a high catalyst loading of 4 mg cm$^{-2}$ platinum over 25 cm$^2$ was used as the catalyst at each electrode. The samples were collected during 120 minutes constant potential runs to ensure sufficient product formation.

Additional reactor design criteria included: appropriate heating and temperature control, and electrical insulation of both electrodes, and high pressure stability. The ethylene
glycol reforming reaction is endothermic, eqn 4.1.

\[ C_2H_4(OH)_2 + 2H_2O \rightarrow 2CO_2 + 5H_2 \quad \Delta H^\circ_{\text{rxn}} = 172.5 \text{ kJ mol}^{-1} \quad (4.1) \]

In addition, there is heat loss through convection to the surroundings, conduction into the tubing, and the discharge of heated products. To reach and maintain the temperatures required for the experiments, sufficient heating and insulation were required. To control the temperature, two K-type thermocouples were used, one (TC1) connected to a temperature controller on the heaters and one (TC2) connected to a temperature gauge for manual adjustment of the heating tape and hot plate used for preheating, Figure 4.1. Since the system is designed for high temperature aqueous phase experiments, it had to be designed to withstand the high pressures required to stay above the vapor pressure of water for a given temperature. To test the pressure rating the reactor was sealed from the rest of the experimental system without an MEA, and water was pumped in until the pressure read 2.41 MPa. The system was left for 4-8 hours and the pressure measured again to verify no loss in pressure. The ECR design relied on each side of the reactor to be connected to the electrodes on the MEA. To apply pressure while electrically isolating the sides from each-other insulated bolts were used for the connection.

4.2 ECR System Design

The basic layout for the ECR system can be seen in figure 4.1. The ethylene glycol reactant was pumped via an HPLC pump into the anode side of the reactor. Hydrogen gas was humidified and flowed to the cathode side of the reactor to act as a dynamic hydrogen reference electrode (DHE). The anode side products were collected for HPLC and GC analysis. The cathode side products were vented to the hood for disposal.

4.2.1 Reactant Preparation and Pumping

Prior to the experiments, a one liter solution of ethylene glycol was placed on a stirred hot plate set to 20-90 °C, depending on the final desired temperature, and monitored by a K-type thermocouple. To remove any dissolved gases, argon gas was sparged into the solution at 5-10 SCCM. The pump inlet was below the solution/gas interface, to obtain
Figure 4.1: A block diagram of the ECR reactor system showing all of the major components. The two outside lines entering the ECR are the inlet/outlet for the anode, the inside lines for the cathode. The cathode exhaust was throttled by a variable control needle valve (V1). The gas exiting the collection tank was controlled by variable control valve (V2) that was left closed except to vent the tank pressure as needed. The T-valve (V3) upstream of the gas collection bag was used to dump pressure into the environment in cases where the bag reached maximum capacity.
the cleanest solution. Argon was pretreated by a gas cleaner prior to use to remove trace compounds that could end up being oxidized in the reactor.

An Eldex Optos series positive displacement HPLC pump was used. The flow rate was set at the pump to a typical value of 4.0 mL min$^{-1}$. This flow rate was slow enough for measurable conversion of the ethylene glycol, but fast enough that the system pressure would build at an appreciable rate in the collection tank.

For high temperature experiments, above 90 °C, a second heating step was used to bring the solution up to temperature prior to entering the reactor. The stainless steel tubing that transported the fluid into the reactor was wrapped with a 250 W heating tape controlled by a Powerstat variable transformer.

Prior to the humidifier, hydrogen passed through an Aalborg mass flow controller to maintain constant mass flow. Unless otherwise noted, the hydrogen gas mass flow rate was set to 350 SCCM for all runs. The hydrogen gas humidifier was a 3 cm diameter quartz tube approximately 25 cm in length and sealed on both ends. The end plugs included 1/4” Swagelok connections for the flow of gas. Heating tape was wrapped around the quartz tube and insulation was wrapped around the heating tape. The tube was filled 80-90% with water prior to each run. The humidifier temperature was set to 80 °C and controlled by an Omega CN76000 PID temperature controller, TC3. This temperature was chosen to maintain a water partial pressure of about 48 kPa.

4.2.2 Exhaust and Product Collection

A pressurized reactor was required to maintain the operating pressure necessary to prevent boiling off of the reactants. The cathode and anode side had to be independently controlled because allowing one of them to vent would lead to a large pressure difference across the membrane, which could lead to rupture. Initially, both sides were controlled by back-pressure regulators. However, due to the nature of both exhausts being mixed flow, liquid and gas, the back pressure regulator had difficulty with the large viscosity differences and could not adequately control the pressure. The back pressure regulators were replaced with variable control valves that could be modulated to set the pressure.
The cathode exhaust was replaced with a variable needle valve, which was choked to maintain the appropriate experimental pressure on an upstream gauge. The cathode exhaust flowed into a fume hood to prevent hydrogen from building up in the room. The water carried in the cathode exhaust would lead to sporadic increases in pressure downstream of the reactor. To eliminate these pressure swings, a knock-out tank was added directly after the needle valve. This knock-out tank allowed liquid to collect while gases continued to the hood. Before each run the tank was emptied.

The anode exit stream collected in a pressurized collection tank. The collection tank, an aluminum cylinder fabricated at the UW Mechanical Engineering Machine Shop, was 705 mL in volume. The vessel exhaust was controlled by a variable valve that was opened to reduce pressure as needed, but closed most of the time. The exhaust valve was connected to a T-valve, one side exhausted into the environment and the other side exhausted into a SKC foil gas collection bag for GC analysis. The T-valve vented into the environment in cases where the gas bag reached maximum capacity. For start-up, the collection vessel was initially filled with nitrogen gas at the pressure of the system. This allowed the system to run quickly without relying on the pump to build up pressure in the vessel. This nitrogen gas of known quantity, estimated from pressure and volume, was used as a marker for the GC analysis.

The liquid products were collected in the aluminum cylinder after the completion of each experiment for analysis via HPLC. Due to the high heat conductivity of the aluminum cylinder and the low flow rate of hot products, the final temperature of the collection tank was room temperature independent of the operating temperature. This is important for estimates of vapor pressure and dissolved gas concentrations in the liquid, which will be discussed later.

4.2.3 Analytical Tools

There were two analytical tools used to determine the identity and concentration of any partial oxidation and complete oxidation products from the reforming reaction: gas chromatography and high performance liquid chromatography. The tools are described briefly
below; for more detailed information see the methods chapter, Chap. 3.

The GC analysis was performed on an Agilent Micro 3000A GC. There are three columns in the system, Mol Sieve, Plot U, and OV-1. All calibrations were performed relative to two gas blends from Agilent: Universal Gas Mixture and Refinery Gas Analyzer Mixture. The detector for the GC was a performance-enhanced thermal conductivity detector with a listed accuracy of 0.5% of concentration. The carrier gases used in the GC were helium and argon. The system was periodically baked out to remove any adsorbed species on the column walls and return the system to a repeatable baseline.

The HPLC analysis was performed on a Shimadzu Prominence LC with a RID-10A refractive index detector with a Phenomenex Rezex RHM H+ column. Known concentrations of each analyte were run with the experimental samples as standards.

### 4.2.4 ECR Reactor Design

The ECR reactor, Fig. 4.2, was a modified proton exchange membrane fuel cell design. The electrolyte membrane with catalyst layers was placed between two graphite flow field plates. These plates were supported by larger aluminum blocks that contain the inlet and outlet connections, electrical connections, and apply a compression force to seal the stack with respect to the system pressure. The aluminum blocks had the dimensions of 12.7 cm (5.0 in.) on each side and 3.81 cm (1.5 in.) thick.

Nine 1/4-28 bolts arranged in a ring around the flow field plates applied sealing force. Since the aluminum plates acted as electrical connections, the bolts were insulated from them. The bolts were wrapped in 5-6 layers of Teflon tape and had Teflon washers in contact with the back side of each plate. A metal washer was placed on top of each Teflon washer, and a 7/16 in. nut tightened with a torque wrench, to 15 inch-pound (1.7 Nm), to establish the sealing force on the plates. To insure complete electrical isolation of the bolts, their resistance relative to each plate was checked with a multimeter after each assembly and prior to experiments. A resistance higher than what was measurable on the multimeter (> 6 MΩ), indicated sufficient electrical isolation of the bolts.

Two 100 W heaters were inserted into holes drilled opposite the inlet and outlets. These
holes were located in the direct center of the block and were drilled almost all the way through, allowing placement of the heaters in the direct center of each of the aluminum block. To ensure good thermal conductivity, each heater was coated with a high conductivity paste prior to insertion.

The heaters were controlled together by a single Omega CN76000 PID temperature controller. The controller used a thermocouple placed in a small through-hole on top aluminum block. The controller heater was set such that the temperature measured by a Fluke temperature probe in the center of the rector was the desired temperature.

The electrical connection to the potentiostat occurred on side of the aluminum plates as pictured in figure 4.2. An electrical lead was screwed in to the block with a stainless steel screw.

The graphite flow field plates, purchased from St. Marys Carbon, went through several designs and prototypes before settling on the current design, Fig. 4.3. The reactants and products were transported along a single serpentine channel 0.100 in. (0.254 cm) in depth and width. To seal the system at pressure a silicone gasket was placed between the two flow field plates. The gasket sat on series of a designed steps on the block, Figure 4.4. This design distributed forces on the gasket to prevent cuts, but allowed for the concentrated forces necessary to seal the system at maximum operating pressure.

Due to the stresses of threading, the taps required for Swagelok connections could not be cut into the graphite block. To address this issue they were moved into the outer aluminum plate. The inlets and outlets feed from the aluminum plate to the graphite block as shown in Figure 4.2. Gasket grooves for 1.0 in. diameter O-rings were cut into both the graphite and the aluminum plates to seal against the operating pressure.

Sufficient electrical connection between the graphite and aluminum plates was difficult, due to insufficient contact between the plates. To address this problem, conductive copper anti-sieze surface compound was spread on the backside of the graphite block, which improved the conductivity. The surface compound, Kopr-Shield was purchased on-line from Thomas & Betts.

During the ECR operation, stresses on the graphite flow-field plates caused breakages. To prevent further breakages, two flow field plates were constructed out of aluminum.
Figure 4.2: Electro-catalytic reforming reactor schematic showing the fully assembled system. The top diagram shows the internal workings of the system. The dashed lines indicate holes that are for heaters, the fluke thermometer, and the inlet/outlet holes. The bottom diagram shows a perspective view of the assembled system. Nine threaded rod bolts ring the reactor to apply even pressure on the graphite flow field plates.
Figure 4.3: Graphite flow field plate depicted in three views: (A) isometric, (B) top, and (C) bottom. The block is 3.25 in. on a side and 0.5 in. thick.
However, due to the range of oxidation and reduction potentials occurring in the presence of water the plates quickly oxidized and became insulating. Graphite breakages were therefore dealt with on a case by case basis.

4.3 ECR Reactor Operation

4.3.1 Catalyst Cleaning

The catalyst on the MEAs was periodically cleaned to remove any built up poisons. To clean the catalyst the MEA was placed inside the ECR reactor and the temperature was set to 80 °C. Water was pumped on the anode side and humidified hydrogen was flowed on the cathode side. The voltage at the anode was swept from 0.06 V to 1.16 V and back to 0.06 V continuously at a scan rate of 50 mV s$^{-1}$ until the measured current was repeatable between scans. This cleaning only cleaned the anode side so the system was rewired in the opposite arrangement to clean the cathode after the anode was clean. The MEA was verified clean prior to each day of experiments by sweeping with water until the CV matched a known clean electrode CV.
4.3.2 Cyclic Voltammetry

In cyclic voltammetry the potential difference between the working electrode and counter electrode is linearly ramped with time and the resultant current measured. This potentiodynamic measurement can investigate the time constants of adsorption, desorption, oxidation, reduction reactions [46]. Typically, the scans were performed between 0.06 V$_{\text{RHE}}$ and 1.16 V$_{\text{RHE}}$. Various scan rates including 10 and 25 mV s$^{-1}$ were examined.

4.3.3 Constant Potential

Potentiostatic measurements were used to discriminate between potential and time effects on the ethylene glycol electro-oxidation reaction. The procedure, adapted from Behm et al. [4], started with a system that had reached a steady state based on repeatable cyclic voltammetry measurements. The potential was held at 0.06 V$_{\text{RHE}}$ for 20 seconds, then instantly it was changed to the potential of interest and held at steady state for 120 minutes. By starting at the same conditions prior to the step change, the same surface coverages of adsorbed species were present independent of the probed potential [4].

The steady state current value of each potential can be used to determine kinetics at a given applied potential. Multiple measurements across different temperatures can be used to determine the potential dependent apparent activation energy for the ethylene glycol reaction.

4.4 Experimental Procedure

To investigate scan rate and and reactant concentration effects, two experiments were performed. First, cyclic voltammetry was carried out at 60 °C, 80 °C, 90 °C and 100 °C with a scan rate of 10 mV s$^{-1}$ and a concentration of 0.02 M ethylene glycol, Fig. 4.5. The second cyclic voltammetry experiment was performed at 60°C and 100°C with a scan rate of 25 mV s$^{-1}$ with concentrations of 0.01, 0.05, and 0.1 M ethylene glycol, Fig 4.6. A pressure of 103 kPa gauge was applied for the 100°C experiments to guarantee liquid phase reactions.
4.5 Sample Results

At low potentials, electrooxidation was inhibited by the presence of adsorbed CO on the surface of the platinum [40, 103]. The onset potential, the potential at which sustained electrooxidation occurs, as a function of temperature can clearly be seen on Fig. 4.5. The onset potential at 333 K is approximately 0.35 V. As the temperatures increase, the onset potential shifts in the cathodic direction. At 80 and 90° this potential is about 0.32 V; at 373 K the onset potential is 0.3 V. The observed cathodic shift of the onset potential agrees well with previous studies [40, 61, 104]. At potentials above 0.7 V, the electrooxidation reaction rate is progressively suppressed by the presence of a second surfaces species, most likely OH groups [24].

For the lower temperatures two distinct oxidation peaks were visible in Fig. 4.5, I and II. At 60 °C the peaks were at 0.54 V and 0.58 V, respectively. As the temperature increased the first peak shifted in the cathodic direction. At 80 °C this peak is at 0.52 V and peak II remains at 0.58 V. As the temperature increased further, peak I became dominant and obscured peak II. At 100 °C the peak is at 0.50 V. The location of these peaks differs slightly from literature values [3, 105]. This could be due to differences in electrochemical system, reference electrode, or scan rate. There is a decrease in current around a potential of 0.75 V, characteristic of OH adsorption [106].

The two distinct oxidation peaks seen at the lower scan rate and concentration of Figure 4.5 are not visible with the faster scan rate of 25 mV s⁻¹ in Figure 4.6. The peak locations of the faster scan match well with literature values [3, 4, 105]. The decrease in current, characteristic of OH and seen with the slower scan rate, is significantly diminished with the faster rate. It is more pronounced in the lower temperature case, while almost non-existent in the 100°C data.

Studies looking at the impact of increasing scan rate saw the emergence of an oxidation peak at about 0.6 V_RHE with increasing scan rate [46]. Our cyclic voltammograms are inhibited in the positive sweep at that potential, but the negative sweep of the 60 °C 0.1 M run in Figure 4.6 shows a dramatic increase. The broad nature of this peak could be due to the Pt/C catalyst used instead of a polished platinum electrode [46].
For concentration impacts, the 100°C data at 0.6 V increased from 0.1 A to about 0.2 A with a 10 fold increase in ethylene glycol between 0.01 and 0.1 M. For the 60 °C case the current increased from 0.06 to 0.075 A over the same range of concentrations. The difference may indicate mass transfer limitations in addition to kinetic differences.

4.6 Conclusions

We have presented here the fabrication and operation of the electrocatalytic reforming reactor. Using the reactor to study the reforming reaction of ethylene glycol, we were able to replicate oxidation peaks seen in the literature and show similar trends for scan rate and concentration.

We can see from the potentiodynamic measurements that even at 100 °C the rate of ethylene glycol electrooxidation was suppressed in the low potential region below 0.5 V. The predicted trend for reforming ethylene glycol is that lower potentials have a higher CO₂ selectivity. The CO₂ selectivity is higher because the surface is blocked by CO. Whatever reaction does occur is a reaction does not produce a CO intermediate and therefore goes directly to CO₂. Additional information about the kinetics and the products formed are needed to complete the understanding of the ethylene glycol reforming reaction. These issues will be address in Chapter 6.
Figure 4.5: Cyclic voltammetry recorded at four different temperatures, 60°C, 80°C, 90°C, and 100°C, with a scan rate of 10 mV s\(^{-1}\). The concentration of ethylene glycol was 0.02M. The data were corrected for pseudo-capacitance due to double layer charging. The arrows illustrate the shifting onset potential.
Figure 4.6: Cyclic voltammetry recorded at three concentrations of ethylene glycol, (a) 0.1 M, (b) 0.05M, and (c) 0.01M shown with (d) water. The scan rate is 25 mv s\(^{-1}\). The top graph is at 60\(^{\circ}\)C and the bottom graph was at 100\(^{\circ}\)C.
Chapter 5

FEASIBILITY OF SPEEK MEMBRANES FOR ECR APPLICATIONS

5.1 Introduction

Since APR occurs at temperatures of 200 °C and pressures of 1.6 MPa, it is reasonable to begin ECR studies in this range of conditions. A main advantage of ECR is the use of an electrolyte membrane to separate reactants from hydrogen. An electrolyte membrane that is stable at these high temperatures in aqueous phase is needed. The dominant electrolyte membrane material is Nafion. Unfortunately, the maximum operating temperature for Nafion electrolyte membranes is 120-150 °C [70].

An alternative to Nafion is sulfonated poly-ether-ether-ketone or sPEEK. However, sPEEK membranes have a lower dissolution temperature than Nafion and will irreversibly swell in boiling water [107, 108]. To improve its resistance to dissolution, Fenton et al. developed a Friedel-Crafts cross-linking reaction with benzene di-methanol and observed noticeable increases in membrane stability. They measured no mass loss on membranes after boiling them in different solvents, including water, dimethylacetamide(DMAC), and n-methyl-2-pyrrolidone(NMP) [82]. Their theory is that cross-linking decreases water uptake and restricts the dimensional change of sPEEK.

Casting solvent also affects the stability of sPEEK membranes [94, 95, 99, 109]. One solvent, dimethylformamide (DMF), has a direct negative impact on the stability of the sPEEK membrane [99]. Jun et al. found that soaking a DMF cast membrane in sulfuric acid improved its stability relative to a non-soaked membrane [94].

The objective of this work is to investigate the stability of Friedel-Crafts, cross-linked, sPEEK electrolyte membranes in high temperature aqueous phase environments. To do this we want to look at the thermal stability of the membrane using thermogravimetric analysis (TGA) and differential scanning calorimetry (DSC), as well as its resistance to dissolution by measuring the conductivity of the membrane under reactor operating con-
ditions. Finally, we want to produce a sPEEK membrane electrolyte assembly and test it under ECR operation.

5.2 Results & Discussion

5.2.1 Thermal Stability Measurements

Thermogravimetric analysis was performed to determine the temperatures that the membranes exhibit mass loss. Figure 5.1 shows the TGA of four sPEEK samples and the original PEEK sample. The sPEEK samples represent two different casting solvents (DMAc & NMP), with and without sulfuric acid cleaning, and with and without cross-linking. A clear impact of casting solvents can be seen in the low temperature region. The decrease in mass between 100 and 150 °C of the NMP membranes may be due to loss of residual solvent. NMP would be expected to have a larger mass of residual solvent because it is less volatile than DMAc. NMP has a boiling point of 202 °C and DMAc has a boiling point of 165 °C [110].

The mass loss at the first onset (I) is the thermal scission of the sulfonic acid groups that were added during sulfonation. The slight increase of onset temperature for the DMAc membrane without cross-linking may be related to its ability to swell before breaking bonds. Over this range of temperatures, however, it lost more mass which may be related to decreased stability when swollen. There is no evidence to support the hypothesis that the sulfuric acid cleaning will improve the stability of the membrane. Instead the cleaned membrane lost more mass after the first onset.

The second mass loss onset (II) is the breakdown of the PEEK backbone. Compared to unmodified PEEK, all of the sPEEK samples exhibited a decrease in temperature for the second onset. This may be due to a reduction in strength of the polymer matrix after sulfonation. The faster mass loss of the non-cleaned NMP sample, compared to the cleaned NMP sample, may be evidence of a weakened polymer structure from the larger initial presence of casting solvent. the DMAc membrane, which had not been cleaned, did not show evidence of this increased breakdown rate. There are noticeable impacts of the casting solvent and cleaning by sulfuric acid in the TGA data. However, all the membranes
were stable above the 200° goal for the ECR.

For phase change information differential scanning calorimetry was performed, fig. 5.2. The same four sPEEK samples as TGA are plotted. There is a slight decrease in heat flow around 160 °C for all samples, which is likely the glass transition temperature for the sPEEK. A notable decrease in heat flow around 200 to 280 °C is a crystallization of the sPEEK. After about 280 °C the samples show the system acting endothermic which may be the loss of sulfonic acid groups visible in the TGA.

The DSC showed no noticeable impact of the cross-linked or sulfuric acid cleaned samples on the heat flow. This indicates that the casting solvent and the sulfuric acid cleaning are not impacting phase change information visible to the DSC measurement. The crystallization peak indicates that the maximum operating temperature for these membranes is below about 200 °C because crystallization dramatically decreases proton conductivity.

5.2.2 Conductivity Measurements

The thermal stability measurements did not exclude any materials from ECR applications. This is an unexpected result because Fenton et al. had observed non-cross-linked sPEEK membranes becoming irreversibly swollen in boiling water. The only explanation is that resistance of the membrane to dissolution is not measurable by DSC or TGA. To simulate ECR conditions, we tested the conductivity of these membranes in high temperature and high pressure aqueous environments to find a measurement capable of seeing dissolution stability.

For appropriate determination of the conductivity from impedance measurements the thickness of the membranes was needed. Due to the fabrication nature of the membranes, there was a thickness distribution across the membrane, Tbl. 5.1. The mean value of the membrane thickness was used in the calculation of the conductivity of the sample. About 10-15 measurements made by a micrometer over the entire cross-section of the membrane sample, including edges and interior, were used to determine these values.

The conductivity tests were two-probe measurements along the length of the membrane with the electrodes located on the same side of the membrane. The conductivity
Figure 5.1: Thermogravimetric analysis of four sPEEK samples and original unmodified PEEK. The two onset temperatures (I & II) represent sulfonic acid group scission and PEEK backbone breakdown, respectively.
Figure 5.2: Differential scanning calorimetry measurements of four sPEEK samples. The heat flow of each sample has been offset to minimize data overlap.
results in fig. 5.3 show a clear distinction between the DMAc sample that was not cross-linked and the two NMP samples. All the the sPEEK samples were tested by starting at low temperature and slowly increasing the temperature. The membranes were tested over about a 4 hour period of increasing temperatures.

The significant rise in conductivity of the sample without cross-linking illustrates the swelling and increased water incorporation into the membrane between 360-380 K. A similar trend is evident with the NMP sample between 370-400 K, but there were few data points in that range. The cleaned NMP membrane shows no evidence of this swelling trend. The cleaned NMP membrane had a nearly equivalent slope to its conductivity data as Nafion 117. This could mean similar water uptake mechanisms in both materials. The activation energies calculated from the slope of the least squares regression are: 18.9 kJ mol$^{-1}$ for DMAc No x-link, 8.9 kJ mol$^{-1}$ for NMP H$_2$SO$_4$, and 9.2 kJ mol$^{-1}$ for Nafion. The best fit line for the NMP data set was nearly horizontal, so it was replaced with a horizontal line.

The conductivity data implies sample stability of the sulfuric acid cleaned NMP membranes out past 160 °C. However, when the samples were removed for inspection, they showed irreversible swelling characteristics. This indicates the 2-probe along the surface conductivity measurement of the membranes is not showing impacts of dissolution. This result was corroborated by work of Casciola et al. [70] that were able to only measure conductivity decay with electrodes on opposite sides of the membranes.

<table>
<thead>
<tr>
<th>Name</th>
<th>DMAc No X-Link</th>
<th>NMP</th>
<th>NMP H$_2$SO$_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>31.8</td>
<td>81.7</td>
<td>53.0</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>7.18</td>
<td>43.9</td>
<td>22.0</td>
</tr>
</tbody>
</table>

Table 5.1: Thickness of membrane samples, µm
Figure 5.3: Two-probe, tangential, conductivity measurements on three different sPEEK membranes. The sPEEK membranes are compared to Nafion 117 data from Casciola et al. [70]
5.2.3 MEA Testing

To test the sPEEK membrane as an electrolyte, it was fabricated into a MEA. A NMP membrane that had been cleaned by sulfuric acid, was fabricated with 4 mg cm$^{-2}$ loading of platinum by the direct painting method. The results of cyclic voltammetry with water at the anode and hydrogen at the cathode, at a temperature of 60 $^\circ$C, are shown in Figure 5.4. The impact of contact resistance is significant (about 95 $\Omega$ cm$^2$) and is likely due to poor catalyst layer adhesion with the electrolyte membrane.

5.3 Conclusions

The results for the stability of Fridel-Crafts cross-linked SPEEK membranes indicate they are not sufficiently stable in high temperature aqueous environments for application in the ECR. The membranes do not burn or melt, but lose stability due to dissolution. We were unable to see the exact temperature of dissolution, however observations at 160$^\circ$ indicate that the membranes dissolved partially.
Figure 5.4: Cyclic voltammogram with a SPEEK electrolyte membrane at 60 °C in water.
Chapter 6
ECR ELECTROCHEMISTRY

6.1 Introduction

Electrocatalysis for biomass oxidation has been evaluated for a number of applications including direct alcohol fuel cells [111,112]. The limiting factor in complete breakdown of biomass into hydrogen and carbon dioxide is the breaking of C-C bonds [112]. Without complete breakdown of biomass, an electrocatalytic route for biomass to hydrogen is not economically viable.

Here, we present work to evaluate ECR as a route to convert biomass-derived compounds into hydrogen. Our model molecule is ethylene glycol due to its C-C bond and OH groups on each carbon. Evaluation of the potential of ECR includes the following characteristics:

1. The potential required to sustain ethylene glycol electrooxidation as a function of temperature;

2. The apparent activation energies for the ECR reaction and CO\textsubscript{2} formation;

3. A complete mass balance including partial oxidation products and hydrogen yield;

4. Extent of C-C bond breakage and utilization of ethylene glycol;

5. Extent of complete oxidization at temperatures of 130-150 °C and a potential of 0.5 V; and

6. Comparison of ECR with APR.
6.2 Methods

The methods used in this research were presented Chapter 3. To accomplish the objectives of evaluating ECR we performed two types of measurements potentiodynamic measurements and potentiostatic measurements. In potentiodynamic measurements we linearly ramp the voltage as a function of time to evaluate the potential of different oxidation reactions. This measurement is also known as cyclic voltammetry. In potentiostatic measurement, the potential is held for a significant amount of time to evaluate the reaction without time effects. This is used to determine the reaction kinetics and activation energy and to generate sufficient products to test by analytical tools.

6.3 Results & Discussion

6.3.1 Potentiodynamic Measurements

Cyclic voltammetry scans in the forward and reverse directions are shown in Figures 6.1 and 6.2, respectively. The scans were performed with 0.1 M ethylene glycol on a Pt/C catalyst with 4 mg cm\(^{-2}\) Pt loading, a catalyst area of 25 cm\(^2\), and a Nafion electrolyte, at different temperatures. All temperatures have no current at low potentials, less than 0.3 V, which is characteristic of CO adsorption. The ignition point, where sufficient CO is oxidized and sufficient surface sites are available to oxidize ethylene glycol, occurs at about 0.45 V at 40°C and decreases to about 0.3 V at 137°C. Other studies that have observed CO adlayer oxidation also at 0.35 V [4, 104, 106, 113]. The calculated reversible potential of ethylene glycol reforming at 120°C and a system pressure of 241 kPa is 0.0583 V.

Interestingly, as visible in the 40°C scan, adsorbed carbon monoxide can be oxidized without sufficient potential to sustain ethylene glycol oxidation. The current increases at 0.35V and decreases again at 0.63V before increasing and sustaining oxidation. This decrease at 0.63V could be due to depletion of adsorbed CO, but is more likely related to a blocking of surface sites by the adsorption of ethylene glycol. Studies of methanol oxidation at room temperature on platinum saw a similar phenomenon, where sustained oxidation occurred above 0.65V and non-sustained oxidation was possible at lower poten-
Figure 6.1: Forward sweep of cyclic voltammograms recorded at 25 mv s\(^{-1}\) with 0.1 M ethylene glycol on Pt/C catalyst with a loading of 4 mg cm\(^{-2}\) Pt and a Nafion electrolyte. Six temperatures of ethylene glycol electro-oxidation are illustrated: 40, 60, 80, 100, 120, and 137 °C. The arrows reflect the onset potentials for each temperature.
Figure 6.2: Reverse sweep cyclic voltammograms at 40, 60, 80, 100, 120, and 137 °C. The reactant concentration of ethylene glycol was 0.1 M ethylene glycol and the MEA was Pt/C catalyst with a loading of 4 mg cm$^{-2}$ Pt and a Nafion electrolyte.
Figure 6.3: Forwards sweep cyclic voltammograms showing the impact of contact resistance on the current output from the ECR reactor. The resistance is related to the compression applied to the assembly of the ECR reactor and not related to temperature. The system is 0.1 ethylene glycol on Pt/C catalyst with a Nafion electrolyte.
Contact Resistance

capacitance

There is a limiting slope noticeable on the forward scan cyclic voltammetry of Figure 6.1, which is shown in more detail in Figure 6.3. The limit is due to contact resistance that results from the design of the ECR reactor.

![Figure 6.4: Contact resistance circuit representation.](image)

The contact resistance acts as a resistor in series with the electrochemical reaction which can be represented as a variable resistor, Figure 6.4. The cyclic voltammetry measurements only measure the full system resistance, which is a combination of the resistance of the reaction and the contact resistance, eqn. 6.1.

\[
R_{\text{system}} = R_{\text{contact}} + R_{\text{reaction}}
\]  

(6.1)

In potentials where the reaction would ordinarily have a high current density, the effective resistance of the reaction drops so the contact resistance dominates the measured system resistance and a limiting slope on the CV curve is seen. From this limiting slope the contact resistance is between about 11.5 Ω cm\(^2\) to 14.0 Ω cm\(^2\).
Contact resistance problems in fuel cell systems are not uncommon. There are many known sources of contact resistance in PEM fuel cell systems including: flow-field plate connection to the system [115], and gas diffusion layer compression resistance [116]. The combination of contact resistances is typically 0.02 - 0.2 $\Omega \ cm^2$ for an estimated value of $8 \times 10^{-1}$ to 8 m$\Omega$ for a 25cm$^2$ area system like the ECR reactor [115,116].

*Potentiodynamic Information*

Lower temperature scans show a decrease in oxidization current possibly characteristic of OH adsorption visible in the potential range of 0.95 to 1.1 V. This is more noticeable in the reverse scan, Fig. 6.2. Behm et al. [4] also observed a similar decrease but at a potential of 0.8 V. Their decrease was more significant on the overall current, which may be related to larger surface area, or on the contact resistance.

Also visible is a cathodic shift of the onset potential of ethylene glycol as the temperature increases, Tbl. 6.1. The setdown potential, the potential for the intersection of the reverse scan with the double layer current, is smaller than the onset for each temperature. The similarity between the onset and setdown potentials at temperatures over 100 $^\circ$C indicate less of an influence of CO poisoning on the forward scan. The cathodic shift of the onset has been seen in the oxidation of adsorbed carbon monoxide [105,117]. In addition, Behm et al. [4] observed that the potential of complete oxidation of ethylene glycol shifted lower in potential with increased temperature.

<table>
<thead>
<tr>
<th>Temperature, $^\circ$C</th>
<th>Onset, V</th>
<th>Setdown, V</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.70</td>
<td>0.43</td>
</tr>
<tr>
<td>60</td>
<td>0.62</td>
<td>0.47</td>
</tr>
<tr>
<td>80</td>
<td>0.50</td>
<td>0.39</td>
</tr>
<tr>
<td>100</td>
<td>0.53</td>
<td>0.48</td>
</tr>
<tr>
<td>120</td>
<td>0.43</td>
<td>0.31</td>
</tr>
<tr>
<td>137</td>
<td>0.42</td>
<td>0.39</td>
</tr>
</tbody>
</table>

Table 6.1: Onset and setdown cell potentials for ethylene glycol ECR
Other researchers have observed a second oxidation peak for room temperature ethylene glycol electrooxidation, at a potential of about 0.9 V versus RHE [62,104]. The absence of the second oxidation peak could be due to not probing a wide enough potential range or the minimization of the decease associated with OH adsorption.

Other researchers have seen a significant anodic oxidation peak when reversing the scan of ethylene glycol electrooxidation on single crystal platinum [62]. We did not observe this peak to the same extent. There are indications that this peak does exist on the low temperature scans but its size is significantly reduced. This may be related to mass transport limitations.

6.3.2 Potentiostatic Measurements

To determine the apparent activation energy of ethylene glycol electro-oxidation and to generate products for analysis we performed potentiostatic measurements over a range of temperatures and potentials. The procedure, which is summarized in chapter 3, involves starting the scan at a potential of 0.06 V, performing a step change to the potential of interest, and holding for 120 minutes. This allows for a standard starting state across the potentials with a catalyst that is partly covered by a layer of adsorbed carbon monoxide [4].

Figure 6.5 shows current transients from the potentiostatic measurements. An unexpected result of the 137 °C data is a periodic increase in current. These local maxima occur between 25-35 seconds apart independent of potential and are approximately 6% larger than the sustained current floor. The pump, which has a flow rate of 4.0 mL min⁻¹, pumps at a regular rate of once per second. This is unlikely to be the source of this current change. Our hypothesis is that this periodic rate is related to bubbles or droplets in the system.

The steady-state current is used to calculate the apparent activation energies for the overall reaction, Fig. 6.6. The CO₂ formation apparent activation energy is calculated from the amount of current that can be attributed to the CO₂ formation. The apparent activation energy calculated for 0.5 V and 0.7 V are 20 kJ mol⁻¹ and 17 ± 2 kJ mol⁻¹, respectively, over the temperature range of 40-137°C. The apparent activation energy for CO₂ formation is 43 kJ mol⁻¹ and 30 ± 5 kJ mol⁻¹ for 0.5 V and 0.7 V respectively. The error at 0.5 V
Figure 6.5: Example potentiostatic measurements for steady state current at a given temperature and potential. Measurements were performed for 120 minutes to ensure a steady-state value was measured.
was not calculated due to scatter. In comparison, Behm et. measured apparent activation energies of 50 and 30 kJ mol\(^{-1}\), and CO\(_2\) formation of 78 and 49 kJ mol\(^{-1}\) for 0.5 V and 0.7 V respectively [4] over a range of 23-100 \(^\circ\)C. The larger apparent activation energy for CO\(_2\) formation compared to total ethylene glycol electrooxidation is due to increasing CO\(_2\) current efficiencies with increasing temperatures. This relationship between CO\(_2\) formation and overall reaction rate has been seen before in ethylene glycol, methanol, and ethanol electrooxidation [4,28,118].

The temperature dependence of turnover frequency calculated for the ECR reaction with ethylene glycol is shown in Figure 6.7. The trend is increasing TOF with increasing temperature. However, at 137 \(^\circ\)C at both 0.5 and 0.7 V there is a decrease. We hypothesize that this decrease is related to loss of catalyst due to the Nafion catalyst binder beginning to solubilize. The range of turnover frequency for ECR of ethylene glycol is 6.2x10\(^{-4}\)-1.8x10\(^{-2}\) sec\(^{-1}\). Dumesic observed turnover frequency of 1.3x10\(^{-3}\) sec\(^{-1}\) for solutions of one weight percent ethylene glycol at 498 K (225 \(^\circ\)C) [2].

The partial and complete oxidation products from the anode side of the ECR reactor were analyzed by GC and HPLC. Seven potential products were analyzed by the HPLC including: oxalic acid, acetic acid, formic acid, formaldehyde, glyoxal, glycolic acid, and glycolaldehyde. Of those possible products glycolic acid, oxalic acid and glycolaldehyde were detected at sufficient levels to quantify. The GC also detected carbon dioxide and hydrogen. The hydrogen detected by the GC at the anode side was either hydrogen left over from traditional aqueous phase reforming on the catalyst without electron transfer or from crossover from the cathode side. Due to the highly variable quantities of hydrogen and the slow rate of APR under these experimental conditions, we believe the hydrogen is from crossover. The mole fraction of products as a function of temperature and potential are shown in Figure 6.8. A ratio of moles of products to moles of ethylene glycol fed are shown in Figure 6.9. The products, overall ethylene glycol conversion, and estimated H\(_2\) formation at the cathode can be seen in Tables 6.2 and 6.3. The products in the tables are listed in values of moles per mole of ethylene glycol reacted, a total reaction of ethylene glycol would yield 2 CO\(_2\) and 5 H\(_2\). The true amount of H\(_2\) generated at the cathode was impossible to determine because hydrogen was supplied to the cathode side to maintain
the electrode as a pseudo-reference electrode. The cathode gas stream was tested by GC and only H$_2$ was present. To estimate the amount of H$_2$ generated, it is assumed that one H$_2$ molecule is formed for every two faradaic electrons measured.

The larger CO$_2$ fraction of the oxidation products is expected, increasing temperature favors more complete oxidation. Interestingly, there was no oxalic acid at 0.5 V, while it was detected at 0.7 V. In addition, more glycolaldehyde was present at 0.5 V while more glycolic acid was present at 0.7 V. Overall, 0.7 V has a larger conversion of ethylene glycol than 0.5 V, Fig. 6.10.

The decrease in CO$_2$ current efficiency as the potential shifts from 0.5 V to 0.7 V is likely related to a change in rate limiting step. Behm et al. [4] noted that adsorbed CO oxidation is limiting at low potentials due to a limited quantity of adsorbed OH groups. According to Behm et al. [4], at the higher potential more OH is available and the rate limiting step shifts to C-C bond scission. The disappearance of oxalic acid from the 0.7V runs as the temperature increases suggests that the increase in temperature is increasing C-C breakage rates.

The CO$_2$ electron ratio, moles of CO$_2$ generated over moles e$^-$ measured, is larger for 0.5V than for 0.7V, Figure 6.10. This is initially counter-intuitive because the reaction at 0.5V is mostly limited by CO oxidation on the catalyst surface, while 0.7V has a catalyst surface with more open sites. However, there are two explanations: (1) The larger rate of glycoaldehyde formation at 0.5V, which only requires 2 electrons (Fig. 6.11), instead of more oxidized products reduces electron consumption by products other than CO$_2$; (2) a lower probability of adsorption of ethylene glycol and a water molecule on neighboring surface sites due to the large CO coverage at 0.5 V reduces the chance that ethylene glycol will oxidize, instead it will either dissociatively adsorb or desorb.

6.3.3 APR Comparison

One of the main objectives of this research on ECR is to explore its viability compared to APR. There are two ways that ECR can to improve upon APR: catalyst utilization, and undesired side products. To examine catalyst utilization, turnover frequency and required
Figure 6.6: Arrhenius plot of apparent activation energy of the faradaic current (filled symbols) and the current efficiency for CO\textsubscript{2} formation (open symbols) for ethylene glycol electrooxidation over the temperature range of 40-137 °C. Two potentials, 0.5 V and 0.7 V are shown. The system is Pt/C catalyst with a Nafion electrolyte 0.1 M ethylene glycol with a flowrate 4.0 mL/min, and 4 mg/cm\textsuperscript{2} Pt loading. The pressures for the system were: 207 kpa for temperatures of 40, 60, 80 & 100°C; 241 kpa for 120°C, and 531 kpa for 137°C.
Figure 6.7: The turnover frequency for ethylene glycol ECR as a function of temperature.
Figure 6.8: Products from ethylene glycol electrooxidation measured by HPLC and GC from potentials of 0.5 V and 0.7 V. Each bar represents a different temperature increasing from right to left in 20 °C intervals, starting at 40 °C. The values are mole percent of products.
Figure 6.9: Products from ethylene glycol electrooxidation measured by HPLC and GC from potentials of 0.5 V and 0.7 V. Each bar represents a different temperature increasing from right to left in 20 °C intervals, starting at 40 °C. The values are moles of product per mole of ethylene glycol feed.
Figure 6.10: The CO$_2$ current ratio (filled symbols) and percent of ethylene glycol conversion (open symbols) as function of temperature and potential.
Potential, V | 0.5
---|---
Temperature, C | 40 60 80 100 120 137
Ethylene glycol conversion % | 20.8 24.4 18.9 26.9 17.9 23.5
Carbon dioxide | 0.15 0.50 0.37 1.14 1.29 1.42
Glycolaldehyde | 0.21 0.22 0.25 0.11 0.07 0.07
Glycolic acid | 0 0.38 0.06 0.26 0.13 0.15
Oxalic acid | 0 0 0 0 0 0
H₂ Anode | 0.37 0.41 0.19 0.02 0.08 0.03
Estimated H₂ Cathode | 0.27 0.60 2.13 1.01 4.03 1.69

Table 6.2: Products of ethylene glycol electrooxidation at 0.5 V<sub>RHE</sub>. The products are normalized per mole of ethylene glycol consumed.

catalyst to react one mole of ethylene glycol per hour were examined. The parameters and calculation of catalyst utilization is shown in Tables 6.4 and 6.5 and equations 6.2, 6.3, and 6.4. A clear advantage in catalyst use for ECR relative to APR seen. Under the conditions calculated, ECR needs about 95% less platinum catalyst than APR. The decrease in platinum requirement for ECR can be explained by improved reaction rate and catalyst utilization visible in the turnover frequency. The increased reaction rate may be related to a decrease in CO coverage at operating conditions.

Potential, V | 0.7
---|---
Temperature, C | 40 60 80 100 120 137
Ethylene glycol conversion % | 28.4 39.2 29.3 43.3 24.5 37.4
Carbon dioxide | 0.31 0.44 0.79 1.82 1.55 1.12
Glycolaldehyde | 0.12 0.18 0.10 0.19 0.07 0.11
Glycolic acid | 0.47 0.45 0.15 0.30 0.07 0.2
Oxalic acid | 0.10 0.05 0.04 0.03 0 0
H₂ Anode | 0.02 1.15 0.06 0.01 0.02 0.02
Estimated H₂ Cathode | 4.42 2.82 4.93 4.94 4.41 4.96

Table 6.3: Products of ethylene glycol electrooxidation at 0.7 V<sub>RHE</sub>. The products are normalized per mole of ethylene glycol consumed.
Figure 6.11: The functional group oxidation pathway for ethylene glycol. The total electrons needed to reach each partial oxidation product are listed across the bottom.

<table>
<thead>
<tr>
<th>APR [2]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature, C</td>
</tr>
<tr>
<td>Conversion, %</td>
</tr>
<tr>
<td>WHSV, ( \frac{g_{\text{fed}}}{g_{\text{cat}} \cdot \text{hr}^{-1}} )</td>
</tr>
<tr>
<td>Platinium Loading, wt%</td>
</tr>
<tr>
<td>TOF, sec(^{-1} )</td>
</tr>
<tr>
<td>Platinum, g</td>
</tr>
</tbody>
</table>

Table 6.4: APR catalyst utilization calculation

\[
\frac{1 \text{ mole EG react}}{1 \text{ hour}} \cdot \frac{1 \text{ mole fed}}{0.99 \text{ mole react}} \cdot \frac{62.07 \text{ g}}{1 \text{ mole EG}} \cdot \frac{g_{\text{cat}} \cdot \text{ hr}}{g_{\text{Pt}} \cdot \text{ g}_{\text{cat}}} = 227 \text{ g}_{\text{Pt}} \quad (6.2)
\]

\[
\frac{4 \text{ mg}_{\text{Pt}}}{\text{cm}^2} \cdot \frac{25 \text{ cm}^2}{1 \text{ MEA}} \cdot \frac{\text{min} \cdot \text{MEA}}{4 \text{ mL}_{\text{soln}}} \cdot \frac{1000 \text{ mL}_{\text{soln}}}{1 \text{ L}_{\text{soln}}} \cdot \frac{\text{hr}}{60 \text{ min}} \cdot \frac{g_{\text{Pt}}}{1000 \text{ mg}_{\text{Pt}}} = \frac{0.417 \text{ hr} \cdot g_{\text{Pt}}}{L_{\text{soln}}} \quad (6.3)
\]

\[
\frac{0.417 \text{ hr} \cdot g_{\text{Pt}}}{L_{\text{soln}}} \cdot \frac{L_{\text{soln}}}{0.1 \text{ mole } EG_{\text{fed}}} \cdot \frac{1 \text{ mole } EG_{\text{fed}}}{0.374 \text{ mole } EG_{\text{react}}} \cdot \frac{1 \text{ mole } EG_{\text{react}}}{\text{hr}} = 11.1 \text{ g}_{\text{Pt}} \quad (6.4)
\]

Under the previously stated reaction conditions the APR system generated small amounts of methane and ethane from reactions of carbon dioxide and hydrogen [2]. These were not
Table 6.5: ECR catalyst utilization calculation

<table>
<thead>
<tr>
<th>ECR</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature, C</td>
<td>137</td>
</tr>
<tr>
<td>Potential, V</td>
<td>0.7</td>
</tr>
<tr>
<td>Conversion, %</td>
<td>37.4</td>
</tr>
<tr>
<td>Concentration, M</td>
<td>0.1</td>
</tr>
<tr>
<td>Pump Rate, L/min</td>
<td>0.004</td>
</tr>
<tr>
<td>Platinum Loading, mg/cm²</td>
<td>8.0</td>
</tr>
<tr>
<td>MEA Area, cm²</td>
<td>25</td>
</tr>
<tr>
<td>TOF, sec⁻¹</td>
<td>1.77x10⁻²</td>
</tr>
<tr>
<td>Platinum, g</td>
<td>11.1</td>
</tr>
</tbody>
</table>

present in the ECR system because of separation of the reactions. This prevention of undesired side products improves the overall hydrogen yield of the reforming reaction.

The two previous comparisons simplify the overall difference between the two processes. The additional voltage of ECR potentially has an energy cost relative to APR. This difference comes out to be about 675 kJ for every mole of ethylene glycol reacted. Which is equivalent to heating 10 kg of water (≈1 mole of ethylene glycol at 0.1M) by a change of 16.2°C. This may not be a penalty, however, because any overpotential will decease the heating load of the system.

### 6.4 Conclusions

Our conclusions are listed in Below:

1. Potential required to sustain ethylene glycol consumption as a function of temperature.

   Increasing temperature shifts the ignition point of ethylene glycol in the cathodic direction. At 40 °C the onset potential was 0.70 V and at 137 °C the onset potential was 0.42 V.

2. The apparent activation energy for the ECR reaction and CO₂ formation.

   The apparent activation energy for ethylene glycol electrooxidation is 20 kJ mol⁻¹ and 17 kJ mol⁻¹ for 0.5V and 0.7V respectively. The apparent activation for CO₂ formation is
larger at 43 kJ mol$^{-1}$ at 0.5V and 30 kJ mol$^{-1}$ at 0.7V. The formation of CO$_2$ increased as the formation of partial oxidation products deceased with increased temperature.

3. A complete mass balance including partial oxidation products.

We have presented a mostly complete mass balance of the ethylene glycol electrooxidation reaction including partial oxidation products. Overall, only 3 of the partial oxidation products are detected, glycolaldehyde, glycolic acid, and oxalic acid. At all temperatures CO$_2$ is the dominate oxidation product.

4. Can ECR sustain C-C bond breakage and complete utilization of ethylene glycol?

We see an increase in C-C bond scission with increasing temperatures at potentials of 0.7 V. More data are needed to determine if the ECR can sustain them C-C bonds breakage.

5. Will ethylene glycol completely oxidize at temperatures of 130-150 °C and a potential of 0.5 V?

We see complete oxidation products of ethylene glycol at 137°C and 0.7V. We are not completely oxidizing all of the ethylene glycol; there is still some trace amounts of partial oxidation products.

6. How does catalyst utilization of ECR compare with APR?

ECR uses about 68% less platinum than APR, when normalized to one mole of ethylene glycol consumed per hour. For the conditions tested, ECR has low overall conversion, 5.74%, but that was not an optimized parameter.
This study has investigated electro-catalytic reforming of ethylene glycol as a model molecule for carbohydrate reforming. The technique proved difficult, due partially to the high temperature requirement, but possible and promising for conversion of oxygenated hydrocarbons to hydrogen and carbon dioxide.

We set out a series of design criteria to accomplish with the ECR reactor including: high temperature operation, high pressure aqueous phase, sufficient partial oxidation products for analysis, and electrooxidation results that mirrored known literature. Our system was successfully designed to accomplish all of them except for the high temperature electrolyte. We were able to reach a temperature that is greater than any known published ethylene glycol electrooxidation data. The quantification of high temperature partial oxidation products, including glycolic acid, glycolaldehyde, and oxalic acid, was the first to our knowledge. Previous work by Behm et al. quantified CO$_2$ but now partial oxidation products [4].

There were numerous design issues with the electrolyte. Data gathered with a Nafion membrane had problems with contact resistance. Long term viability of Nafion membranes is questionable because operation at temperatures above 120 °C will eventually break down the Nafion [70]. Experiments with cross-linked sPEEK membranes found a maximum operating temperature that was not sufficient to increase the temperature range of the ECR reactor beyond that of Nafion.

The work with cross-linked sPEEK membranes did not yield a functional high temperature proton conducting membrane. For future investigations, there are two avenues that show the most promise: block co-polymer or inorganic fillers. With increased temperatures the conductivity of polymers become less of a concern, therefore a combination of a stable polymer and a conducting polymer, which normally would reduce the overall
conductivity, could allow the system to operate at higher temperatures. The co-polymer would have to be designed with polymer dissolution in mind, a review by Koenig et al. noted that a blend of polymers could dissolve one polymer and leave behind the stable polymer [71]. Recent work with a cross-linked sPEEK membrane with trisilanol phenyl polyhedral oligosilsesquioxane (TSP POSS) filler showed promise of a slight decrease water uptake at 100 °C [119].

Removing the membrane from the ECR reactor would have additional benefits. A redesigned system with a liquid electrolyte would allow for easier introduction of a true reference electrode. This would permit complete analysis of the hydrogen product, since there would be no secondary source of hydrogen. In addition, a true reference would help with identifying contaminated electrodes and would prevent unexpected potential shifts.

While the membrane had problems and prevented the inclusion of a reference electrode, removing it causes other issues. Without the separation of hydrogen from the carbon dioxide and other products, methanation and homogeneous hydrogen consumption reactions would reduce the overall hydrogen yield and selectivity. To replace the membrane, a liquid electrolyte with sufficient ions for ionic conductivity is needed, but each option has trade-offs. If replaced with an acid, the acid would hydrolyze the reactants like glucose and lead to a distribution of products including hydroxymethulfurfural (HMF), 1,6-anhydroglucose, levulinic acid, and formic acid, which complicate the chemistry and reduce the hydrogen selectivity [120]. If replaced with a base, the stability of partial oxidation products would change and hydrogen selectivity would decrease [55]. If replaced with a salt, adsorption of salt on the catalyst would lead to decreased catalytic activity.

The experiments with reforming ethylene glycol using a Nafion electrolyte on temperatures up to 137 °C were enlightening. We did not detect any oxalic acid at temperatures above 120 °C. We did not see evidence of any change in electrooxidation mechanism with increased temperature. We affirmed previous work that saw a stronger relationship between carbon dioxide formation and temperature than total reaction rate and temperature.

Future work investigating larger carbohydrates, like glycerol, would be valuable to understanding of conditions that can break carbon-carbon bonds. Aqueous phase reforming saw a decrease in hydrogen selectivity when increasing carbon chain length from two to
three [2]. Long term future work looking at reforming products from actual biomass would be an exciting way to test the real world applicability of this technology.

A summary of our conclusions and future work can be seen in below.

Conclusions

1. Increasing temperature shifts the ignition point of ethylene glycol in the cathodic direction.

2. The ethylene glycol reaction rate and CO$_2$ current efficiency increase with increasing temperature with no evidence of a mechanism change. We observed complete oxidation of ethylene glycol at 130 °C and 0.5 V as predicted by Behm et al. [4] but did not oxidize all of the ethylene glycol.

3. The electrooxidation of ethylene glycol gives 5 main products which vary in concentration depending on the reaction conditions. These products are: carbon dioxide, hydrogen, glycolaldehyde, glycolic acid, and oxalic acid. At a potential of 0.5 V no oxalic acid was formed.

4. We saw an increase in C-C bond scission with increasing temperatures at potentials of 0.7 V. More data are needed to determine if ECR can sustain C-C bonds breakage.

5. ECR uses about 36% less platinum than APR, when normalized to an equivalent amount of ethylene glycol consumed per hour.

Future Work

1. Investigation of glycerol or larger carbohydrates would be helpful in understanding the C-C bond breakage capability of ECR.

2. Incorporation of acid hydrolysis products from biomass understand the complications of real life reactants.
BIBLIOGRAPHY


[33] H. Nonaka and Y. Matsumura, “Electrochemical oxidation of carbon monoxide, methanol, formic acid, ethanol, and acetic acid on a platinum electrode under hot


Appendix A

THE COMPLEX ECONOMICS OF BIOENERGY IN THE UNITED STATES: LESSONS FROM A YAKAMA NATION CASE STUDY

A.1 Abstract

The increasing demand for bioenergy in the United States necessitates detailed case studies of cost and supply to assess its feasibility. We have developed supply curves based on six feedstocks in five counties surrounding the Yakama Nation in central Washington using spatially explicit estimates of supply and transportation cost. The supply curves were used to examine a base case supply for a bioenergy plant, to analyze the effects of land ownership, and examine the impacts of uncertainty in parameters used to determine cost and supply. The results show that existing industries produce the cheapest supply of feedstock as a byproduct of their operations, while supplies harvested specifically for bioenergy are considerably more expensive. Fragmented land ownerships lead to the necessity of cooperation between owners and highlight the importance of a strong anchor supply close to the plant. Lastly, uncertainty in supply and cost parameters leads to larger ranges in available biomass, leading to reluctant investment in large plants.

Keywords: bioenergy, tribal, cogeneration, energy transportation, yakama, supply economics

A.2 Introduction

The United States is experiencing rapidly increasing demand for bioenergy from both the private and public sectors [121, 122]. Feedstocks as diverse as forest slash, corn stover, switchgrass, corn starch, sugarcane, and soybean oil are championed as solutions to the US problems of energy security, rural employment and development, and greenhouse gas emissions [123, 124]. The widely cited Billion Ton Study has estimated over 1 billion tons of sustainably harvested biomass available for bioenergy [125]. Like fossil fuel power plants, economics of scale are important for reducing capital costs per unit energy of bioenergy...
plants [124]. However, the size of a bioenergy facility is limited by the supply of biomass available at prices that can be competitive with the current market. Understanding the economics of bioenergy is therefore imperative to understanding its real world viability. Biomass markets tend to be regional since raw biomass is too low value and low energy density to transport long distances [126].

The US has many energy requirements that can be generally categorized into electricity, liquid transportation fuels, and heat [127]. Bioenergy has been shown to be capable of supplying any of these energy types. Liquid transportation fuels are currently produced by fermenting sugars and starches into ethanol and by transesterification of seed and waste oils into biodiesel [128–131], and in addition, there are several emerging technologies for converting biomass to liquid fuels (eg. lignocellulosic ethanol, algae biodiesel, etc). Heat can be produced by biomass combustion or gasification where it is typically coupled with a generator for the production of electricity. The researchers of this report have worked in close collaboration with the Confederated Tribes and Bands of the Yakama Nation in studying the biomass supply for a planned biomass combustion boiler on the Yakama Nation, and thus this report focuses on combustion for the combined generation of heat and power (CHP). However, supply economics factors are of principle importance for any type of bioenergy facility. One of the difficulties in accurately assessing the impacts of supply economics at a local scale is the high degree of spatial variability in feedstock price and density. Previous studies have solved this problem by developing spatial models to determine transportation and processing costs. However, these studies either looked at large spatial scales that leave out smaller roads and aggregate biomass supply at county centroids [132] or used spatially explicit estimates of biomass supply but fixed transportation costs [133]. Since transportation costs are often assumed to be the majority of the cost associated with obtaining biomass feedstock [133], there is a need to understand the fine scale interactions of transport and supply in a real world situation.

The myriad land ownerships, whether federal, state, tribal, or private found in the US also complicate the potential available supply. Each land owner tends toward different management objectives and may have budgetary restrictions or incentives that relate to bioenergy development and limit a resources availability. Ownership patterns also often
resemble a checkerboard (eg, Fig A.1), yet spatial patterns of biomass seldom follow ownerships boundaries. In order to produce the most efficient use of the available resource, cooperation between owners is essential, yet the ramifications of ownership fragmentation on bioenergy economics is poorly understood.

Uncertainty in the parameters used to estimate bioenergy cost and supply is also an important, but often overlooked aspect of the economics of bioenergy. It is an oversimplification to use a single value to represent the costs. Processing steps such as truck loading and unloading or specific recoverable fractions of biomass vary by region, feedstock, season, topography, and other dynamic factors. Yet, due to information availability it is common to use a single value when assessing the economics of bioenergy [125,132–134], with figures often cited and re-cited from previous sources. In this study, we have acknowledged the uncertainty in the cost and supply parameters and have attempted to show the effects of this uncertainty on the final supply curves.

A.3 Objective

We present a case study of a proposed direct combustion combined heat and electricity plant on the Yakama Nation in central Washington by assessing the supply and cost of feedstock in a five county area surrounding the proposed plant location. Our objective is to:

1. Develop a method that integrates spatially explicit transportation costs and supply into the production of supply curves for the proposed plant,

2. Analyze the effects of land ownership, and

3. Examine the impacts of uncertainty in cost and supply
Figure A.1: (A) The 5 counties of the study region are illustrated on the map of Washington. Seattle is represented by the star. (B) Four land ownership groups within the study area: Yakama Nation (green), Federal land (blue), Washington State (red), and Private (white). (C) The spatial distribution of three biomass types: forest biomass (green), agricultural biomass (blue), and urban waste collection sites (orange boxes). (D) The effect of existing road network on round trip trucking costs, ranging from $19 (purple) to $343 (dark green). The yellow crosshairs represents the proposed cogeneration plant in (B), (C), and (D).
A.4 Methods

A.4.1 Study Area

Costs and supply were modeled for a five county extent in Washington, surrounding a proposed cogeneration power plant in White Swan, WA (Fig. A.1). The counties were selected because of their spatial proximity to the plant, their concentration of biomass resources, and their inclusion in legally recognized territory, ceded to the United States government by the Yakama Nation in 1855, on which the Yakama retain certain management rights [135].

A.4.2 Uncertainty

Developing a supply curve required selecting specific cost and supply parameters. In all cases, we attempted to use well cited values from the literature, but in no cases was there a value we considered to be unequivocal. Therefore, we assigned each parameter an uncertainty value from 1-4 based on our perception of the uncertainty in the assumption of that value for the parameter. These uncertainty values reflect our best judgment and those of an expert Yakama Nation forester [136]. The uncertainty value was used to populate a range in the parameter value according to Table 1.

A.4.3 Base Case Supply Estimates

Table 2 reports the supply parameters that were used to build the final supply quantities. Methodologies for selecting each parameter source are described below. Note that while the sawmill at the proposed site produces mill residues that could be used as a feedstock, we did not examine the effects these residues may have on the supply and economics.

Urban Waste

Urban biomass was limited to woody waste, appropriate for combustion. County totals of municipal waste were averaged from 2004-2007 [137] and reduced to 13% to account for the wood fraction [138]. The contributions of recycled and diverted waste to the urban
waste stream was only available at the state level [137]. County totals were thus estimated using a ratio of county to state population [139]. Since some of the wood waste is already being used for hog fuel, animal bedding, and ground cover, we assumed that 45 percent of the waste would be available for this project from the counties of interest.

Agricultural Residues

There are several different sources of agricultural residues in the study area: annual crop residues (wheat straw, oat straw, barley straw, and corn stover), and perennial crop trimmings (orchard and vineyard). The annual crop yields were estimated using an average of USDA National Agricultural Statistical Services (NASS) information for 1990-2007 [140]. The estimated acreage for both annual and perennial crops was identified from the 2007 NASS totals. Straw and stover are not qualified as crops, and therefore are not tabulated in the NASS database. Thus, quantities of straw and stover are estimated from the grain yield of the specific crop. Wheat straw was estimated using a correlation by Nelson et al [141]. and was found to match well with methods used by Kerstetter and Lyons [142], and Banowetz et al. [123]. Oat straw, barley straw and corn stover were estimated using a table by Gupta et al. [143]. Soil requirements for erosion control and fertility require a minimum residue of straw and stover be left to decay in the field (Table 2). Orchard and vineyard trimmings are calculated based on 2007 NASS acreage and a correlation from a Western Governors Association report [126].

Logging Slash Piles

Commercial logging operations generate slash (unmerchantable tops, limbs, and damaged wood). The slash is typically piled and either left to decay or burned. We assumed that 1 m$^3$ of slash was produced for every 1 m$^3$ of cut wood, assuming a partial cut and the average value for public and private lands [144]. For each ownership group within the study area, except the Yakama Nation, separate logging estimates were used by averaging annual logging estimates reported to the Washington State DNR [145]. The logging on Yakama Nation lands was estimated by choosing a representative annual cut specified in
their forest management plan [146]. Totals are summarized in Table 3.

The spatial location of the slash pile supply was estimated by creating a continuous raster surface. Slash pile supply was adjusted by the relative density from aboveground biomass estimates produced by Blackard et al. [147] so that the total slash pile supply equaled the amounts in Table 3 for each ownership group, but was spatially arranged by the patterns produced by the remotely sensed aboveground biomass.

**Fuel Reduction Thinning**

Thinning of small-diameter wood has been proposed as a source of bioenergy but has not been enacted over large spatial extents. In order to estimate the supply and spatial location of the resource, the Fuel Treatment Evaluator [148] was used to identify the average mass of biomass that could be removed from each ownership group to reduce wildfire risk. To adjust for the distribution of biomass, an aboveground biomass map [147] was used to adjust each pixel while allowing the mean to equal the output from the Fuel Treatment Evaluator. We assumed that no new roads would be created to access thinning resources, and utilized the existing forest roads with a maximum skid distance of 122 m (400 ft), creating a subset of the total available supply. This distance was based on economic viability and local forestry practices.

**A.4.4 Base Case Cost Estimates**

We quantified the available biomass supply as a function of delivered cost to the biomass conversion facility. This delivered cost was determined by a combination of biomass collection cost, processing cost, loading cost, transportation cost, and unloading cost. Arriving at single, robust cost parameters is a difficult task owing to the many factors that we did not model (eg. fluctuations in fuel prices, capital costs, economies of scale, etc.). Therefore, a range of parameter values was included (Table 4) and modified using the uncertainty adjustment from Table 1. Reducing the uncertainties for these costs will require pilot scale field studies.
Transportation

The transportation cost of the biomass was estimated by developing a model based partly on the methodology described in a Western Governors Association report [126]. The model estimates both time-based and distance-based transportation costs. Model inputs are based on physical features of roads within the study area. Roads were imported into ArcGIS 9.3 (ESRI corp.) and assigned a road class based on the average speed a semi-trailer truck would be able to maintain on each road segment. Road class 1 assumed an average speed of 50 mph and was confined to divided highways. Road class 2 assumed an average speed of 40 mph and was confined to improved paved secondary roads. Road class 3 assumed an average speed of 30 mph and was confined to improved unpaved secondary roads. Road class 4 assumed an average speed of 20 mph and was confined to forest roads. Roads speeds were assigned based on existing speed limits and conversations with an expert forester. Topography, which can influence truck speed, was not modeled. Class 1 and 2 roads were imported from publicly available GIS shapefiles, and Class 3 and 4 were assigned after importing a publicly available GIS shapefile with no road classification information and assigning classification visually by comparing to 2006 NAIP imagery. Road width was the principle visual identifier used to differentiate between class 3 and 4. The final roads layer was analyzed using the Network Analysis extension in ArcGIS 9.3. A service area was calculated around the proposed plant location and distance and time polygons were generated based on road length and traversal time. These polygons were converted to rasters, and doubled to provide roundtrip measures. Raster values of time and distance were multiplied by cost parameters, and summed to produce the final transportation model.

Truck capacity can significantly influence transportation cost. Large chip vans can be utilized on improved roads, but limits in turning restrict forest roads to smaller capacity trucks. Therefore, transportation over class 3 and 4 roads was limited to trucks of a smaller capacity (Table 4). We assumed a single trip utilizing one trip from the forest to the plant, though transfer to larger trucks at the edge of the forest is also an option [134].
Urban Waste

To include the urban waste in our supply curves transportation and acquisition costs were needed. The facility urban waste numbers from 2007 were used [137]. The location of these sites was used to estimate the transportation cost as noted above. Three urban waste sources were outside of the study area, but were very close, a significant source, and received waste originating from within the study area. The distance and number of minutes to the nearest modeled transport raster cell were calculated and used to determine the transportation costs separately for those three sources. The current cost of urban wood in Yakima County is $11 per wet ton\(^i\) ($22 per BDT) [149]. This cost is expected to increase, and so it was only used as a starting point for cost estimates.

Agricultural Residue

The typical disposal procedure for tree trimmings in the study area is either mulching in place or piling and burning at the field edge [150]. Farmers already pay for the disposal of fruit tree trimmings so they were assumed to be available at no additional cost. In California where a fruit tree trimmings market is developed, trimmings were available delivered in 1993 for $37-55 BDT [150]. It is not clear what price would make trimmings economical for use as an energy source within the study area. Once piled, the woody material is assumed to be chipped, loaded, trucked to the plant, and unloaded using assumptions found in Table 4. Unlike fruit tree and vineyard trimmings, straw and stover biomass is not typically collected by farmers so their collection cost is significant. The cost estimates for collecting and stacking the straw and stover biomass at the edge of the field is a function of the crop yield. The costs were estimated based on the average county yield from USDA crop yields [140] and a price correlation from Gordon et al. [126]. These collection costs ranged from $32/BDT to $240/BDT.

\(^i\)All mass values used in this study are reported in metric tonnes (T), or bone dry metric tonnes (BDT)
Logging Slash Piles and Fuel Reduction Thinning

Slash piles are typically burned or left in place, and are thus assumed to be available at no cost. There is a large range of reported values for the cost of performing fuel reduction thinning [151], with no logical best number. Therefore, we used a median values as a base case and will show the effects of the range in cost estimates. Like fruit tree trimmings, once piled, the woody material is assumed to be chipped, loaded, trucked to the plant, and unloaded (Table 4).

A.5 Results and Discussion

A.5.1 Transportation Cost Modeling

Figure A.1C shows the distribution of round trip transportation costs for accessible areas within the study area. Conspicuous patterns are produced by high speed highways running to the northwest, east, and south of the proposed plants. High densities of forest roads to the west allow for inexpensive roundtrip transport to resources on the Yakama Nation, but topography and wilderness limit access to the immediate north and far west.

Existing roads on the Yakama Nation provide for ample ability to access a large amount of biomass at low cost, with most areas costing less than $10 dollars per BDT to access for a truck with a 20 MT capacity. Resources outside of the Yakama Nation become more expensive, but because most of the biomass available is tied to existing agriculture and industry, quality road networks are in place and help to increase the efficiency of access.

It is only in areas with little active forest products activity, such as the northwestern part of the study area, where road quality begins to significantly increase the rate at which cost increases with distance from the plant. Contrary to a common assumption, over-the-road transportation costs do not dominate the cost of these biomass resources. Rather, it is the collection, processing, loading, and unloading that are the dominant force in this case study. This is due in part to the wealth of resources in close proximity to the proposed plant, but it also shows how trucks with large capacities can reduce over the road cost of delivered BDT.
Figure A.2: Base case aggregate supply and cost estimates for six feedstocks within the study region. (A) Shows the projected annual delivered cost and aggregate supply of each feedstock and (B) shows the aggregate supply corresponding to each feedstock at eight delivered costs and the maximum supply of the study region.
A.5.2 Base Case Supply Curves

The results of the supply economics modeling of the biomass for the Yakama cogeneration facility are shown in Figure A.2. Overall the region has an estimated 470,000 BDT of biomass available for bioenergy. The two most inexpensive sources were also the largest: orchard and vineyard trimmings from tribal and private farmers and slash from normal timber operation are available at around $20 per BDT and plateau at around $70 per BDT. These less inexpensive biomass resources benefit from established industries that are producing other high value products. Without an operational timber mill as a destination for sawlogs or an established fruit packing and processing industry, there would be little creation of slash or fruit tree trimmings resulting in significantly increased cost and reduced supply of biomass. Urban waste produces a medium-priced but relatively small supply of biomass. Unlike large regional metropolises such as Seattle, WA and Portland, OR, population density is relatively low in the study area, thus limiting supply.

Fuel reduction thinning provides a large potential supply, but the high costs of removing small diameter trees from the forest causes this resource to be one of the more expensive, and may therefore limit its contribution to bioenergy. This finding is important because bioenergy has often been touted as a method for funding fuel reductions thinning operations [134, 152]. At over $75/ BDT, this resource would likely be too expensive, and would require subsidy to be economically viable as a feedstock. Through programs such as the Healthy Forest Initiative [153], and Forest Service stewardship contracting, the federal government may provide such a subsidy. Subsidies would need to be stable over the course of the life of the plant to maintain supply, otherwise investors will be reluctant to invest the capital needed to build a facility that relies on biomass from fuel reductions.

The most expensive biomass sources are the oat and wheat straw, and corn stover. The agricultural residues have a significant cost of collection on the field, are relatively low bulk density for transportation, and their fertilizer value must be replaced which significantly increases their cost. The available biomass at different costs can be seen in Figure A.2B. As an example of the real world relevance of these findings, for the cogeneration plant considered in this study to be viable, delivered costs needed to be $40 per BDT or
less. At that level there is an estimated 214,000 BDT. A 15 MW combustion facility with an estimated efficiency of 20% needs an estimated 120,000 BDT per year. The base-case estimate shows adequate biomass at the $40 level for this type of facility. The majority of that biomass is from waste produced by industry, though, and shows that a bioenergy plant would be reliant on the survival of the timber and fruit tree industries well into the future.

A.5.3 Economic Ramifications of Ownership Boundaries

There are a variety of different land owners in the study area: USDA Forest Service, Washington State Department of Natural Resources, Yakama tribal trust, and private farms (private forest lands were excluded from the study because they represented a small proportion of the landscape). A map of land holdings can be seen in Figure A.1A. Ownership of the biomass resources has implications in setting up a biomass contract. Multiple land owners make negotiations more difficult. The existence of an anchor supply significantly enhances the viability of the bioenergy facility.

A breakdown of the biomass supply and cost can be seen in Figure A.3. At the $40 level the major contributors are tribal and private land owners. While the available biomass on tribal lands benefits the proposed cogeneration plant, if this plant is not built, any future projects should include tribal partnership. Many other tribes have large forested landholdings in the West (eg. Colville Confederated Tribes, the Confederated Salish-Kootenai tribes, Quinault Indian Nation, the Confederated Tribes of Warm Springs Reservation, etc), underscoring the importance of tribal collaboration in bioenergy projects. In many cases, tribal lands may be the logical sites for bioenergy plants because of their proximity to resources and the unique economic environment in which tribes operate; for example, the Yakama Nation retains the last major saw mill operation in all of Washington east of the cascades. For the private land owners which could supply the fruit tree and vineyard trimmings, contracts through food co-ops would be necessary to guarantee that the resources are available. The guarantee is necessary for the bioenergy facility to secure loans and investment. Many distributed land holdings make contracting difficult and expensive.

Forest biomass from state and federal landholdings is too expensive to contribute much
Figure A.3: (A) Base case aggregate supply curves for the four ownership classifications. (B) The aggregate supply at eight different costs for four land ownerships.
Figure A.4: (A) Aggregate supply curves for six feedstocks under assumptions of lowest supply and highest cost. (B) Aggregate supply curves for six feedstocks under assumptions of highest supply and lowest cost. (C) The aggregate supply of the combined feedstocks at three levels of uncertainty for eight delivered costs.
to the biomass supply. Both owners produce a small fraction of logging slash compared to the Yakama Nation, and most of the supply comes from expensive fuel reduction thinning. Stewardship contracts are likely the only method of reducing the cost of biomass from these ownerships to levels appropriate for a cogeneration plant.

A.5.4 Economic Ramifications of Uncertainty in Cost and Supply Parameters

Since no parameter used in developing the supply curves was known with 100% certainty, the results showing a wide range between conservative and liberal parameters is not unexpected (Fig A.4). For instance, assumptions about truck capacity strongly influence the delivered cost of the slash and thinning supply. Larger trucks lead to net reductions in transportation costs, but there is great uncertainty in the types of trucks that can navigate forest roads. Logging trucks are specially designed to navigate the tight turns of forest roads, but existing chip vans are typically only used on paved roads. Thus, the optimum truck for accessing forest biomass resources may not yet exist. It is likely that better trucks will be developed if a robust bioenergy market develops, but without such markets, it is difficult to predict with certainty the attributes of trucks used in the assessment in the current study. Another example of uncertainty is the range in the cost to produce piles of thinned trees at a forest landing, which, varied from $25 to $250. This variation reflects the uncertainty and variation found in reported values in the literature [134, 151, 154] as well as variation in anecdotal costs estimates from those familiar with forests in the study area [155], and is one of the major drivers of the differences in cost estimates for biomass from forest thinning.

Differences in supply relate to uncertainty in the amount of existing biomass that can realistically be extracted and transported to a plant. For straw and stover, much of this uncertainty centers around concerns of how much residue should be left on the field to maintain soil tilth. Thinning supply drastically changes based on the assumption of the amount of time required to treat the entire forest whilst ensuring sustainable future supply through regeneration and regrowth. This is a very difficult parameter to estimate because of variation in tree density between forest stands within the study area, risk of loss of re-
source from large wildfires, ecological concerns over whether management is appropriate, and differences in management methods (e.g., prescribed fire vs. thinning). For all resources, variation in recoverable fraction affects the amount of biomass that is present but unsuitable for bioenergy (e.g., needles in slash piles) or may be lost during transport.

The coupled uncertainty in supply and cost can lead to major issues in deciding whether to move forward on a large capital project such as a cogeneration plant. A reliable supply of biomass needs to be available at a reliable price for the life of the plant. Figure A.4 shows the variation in supply available with the different assumptions at different price points. The significant variation in estimated biomass available has significant implications for a bioenergy facility. These uncertainties have created local conditions that expect a supply approximately five times larger than the demand of a proposed plant in order to attract capital investment [156].

A.5.5 Avoided Costs

A significant factor in the economics of the proposed plant not captured in the supply curves are the avoided costs. For instance, the current practice of Yakama National Tribal Forestry is to burn slash piles in place. This incurs a labor cost, as fuel treatment personnel need to monitor the fire, as well as a cost to the region's air quality. Similarly, the costs of not performing fuel treatments are large fires that require extremely expensive fire fighting and significant inputs of smoke that reduce air quality. The uncertainty in how to quantify these avoided costs makes it difficult to compare to actual costs observed in the supply curves, but the existence of these costs is non-debatable. Capturing the value of avoided costs is one method of improving the economics of bioenergy.

A.6 Conclusions

We have developed supply curves derived from spatially explicit estimates of cost and supply for six biomass feedstocks currently available in a five-county area surrounding a proposed cogeneration plant in White Swan, WA. The results show that waste materials produced from existing industries (logging and fruit production) are the most economi-
cally viable feedstocks. The continued availability of these feedstocks is dependent on the continued health of the two industries. More generally, we show that ownership boundaries can restrict the available biomass supply and suggest that careful siting and inclusion of all land owners is necessary for the most efficient use of resources. Bioenergy projects may benefit from the inclusion of a strong anchor supplier, such as exemplified by the Yakama Nation. The uncertainty inherent in the multiple assumptions imbedded in producing the supply curve leads to a large range in cost and supply. This uncertainty drives the need for excess supply in order to secure investment. On the basis of financing safety margins alone, the technically available supply cited in the Perlack et al.'s Billion Ton Study would be roughly cut by 20%. Finally, capturing the value of avoided costs may help to improve the economics of bioenergy.

Future research is necessary to refine and reduce the uncertainty in the assumptions. Small, site specific pilot projects may be useful for refining parameters that are not constant at national scales due to differences in local economics, laws, and geography. The effect of feedstock specific subsidies and the effect of subsidies on reducing the price of competing energy resources also warrants further study. Careful consideration of the history and life cycle impacts of subsidization is necessary though, to minimize the chance of creating markets that may compete with food or damage ecosystems. Finally, a carbon economy may create opportunities to offset the cost of certain feedstocks. Research into the economics of the carbon economy in relation to bioenergy, as well as new technologies that may increase efficiencies or produce valuable new product is essential if cost of bioenergy in the United States is to become competitive with other energy sources.
Table A.1: Methodology for Producing Uncertainty Ranges in Cost and Supply Parameters

<table>
<thead>
<tr>
<th>Uncertainty Rank</th>
<th>High Deviation from Base Case</th>
<th>Low Deviation from Base Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.75</td>
<td>1.5</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>5</td>
</tr>
</tbody>
</table>

Table A.2: Parameters used in determining biomass supply

<table>
<thead>
<tr>
<th>Supply Parameter</th>
<th>Base Case</th>
<th>Low Estimate</th>
<th>High Estimate</th>
<th>Source</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agricultural Recovery</td>
<td>60%</td>
<td>30%</td>
<td>90%</td>
<td>[125]</td>
<td>2</td>
</tr>
<tr>
<td>Slash Recovery</td>
<td>60%</td>
<td>30%</td>
<td>90%</td>
<td>[125]</td>
<td>2</td>
</tr>
<tr>
<td>Thinning Recovery</td>
<td>60%</td>
<td>30%</td>
<td>90%</td>
<td>[125]</td>
<td>2</td>
</tr>
<tr>
<td>Urban Waste Recovery</td>
<td>45%</td>
<td>34%</td>
<td>68%</td>
<td>[125]</td>
<td>3</td>
</tr>
<tr>
<td>Thinning Rotation</td>
<td>30 years</td>
<td>15 years</td>
<td>150 years</td>
<td>[125]</td>
<td>4</td>
</tr>
<tr>
<td>Straw Recovery</td>
<td>40%</td>
<td>30%</td>
<td>60%</td>
<td>[157]</td>
<td>2</td>
</tr>
<tr>
<td>Stover Recovery</td>
<td>50%</td>
<td>37.5%</td>
<td>75%</td>
<td>[157]</td>
<td>2</td>
</tr>
<tr>
<td>Sustainable Limit</td>
<td>4000 lbs/acre</td>
<td>3000</td>
<td>6000</td>
<td>[124]</td>
<td>2</td>
</tr>
</tbody>
</table>

Table A.3: Annual Logging Estimates (m$^3$)

<table>
<thead>
<tr>
<th>Yakama Nation</th>
<th>Yakima FS</th>
<th>Yakima DNR</th>
<th>Kittitas FS</th>
<th>Kittias DNR</th>
<th>Klickitat DNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>35,400</td>
<td>13,211</td>
<td>9,341</td>
<td>22,045</td>
<td>10,533</td>
<td>30,703</td>
</tr>
</tbody>
</table>
### Table A.4: Parameters used in Determining Biomass Cost

<table>
<thead>
<tr>
<th>Supply Parameter</th>
<th>Base Case</th>
<th>Low Estimate</th>
<th>High Estimate</th>
<th>Source</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small Chip Truck Cap. (^{ii})</td>
<td>18.1 T</td>
<td>9.0 T</td>
<td>36.2 T</td>
<td>[158]</td>
<td>3</td>
</tr>
<tr>
<td>Large Chip Truck Cap. (^{iii})</td>
<td>30.9 T</td>
<td>23.2 T</td>
<td>46.5 T</td>
<td>[134]</td>
<td>2</td>
</tr>
<tr>
<td>Stover and Straw Truck Cap.</td>
<td>17 T</td>
<td>12.8 T</td>
<td>25.5 T</td>
<td>[159]</td>
<td>2</td>
</tr>
<tr>
<td>Stover and Straw Moisture</td>
<td>50%</td>
<td>25%</td>
<td>75%</td>
<td></td>
<td>iv 2</td>
</tr>
<tr>
<td>Chipped Wood Moisture</td>
<td>50%</td>
<td>25%</td>
<td>75%</td>
<td></td>
<td>iv 2</td>
</tr>
<tr>
<td>Urban Waste Moisture</td>
<td>20%</td>
<td>10%</td>
<td>40%</td>
<td></td>
<td>iv 3</td>
</tr>
<tr>
<td>Transport Cost (Time)</td>
<td>$29/hour</td>
<td>$22/hour</td>
<td>$43.5/hour</td>
<td>[132]</td>
<td>2</td>
</tr>
<tr>
<td>Transport Cost (Distance)</td>
<td>$0.75/km</td>
<td>$0.56/km</td>
<td>$1.13/km</td>
<td>[132]</td>
<td>2</td>
</tr>
<tr>
<td>Thinning Cost</td>
<td>$50/BDT</td>
<td>$25/BDT</td>
<td>$250/BDT</td>
<td>[134,151,154]</td>
<td>4</td>
</tr>
<tr>
<td>Loading Cost</td>
<td>$5.50/BDT</td>
<td>$2.80/BDT</td>
<td>$11/BDT</td>
<td>[132]</td>
<td>3</td>
</tr>
<tr>
<td>Chipping Cost</td>
<td>$4.40/BDT</td>
<td>$2.20/BDT</td>
<td>$8.80/BDT</td>
<td>[154]</td>
<td>3</td>
</tr>
<tr>
<td>Unloading Cost</td>
<td>$5.50/BDT</td>
<td>$2.80/BDT</td>
<td>$11/BDT</td>
<td>[132]</td>
<td>3</td>
</tr>
<tr>
<td>Urban Waste Collection Cost</td>
<td>$22/BDT</td>
<td>$10/BDT</td>
<td>$40/BDT</td>
<td>[137]</td>
<td>3</td>
</tr>
<tr>
<td>Fruit Tree Farmer Profit</td>
<td>$5/BDT</td>
<td>$2.5/BDT</td>
<td>$25/BDT</td>
<td></td>
<td>iv 4</td>
</tr>
<tr>
<td>Straw Profit and Nutrients</td>
<td>$10/BDT</td>
<td>$5/BDT</td>
<td>$50/BDT</td>
<td>[125]</td>
<td>3</td>
</tr>
<tr>
<td>Edge of Field Collection Cost</td>
<td>Variable</td>
<td>75%</td>
<td>150%</td>
<td>iv, [126]</td>
<td>2</td>
</tr>
</tbody>
</table>

\(^{ii}\) Small chip truck was used for slash and thinning calculations

\(^{iii}\) Large chip truck was used for fruit tree trimming and urban waste routes

\(^{iv}\) Values chosen based on common sense and input from an expert forester [136]