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Due to inadequate spectrum resources and increasing demands for high quality multimedia services, traditional analog broadcasting is being migrated into digital radio around the world. This dissertation focuses on the development of several innovative broadcasting technologies and the design of so-called Broadband Digital Radio (BDR) system, which is suitable for digital audio and data broadcasting in FM and AM channels. The new broadcasting system synergistically integrates frequency hopping, LDPC coding, hierarchical modulation and band aggregation techniques to increase the data rate, improve spectrum efficiency, and at the same time, provide the spectrum flexibility necessary in high quality audio and multimedia services.

One of the key features in the BDR is the powerful hierarchical modulation scheme that offers significant performance enhancement over existing schemes (e.g., DVB-T). In this dissertation, we present a novel decoding algorithm for the hierarchical modulation. Unlike the traditional hierarchical demodulation approaches which suffer from serious inter-layer interference (ILI), the proposed method exploits the structure information of the secondary layer to mitigate the ILI impairment, thereby offers significant gains in reception performance.

For the digital network, frequency planning is needed as in other digital broadcasting signals. Most importantly, the single frequency network (SFN) architecture will be used in the BDR deployment. The hierarchical modulation technique is also adopted in the SFN
to provide both global and local information. Accordingly we develop a low-complexity successive interference cancellation (SIC) algorithm to ILI and inter-cell interference (ICI) in the HM based SFN. The performance evaluation and decoding complexity comparisons indicate that the proposed structured SIC approach offers a good performance-complexity trade-off, especially for the HM-based SFN scenarios.

Finally, a BDR prototype has been developed on a personal computer (PC) based software defined radio (SDR) platform. Numerical results and initial laboratory tests demonstrate significant performance advantages of the new design over existing systems such as the Digital Radio Mondiale (DRM) and Hybrid Digital (HD) radio.
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Chapter 1

INTRODUCTION

1.1 Digital Radio Broadcasting

Due to inadequate spectrum resources and increasing demands for high quality multimedia services, traditional analog audio broadcasting is being migrated into digital radio around the world. A number of digital audio broadcasting standards have been developed in recent years, such as Digital Audio Broadcasting (DAB and DAB+; worldwide), Digital Multimedia Broadcasting (DMB; worldwide) and Integrated Services Digital Broadcasting (ISDB; Japan), etc. A comprehensive survey can be found in [1][2]. Among them, the Digital Radio Mondiale (DRM) [3] and the NRSC-5 standardized by the National Radio Systems Committee (NRSC)* are the most prominent ones. In addition, NRSC-5 is termed “in-band on-channel (IBOC)” in reference to the fact that digital and analog radio signals can co-exist in the same part of the spectrum. The IBOC technologies provide an uninterrupted evolution path from analog amplitude modulation (AM) and frequency modulation (FM) radio to a fully digital radio broadcasting system. The evolution allows listeners to migrate to digital reception of their favorite analog stations with IBOC capability. The history and state of the art of IBOC technologies are well documented in the book by Maxson [4]. In additional to the deploymental advantage, the IBOC digital radio can provide near Compact Disc (CD) sound quality as well as multi-media services such as data, image and even video.

The co-existence of digital and analog radio on AM and FM bands poses a few unique challenges on the design of digital broadcasting systems. First of all, inserting digital radio broadcasting into the established analog radio spectrum may cause interference to existing stations. Therefore, the digital signal power should be much lower (more than 20 dB power down is recommended, see [3]) than that of the analog signal, resulting in tolerable

*See http://www.nrscstandards.org/
interference on the analog signal reception. On the other hand, due to the huge power level difference, the use of low power digital radio technology with strong resistance to analog interference is a design mandate. Secondly, gaps between existing analog radio bands are fragmental in most cases. An ideal digital radio system must possess the spectrum efficiency and flexibility to offer high data rates without the use of a large amount of continuous bandwidth. Thirdly, the available FM/AM spectra for digital transmission are narrowband in nature. It is well documented that in wireless communications, stationary and low mobility users are likely to suffer from prolonged poor reception due to the lack of frequency diversity. Such a phenomenon is particularly evident in digital broadcasting as its performance degradation tends to be much more rapid than that of analog broadcasting. While both the DRM and the NRSC-5 effectively tackle the co-channel problem with suites of innovations, neither adequately address the data rate (e.g., DRM only supports the net data rate from 37.3 to 149.1 kbps, while the new broadband digital radio system described in this dissertation can support a net data rate from 35 kbps to 2.53 Mbps) and the fading performance issues (e.g. Long interleaving is applied in DRM and NRSC-5, however it may not be sufficient against slow fading cases).

1.2 Broadband Digital Radio System

In collaboration with SARFT\textsuperscript{1} of China, we have developed a suite of innovative digital broadcasting technologies, and more importantly, a broadband digital broadcasting specification that meets and exceeds the specific set of requirements in IBOC broadcasting. According to the SARFT requirements, the new digital broadcasting system should offer: (1) better and richer user experiences than the traditional analog broadcasting with smaller bandwidth; (2) compatibility/coexistence with existing analog radio stations; (3) more multimedia features specifically for the Chinese market (e.g., audio/video reception in the high-speed vehicle, audio sideshows with image and animation); (4) bandwidth flexibility from 100 KHz up to 800 KHz. This newly developed specification has a promising marketing prospect in China and is scheduled in commercial trials in the major cities (e.g., Shanghai,

\textsuperscript{1}State Administration of Radio, Film, and Television of China
Guangzhou, etc) by early 2013. Currently, there are approximately 2338 television and radio broadcasting stations in China, which constitutes one of the largest broadcasting networks in the world. The audio audience accounts for 96.31 percent of the population, with a total of 500 million radio receivers. If all the radio equipment are converted to the digital terminals, the market value can reach 1 billion dollars (assuming 20 dollars per equipment on average). In addition, more than 40 million automotive radio equipment need to be migrated into digital equipment, which can potentially lead to a 3.5 billion dollars market.

The salient features of the newly designed Broadband Digital Radio (BDR) specification include:

- capacity approaching irregular Low Density Parity Check (LDPC) codes for better interference resistance and higher receiver sensitivity;

- Orthogonal frequency-division multiplexing (OFDM) based band aggregation for high data rate broadcasting up to 2.53 Mbps, allowing multiple audio/video programs to be delivered along with audio services;

- frequency hopping for frequency diversity in slow fading/interference channels. The gain is particularly significant in stationary and pedestrian applications;

- novel hierarchical modulation schemes (2.5 - 5 dB better than that used in DVB-T) for layered audio and video broadcasting services.

1.3 Outlines

The dissertation is organized as the following. A system overview is provided in Chapter 2, along with the design philosophy and technical description of the BDR system. The new design synergistically integrates frequency hopping, low-density parity-check (LDPC) coding, hierarchical modulation and band aggregation techniques to increase the data rate, improve spectrum efficiency, and at the same time, provide the spectrum flexibility necessary in high quality audio and multimedia services.
One of the key design features in BDR is the powerful hierarchical modulation scheme that offers significant performance enhancement over existing schemes (e.g., DVB-T). In Chapter 3, we present a novel decoding algorithm for the hierarchical modulation in the BDR. Unlike the traditional hierarchical demodulation approaches which suffer from serious inter-layer interference (ILI), the proposed method exploits the structure information of the secondary layer to mitigate the ILI impairment, thereby offers significant gains in reception performance. The algorithm can be applied to different channel coding and mappings schemes under various channel profiles. Also included in the chapter is a computational complexity analysis, which reveals that the structure-based decoding approach achieves an excellent performance-complexity trade-off in the HM scenario. In addition, the HM achievable rate is analyzed by calculating the theoretical limit of the basic layer in HM reception, which in certain cases, is 6 dB better than the required signal-to-noise-plus-interference ratio (SINR) threshold for QAM detection with all Gaussian interference. Numerical results from both simulations and experiments are provided to quantify the performance advantages of the new algorithm against the digital video broadcasting-terrestrial (DVB-T) benchmark.

For the digital network, frequency planning is needed as in other digital broadcasting signals. Most importantly, the single frequency network (SFN) architecture will be used in the BDR deployment. In Chapter 4, the hierarchical modulation (HM) technique is adopted in a single frequency network (SFN) to provide both global and local information. Accordingly we develop a low-complexity successive interference cancellation (SIC) algorithm to mitigate the inter-layer interference (ILI) and inter-cell interference (ICI) in the HM based SFN. The performance evaluation and decoding complexity comparisons indicate that the proposed structured SIC approach offers a good performance-complexity trade-off, especially for the HM-based SFN scenarios.

Chapter 5 provides the performance evaluation of the BDR system. Also we move to the development aspect of my Ph. D work, the BDR prototype on the PC-based software defined radio (SDR) and some initial lab test results are presented.

Finally in Chapter 6, the research topics for future work are presented.
Chapter 2

ENABLING TECHNOLOGIES FOR BROADBAND IN-BAND ON-CHANNEL DIGITAL RADIO

In this chapter, we will provide the system overview, design philosophy and innovative broadcasting technologies for the Broadband Digital Radio (BDR) system.

2.1 System Specifications

2.1.1 Overview

As is required in all IBOC systems, the digital Broadband Digital Radio (BDR) channels must co-exist with existing analog FM channels, as shown in Fig. 2.1. This is possible due to the fact that digital broadcasting can reach the same coverage as analog broadcasting with much lower transmission power. Typically, the transmission power of BDR is above 20 dB lower than that of FM for comparable coverage.

Figure 2.1: Digital Radio channels co-exist with existing analog FM channels

The BDR in FM band is designed to broadcast in the VHF band up to 108 MHz. At the physical layer, each BDR channel occupies 100 kHz bandwidth and is placed in a grid of 50 kHz, as shown in Fig. 2.3. The baseband transmission is based on OFDM, which provides the spectrum efficiency and scalability needed in initial deployment. The modulation schemes supported include QPSK, 16-QAM and 64-QAM, with both uniform and non-uniform constellations (depending on whether hierarchical modulation is enabled -
see more details in Section 2.1.6). Other key parameters of BDR are summarized in Table 2.1.

Table 2.1: System parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single band bandwidth</td>
<td>B</td>
<td>96.6 kHz</td>
</tr>
<tr>
<td>Subcarrier spacing</td>
<td>Δf</td>
<td>468.75 Hz</td>
</tr>
<tr>
<td>Number of subcarrier</td>
<td>N_sc</td>
<td>206</td>
</tr>
<tr>
<td>Symbol duration (data)</td>
<td>T_u</td>
<td>2.1333 ms</td>
</tr>
<tr>
<td>Guard interval duration</td>
<td>T_g</td>
<td>24.167 μs</td>
</tr>
<tr>
<td>Symbol duration</td>
<td>T_s</td>
<td>2.375 ms</td>
</tr>
<tr>
<td>Time slot duration</td>
<td>T_ts</td>
<td>80.75 ms</td>
</tr>
<tr>
<td>Frame duration</td>
<td>T_f</td>
<td>650 ms</td>
</tr>
<tr>
<td>Channel coding</td>
<td></td>
<td>LDPC</td>
</tr>
<tr>
<td>Code rate</td>
<td>r</td>
<td>1/4, 1/3, 1/2, 3/4</td>
</tr>
<tr>
<td>Single band Data rate</td>
<td>R</td>
<td>35.4 - 319.0 kbps</td>
</tr>
<tr>
<td>Max aggregated data rate</td>
<td>R_{a,max}</td>
<td>2.552 Mbps</td>
</tr>
</tbody>
</table>

With different combinations of modulation and channel coding rates, a single 100 kHz BDR band can support a net data rate between 35 to 319 kbps. Multiple high quality audio programs, data services, and even video programs can be broadcasted in one BDR band. Fig. 2.2 exemplifies a BDR simulcast scenario with two audio programs and some data services.

One of the unique features of BDR is its capability to aggregate multiple bands to form a wider service channel for higher data rate broadcasting. In particular, band aggregation is supported in the range of ±400 kHz around the hosting FM carrier. This aggregation option provides the flexibility to manage the fragmental gaps in analog radio broadcasting spectra. Fig. 2.3 illustrates the idea of band aggregation. In this particular example, the use of
band aggregation results to a total bandwidth of 400 kHz and a maximum aggregated data rate of 1.276 Mbps. In the BDR design, up to eight bands (this option is not mandatory) can be aggregated in all digital transmission modes, yielding a maximum aggregated data rate of 2.53 Mbps. BDR can offer the bandwidth flexibility from 100 KHz up to 800 KHz, depending on the data rate requirements, channel availability, and market traction, etc.
When the bandwidth reduces to the 100 KHz, BDR has the similar frequency planning as DRM, while offering improved receiver sensitivity (see Chapter 5).

\[ F \quad M \quad BDR \quad f_0 \quad f_0 + 400kHz \quad f_0 - 400kHz \quad f_0 + 400kHz \]

Figure 2.3: Spectrum allocation of FM BDR

2.1.2 Frame Structure

Fig. 2.4 depicts the frame structure of BDR. A number of factors are considered in determining the frame structure:

1. Fast synchronization: given the volatility of wireless channels, the BDR system must have the robustness to cope with fast and deep fading or even lost of signals over an extended period of time. When the radio link is interrupted, the receiver must be able to rapidly recover the system timing and frequency without going through the lengthy initiation process.

2. Frequency hopping: frequency hopping induced frequency diversity is essential in combating slow fading. Since the switching time of synthesizers varies, adequate time should be allocated to allow time-slot-by-time-slot frequency changes.

3. Granularity and power saving: in broadband broadcasting, a particular service program may only occupy a small fraction of the total data pipe. Ideally, the receiver
power consumption should be proportional to the program (i.e., the data rate) subscribed by the user. Fine granularity and power saving mechanisms are of fundamental importance in rich media applications.

To accommodate the above requirements, the radio source is partitioned into frames of 650 ms duration. Each frame is divided into 8 time slots. The first time slot starts with a beacon followed by 33 OFDM symbols. The rest of the time slots are composed of 34 OFDM symbols each. The duration of a time slot is 80.75 ms. The beacon contains two identical band-limited pseudo random signals to facilitate time/frequency acquisition. In most cases, the receiver can achieve both timing and frequency synchronization based on a single beacon signal alone, indicating that the starting and recovering times of the BDR can be bounded within 650ms in theory. The gap between two consecutive time slots is
so designed to support frequency hopping. Details pertaining to frequency hopping will be described in Section 2.1.4.

Under the above setting, the granularity of the BDR is 35.1 kbps. Assuming that an audio program with FM-comparable sound quality consumes 35.1 kbps and a video program consumes 250 kbps, the basic BDR channel can support up to 8 audio programs or 1 video program with 2 audio programs simultaneously.

2.1.3 Signal Types

As shown in Fig. 2.5, three types of signals, namely, the continuous pilots, the scattered pilots and the data signals, are transmitted over the OFDM time-frequency grid. The continuous pilots mainly serve the purpose of frequency synchronization and phase tracking. In addition, the continuous pilots carry heavily protected system information such as the central frequency of the next time slot, information of the adaptive channel coding/modulation scheme and the interleaver, and a brief description of the programs carried. The system information bits repeat every time slot, and are QPSK modulated and protected with a Reed-Muller (RM) code.

Specifically, a second order (256, 16) RM code is employed to map 16 system information bits to a 256 bits code word as shown in Fig. 2.6. The output code word is a linear combination of 16 base sequences. The second order code is extended from a first order (256, 9) RM code. The first order RM code is equivalent to Hadamard code since its generation matrix is constructed from Hadamard matrices. To extend to the second order (256, 16) code, 7 mask sequences are selected. The mask sequences are derived from the Gold codes for their large minimum distance. The minimum distance of the (256, 16) code is 112. Finally, three (256,16) codewords are concatenated to carry 48 system information bits. At the decoder, fast Hadamard transform (FHT) can be applied to accelerate the decoding.

The rectangularly distributed scattered pilots are transmitted using known symbols and serve as a reference for channel estimation. The data signals occupy the rest of the time-frequency grid. The first OFDM symbol of each time slot carries control information -
eight of them within one frame are combined into a Control Information Channel (CIC) which contains the detailed control message of the broadcasting system. The power of the continuous pilots and the scattered pilots are boosted to be 3 dB higher than the data signals to provide extra robustness against fading.

2.1.4 Frequency Hopping

The typical coherent bandwidth in wide area applications is more than 1 MHz. Therefore, even with aggregation, the IBOC is a relatively narrow band system and does not possess sufficient frequency diversity in a fading environment. As a result, its performance is particularly poor for stationary and low mobility receivers where limited time domain diversity can be explored. In order to improve the performance, a frequency hopping option is adopted in BDR to introduce frequency diversity into the system. Fig. 2.7 illustrates the frequency
2.1.4 Frequency hopping mechanism in BDR. In this example, a radio station has access to 4 bands. Without frequency hopping, each of the four band transmits one stream of programs, and the four streams are transmitted without coordination. When frequency hopping is applied, the transmission of the four streams is patterned by the station in time and frequency so that there is no conflicts or interference among streams. Specifically, each stream changes frequency every time slot and hops across 4 bands. The receivers acquire the frequency hopping sequence by decoding the continuous pilots of each time slot, which carries the central frequency of the next time slot. The efficacy of the frequency hopping against slow fading is quantified in Chapter 5.

2.1.5 LDPC code

LDPC codes are widely adopted in nowadays wireless communication standards for its Shannon-limit approaching performance and its inherent parallel structure for fast decoding [9]. In BDR, the irregular LDPC codes are modified based on the regular LDPC codes defined in the China Mobile Multimedia Broadcasting (CMMB) [33]. CMMB is a mobile television and multimedia broadcasting system developed by SARFT in 2006. The system
Figure 2.7: Example of frequency hopping

has been deployed in more than 300 cities with coverage reaching one billion population. The code length of the BDR LDPC is 9216 bits, which is the same as that of CMMB LDPC codes. Code rates of 1/4, 1/3, 1/2 and 3/4 are supported. Compared with the regular CMMB LDPC codes, the irregular BDR LDPC codes can provide 0.3 - 0.5 dB Eb/No (the energy per bit to noise power spectral density ratio) gain for different code rates. By modifying the LDPC codes from an established standard, BDR will offer the potential frame compatibility for the multi-mode terminals and benefit from a matured eco-system with large number of vendor supports.

2.1.6 Hierarchical modulation

Instead of the traditional single mode broadcasting, a hierarchical modulation scheme is adopted to further enrich the BDR services [32]. The basic idea of hierarchical broadcasting is to provide layered services to mobile users within different coverage areas, all through the same radio channel. For example, in a QPSK + QPSK hierarchical modulation mode, the broadcasting tower transmits non-uniform 16QAM audio signals (e.g., two layers of
QPSK signals set at different power levels) to all wireless terminals in the covered area. In this chapter, we will use the term basic layer signal to describe the essential data media transmission (e.g., the normal quality audio/video service); the enhancement information that is added on top of the basic layer will be named the secondary layer signal, which improves the media service quality. A user experiencing weaker signals (e.g., far from the transmitter) can only reliably demodulate the two bits QPSK signal of the basic layer, thus receives the normal quality audio service. When the signal strength becomes stronger, the user can potentially decode both layers of streams with a sum rate of four bits - the additional two bits in the secondary layer either represents another program, or simply enhances the audio service, providing near Compact Disc (CD) sound quality. When combined with scalable video coding (SVC) techniques [19], hierarchical broadcasting offers an appealing solution to the terminals with different screen sizes and different resolutions of video display.

It must be pointed out that the aforementioned advantages of hierarchical broadcasting does not come without a cost. Most noticeably, the added layer not only reduces the effective transmission power from the basic layer, but also incurs an additional performance loss to the basic layer reception. The prime cause of the degradation is the serious inter-layer interference (ILI). For example, in a two-layer QPSK+QPSK HM system, the C/N reception threshold of the basic layer is several dB (depending on the coding scheme) higher than that of the regular QPSK signal due to the fact that the secondary layer signal constitutes an interference to the basic layer. To minimize the performance loss, a number of different approaches have been proposed to mitigate the ILI impairments, e.g., the constellation rotation approach at the transmitter end, and the iterative decoding at the receiver end.

For the BDR system, we have incorporated a powerful hierarchical modulation scheme that offers significant performance enhancement over existing schemes (e.g., DVB-T). In particular, we have developed an LDPC decoding algorithm for the coded hierarchical demodulation signals, in which the LDPC decoder is refined to account for the non-Gaussian interference from the second layer [13]. The method greatly enhances the performance of hierarchical modulation in both AWGN and fading channels over DVB-T system. More details on the performance gains are provided in Chapter 5.
2.2 Conclusions

A Broadband Digital Radio system has been designed to meet the service requirements of next generation in-band on-channel digital radio broadcasting. By synergistically combining the LDPC codes, the band aggregation and the frequency hopping techniques, as well as an efficient hierarchical modulation scheme, BDR offers both performance and services advantages in various application scenarios. On the service side, the BDR supports a wide range of data rate (up to 2.53 Mbps) and is capable of delivering high quality radio and rich multi-media services such as data, image and video.
Chapter 3
A NOVEL LDPC DECODING ALGORITHM FOR HIERARCHICAL QAM MODULATION

As described in Chapter 2, the BDR system incorporated a powerful hierarchical modulation scheme that offers significant performance enhancement over existing schemes (e.g., DVB-T). At the receiver end we have developed a novel LDPC decoding algorithm for the coded hierarchical demodulation signals, in which the LDPC decoder is refined to account for the non-Gaussian interference from the second layer. In this chapter, we present a structure-based decoding algorithm for the BDR in detail. This decoding algorithm can be applied to different channel coding and mappings schemes under various channel profiles. Also included in the chapter is a computational complexity analysis, which reveals that the structure-based decoding approach achieves an excellent performance-complexity trade-off in the HM scenario. In addition, the HM achievable rate is analyzed by calculating the theoretical limit of the basic layer in HM reception, which in certain cases, is 6 dB better than the required signal-to-noise-plus-interference ratio (SINR) threshold for QAM detection with all Gaussian interference.

3.1 Background on Hierarchical Modulation

The increasing demand for high quality contents has driven the broadcasting industry to migrate from analog to digital transmission. To deliver more information through a fixed amount of bandwidth, high order modulation such as the 64-QAM has been adopted in wireless broadcasting systems (e.g., the DVB-T2) [14]. The incorporation of higher dimensional modulation inevitably leads to a much increased carrier to noise ratio (C/N) threshold for reception, resulting in a reduced coverage area relative to more robust modulation schemes. To balance the data rate and the coverage area, hierarchical modulation (HM) based transmission schemes [16]-[18] have been introduced to offer graceful tradeoffs between the C/N reception threshold and the amount of information a terminal can receive. Unlike the tra-
ditional single-layer broadcasting, the HM broadcasting system provides multiple layers of data streams, each of which has a different C/N threshold and a corresponding coverage area, all within the same transmission bandwidth.

Fig. 3.1 illustrates a QPSK+QPSK HM system where two layers of QPSK signals are superimposed before broadcasting (detailed block diagram of HM encoder can refer to Fig. 3.2). In this particular case, the broadcast station (BS) transmits non-uniform 16QAM audio signals (e.g., two layers of QPSK signals set at different power levels) to all wireless terminals in the covered area. In this chapter, we will use the term basic layer signal to describe the essential data media transmission (e.g., the normal quality audio/video service); the enhancement information that is added on top of the basic layer will be named the secondary layer signal, which improves the media service quality. As can be observed from Fig. 3.1, a terminal far from the BS may only be able to reliably demodulate the 2-bit QPSK signal of the basic layer, thus receives a normal quality audio service. On the other hand, a terminal with high C/N value could potentially decode both the basic layer and the secondary layer with a sum rate of four bits. The additional two bits in the secondary layer could be used to enhance the audio/video services. When combined with scalable video coding (SVC) techniques [19][20], hierarchical broadcasting offers an appealing solution to the terminals with different screen sizes and different resolutions of video display.

It must be pointed out that the aforementioned advantages of hierarchical broadcasting
does not come without a cost. Most noticeably, the added layer not only reduces the effective transmission power from the basic layer, but also incurs an additional performance loss to the basic layer reception. The prime cause of the degradation is the serious inter-layer interference (ILI). For example, in a two-layer QPSK+QPSK HM system, the C/N reception threshold of the basic layer is several dB (depending on the coding scheme) higher than that of the regular QPSK signal due to the fact that the secondary layer signal constitutes an interference to the basic layer.

The penalty of ILI in the HM scheme has been well analyzed [32]. A number of different approaches have been proposed to mitigate its impairments. These approaches can be classified into two categories: ILI mitigation approaches at the transmitter end [21]-[23], and ILI mitigation approaches at the receiver end [24]-[27].

The ILI mitigation approaches at the transmitter end focus on the constellations design and pre-coding techniques. In particular, the constellation rotation approach has been presented in [21], which judiciously rotates the secondary layer signal constellation to improve the basic layer achievable rate. A more general approach was proposed in [22], which designs a new non-uniform QAM constellation to reduce the performance loss in the basic layer. However, the performance gains offered by both approaches become limited when the HM signals are channel coded (e.g., LPDC, Turbo code), which restricts its applicability. Another pre-coding approach has been proposed in [23], which utilizes the dirty paper coding (DPC) technique to reduce the ILI in the HM transmission. However this approach cannot be easily applied to the fading channels, since DPC technique is very sensitive to the channel estimation errors. Furthermore, this approach only considers the QPSK+QPSK HM case in the paper, the extension to other larger constellations (e.g., QPSK+16QAM) is not straightforward.

Without a computational constraint, the basic layer reception can be improved at the receiver end by using multi-layer iterative decoding/successive cancellation, in which all layers are decoded even though the only signal of interest is the basic layer. In [24], a new turbo iteration algorithm was introduced in the HM based OFDM system. Similarly, an iterative frequency-domain turbo receivers was proposed in the single-carrier with frequency-domain equalization (SC-FDE) scheme [25] with HM. However the decoding complexity of both ap-
proaches can be extremely high. In [26][27], an iterative receiver was designed for the joint detection and channel estimation for the wideband code division multiple access (WCDMA) systems with hierarchical constellations, the performance gain is mainly attributed to interference suppression and enhanced channel estimation in WCDMA. Despite of their effectiveness, all the aforementioned iterative approaches suffer from one or more of the following limitations in HM reception: (1) The decoding complexity/delay of the multi-layer iterative decoding approach is high due to the large number of iterations and the Log-likelihood ratio (LLR) computations for signals of all layers, especially when the HM constellation is high (e.g., QPSK+16QAM). A low-complexity decoding strategy is highly desirable for the HM signal detection; (2) The number of outside iterations (iterations between the demodulator and channel decoder) and inner iterations (iterations inside the channel decoder) must be tuned in order to achieve the best performance. This could be problematic with changing signal-to-noise-plus-interference ratio (SINR) values and channel characteristics; (3) The multi-layer iterative decoding does not work well when the HM signal have a strong basic layer signal and a relatively weak secondary layer signal. As a matter of fact, the relatively weak secondary layer signal cannot offer much gain for the basic layer detection during the iterations, especially in the low SINR region. Among the three issues, the first two limitations are particularly important in the real system implementation.

Given that channel coding is a performance mandate in most wireless systems, great importance should be attached to improving the performance of the coded HM systems [24]-[28]. Towards this end, we examine the channel coded HM signals and attempt to design a low-complexity demodulation/decoding algorithm, which can practically address the performance loss caused by the QAM-structured ILI directly at the receiver end. Specifically, we notice that the non-Gaussian structure of QAM interference has not been sufficiently exploited in the decoding algorithm. This observation motivates us to develop a high performance decoding strategy that incorporates the secondary layer structure in the HM demodulation/decoding. In the following, we consider an LDPC coded HM system and investigate the demodulation/decoding scheme for the basic layer signal. The LDPC decoder introduced in [35] will be used in conjunction with the structure-based soft-input-soft-output (SISO) detector to improve the interference resistance. The main contributions
of this work include the following.

1. Development of a basic layer decoding algorithm which treats the statistics of the secondary layer signals as the side information. The new decoding algorithm can effectively mitigate the ILI inherited in the hierarchical demodulation. Thanks to the refined metric for the LLR calculation and an optimized mapping rule for the HM constellations, the decoding algorithm can be applied to different soft-decision channel coding schemes (e.g., LPDC, Turbo code; in this chapter we assume LDPC as the coding choice) and mapping schemes under various channel profiles. Also the proposed algorithm can be easily implemented on both single-carrier systems (e.g., single-carrier FDMA) and multi-carrier systems (e.g., OFDM).

2. Computational complexity analysis on the proposed decoding algorithm. By comparing the performance of a few decoding approaches, we show that the proposed structure-based decoding algorithm offers a good performance-complexity trade-off in the HM scenario.

3. Achievable rate derivation and performance analysis on the QAM-based HM scheme. Our results establish a theoretical bound for the basic layer signal reception. Simulations show that the structure-based decoding algorithm can offer up to 6 dB gain over the required SINR value for the QAM detection when the power ratio (defined in Section 3.2) goes to infinity.

4. Implementation of the proposed algorithm in a real-world OFDM-based broadband digital radio (BRD) system [34].

The rest of chapter is organized as follows. Section 3.2 presents the LDPC coded HM system and overviews of the traditional demodulation/decoding technique. Section 3.3 firstly puts forth the structure-based decoding algorithm for the basic layer, and then develops the constellations and mapping rules for the proposed decoding algorithm, finally the computational complexity analysis is provided. Section 3.4 presents the achievable rate derivation
and analyzes the proposed algorithm. We evaluate the performance of the structure-based decoding algorithm in Section 3.5, and in Section 3.6 we describe the algorithm implementation on the BDR. Finally, a conclusion is drawn in Section 3.7.

3.2 System Model and Definitions

3.2.1 Coded HM signals

In theory, multiple layers of source information can be delivered to users experiencing different channel qualities through HM. In this chapter, only the two-layer HM transmission is investigated, which is sufficient for practical wireless systems (e.g., a QPSK+16QAM HM signal can provide the non-uniform 64QAM constellation). We denote the symbol alphabet $u_i$ ($i = 1, 2$) as the information bits for the basic layer and secondary layer, respectively. $v_i$ denotes the corresponding coded bits after LDPC encoder: $v_i = [v_1^i, ..., v_n^i]^T$, where $v_n^i$ is the $n$th coded bit of layer $i$. The coded bits from each layer are then modulated into $x_i$ using QAM, $x_i = [x_1^i, ..., x_k^i]^T$, where $x_k^i$ denotes the $k$th symbol of layer $i$.

Fig. 3.2 illustrates the transmitter structure of the LDPC coded HM. The two data streams $u_i$ are independently coded using the LDPC encoders and then modulated using QAM with amplitude set to be $\sqrt{P_1}$ and $\sqrt{P_2}$, respectively. Finally, the symbols from the two layers are superimposed into $x$ before transmission. Mathematically, the transmitted HM signal is given by

$$x = \sqrt{P_1}x_1 + \sqrt{P_2}x_2,$$  

(3.1)
with $P_1 + P_2 = P$, where $P$ is total transmission power. More precisely, the secondary layer symbols $x_2$ in Equation (3.1) should be written as $x_2(x_1)$ to emphasize its dependency on $x_1$ (e.g., the Gray mapping [14][15]). Since the notation $x_2$ does not affect our derivation of the decoding method, we use $x_2$ here for convenience.

Let $\lambda$ be the power ratio between the basic layer signal and the secondary layer,

$$\lambda = \frac{P_1}{P_2}. \tag{3.2}$$

In the HM system, $\lambda$ is an important parameter that determines the power allocation among the layers. In QAM HM, $\lambda$ characterizes the constellation of hierarchical signals. For example, the QPSM+QPSK HM constellation becomes the uniform 16QAM when $\lambda = 6$ dB. In this chapter, we will limited our attention to the cases with $\lambda \geq 6$ dB, where the constellation is truly hierarchical. In the extreme case, e.g., $\lambda = \infty$, all the transmission power is assigned to the basic layer, HM signal essentially reduces to the single-layer constellation.

### 3.2.2 Traditional receiver for coded HM signals

At the receiver side, a user with low signal strength simply demodulates/decodes the basic information, whereas users with higher signal strength can demodulate/decode both the basic and the secondary layer information from the constellation. To explain the difference, note that the signal received at the user end is given by

$$y = \sqrt{P_1}x_1 + \sqrt{P_2}x_2 + n, \tag{3.3}$$

where $n$ is the Gaussian noise vector at the receiver, assumed to be Gaussian with variance $\sigma^2$, $n = [n_1, \ldots, n_k]^T$; $y$ denotes the received symbol vector, $y = [y_1, \ldots, y_k]^T$.

Before proceeding, we introduce the achievable rate notations used in the chapter hereafter in Table 3.1.

With independent demodulation/decoding, e.g., each layer treats the other layer as interference, the following rate pair is achievable [23]

$$R_6 = B \log_2(1 + \frac{P_1}{P_2 + \sigma^2}), \tag{3.4}$$
Table 3.1: summary of notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_b$</td>
<td>basic layer achievable rate in HM system</td>
</tr>
<tr>
<td>$R_s$</td>
<td>secondary layer achievable rate in HM system</td>
</tr>
<tr>
<td>$R_{s,succ}$</td>
<td>secondary layer achievable rate using successive decoding in HM system</td>
</tr>
<tr>
<td>$R_{b,ab}$</td>
<td>basic layer achievable rate using structure-based decoding in HM system</td>
</tr>
</tbody>
</table>

$$ R_s = B \log_2\left(1 + \frac{P_2}{P_1 + \sigma^2}\right), $$  \hspace{1cm} (3.5)

where $B$ is the channel bandwidth. Clearly, the two modulated signals interfere with each other, leading to a certain performance loss at the receiver end. Note that, in the QAM based HM, the effective noise $\bar{n} = \sqrt{P_2}x_2 + n$ for the basic layer is not Gaussian distributed.

For the secondary layer signal reception, successive decoding strategy can be employed firstly to decode $x_1$ and then subtract it from the received signal $y$. $x_2$ can then be demodulated/decoded from the remaining signal. With such successive decoding, a larger achievable rate can be achieved for the secondary layer [23],

$$ R_{s,succ} = B \log_2\left(1 + \frac{P_2}{\sigma^2}\right). $$   \hspace{1cm} (3.6)

### 3.3 Structure-based Decoding for the Basic Layer in HM system

As mentioned in Sections 3.1 and 3.2, demodulation of the basic layer signal in HM suffers from serious ILI caused by the secondary layer. A more efficient decoding scheme must be developed in order to approach or surpass the theoretical achievable rate $R_b$ for the basic layer. In this section, we first present a structure-based decoding algorithm that takes advantage of the QAM structure of secondary layer signal as the side information. The new decoding algorithm can largely cancel out the ILI for the basic layer without undue complexity. Subsequently, we analyze the constellations and mapping rule for the proposed decoding algorithm. Finally the computational complexity analysis for different decoding
approaches is provided.

3.3.1 Structure-based Decoding

The structure-based decoder is motivated by the following observation. In QAM-based HM broadcasting, the modulation scheme of each layer (for basic and secondary information) is sent over a control channel. As a result, the QAM structure information* is available for the demodulation/decoding of both layers. In particular, as shown in Fig. 3.3, the receiver has prior knowledge of the secondary layer modulation scheme when demodulating/decoding the basic layer. This extra information can be used to modify the LLR of the basic layer coded bits (in traditional HM reception, the QAM demodulators simply calculates the LLR assuming the interference is Gaussian distributed, the resulting LLR is then fed into the LDPC decoder).

Accordingly, the new receiver for the basic layer is comprised of two parts: a structure-based detector which produces modified soft information in the form of LLR, and a SISO LDPC decoder that incorporates the LLR. The structure-based detector has two inputs, one of which is the second layer structure information while the other is the $k$th received symbol, which can be expressed as

$$y_k = \sqrt{P_1} x_1^k + \sqrt{P_2} x_2^k + n_k.$$  \hspace{1cm} (3.7)

*In this chapter, we use the term “structure information” to refer to the modulation structure of the layers, e.g., QPSK, 16QAM.
Besides $y_k$, the modulation scheme and consequently the distribution function of $x_2$ is also known to the detector. In other words, the mapping from the $l_2$ information bits onto the $k$th symbol $x_2^k$ in the secondary layer is known as the prior information: $(v_2^1, ..., v_2^{l_2})^k \rightarrow x_2^k$, where $(v_2^1, ..., v_2^{l_2})^k$ is the $k$th random vector that spans $\{0,1\}^{l_2}$. Based on the extra information, the bit level modified LLR expression can be derived as follows. First, we rewrite Equation (3.7) as

$$y_k = \sqrt{P_1}x_1^k(v_1^1, ..., v_1^{l_1}) + \sqrt{P_2}x_2^k(v_2^1, ..., v_2^{l_2}) + n_k. \quad (3.8)$$

Unlike the traditional QAM demodulators, which calculate the LLR only based on the observation $y_k$, the structure-based detector produces the refined LLR soft information by accounting for the mapping information ($l_2$ bits are mapped into a symbol) in the secondary layer.

For AWGN channels, the modified LLR value for the $i$th bit of $x_1^k$ can be expressed as

$$L(v_1^i) = \log \frac{P[v_1^i = 0|y_k; \text{mapping information of } x_1^k]}{P[v_1^i = 1|y_k; \text{mapping information of } x_1^k]} \sum_{(v_2^1, ..., v_2^{l_2}) \in \{0,1\}^{l_2}} \frac{P[v_1^i = 0, v_2^1, ..., v_2^{l_2}|P(v_1^1, ..., v_2^{l_2})]}{P[v_1^i = 1, v_2^1, ..., v_2^{l_2}] P(v_1^1, ..., v_2^{l_2})}$$

$$= \log \sum_{(v_1^1, ..., v_2^{l_2}) \in \{0,1\}^{l_2}} \exp\left(-D(v_1^i = 0; v_2^1, ..., v_2^{l_2})\right) \sum_{(v_1^1, ..., v_2^{l_2}) \in \{0,1\}^{l_2}} \exp\left(-D(v_1^i = 1; v_2^1, ..., v_2^{l_2})\right). \quad (3.9)$$

where

$$D(v_1^i = 0; v_2^1, ..., v_2^{l_2}) = \frac{1}{2\pi}||y_k - \sqrt{P_1}x_1^k(v_1^1, ..., v_1^{i-1}, 0, v_1^{i+1}, ..., v_1^{l_1}) - \sqrt{P_2}x_2^k(v_2^1, ..., v_2^{l_2})||^2$$

$$D(v_1^i = 1; v_2^1, ..., v_2^{l_2}) = \frac{1}{2\pi}||y_k - \sqrt{P_1}x_1^k(v_1^1, ..., v_1^{i-1}, 1, v_1^{i+1}, ..., v_1^{l_1}) - \sqrt{P_2}x_2^k(v_2^1, ..., v_2^{l_2})||^2. \quad (3.10)$$

Since the secondary layer symbols $x_2^k$ are independently and uniformly distributed on their own constellations, the term $P(v_2^1, ..., v_2^{l_2})$ can be cancelled out in Equation (3.9) which will reduce the number of multiplications in the LLR computation.

The structure-based detector can also be applied to different channel profiles (see Section
3.6). For fading channels, the $k$th received symbol can be expressed as

$$y_k = h_k(\sqrt{P_1 x_1^k} + \sqrt{P_2 x_2^k}) + n_k,$$  \hspace{1cm} (3.11)

where $h_k$ is the channel response for the $k$th transmitted symbol. The same LLR expression as Equation (3.9) still applies, except Equation (3.10) is adjusted to

$$D(v_1^0; v_2^0, ..., v_2^{l_2}) = \frac{1}{2\sigma^2} ||y_k - h_k \sqrt{P_1 x_1^k (v_1^0, ..., v_1^{i-1}, 0, v_1^{i+1}, ..., v_1^{l_1})} - h_k \sqrt{P_2 x_2^k (v_2^0, ..., v_2^{l_2})}||^2 \hspace{1cm} (3.12)$$

With the modified LLR expressions for different channel models, we are ready to pass them into the SISO LDPC decoder and start decoding iteration as follows [35]:

- **Initialization**: Given the received signal $y_k$ and secondary layer structure, calculate the $L(v_1^i)$ for $i = 1, ..., l_1$ according to Equation (3.9). Set $L_{i \rightarrow j} = L_i = L(v_1^i)$.

- **Iteration**:
  - **Check node update**: compute outgoing check node messages $L_{j \rightarrow i}$ using Equation (3.13) and then pass them to the variable nodes.

$$L_{i \rightarrow j} = 2 \tanh^{-1} \left( \prod_{i' \in N(j) - \{i\}} \tanh\left( \frac{L_{i' \rightarrow j}}{2} \right) \right),$$  \hspace{1cm} (3.13)

where $N(j)$ is the set of neighboring variable nodes to the $j$th check node.

- **Variable node update**: compute outgoing variable node messages $L_{i \rightarrow j}$ using Equation (3.14) and then transmit them to the check nodes.

$$L_{i \rightarrow j} = L_i + \sum_{j' \in N(i) - \{j\}} L_{j' \rightarrow i},$$  \hspace{1cm} (3.14)

where $N(i)$ is the set of neighboring check nodes to the $i$th variable node.

- **LLR total**: For $i = 1, ..., n$ calculate

$$L_i^{\text{total}} = L_i + \sum_{j \in N(i)} L_{j \rightarrow i}.$$  \hspace{1cm} (3.15)
- **Stopping criteria**: For \( i = 1, \ldots, l_1 \), estimate \( \hat{v}_i^1 \) from

\[
\hat{v}_i^1 = \begin{cases} 
1, & \text{if } L_i^{\text{total}} < 0, \\
0, & \text{else,}
\end{cases}
\]  

(3.16)

to obtain \( \hat{v}_1^1.H^T = 0 \) or the number of iterations equals the maximum limit, the algorithm stops; else go to the step of check node update.

### 3.3.2 Constellations and Mapping Rules

The structure-based decoding can be applied to different constellations and mappings (but not arbitrary), in this subsection we discuss the constellations and mapping rule for the proposed decoding approach.

In [15], the Gray mappings on the overall HM constellations (e.g. non-uniform 16QAM and non-uniform 64QAM) are proposed. An enhanced version named the *balanced hierarchical constellation* is introduced in [32], it also needs the constellations are entirely Gray mapped. The limitation of the overall Gray mapped HM constellations is that, the secondary layer mapping scheme should be dependent on the basic layer mapping scheme (e.g., if two independently Gray mapped QPSK signals are added together, the superposed 16QAM is no longer entire Gray mapped). Thus the entire Gray mapped HM constellations increase the complexity of modulation block in the hardware implementation, especially for large constellations. The constraint condition for mapping can be softened when adopting the structure-based coding, which only requires that each layer of the HM constellation is Gray mapped (the mappings for both layers are independent).

Take the QPSK+QPSK HM constellation for example. In Fig. 3.4(a) the overall non-uniform 16QAM constellation [32] is Gray mapped, and in Fig. 3.4(b) each layer of the HM constellation is Gray mapped (the overall constellation no longer maintains the Gray mapping). Let us look back on Equation (3.9), the basic layer LLR calculation is only related to: (1) basic layer mapping itself; (2) the values of all possible secondary layer symbols (four possible values in this example). Therefore the basic layer Gray mapping is enough to minimize the BER for the basic layer information bits, thus there is slightly difference between Fig. 3.4(a) and Fig. 3.4(b) when employing the structure-based decoding. If
we want to further decode the secondary layer coded bits, usually the successive decoding strategy is applied. When correctly subtracting the already-detected basic layer signals from the received HM signals, the remained secondary layer constellations in both Fig. 3.4(a) and Fig. 3.4(b) are still Gray mapped. In a word, there is slight BER difference for the HM signal detection in both mapping schemes when using the structure-based decoding approach, but the mapping scheme in Fig. 3.4(b) is easier to implement and it reduces the mapping complexity. In addition, the structure-based decoding can also be applied to the rotated HM constellation as shown in Fig. 3.4(c), as long as it satisfies the mapping rule. Different designs of the rotated HM constellation are proposed in [21], which can be use to maximize spectral/modulation efficiency and minimize the peak-to-average-power ratio (PAPR) in the OFDM systems. When the rotated HM constellations are utilized in conjunction with the structure-based decoding, all the aforementioned advantages maintain, and at the same time the ILI is effectively mitigated.

3.3.3 Computational Complexity Analysis

In this subsection, we analyze the computational complexity of the structure-based decoding approach, and compare it with that of the multi-layer iterative decoding approaches.

The computation of the structure-based decoding approach mainly involves two parts, as can be observed from Fig. 3.3:
• The LLR computation of the structure-based detector (SBD), which is based on Equation (3.9). The elimination of the term $P(v_1^2, ..., v_{l_2}^2)$ greatly reduces the complexity.

• The iterations in the LDPC decoding, which are described from Equation (3.13) to Equation (3.16).

The block diagram of the LDPC multi-layer iterative decoding is shown in Fig. 3.5. The multiuser detector (MUD) outputs are connected to the soft inputs of two parallel LDPC decoders, which produce the extrinsic soft outputs (the extrinsic information calculations are not shown in Fig. 3.5). Then the soft outputs of these two decoders are fed back to the MUD, which can then improve its outputs along the iterations (the soft outputs of the two decoders are used to aid each other). After enough number of iterations, the outputs are forwarded to the hard decision block to generate the final information bits (the multi-layer iterative decoding details refer to [30][31]). The total computational complexity of the multi-layer iterative decoding approach is equal to the computational complexity of one iteration multiplying the number of iterations. For each iteration, the computational complexity mainly contains two parts as shown in Fig. 3.5:

• The LLR of the MUD, which delivers the \textit{a posteriori} LLR of a transmitted "1" and a transmitted "0" for every code bit of every layer (Equation (4) in [31]).
• The iterations in the LDPC decoding, which are the same as those of structure-based decoding.

Before we compare the computational complexity of the structure-based decoding approach with that of the multi-layer iterative decoding approaches, some comparative prerequisites should be stated:

1. This chapter focuses on the ILI mitigation for the basic layer in HM. Hence for the multi-layer iterative decoding approach, only the basic layer computational complexity is counted. This prerequisite makes a fair complexity comparison between the structure-based decoding approach and the multi-layer iterative decoding approach.

2. The basic layer computation complexity of both approaches is compared in terms of the total number of: (1) operations on LLR computation; (2) the number of LDPC inner iterations for one LDPC block length. Keep in mind that the contribution for the number of operations on LLR computation is independent of its type, e.g., subtraction, multiplication, division, exponentiation and logarithm. In the case of complex operations, a complex multiplication is equivalent to four real multiplications plus two real additions, and each complex addition is equivalent to two real additions.

Table 3.2: Basic layer computational complexity comparison; QPSK+QPSK HM signal with independently Gray mapped CONSTELLATION; the number of outside iterations for the multi-layer iterative decoding $N_{out} = 5$; the number of LDPC decoder inner iterations $N_{in} = 40$; $L$ denotes one LDPC block length.

<table>
<thead>
<tr>
<th></th>
<th>number of operations on LLR computation</th>
<th>number of LDPC inner iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iterative decoding</td>
<td>$215L$</td>
<td>200</td>
</tr>
<tr>
<td>Structure-based decoding</td>
<td>$33L$</td>
<td>40</td>
</tr>
<tr>
<td>Computational saving</td>
<td>84.7%</td>
<td>80%</td>
</tr>
</tbody>
</table>
As an example we consider the basic layer computational complexity for QPSK+QPSK HM signal, the comparison results are summarized in Table 3.2. In this complexity evaluation table, the number of LDPC decoder inner iterations \( N_{in} \) is set to be 40 for both approaches, the number of outside iterations (between the LDPC decoder and MUD) \( N_{out} \) is set to be 5 for the multi-layer iterative decoding approach, \( L \) denotes one LDPC block length, each layer of the HM constellation is independently Gray mapped. As can be observed from Table 3.2, compared with the multi-layer iterative decoding approach, the structured-based decoding approach offers 84.7% computational saving on the LLR computation, and 84.7% saving on the number of LDPC decoder inner iterations. In section 3.5 we will show that, without decoding the secondary layers, the structure-based decoding approach still offers comparable basic layer BER performance with the multi-layer iterative decoding approach in the HM scenario. Such is particularly appearing to the HM signal, which is made up of a strong basic layer signal and a relatively weak secondary layer signal.

### 3.4 Basic layer achievable rate analysis

In this section, we analyze the basic layer achievable rate assuming the second layer structure information is incorporated in decoding.

**Lemma 1** With the structure information from the secondary layer, the basic layer achievable rate is upper bounded by

\[
R_{b, sb} = B \log_2(1 + \frac{P_1}{\sigma^2}).
\]

**Proof.** As mentioned in Section II, the basic layer achievable rate with traditional demodulation/decoding (e.g., without exploiting the second layer structure information) is \( R_b = B \log_2(1 + \frac{p_1}{P_2 + \sigma^2}) \). Under the most extreme case where the secondary layer interference is deterministic, the ILI can be completely eliminated, thus the basic layer achievable rate for structure-based decoding is \( R_{b, sb} = B \log_2(1 + \frac{p_1}{\sigma^2}) \). \( \blacksquare \)

Following the same argument, one can conclude that the “more structured”\(^\dagger\) the distribution of the secondary layer signal bears, the larger achievable rate of the basic layer will

\(^\dagger\)We loosely use the word “more structured” for lower order QAMs. The distribution of lower order QAM symbols is relatively less random than high order QAM symbols, e.g., QPSK vs. 16QAM.
be. In this sense, the Gaussian like secondary layer signal is the worst ILI case for basic layer demodulation.

3.4.1 Basic layer achievable rate derivation

In this section, we analyze the basic layer achievable rate assuming the second layer structure information is incorporated in decoding.

Lemma 2 With the structure information from the secondary layer, the basic layer achievable rate is upper bounded by $R_{b, sb} = B \log_2(1 + \frac{P_1}{\sigma^2})$.

Proof. As mentioned in Section II, the basic layer achievable rate with traditional demodulation/decoding (e.g., without exploiting the second layer structure information) is $R_b = B \log_2(1 + \frac{P_1}{P_2 + \sigma^2})$. Under the most extreme case where the secondary layer interference is deterministic, the ILI can be completely eliminated, thus the basic layer achievable rate for structure-based decoding is $R_{b, sb} = B \log_2(1 + \frac{P_1}{\sigma^2})$. ■

Following the same argument, one can conclude that the “more structured”† the distribution of the secondary layer signal bears, the larger achievable rate of the basic layer will be. In this sense, the Gaussian like secondary layer signal is the worst ILI case for basic layer demodulation.

3.4.2 Basic layer achievable rate derivation

In order to arrive at the achievable rate, we must calculate the mutual information in consideration of the QAM-structured secondary layer interference. Rewrite the received signal as

$$Y = \sqrt{P_1}x_1 + \sqrt{P_2}x_2 + n$$

where $P_1$ and $P_2$ are the powers of the QAM and Gaussian noise, respectively, and $n$ is the overall noise and interference.

Also define the SINR for the basic layer as

$$SINR = \frac{P_1}{P_2 + \sigma^2}.$$
In Equation (3.17), the transmitted QAM signal \( x_i \) \((i = 1, 2)\) and Gaussian noise \( n \) are complex numbers \( x_i \in C, n \in C \). To simplify the derivation, we may think of each signal as a real 2-tuple in \( R^2 \), and only consider its real part due to symmetry.

Consider a standard \((M \times M)\)-QAM signal set, which is the Cartesian product of two \(M\)-PAM sets; i.e.,

\[
A = \{(a + ib)| a \in A', b \in A'\} \tag{3.18}
\]

where \( A' = \{-d(M - 1)/2, \ldots, -d/2, d/2, \ldots, d(M - 1)/2\} \). Take QPSK signal for example, \( x_2 = \{\pm \frac{1}{\sqrt{2}}, \pm \frac{j}{\sqrt{2}}\} \), where \( M = 2, A' = \{-\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}\} \). Similarly in 16QAM, \( x_2 = \{\pm \frac{a}{\sqrt{10}}, \pm \frac{b}{\sqrt{2}}j\} \), where \( a \in \{1, 3\}, b \in \{1, 3\} \). \( M = 4, A' = \{-\frac{3}{\sqrt{10}}, -\frac{1}{\sqrt{10}}, \frac{1}{\sqrt{10}}, \frac{3}{\sqrt{10}}\} \). In general, the PDF of M-PAM signal is given by

\[
f_{PAM}(x) = \frac{1}{M} \left( \sum_{k=1}^{M} \delta(x - \sqrt{P_2}x_{i,k}) \right) \tag{3.19}
\]

where \( \delta(\cdot) \) denotes the Dirac delta function. \( A'_i \) \((i = 1, 2)\) denotes the \(M\)-PAM sets for basic and secondary layer, respectively. Here, we use \( x_{i,k} \) to denote the \( k \)th symbol representative in \(M\)-PAM sets for basic and secondary layer, respectively.

With \( \sigma^2 \), the PDF of the i.i.d Gaussian noise can be written as

\[
f_n(x) = \frac{1}{\sqrt{2\pi\sigma^2}} \cdot \exp\left(-\frac{x^2}{2\sigma^2}\right) \tag{3.20}
\]

Since the effective overall noise (secondary interference plus Gaussian) for basic layer signal is given by

\[
\pi = \sqrt{P_2}x_2 + n, \tag{3.21}
\]

its PDF can be calculated from the convolution \( f_{\pi}(x) = f_n(x) * f_{PAM}(x) \). Taking advantage
of the sifting property of Dirac delta function,

\[ f_{\pi}(x) = f_n(x) * f_{PAM}(x) \]

\[ = \frac{1}{\sqrt{2\pi}\sigma^2} \cdot \exp\left(-\frac{x^2}{2\sigma^2}\right) * \frac{1}{M_2} \left( \sum_{k=1}^{M_2} \delta(x - \sqrt{P_2}x_{2,k}) \right) \]

\[ = \frac{1}{M_2\sqrt{2\pi}\sigma^2} \left( \sum_{k=1}^{M_2} \exp\left(-\frac{(x - \sqrt{P_2}x_{2,k})^2}{2\sigma^2}\right) \right). \]

With the observation \( y = \sqrt{P_1}x_1 + \pi \) and the effective overall noise distribution \( f_{\pi}(x) \) in hand, we can now compute the basic layer achievable rate

\[ R_{b,sb} = I(x_1; y). \]

(3.23)

Since \( \pi \) is independent of the basic layer symbol \( x_1 \), \( h(y|x_1) = h(\pi) \). Therefore

\[ I(x_1; y) = h(y) - h(y|x_1) \]

\[ = h(y) - h(\pi). \]

(3.24)

Firstly, we calculate \( h(\pi) \) from

\[ \log_2 f_{\pi}(x) = \log_2 \frac{1}{M_2\sqrt{2\pi}\sigma^2} \left( \sum_{k=1}^{M_2} \exp\left(-\frac{(x - \sqrt{P_2}x_{2,k})^2}{2\sigma^2}\right) \right) \]

\[ = -\log_2 M_2 - \frac{1}{2} \log_2 (2\pi\sigma^2) + \log_2 \left( \sum_{k=1}^{M_2} \exp\left(-\frac{(x - \sqrt{P_2}x_{2,k})^2}{2\sigma^2}\right) \right). \]

(3.25)
\[ h(\pi) = -E[\log_2 f_\pi(x)] \]

\[ = E \left[ \log_2 M_2 + \frac{1}{2} \log_2 (2\pi \sigma^2) - \log_2 \left( \sum_{k=1}^{M_2} \exp\left(-\frac{(x - \sqrt{P_2} x_{2,k})^2}{2\sigma^2}\right) \right) \right] \]

\[ = \log_2 M_2 + \frac{1}{2} \log_2 (2\pi \sigma^2) - E \left[ \log_2 \left( \sum_{k=1}^{M_2} \exp\left(-\frac{(x - \sqrt{P_2} x_{2,k})^2}{2\sigma^2}\right) \right) \right] \tag{3.26} \]

\[ = \log_2 M_2 + \frac{1}{2} \log_2 (2\pi \sigma^2) - \int \log_2 \left( \sum_{k=1}^{M_2} \exp\left(-\frac{(x - \sqrt{P_2} x_{2,k})^2}{2\sigma^2}\right) \right) \cdot f_\pi(x) dx. \]

Then we calculate \( h(y) \) by computing

\[ p(y) = \sum_{k=1}^{M_1} \frac{p(y|x_{1,k})p(x_{1,k})}{p(x_{1,k})} \tag{3.27} \]

where \( A'_1 \) denotes the \( M \)-PAM sets for the basic information layer. \( x_{1,k} \) denotes the \( k \)th symbol representative in the \( A'_1 \). Since \( x_{1,k} \) is uniformly distributed in the sets \( A'_1 \), \( p(x_{1,k}) = 1/M_1 \).

\[ p(y) = \sum_{k=1}^{M_1} \frac{p(y|x_{1,k})p(x_{1,k})}{p(x_{1,k})} = \frac{1}{M_1} \sum_{k=1}^{M_1} p(y|x_{1,k}) = \frac{1}{M_1} \sum_{k=1}^{M_1} f_\pi(y - \sqrt{P_1} x_{1,k}) \]

\[ = \frac{1}{M_1 M_2 \sqrt{2\pi \sigma^2}} \sum_{k=1}^{M_1} \sum_{x_{1,k} \in A'_1} \sum_{x_{2,k'} \in A'_2} \exp\left(-\frac{(y - \sqrt{P_1} x_{1,k} - \sqrt{P_2} x_{2,k'})^2}{2\sigma^2}\right). \tag{3.28} \]

We now arrive at

\[ h(y) = - \int \log_2 (p(y)) p(y) dy, \tag{3.29} \]

which can be numerically integrated by plugging in Equation (3.28). Finally, by combining Equation (3.29) and Equation (3.26) into Equation (3.24), we arrive at the horizontal \( M \)-PAM achievable rate expression. The same methodology can be applied for computing the vertical \( M \)-PAM achievable rate.
Fig. 3.6 and Fig. 3.7 show the basic layer achievable rate curves, \( R_{b,\text{sb}} \), for QPSK+QPSK and QPSK+16QAM HM schemes with different power ratio \( \lambda \), respectively. It is worth noting that, when \( \lambda = \infty \) the secondary layer interference is purely Gaussian noise, which is the worst case for HM system (the lower bound of all achievable rate curves) as explained in \textit{Lemma} 1. As can be observed in Fig. 3.6 and Fig. 3.7, when \( \lambda \) is small (e.g., 6 dB, indicating the secondary layer signal power \( P_2 \) is relatively large), the structure-based decoding approach demonstrates noticeable SINR gain when compared to achievable rate curve with \( \lambda = \infty \). Depending on the data rate, 0-6 dB SINR gain for the QPSK+QPSK case and 0-5.7 dB SINR gain for the QPSK+16QAM case can be achieved. In addition, the SINR gain becomes larger when achievable rate is higher. This fact validates the importance of the structure-based decoding approach. When \( \lambda \) is large (beyond 10 dB), meaning the secondary layer signal power \( P_2 \) is relatively small (e.g., when the Gaussian noise \( n \) dominates the overall noise \( \bar{n} \)), the structure-based decoding achievable rate curves \( R_{b,\text{sb}} \) are only marginally higher than the achievable rate curve with \( \lambda = \infty \), especially at lower rate. The SINR gain diminishes when \( \lambda \) reaches 15 dB for QPSK+QPSK case.

![Figure 3.6](image_url)

\textbf{Figure 3.6:} The basic layer achievable rate for QPSK+QPSK HM with different power ratio under AWGN channel.

It is interesting to note that, the basic layer achievable rate \( R_{b,\text{sb}} \) is different for QPSK+QPSK
3.5 Performance analysis and Numerical results

In this section, we evaluate the basic layer BER performance for LDPC coded QPSK+QPSK HM signal using the structure-based decoding approach and other decoding approaches. The simulation settings are the same as mentioned in Section III (c): each layer of the HM constellation is independently Gray mapped, the number of LDPC decoder inner iterations is 40 for all the decoding approaches, the LDPC codes is specified in [33] with code length 9216
Figure 3.8: The achievable rate comparison for the basic layer between QPSK+QPSK and QPSK+16QAM HM schemes with the same power ratio.

and code rate $3/4$, the number of outside iterations for the multi-layer iterative decoding approach is 5.

Fig. 3.9 shows the basic layer BER curves for the QPSK+QPSK HM signal ($\lambda$ is 6 dB) when adopting with the traditional decoding (e.g., without taking account of the secondary layer structure information), the structure-based decoding and the multi-layer iterative decoding respectively. The SINR bound corresponding to the achievable rate $R_{b,sb} = 3/2$ (due to the LDPC code rate is $3/4$), is provided as a reference. It is seen that the performance of basic layer when using the structure-based decoding is 0.3 dB better than the traditional decoding, which is a noticeable improvement under AWGN channel. The structure-based decoding achieves almost the same BER performance as the much more complicated multi-layer iterative decoding for the basic layer reception. The results indicate that the structure-based decoding approach achieves an excellent performance-complexity trade-off in the HM scenario, specially for small $\lambda$ (e.g. $\lambda$ between 6 dB and 9 dB). Compared with the theoretical limit, it can be seen that the structure-based decoding BER curve has a 0.6 dB gap from the theoretical SINR for $R_{b,sb} = 3/2$, which can primarily attributed to the sub-optimality
Figure 3.9: BER versus SINR using 3/4 rate LDPC for the basic layer of QPSK+QPSK HM, power ratio $\lambda$ is 6 dB.

of the LDPC codes.

When $\lambda$ is raised to 15 dB, as shown in Fig. 3.10, the BER curves of the three decoding approaches almost merge, in this case the advantage of the structure-based decoding approach becomes negligible. This is not surprising since the AWGN noise becomes a dominating factor in $\pi$ when $\lambda$ becomes larger. The basic layer BER curve of the structure-based decoding in this example will be eventually overlap with the BER curve of QPSK under AWGN channel as $\lambda$ goes to infinity. This phenomenon perfectly matches the achievable rate curves in Fig. 3.6.

3.6 Algorithm Implementation

The structure-based LDPC decoding algorithm is applied to real world signals collected from our newly designed Broadband Digital Radio (BDR) system. As part of its key features, HM allows the BDR to offer layered services in both FM and AM bands. The block diagram of the HM mode in BDR is shown in the Fig. 3.11, the feature blocks include an LDPC encoder, a HM mapper and an OFDM modulator. Here we only focus on the basic layer
Figure 3.10: BER versus SINR using 3/4 rate LDPC for the basic layer of QPSK+QPSK HM, power ratio $\lambda$ is 15 dB.

detection, the secondary layer information bits can be decoded by using successive decoding strategy.

3.7 Conclusions

This chapter presented a structure-based decoding algorithm for hierarchical QAM modulation. By exploiting the structure information of the secondary layer, the proposed decoding algorithm effectively mitigates the ILI for the basic layer in HM reception. Performance and complexity comparisons with the multi-layer iterative decoding approach are presented. These comparisons reveal that the proposed decoding algorithm achieves an excellent performance-complexity tradeoff over the existing decoding approaches. In addition, the basic layer achievable rate has been derived to quantify the theoretical improvement due to structure-based decoding - the SINR gain is as significant as 6 dB at 2 bit/Hz in the QPSK+QPSK HM transmission. Numerical results from simulations and a real-world digital radio broadcasting system are provided to illustrate the efficacy of the proposed technique.
Figure 3.11: Block diagram of HM mode in BDR.
Chapter 4

A LOW-COMPLEXITY DECODING ALGORITHM FOR CODED HIERARCHICAL MODULATION IN SINGLE FREQUENCY NETWORKS

For the digital network, frequency planning is needed as in other digital broadcasting signals. Most importantly, the single frequency network (SFN) architecture will be used in the Broadband Digital Radio (BDR) deployment. In the BDR networks, the hierarchical modulation (HM) technique is adopted to provide both global and local information. Except the inter-layer interference (ILI) which is explained in Chapter 3, the HM based SFN also introduces the inter-cell interference (ICI). In this chapter, we develop a low-complexity successive interference cancellation (SIC) algorithm for the coded HM signals, which can effectively mitigate both the ILI and ICI in the SFN.

4.1 Hierarchical Modulation in Single Frequency Networks

How to increase the spectral efficiency of digital broadcasting systems has been a topic of extensive studies in the past years. Among other techniques proposed, the single frequency network (SFN) [36], [37] is one of the most important schemes for efficient utilization of the radio spectrum in digital broadcasting. Different from the multi-frequency network (MFN) where each station makes use of a different transmitting frequency, in an SFN all the transmitters broadcast the same signal on the same frequency within the whole coverage area. Besides the spectrum efficiency, the SFN increases the coverage area and decreases the transmission power/outage probability [38] by virtue of overlapping coherent signals from the transmitters. The benefit of the SFN can be quantified as the “SFN gain”, which is investigated in [39], [40]. On the other hand, due to the transmission of identical global information from different transmitters, local services are no longer possible in a typical SFN.

In order to accommodate the local services, e.g., local news, traffic information, weather
reports or local alerts, two classes of technologies have been investigated for the SFN: the first one is the time slicing approach [41], whereas the second one is the hierarchical modulation approach [43]-[47]. Both approaches can be applied in conjunction with the SFN to provide both global and local information.

Time slicing technique (which is included in DVB-H) consists of temporal multiplexing of services to be transmitted. The main idea behind it is to establish two types of time slices: one used for transmitting the global content and the other for delivering the local content. Besides providing the local service, the time slicing technique is still capable of transmitting the global service with all SFN advantages. However, in order to separate the global contents and local contents, the adaptation intervals are needed to ensure that no data from the global services is mixed with the data from the local services. The overhead generated by adaptation intervals reduces the efficiency of the entire networks and results in the discontinuous transmission. The advantages and limitations of time slicing are investigated in [41].

The second approach for delivering the local services in an SFN is the usage of hierarchical modulation (HM), which is already in the DVB-T/H/SH standards [15]-[42]. Compared with the time slicing technique, the HM provides continuous transmission without adding the overhead. It enables the transmission of global services over the SFN, and at the same time, local contents within the vicinity of the transmitter on the same frequency band. Different from the traditional single-layer SFN, each transmitter in the HM-based SFN provides multiple layers of data streams. Each layer has a different carrier to noise ratio ($C/N$) threshold and a corresponding coverage area, all within the same transmission bandwidth. In this chapter, we use the term the basic layer signal to describe the global services data transmitted in the HM-based SFN; the local services data that is added on top of the basic layer will be named the secondary layer signal.

The flexibility of HM-based SFN does not come without a cost. Two primary interferences lead to the loss of the achievable symbol rate in the HM-based SFN. The first type of interference is called the inter-layer interference (ILI) [32], the added secondary layer of each transmitter not only reduces the effective transmission power from the basic layer, but also incurs an additional inference to the basic layer reception; The second type of interference
is called the inter-cell interference (ICI), the basic layer and secondary layer signals from different transmitters may become interferences for each other in the overlapping area.

Most HM systems adopt the powerful channel codes (e.g., Turbo codes, low-density parity-check code (LDPC)) for better fading resistance and higher receiver sensitivity [24]-[28]. In order to cope with the ILI and ICI, the decoding algorithm for the coded signals in the HM-based SFN should be carefully investigated. To date, there is limited research work focusing on the decoding algorithm in the HM-based SFN scenario. As mentioned in [43], the multi-layer iterative decoding approach [32], [30], [31] might be applied to the HM-based SFN scenario. This type of approach can effectively mitigate the ILI and ICI, since all the layers (the shared basic layer and different secondary layers in the SFN) keep refining the reception quality during the iterations, even though the detectable layers might be part of them*. However, the primary limitations of the multi-layer iterative decoding approach are its high decoding complexity/delay and the large memory requirement, especially in the HM-based SFN scenario where part of the decoder resources is used on the unwanted layers. In addition, the number of outside iterations (iterations between the demodulator and channel decoder) and inner iterations (iterations inside the channel decoder) must be tuned in order to achieve the best performance. This could be problematic with changing signal-to-noise-plus-interference ratio (SINR) values and channel characteristics. Therefore a more efficient decoding algorithm with low-complexity is highly desirable for the coded HM signal in the SFN.

The main contributions of this chapter are two-fold. First, we investigate the decoding algorithms in the HM-based SFN, which can effectively mitigate the ILI and ICI problems. To date, this topic has not been studied in detail in the literature. In particular, we propose a low-complexity structured successive interference cancellation (SIC) approach for coded HM signal in the SFN, which can practically address the performance loss caused by the QAM-structured (quadrature amplitude modulation) ILI and ICI directly at the receiver end. Compared with the traditional SIC method [29], the main difference of the structured SIC approach is that we consider the mapping information (e.g., QPSK, 16QAM) of the

*In the HM SFN, the weak secondary signals which are far from the mobile users cannot be detected due to the path loss or fading.
secondary layer signals when decoding the coded bits. Also the decoding complexity of the proposed approach is much lower than that of the multi-layer iterative decoding method [30], [31] without much performance loss. Secondly, we evaluate the performance of structured SIC approach in a real-world OFDM-based broadband digital radio (BRD) system [34]. The simulations show that the structured SIC approach can offer 0-0.7 dB carrier to noise ratio $C/N$ gain compared with the traditional SIC approach, while providing the comparable performance with the multi-layer iterative decoding approach. The performance evaluation and decoding complexity comparisons indicate that the proposed structured SIC approach offers a good performance-complexity trade-off. Besides the low decoding complexity, another big advantage of the structured SIC approach is its compatibility. It can be applied to different soft-decision channel coding schemes (e.g., LPDC, Turbo code) and mappings schemes under various channel profiles.

The rest of the chapter is organized as follows. Section 4.2 describes the coded HM-based SFN system, which can provide both global and local information on the same frequency band. Section 4.3 puts forth the structured SIC approach for the coded HM signals in the SFN and analyzes its advantages. The decoding complexity analysis and comparisons are provided in Section 4.4. Section 4.5 first introduces the algorithm implementation in the BDR SFN networks, and then evaluates the bit error rate (BER) performance of the structured SIC approach against the traditional SIC approach and the multi-layer iterative decoding approach. Finally, a conclusion is drawn in Section 4.6.

4.2 The Proposed Coded HM-based SFN

In this section, we first illustrate a practical HM-based SFN example, and then the system model and definitions are provided.

4.2.1 HM-based SFN

Fig. 4.1 illustrates a practical example which involves two transmitters (TX) broadcasting their own QPSK+QPSK HM signals\(^1\) over the SFN. These two transmitters share the same

\(^1\)QPSK+QPSK HM signal indicates the basic layer and the secondary layer are both QPSK mapped. The two layer QPSK signals constitute a non-uniform 16QAM.
basic layer QPSK signal, which conveys the global service data within the SFN coverage. The secondary layer QPSK signal of each transmitter is unique, carrying the local service data in its own coverage, which is determined by the secondary layer transmission power. In the HM-based SFN, the received signal contains different components with various strengths. In this example, the received signal has one strong basic layer component (global service data) and two relatively weak secondary layer components (local service data from each transmitter). Depending on the location and the size/complexity constraints of the mobile users, the detectable signal can be the global service data (e.g., User1 in the figure, which is out of the local coverage), or the global service data together with the local service data (e.g., User2 in the figure, which is within the local coverage of TX1).

4.2.2 System Model and Definitions
Figure 4.2: M transmitters simultaneously send coded HM signals to a receiver over the SFN.

In theory, multi-layer source information of each transmitter can be delivered to users experiencing different channel qualities through HM. In this chapter, only the two-layer HM transmission is investigated, which is sufficient for practical wireless systems (e.g., a QPSK+16QAM HM signal can provide the non-uniform 64QAM constellation). We denote symbol alphabet \( u_1 \) as the shared basic layer information bits (global service) for all the transmitters, and \( u_{m,2} \) as the unique secondary layer information bits (local service) for the \( m \)th transmitter. \( v_1 \) and \( v_{m,2} \) denotes the corresponding coded bits after channel encoder (in this chapter, we assume LDPC as the coding choice): 
\[
\begin{align*}
v_1 &= [v_1^1, ..., v_1^n]^T \\
v_{m,2} &= [v_{m,2}^1, ..., v_{m,2}^n]^T
\end{align*}
\]
where \( v_1^n \) and \( v_{m,2}^n \) is the \( n \)th coded bit of basic layer and secondary layer, respectively. The two-layer coded bits are then modulated into \( x_1 \) and \( x_{m,2} \),
\[
\begin{align*}
x_1 &= [x_1^1, ..., x_1^k]^T \\
x_{m,2} &= [x_{m,2}^1, ..., x_{m,2}^k]^T
\end{align*}
\]
where \( x_1^k \) and \( x_{m,2}^k \) denotes the \( k \)th symbol of basic layer and secondary layer respectively.
Fig. 4.2 illustrates the transmission in the HM-based SFN with $M$ transmitters simultaneously sending coded HM signals to a receiver over the SFN. The two data streams $u_1$ and $u_{m,2}$ of the $m$th transmitter are independently coded using the LDPC encoders and then modulated using QAM with amplitude set to be $\sqrt{P_{m,1}}$ and $\sqrt{P_{m,2}}$, respectively. Finally, the symbols from the two layers are superimposed into $s_m$ before transmission. Mathematically, the transmitted signal is given by

$$s_m = \sqrt{P_{m,1}}x_1 + \sqrt{P_{m,2}}x_{m,2}, \quad (4.1)$$

with $P_{m,1} + P_{m,2} = P_m$, where $P_m$ is total transmission power of the $m$th transmitter, $s_m = [s_{m,1}^1, \ldots, s_{m,k}^m]^T$. More precisely, the secondary layer symbols $x_{m,2}$ in Equation (4.1) should be written as $x_{m,2}(x_1)$ to emphasize its dependency on $x_1$ (e.g., the Gray mapping [15][14]). Since the notation $x_{m,2}$ does not affect our derivation of the proposed decoding approach, we use $x_{m,2}$ here for convenience.

Also we define the power ratio between the basic layer signal and the secondary layer for the $m$th transmitter,

$$\lambda_m = \frac{P_{m,1}}{P_{m,2}}. \quad (4.2)$$

In the HM-based SFN, $\lambda_m$ is an important parameter that determines the power allocation for the global service data and local service data. In the extreme case when $\lambda_m = \infty$, all the transmission power is assigned to the basic layer, thus the transmitter only broadcasts the global service data. Also the $\lambda_m$ characterizes the constellation of hierarchical signals, for example when $\lambda_m = 6$ dB, the QPSM+QPSK HM constellation becomes the uniform 16QAM.

At the receiver side, a user with low signal strength simply demodulates/decodes the shared basic layer information, whereas users with higher signal strength can demodulate/decode not only the basic layer information, but also the specific secondary layer information from the nearby transmitters. At the receiver end, the $k$th received symbol can

\[^1\text{M is usually less than 4 in the real scenario, when some transmitters in the SFN are far from the mobile user, the interference from them can be neglected due to the path loss.}\]
be expressed as

\[ y_k = \sum_{m=1}^{M} h_m^k s_m^k + n_k. \]

\[ = \sum_{m=1}^{M} h_m^k (\sqrt{P_{m,1}} x_1^k + \sqrt{P_{m,2}} x_{m,2}^k) + n_k \]

\[ = (\sum_{m=1}^{M} h_m^k \sqrt{P_{m,1}}) x_1^k + \sum_{m=1}^{M} h_m^k \sqrt{P_{m,2}} x_{m,2}^k + n_k. \]

(4.3)

where \( y_k \) is the \( k \)th received symbol; \( s_m^k \) is the \( k \)th transmitted symbol from the \( m \)th transmitter and \( h_m^k \) is corresponding frequency domain channel response; \( n_k \) is the Gaussian noise added on the \( k \)th received symbol. It can be observed that the basic layer signal strength can be reduced due to different channel phases. In these cases, the secondary layer ICI on the basic layer is particularly large.

### 4.3 Structured SIC approach for HM-based SFN

As mentioned in Section 4.1, demodulation/decoding of coded HM signals in the SFN suffers from ILI and ICI. Although the multi-layer iterative decoding approaches can provide good interference mitigation in the HM-based SFN, the costs paid are the high decoding complexity/delay and memory requirements. In this section, we first present a structured demodulation/decoding algorithm that takes advantage of the QAM structure of secondary layer signals as the side information. The new decoding algorithm can largely cancel out the ILI and ICI without causing too much complexity increase. Subsequently, we analyze the advantages of the proposed decoding algorithm. Finally, the decoding complexity analysis and comparison for different decoding approaches are provided.

The structure SIC approach is motivated by the following observation. In QAM-based HM broadcasting over the SFN, the modulation schemes of each transmitter (both basic and secondary layers) is sent over a control channel. As a result, the QAM mapping information (e.g., QPSK, 16QAM) of the secondary layer is available for the demodulation/decoding. In other words, the mapping from the \( l_{m,2} \) information bits onto the \( k \)th secondary layer symbol \( x_{m,2}^k \) of the \( m \)th transmitter is known as the prior information: \((v_1^{l_{m,2}}, ..., v_{l_{m,2}}^{l_{m,2}})^k \rightarrow x_{m,2}^k\), where \((v_1^{l_{m,2}}, ..., v_{l_{m,2}}^{l_{m,2}})^k \) is the \( k \)th random vector that spans \([0, 1]^{l_{m,2}}\). Based on the extra
Figure 4.3: Structured demodulation/decoding for the basic layer (global service data).

By including the secondary layer mapping information, Equation (4.3) can be rewritten as

\[
y_k = \left( \sum_{m=1}^{M} h_m^k \sqrt{P_m} \right) s_1^k(v_1^1, ..., v_1^{l_{m,1}}) + \sum_{m=1}^{M} h_m^k \sqrt{P_m} x_{m,2}^k(v_2^1, ..., v_2^{l_{m,2}}) + n_k
\]

where \(l_{m,1}\) and \(l_{m,2}\) denote the number of the information bits mapped into a basic layer symbol (since the basic layer symbol is same in the HM SFN, \(l_{m,1} \equiv l_1\)) and a secondary symbol, respectively; \(h_{all}^k = \left( \sum_{m=1}^{M} h_m^k \sqrt{P_m} \right)\); \(h_m^k = h_m^k \sqrt{P_m} \).

Instead of being simply treated as the Gaussian noise [43], the distribution of the secondary layer signals in the SFN can be further exploited to refine the metric for the Log-likelihood ratio (LLR) calculation. With the above observation we are ready to demonstrate the proposed structured SIC approach, which contains two stages: (1) the basic layer (global service data) decoding; (2) the secondary layer (local service data) decoding if necessary, depending on the signal strength of the secondary layer.

### 4.3.1 Basic Layer Decoding

The structured SIC approach first extracts the global content from the received signal. Unlike the traditional basic layer QAM demodulators\(^5\), the structure-based detector produces

\(^5\)The traditional QAM demodulators calculate the Log-likelihood ratio (LLR) only based on the observation \(y_k\), and treat the undetected symbols and noise together as Gaussian noise.
the refined Log-likelihood ratio (LLR) by accounting for the mapping information of the secondary layer signals and the channel state information (CSI), as illustrated in Fig. 4.3. The modified LLR expression for the basic layer coded bits is shown in Equation (4.5). To simply the expression, we use the notation \( x_{m,2}^k \triangleq x_{m,2}^k(v_{m,2}^1, \ldots, v_{m,2}^m) \), which denotes different binary bit sequences \((v_{m,2}^1, \ldots, v_{m,2}^m)\) are mapped to their corresponding constellation points \(x_{m,2}^k\).

\[
L(v_i) = \log \frac{P[y_k|v_i^1 = 0; (h_m')_{m=1}^M; \text{mapping information of } (x_{m,2}^k)^M_{m=1}]}{P[y_k|v_i^1 = 1; (h_m')_{m=1}^M; \text{mapping information of } (x_{m,2}^k)^M_{m=1}]} \\
= \log \frac{\sum_{(v_{m,2}^1, \ldots, v_{m,2}^m) \in \{0,1\}^m} P[y_k|v_i^1 = 0; (h_m')_{m=1}^M; (x_{m,2}^k)^M_{m=1}] \cdot \prod_{m=1}^M P(x_{m,2}^k)}{\sum_{(v_{m,2}^1, \ldots, v_{m,2}^m) \in \{0,1\}^m} P[y_k|v_i^1 = 1; (h_m')_{m=1}^M; (x_{m,2}^k)^M_{m=1}] \cdot \prod_{m=1}^M P(x_{m,2}^k)} \\
= \log \frac{\sum_{(v_{m,2}^1, \ldots, v_{m,2}^m) \in \{0,1\}^m} \exp \left\{ -D \left[ v_i^1 = 0; (h_m')_{m=1}^M; (x_{m,2}^k)^M_{m=1} \right] \right\}}{\sum_{(v_{m,2}^1, \ldots, v_{m,2}^m) \in \{0,1\}^m} \exp \left\{ -D \left[ v_i^1 = 1; (h_m')_{m=1}^M; (x_{m,2}^k)^M_{m=1} \right] \right\}}, \quad (4.5)
\]

where the notation \((\cdot)^M_{m=1}\) denotes the variables for all the \(M\) secondary layers, and

\[
D \left[ v_i^1 = 0; (h_m')_{m=1}^M; (x_{m,2}^k)^M_{m=1} \right] = \frac{1}{2\sigma^2} \| y_k - h_m' x_{m,2}^k(v_1^1, \ldots, v_{i-1}^1, 0, v_i^1, \ldots, v_l^1) - \sum_{m=1}^M \hat{h}_m x_{m,2}^k \|_2^2 \quad (4.6)
\]

\[
D \left[ v_i^1 = 1; (h_m')_{m=1}^M; (x_{m,2}^k)^M_{m=1} \right] = \frac{1}{2\sigma^2} \| y_k - h_m' x_{m,2}^k(v_1^1, \ldots, v_{i-1}^1, 1, v_i^1, \ldots, v_l^1) - \sum_{m=1}^M \hat{h}_m x_{m,2}^k \|_2^2 \quad (4.7)
\]

Since the secondary layer symbols \(x_{m,2}^k\) are independently and uniformly distributed on their own constellations, the term \(\prod_{m=1}^M P(x_{m,2}^k)\) can be cancelled out in Equation (4.5), which will reduce the number of multiplications in the LLR computation. With the modified LLR, we can pass them into the soft-input-soft-output (SISO) LDPC decoder and start decoding iteration (the decoding procedure is the same as we described in Chapter 3).
4.3.2 Secondary Layers Decoding

The main idea of the secondary layers decoding is to subtract the already-detected basic layer signals from the received signals firstly, and then decode the detectable secondary layers (when the average signal strength is larger than a the sensitivity of the receiver, the signal is detectable. The signal strength can be estimated through channel estimation. The details of channel estimation in the HM-based SFN and related pilots design can refer to [43], which is beyond the scope of this chapter). The procedures of secondary layer decoding are described as follows.

- **Initialization**:

  step 1: For the secondary layer signals detection, firstly we need to demodulate the basic layer signal $x^k_1$ and then subtract it from the received signal $y_k$.

  \[
  \tilde{y}_k = y_k - h'_\text{all} x^k_1(v^1_1, \ldots, v^l_1) \\
  = \sum_{m=1}^{M} h'_m x^k_m(v^1_m, \ldots, v^l_m, 2) + n_k.
  \]

  step 2: Calculate the average signal strength from the $m$th secondary layer: $\overline{h'_m} = E[h'_m]$, where $E[\cdot]$ denotes the expectation operation. Then arrange the sequence $(\overline{h'_1}, \ldots, \overline{h'_m})$ in the descending order of the norm, let $h'_j$ denote the $j$th largest elements of the sequence, than $y'_k$ can be rewrite as:

  \[
  \tilde{y}_k = \sum_{j=1}^{M} h'_j x^k_{(j), 2} + n_k.
  \]

After the two steps initialization, we are ready to start the structured SIC from the secondary layer signal with the largest $h'_j$. Here we use the notation $x^k_{(j), 2} \triangleq x^k_{(j), 2}(v^1_{(j), 2}, \ldots, v^l_{(j), 2})$ to simply the expression, also we set the counter $C$ to record the index of SIC branches, $C = 0$ at the beginning.

- **Iteration**:

  step 1 (structured decoding): The decoding principle is the same as the basic layer decoding, which explores the mapping information of the remaining secondary layer signals.
The refined LLR for the secondary layer is fed into the SISO LDPC decoder, and start the decoding iterations.

step 2 (updating):

\[ y'_k = y'_k - h'_k x_k; \]

\[ C = C + 1; \]

\[ h'_{(1)} = h'_{(C+1)}. \]

- **Stopping criteria**: When the average signal strength \( h'_{(1)} \) is less the sensitivity of the receiver or \( C = M \), the secondary layers decoding are ended.

### 4.3.3 Advantages of the proposed algorithm

The proposed structured SIC approach has a number of advantages shown as follows, which are particularly important in the real system implementation.

- **Low decoding complexity with good ILI/ICI mitigation**: Different from the multi-layer iterative decoding approaches, which need to decode all the layers iteratively to provide good interference mitigation, the structured SIC approach only decodes the detectable signals without iterations, thus largely reducing the decoding complexity. In addition, under the HM-based SFN scenarios, the proposed approach provides comparable BER performance of the detectable signals with that of multi-layer iterative decoding approaches (see Section 4.5). All the comparisons indicate that the proposed structured SIC approach offers a good performance-complexity trade-off, particularly for the HM-based SFN scenarios.

- **Suitable for different soft-decision channel coding and channel profiles**: In the algorithm description above, we assume LDPC as the channel coding choice. Also the refined LLR calculation metric in the structure-based detector can be applied to other soft-decision channel codes (e.g., Turbo code) and various channel profiles. This significant compatibility allows other coded HM systems to adopt the proposed decoding algorithm.
• Simple constellation mapping rules: In [32], the optimized Gray mappings on the overall HM constellations (e.g., non-uniform 16QAM and non-uniform 64QAM) are proposed for good decoding performance. This type of mapping rule needs the mapping scheme of the secondary layer to be dependent on that of the basic layer (e.g., if two independently Gray mapped QPSK signals are added together, the superposed 16QAM is no longer entirely Gray mapped). However in the HM-based SFN, the constellation of the received signals can hardly be entirely Gray mapped. Fortunately, the constellation mapping rule for each transmitter in the SFN is very simple when adopting the structured SIC approach; it only requires the basic layer and secondary layer are independently Gray mapped. Refer back to the Equation (4.5), where the basic layer LLR calculation is only related to: (1) basic layer mapping itself; (2) the values of all possible secondary layer symbols (here we assume perfect knowledge of the instantaneous channel state information). Therefore the basic layer Gray mapping is enough to minimize the BER for the global data, and the same rule is also applied to the secondary layer decoding. This advantage reduces the mapping complexity in the implementation.

• Easy extension to the multi-carrier systems: The structured SIC approach described above is well suited to the multi-carrier systems (e.g., OFDM). In Section 4.5, the proposed structured SIC algorithm is evaluated in a real-world OFDM-based broadband digital radio (BRD) system.

4.4 Decoding Complexity Analysis and Comparisons

In this section, we analyze the computational complexity of the structured SIC approach, and compare it with that of the multi-layer iterative decoding approach.

The computation of the structured SIC approach mainly involves two parts:

• The LLR computation for the detectable signals in the SFN, which depends on the signal strengths and receiver sensitivity. The LLR for the basic layer coded bits calculated in the structure-based detector, which is illustrated in Fig. 4.3 and based
on Equation (4.5). The similar LLR calculation approach is applied to the secondary layer, when the mobile user is within the local service coverage.

- The iterations in the LDPC decoding.

The block diagram of the LDPC multi-layer iterative decoding is shown in Fig. 4.4 (the details of multi-layer iterative decoding can refer to [30][31]). The multiuser detector (MUD) outputs are connected to the soft inputs of $M + 1$ parallel LDPC decoders (one decoder for global service data and $M$ decoders for all the local service data), which produce the extrinsic soft outputs (the extrinsic information calculations are not shown in Fig. 4.4). Then the soft outputs of these decoders are fed back into the MUD, which can then improve its outputs along the iterations (the soft outputs of the decoders are used to aid each other). After enough iterations, the outputs are forwarded to the hard decision block to generate the final information bits for all layers (the global service data and $M$ local service data). Due to the large signal power difference between the detectable signals and the other weak local signals, most of the weak local signals are not reliable, and we only focus on the reception of the detectable signals. The total computational complexity of the multi-layer iterative decoding approach is equal to the computational complexity of one iteration multiplying the number of iterations. For each iteration, the computational complexity mainly contains

---

Figure 4.4: Block diagram of the LDPC multi-layer iterative receiver.
two parts as shown in Fig. 4.4:

- The LLR of the MUD, which delivers the \textit{a posteriori} LLR of a transmitted "1" and a transmitted "0" for every code bit of every layer (Equation (4) in \cite{31}).
- The iterations in the LDPC decoding, which are the same as those of structured SIC.

Before we compare the computational complexity of the structured SIC approach with that of the multi-layer iterative decoding approach, some comparative prerequisites should be stated: the decoding complexity of the detectable signals for both approaches is compared in terms of: (1) the total number of operations on LLR computation; (2) the number of LDPC inner iterations for one LDPC block length. Keep in mind that the contribution for the number of operations on LLR computation is independent of its type, e.g., subtraction, multiplication, division, exponentiation and logarithm. In the case of complex operations, a complex multiplication is equivalent to four real multiplications plus two real additions, and each complex addition is equivalent to two real additions.

Table 4.1: Decoding complexity comparison; two transmitters broadcast their own QPSK+QPSK HM signals over the SFN; the number of outside iterations for the multi-layer iterative decoding $N_{\text{out}} = 6$; the number of inner iterations in the LDPC decoder $N_{\text{in}} = 40$; $L$ denotes one LDPC block length.

<table>
<thead>
<tr>
<th></th>
<th>number of operations on LLR computation</th>
<th>number of LDPC inner iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-layer iterative decoding</td>
<td>$13896L$</td>
<td>720</td>
</tr>
<tr>
<td>Structured SIC (within local coverage)</td>
<td>$744L$</td>
<td>80</td>
</tr>
<tr>
<td>(reduction 94.6%)</td>
<td>(reduction 88.9%)</td>
<td></td>
</tr>
<tr>
<td>Structured SIC (out of local coverage)</td>
<td>$644L$</td>
<td>40</td>
</tr>
<tr>
<td>(reduction 95.3%)</td>
<td>(reduction 94.4%)</td>
<td></td>
</tr>
</tbody>
</table>

Let us take the decoding complexity of the detectable signals in Fig. 4.1 for example, where two transmitters are broadcasting their own QPSK+QPSK HM signals over the SFN.
The decoding complexity comparison results are summarized in Table 4.1. In this table, the number of LDPC decoder inner iterations $N_{in}$ is set to be 40 for both approaches; the number of outside iterations $N_{out}$ (between the LDPC decoder and MUD) is set to be 6 for the multi-layer iterative decoding approach; $L$ denotes one LDPC block length; the basic layer and secondary layer of each transmitter are independently Gray mapped. As can be observed from Table 4.1, compared with the multi-layer iterative decoding approach, the structured SIC offers 94.6% computational saving on the LLR computation, and 88.9% saving on the number of iterations in the LDPC decoding when the mobile user is within the local service coverage (e.g., User2 in Fig. 4.1); the savings increase to 95.3% on the LLR computation, and 94.4% savings on the number of iterations in the LDPC decoding when the mobile user is out of the local service coverage (e.g., User1 in Fig. 4.1). In section 4.5 we will show that, with the much lower decoding complexity, the structured SIC approach still offers comparable BER performance of the detectable signals with that of multi-layer iterative decoding approaches in the HM-based SFN scenario.

4.5 Algorithm Implementation and Numerical Results

In this section, the algorithm implementation platform and settings are first introduced. And then we will compare the performance of the structured SIC approach with that of the multi-layer iterative decoding approach. The performance of the traditional SIC method (e.g., without taking account of the secondary layer structure information) is also provided as a reference.

4.5.1 Algorithm implementation and Settings

The structured SIC algorithm is applied to the BDR networks. The block diagram of the BDR transmitter (all the transmitters have the same structure in the SFN) and receiver are shown in the Fig. 4.5. The feature blocks of one BDR transmitter in the SFN include an LDPC encoder, a HM mapper and an OFDM modulator. For performance evaluation, we use a practical case, where two BDR stations (station1 and station2) are broadcasting QPSK+QPSK HM signals over the SFN (e.g., Fig. 4.1). In this two-transmitter HM based
Figure 4.5: (a) A BDR transmitter block diagram; (b) The BDR receiver block diagram, the receiver decodes the global and local service data based on the HM signals from different BDR transmitters in the SFN.

SFN, the received signal can be written as

\[
y = h_1s_1 + h_2s_2 + n
\]

\[
h_1(\sqrt{P_{1,1}}x_1 + \sqrt{P_{1,2}}x_{1,2}) + h_2(\sqrt{P_{2,1}}x_1 + \sqrt{P_{2,2}}x_{2,2}) + n
\]

\[
= (h_1\sqrt{P_{1,1}} + h_2\sqrt{P_{2,1}})x_1 + h_1\sqrt{P_{1,2}}x_{1,2} + h_2\sqrt{P_{2,2}}x_{2,2} + n
\]

(4.8)

with \(\sqrt{P_{1,1}} + \sqrt{P_{1,2}} = P_1\) and \(\sqrt{P_{2,1}} + \sqrt{P_{2,2}} = P_2\), where \(P_1\) and \(P_2\) are the received signal power from BS1 and BS2, respectively.

The received signal contains three different components: the same basic layer signals \(x_1\) and two secondary layer signals \(x_{1,2}\) and \(x_{2,2}\). We defined the carrier to noise ratio as

\[
C/N = \frac{|h_1\sqrt{P_{1,1}} + h_2\sqrt{P_{2,1}}|^2 + |h_1\sqrt{P_{1,2}}|^2 + |h_2\sqrt{P_{2,2}}|^2}{\sigma^2},
\]

(4.9)
where \( \sigma^2 \) is the variance of additive white Gaussian noise.

Let \( \lambda_1 \) and \( \lambda_2 \) be the power ratio between the basic layer signal and the secondary layer for the two BDR stations, respectively.

\[
\lambda_1 = \frac{P_{1,1}}{P_{1,2}} \quad \text{and} \quad \lambda_2 = \frac{P_{2,1}}{P_{2,2}}. 
\]

(4.10)

The received signal power ratio between the station 1 and station 2 is defined as

\[
\lambda = \frac{\|h_1\|^2 P_1}{\|h_2\|^2 P_2}. 
\]

(4.11)

In the BDR networks, we do not differentiate the power ratios of two BDR stations, thus in the following performance evaluation we set \( \lambda_1 = \lambda_2 = \lambda_{1,2} \). Other simulation related parameters are: the LDPC code length is 9216 - details of the LDPC codes are defined in CMMB specifications [33]; the code rate is 3/4; the number of OFDM subcarriers is 2048; the QPSK signal of the basic layer and secondary layer are independently Gray mapped; we assume perfect knowledge of the instantaneous channel state information in the simulations.

### 4.5.2 BER Performance Comparisons

We classify the signal receptions into two cases in terms of the mobile user’s location: (1) out of the the local service coverage (e.g., User1 in Fig. 4.1); (2) within the local service coverage (e.g., User2 in Fig. 4.1). In the corresponding two tables, we compare the required minimum \( C/N \) (BER less than \( 10^{-4} \)) for the detectable signals transmission when using different decoding approaches.

#### Case 1  
**Mobile user is out of the local service coverage**

In this case, the global service data is the detectable signal. \( \lambda \) is set to be 0 dB in the simulation, which indicates the mobile user is in the middle of the two stations and receives the same signal strength from two stations. We evaluate the performance of different decoding approaches under different \( \lambda_{1,2} \). The minimum required \( C/N \) values for the global service transmission are listed in Table 4.2. When \( \lambda_{1,2} \) is 3 dB, our proposed structured SIC approach can provide 0.2 dB gain compared to the traditional SIC approach under AWGN channel; while the gain increases to 0.6 dB under Rayleigh fading channel. Compared with
Table 4.2: Required minimum $C/N$ for the global service transmission to achieve a BER $= 1 \times 10^{-4}$ when the mobile user is out of local service coverage.

<table>
<thead>
<tr>
<th>Channel model</th>
<th>$C/N$ for global service (dB)</th>
<th>$\lambda_{1,2} = 3,dB$</th>
<th>$\lambda_{1,2} = 6,dB$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional SIC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multi-layer Iterative decoding</td>
<td>AWGN</td>
<td>9.7</td>
<td>6.9</td>
</tr>
<tr>
<td>Structured SIC</td>
<td></td>
<td>9.5</td>
<td>6.9</td>
</tr>
<tr>
<td>Traditional SIC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multi-layer Iterative decoding</td>
<td>Rayleigh</td>
<td>12.2</td>
<td>8.6</td>
</tr>
<tr>
<td>Structured SIC</td>
<td></td>
<td>11.6</td>
<td>8.5</td>
</tr>
</tbody>
</table>

the multi-layer iterative decoding approach, the structured SIC approach achieves the same $C/N$ values for the global service transmission under both channel models. However the multi-layer iterative decoding approach needs a large number of iterations, which cost high decoding complexity and long delay. When $\lambda_{1,2}$ increases to 6 dB, all decoding approaches have the same detection threshold for the global service transmission under AWGN channel, and only 0.1 dB difference under Rayleigh fading channel. This is not surprising since the local service signals become weaker as $\lambda_{1,2}$ becomes larger, thus the weak local service signal result in less interference when decoding the global service data.

Case 2  Mobile user is within the local service coverage of the neighboring station

In this case, the detectable signals are the global service data and one local service data from the neighboring station. $\lambda$ is set to be 6 dB in the simulation, indicating the received signal strength from station1 is 6 dB stronger than that from station2. The minimum required $C/N$ values for both the global service and local service transmissions are listed in Table 4.3.

For the global service transmission, when $\lambda_{1,2}$ is 3 dB, the structured SIC approach can provide 0.2 dB gain under AWGN channel compared with the traditional SIC approach; while the gain increases to 0.7 dB under Rayleigh fading channel. Compared with the multi-layer iterative decoding approach, the structured SIC approach provides the same
Table 4.3: Required minimum $C/N$ for both the global service and local service transmissions to achieve a $BER = 1 \times 10^{-4}$ when the mobile user is within the local service coverage of the neighboring station.

<table>
<thead>
<tr>
<th>Channel model</th>
<th>$C/N$ for global service (dB)</th>
<th>$C/N$ for local service (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\lambda_{1,2} = 3,dB$</td>
<td>$\lambda_{1,2} = 6,dB$</td>
</tr>
<tr>
<td>Traditional SIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multi-layer Iterative decoding</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structured SIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traditional SIC</td>
<td>AWGN</td>
<td>10.3</td>
</tr>
<tr>
<td>Multi-layer Iterative decoding</td>
<td></td>
<td>10.1</td>
</tr>
<tr>
<td>Structured SIC</td>
<td></td>
<td>10.1</td>
</tr>
<tr>
<td>Traditional SIC</td>
<td>Rayleigh</td>
<td>12.7</td>
</tr>
<tr>
<td>Multi-layer Iterative decoding</td>
<td></td>
<td>11.9</td>
</tr>
<tr>
<td>Structured SIC</td>
<td></td>
<td>12.0</td>
</tr>
</tbody>
</table>

Performance under AWGN channel, and 0.1 dB less gain under Rayleigh fading channel; When $\lambda_{1,2}$ increases to 6 dB, the minimum required $C/N$ values for the global service transmission decrease for all the decoding approaches (the weaker local service signals results less interference). The structured SIC approach provides the same performance as the multi-layer iterative decoding under both channel models; and meanwhile offers 0.1 dB gain compared with the traditional SIC approach under Rayleigh fading channel.

For the local service transmission, when $\lambda_{1,2}$ is 3 dB, the detection threshold of the structured SIC approach is 0.2 dB better than that of the traditional SIC approach under AWGN channel. Note that, the traditional SIC fails in the local service detection under Rayleigh fading channel (the local service signal from the other station results in the ICI), while the structured SIC approach still successfully detects the local service signal in this case. Compared with the multi-layer iterative decoding approach, the structured SIC provides the same performance under AWGN channel, and 0.1 dB less gain under Rayleigh fading channel; When $\lambda_{1,2}$ increases to 6 dB, the minimum required $C/N$ values for the local service transmission increase for all decoding approaches (the ICI from the other station becomes weaker), but the benefits offered by the structured SIC approach still exist.
To summarize, compared with the traditional SIC approach, the structured SIC approach can offer 0-0.7 dB $\text{C/N}$ gain for the global service transmission; and it can even detect the local service signal when the traditional SIC approach fails. Also it provides the comparable performance with the multi-layer iterative decoding (only 0.1 dB less gain for certain cases). Together with the decoding complexity comparisons, it reveals that the structured SIC approach achieves an excellent performance-complexity trade-off, especially for the HM-based SFN scenario.

4.6 Conclusions

A low-complexity decoding algorithm for the HM-based SFN is proposed in this chapter. By exploiting the mapping information of the secondary layers, the proposed structured SIC approach effectively mitigates the ILI and ICI in the SFN. Numerical results and decoding complexity analysis are provided to illustrate the efficacy of the proposed technique, which can be implemented in the HM-based SFN scenario with promising performance and low complexity.
Chapter 5

SYSTEM PROTOTYPE AND PERFORMANCE ANALYSIS

In this chapter, a BDR prototype has been built on the software defined radio (SDR) platform. Both the numerical simulations and preliminary lab results demonstrate significant performance advantage of the BDR.

5.1 Performance Analysis

Performance of the BDR system is evaluated under various multipath fading channels. The channel models used are the multipath propagation profiles for the VHF band, which are defined in DRM specifications [3]. The BER performance of the BDR system in AWGN, the Urban channel at 2 km/h (UB2) and 60 km/h (UB60), and the Rural channel at 150 km/h (Rr150), are plotted in Fig. 5.1 and Fig. 5.2. In addition, the BDR performance with and without frequency hopping are both simulated and compared. From Fig. 5.1 and Fig. 5.2, it is clear that frequency hopping significantly improves the system performance, especially in low mobility channels. For example in Urban channel at 2 km/h pedestrian speed, the C/N gain introduced by frequency hopping is 11.5 dB for QPSK with 1/3 code rate and 8.4 dB for 16-QAM with 1/2 code rate (for BER at $10^{-4}$ and lower).

Performance comparison between the BDR and the DRM systems is listed in Table 5.1 and Table 5.2. As observed, the detection threshold of BDR signals is 0.1-3.1 dB better than that of DRM in medium and high mobility channels. The performance of DRM in low mobility channels is not published. It is reasonable to believe that the BDR has even greater advantage over DRM in low mobility channels due to the incorporation of frequency hopping. Table 5.3 summarizes the data rates of BDR, DRM and HD Radio systems. By aggregating multiple bands into a wider band, the maximum data rate supported by BDR is more than 8 times higher than those of DRM and HD Radio.

The required minimum C/N (BER less than $10^{-4}$) values for hierarchical modulated
Figure 5.1: Performance of BDR in various multipath channels with and without frequency hopping (QPSK with rate 1/3 code).

Table 5.1: Required C/N for a transmission to achieve a BER = $1 \times 10^{-4}$, QPSK with 1/3 code rate

<table>
<thead>
<tr>
<th>Channel model</th>
<th>DRM</th>
<th>BDR(no hop)</th>
<th>BDR(hop)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWGN</td>
<td>1.3 dB</td>
<td>-0.5 dB</td>
<td>-0.5 dB</td>
</tr>
<tr>
<td>Urban at 2km/h</td>
<td>N/A</td>
<td>20.1 dB</td>
<td>8.6 dB</td>
</tr>
<tr>
<td>Urban at 60km/h</td>
<td>7.3 dB</td>
<td>6.9 dB</td>
<td>4.3 dB</td>
</tr>
<tr>
<td>Rural at 150km/h</td>
<td>5.6 dB</td>
<td>4.5 dB</td>
<td>3.4 dB</td>
</tr>
</tbody>
</table>

BDR signals are provided in Table 5.4 and Table 5.5 under different power ratio $\lambda$ (between the basic and the secondary layers). In both the QPSK+QPSK case and the QPSK+16QAM case, the signals are protected with LDPC of 1/2 code rate - details of the LDPC codes are defined in CMMB specifications [33].
Figure 5.2: Performance of BDR in various multipath channels with and without frequency hopping (16-QAM with rate 1/2 code).

Table 5.2: Required C/N for a transmission to achieve a BER = $1 \times 10^{-4}$, 16-QAM with 1/2 code rate

<table>
<thead>
<tr>
<th>Channel model</th>
<th>DRM</th>
<th>BDR(no hop)</th>
<th>BDR(hop)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWGN</td>
<td>7.9 dB</td>
<td>7.2 dB</td>
<td>7.2 dB</td>
</tr>
<tr>
<td>Urban at 2km/h</td>
<td>N/A</td>
<td>27.7 dB</td>
<td>19.3 dB</td>
</tr>
<tr>
<td>Urban at 60km/h</td>
<td>15.4 dB</td>
<td>15.3 dB</td>
<td>12.3 dB</td>
</tr>
<tr>
<td>Rural at 150km/h</td>
<td>13.1 dB</td>
<td>12.9 dB</td>
<td>12.7 dB</td>
</tr>
</tbody>
</table>

Since the performance of DRM in hierarchical modulation is not published, performance comparison between the BDR and the DVB-T systems is listed in Table 5.6. In [15], the constellation of hierarchical modulation is specified by the parameter $\alpha$, which represents the ratio between the spacing of two adjacent constellation points of two neighboring quadrants.
Table 5.3: Data rate comparison

<table>
<thead>
<tr>
<th>Modulation</th>
<th>Code rate</th>
<th>DRM(kbps)</th>
<th>BDR without aggregation(kbps)</th>
<th>BDR with aggregation(kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>QPSK</td>
<td>1/4</td>
<td>37.3</td>
<td>35.1</td>
<td>280.8</td>
</tr>
<tr>
<td>QPSK</td>
<td>1/3</td>
<td>49.7</td>
<td>46.8</td>
<td>374.4</td>
</tr>
<tr>
<td>QPSK</td>
<td>1/2</td>
<td>74.5</td>
<td>70.3</td>
<td>562.4</td>
</tr>
<tr>
<td>QPSK</td>
<td>3/4</td>
<td>N/A</td>
<td>105.4</td>
<td>843.2</td>
</tr>
<tr>
<td>16QAM</td>
<td>1/4</td>
<td>N/A</td>
<td>70.3</td>
<td>562.4</td>
</tr>
<tr>
<td>16QAM</td>
<td>1/3</td>
<td>99.4</td>
<td>93.7</td>
<td>749.6</td>
</tr>
<tr>
<td>16QAM</td>
<td>1/2</td>
<td>149.1</td>
<td>140.6</td>
<td>1124.8</td>
</tr>
<tr>
<td>16QAM</td>
<td>3/4</td>
<td>N/A</td>
<td>210.8</td>
<td>1686.4</td>
</tr>
<tr>
<td>64QAM</td>
<td>1/4</td>
<td>N/A</td>
<td>79.1</td>
<td>632.8</td>
</tr>
<tr>
<td>64QAM</td>
<td>1/3</td>
<td>N/A</td>
<td>105.5</td>
<td>844.0</td>
</tr>
<tr>
<td>64QAM</td>
<td>1/2</td>
<td>N/A</td>
<td>158.2</td>
<td>1265.6</td>
</tr>
<tr>
<td>64QAM</td>
<td>3/4</td>
<td>N/A</td>
<td>316.3</td>
<td>2530.4</td>
</tr>
</tbody>
</table>

Table 5.4: Required C/N for the basic layer and secondary layer transmission to achieve a BER = $1 \times 10^{-4}$, QPSK+QPSK with 1/2 code rate

<table>
<thead>
<tr>
<th>$\lambda$ (dB)</th>
<th>Basic layer (dB)</th>
<th>Secondary layer (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>7.7</td>
<td>7.7</td>
</tr>
<tr>
<td>6</td>
<td>4.0</td>
<td>8.9</td>
</tr>
<tr>
<td>9</td>
<td>2.5</td>
<td>11.5</td>
</tr>
<tr>
<td>12</td>
<td>1.9</td>
<td>14.2</td>
</tr>
<tr>
<td>15</td>
<td>1.5</td>
<td>17.1</td>
</tr>
<tr>
<td>$\infty$</td>
<td>1.2</td>
<td>N/A</td>
</tr>
</tbody>
</table>
Table 5.5: Required C/N for the basic layer and secondary layer transmission to achieve a BER = $1 \times 10^{-4}$, QPSK+16QAM with 1/2 code rate

<table>
<thead>
<tr>
<th>$\lambda$ (dB)</th>
<th>Basic layer (dB)</th>
<th>Secondary layer (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>8.0</td>
<td>11.1</td>
</tr>
<tr>
<td>6</td>
<td>4.5</td>
<td>13.3</td>
</tr>
<tr>
<td>9</td>
<td>3.1</td>
<td>15.7</td>
</tr>
<tr>
<td>12</td>
<td>2.6</td>
<td>18.5</td>
</tr>
<tr>
<td>15</td>
<td>2.3</td>
<td>21.6</td>
</tr>
<tr>
<td>$\infty$</td>
<td>1.2</td>
<td>N/A</td>
</tr>
</tbody>
</table>

and the spacing of two adjacent constellation points within quadrant. Essentially, $\alpha$ and the power ratio $\lambda$ used in this proposal measure the same relation - both representing the power allocation ratio in the hierarchical modulation. In Table 5.6, we compare the required minimum C/N for the basic layer in hierarchical modulation between the BDR and the DVB-T systems.

As it can be observed in Table 5.6, for the QPSK+QPSK transmission scheme the detection threshold of basic layer BDR is 2.2-2.7 dB better than that of DVB-T system under AWGN channel, and 2.9-4.2 dB better under Rayleigh fading channel. For the QPSK+16QAM transmission scheme, the detection threshold of basic layer BDR is 2.6-2.9 dB and 3.1-4.5 dB better than that of DVB-T system under the AWGN and Rayleigh fading channel, respectively. This is quite significant in light of the fact that the hierarchical modulation schemes used in the two systems are virtually identical.

5.2 Laboratory Tests

In addition to numerical evaluations, a BDR prototype has been built on the Microsoft Research Software Radio (Sora) [5], which is a powerful software radio with full programmability on commodity PC platforms. A picture of the Sora testbed is shown in Fig. 5.3. As typically seen in software defined radio, a common high performance RF front-end
Table 5.6: Comparison of the required minimum C/N in the basic layer transmission for hierarchical modulation between BDR and DVB-T

<table>
<thead>
<tr>
<th>Modulation Scheme</th>
<th>$\lambda$ (dB)</th>
<th>Code rate</th>
<th>AWGN channel (dB)</th>
<th>Rayleigh Channel (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>BDR (dB)</td>
<td>DVB-T (dB)</td>
</tr>
<tr>
<td>QPSK+QPSK</td>
<td>9.54</td>
<td>$1/2$</td>
<td>2.4</td>
<td>5.1</td>
</tr>
<tr>
<td>($\alpha = 2$)</td>
<td></td>
<td>$3/4$</td>
<td>6.1</td>
<td>8.6</td>
</tr>
<tr>
<td>QPSK+QPSK</td>
<td>13.97</td>
<td>$1/2$</td>
<td>1.7</td>
<td>4.1</td>
</tr>
<tr>
<td>($\alpha = 4$)</td>
<td></td>
<td>$3/4$</td>
<td>4.9</td>
<td>7.1</td>
</tr>
<tr>
<td>QPSK+16QAM</td>
<td>5.05</td>
<td>$1/2$</td>
<td>5.1</td>
<td>8.5</td>
</tr>
<tr>
<td>($\alpha = 1$)</td>
<td></td>
<td>$3/4$</td>
<td>11.1</td>
<td>15.0</td>
</tr>
<tr>
<td>QPSK+16QAM</td>
<td>6.99</td>
<td>$1/2$</td>
<td>3.9</td>
<td>6.5</td>
</tr>
<tr>
<td>($\alpha = 2$)</td>
<td></td>
<td>$3/4$</td>
<td>8.2</td>
<td>11.1</td>
</tr>
</tbody>
</table>

(VHF in our case) is used to convert the RF signal to digital baseband. Peculiar in Sora is the fact that the sampled signals are directly connected to the PC through a radio control board (RCB). The interface between RCB and PC is PCIe, which supports a throughput up to 12.8 Gbps (PCIe x8). The digital samples are processed on general purpose multi-core processors, which are both powerful and scalable. To meet the requirement of real-time processing, the DSP tasks are partitioned and streamlined on multiple CPU cores. Several processing tasks with intensive computation complexity, such as the up and down sampling, Fast Fourier Transform (FFT) and LDPC decoding, are optimized by taking advantage of the data-parallelism with the Single Instruction Multiple Data (SIMD) instruction sets of the CPU.

In the lab testing environment, the BDR transmitter and receiver implemented on two PCs are connected through a channel fading simulator. By adjusting the additive noise power, the bit error rate (BER) of the demodulated signal is measured and the carrier to noise ratio (C/N) is recorded when BER exceeds $10^{-4}$. The constellations (after equalizer) of 16-QAM and QPSK+QPSK hierarchical modulation under AWGN channel are shown...
in Fig. 5.4 and Fig. 5.5, respectively. To achieve a BER of $10^{-4}$ in AWGN channel, the required C/N for QPSK with 1/3 code rate and 16-QAM with 1/2 code rate are 0 dB and 7.9 dB, respectively. These numbers correspond to implementation losses of only 0.5 dB and 0.7 dB, respectively (relative to the simulation results in Table 5.1 and Table 5.2).

After the functional verification on the SDR, a BDR prototype on the field programmable gate array (FPGA) platform has been completed recently. The lab tests (shown in Fig. 5.6) and field trials are being conducted in Shanghai currently. The digital audio commercial networks, which involve digital conversion of nineteen analog radio stations, will be launched in Guangdong province in early 2013.
Figure 5.4: 16-QAM under AWGN channel simulator
Figure 5.5: QPSK+QPSK hierarchical modulation under AWGN channel simulator
Figure 5.6: The BDR FPGA prototype
Chapter 6

CONCLUSION AND FUTURE WORK

6.1 Conclusion

This dissertation focuses on the enabling technologies for broadband in-band on-channel (IBOC) digital radio. We have developed a broadband digital radio (BDR) specification that meets and exceeds the specific set of requirements in IBOC broadcasting. The new digital broadcasting system offers: (a) better and richer user experiences than the traditional analog broadcasting with smaller bandwidth; (b) compatibility/coexistence with existing analog radio stations; (c) more multimedia features specifically for the Chinese market (e.g., audio/video reception in the high-speed vehicle, audio sideshows with image and animation); (d) bandwidth flexibility from 100 KHz up to 800 KHz. Our contributions are summarized below.

1. The entire system architecture design. By synergistically combining the LDPC codes, the band aggregation and the frequency hopping techniques, as well as an efficient hierarchical modulation scheme, BDR offers both performance and services advantages in various application scenarios. On the service side, the BDR supports a wider range of data rate (up to 2.53 Mbps) and is capable of delivering high quality radio and rich multimedia services such as data, image and video.

2. A Novel LDPC Decoding Algorithm for Hierarchical Modulation. We have developed a novel LDPC decoding algorithm for the coded hierarchical demodulation signals, in which the LDPC decoder is refined to account for the non-Gaussian interference from the second layer. The method greatly enhances the BDR performance of hierarchical modulation in both AWGN and fading channels over DVB-T system.

3. A BDR prototype on the powerful software radio platform. The initial laboratory
tests demonstrate significant performance advantages of the new design over existing systems such as the Digital Radio Mondiale (DRM) and Hybrid Digital (HD) radio.

6.2 Future Work

6.2.1 Dirty paper coding technique for co-channel transmission

In order to further increase the data rate and utilize the analog radio spectrum more efficiently, we will consider the scenario where the digital and analog signal can be transmitted using the same channel. For example, in Fig. 6.1 the digital band 4 shares the same channel with the analog station. In the co-channel case, the dirty-paper coding (DPC) is needed to enable the analog-interference-free reception of the digital signal.

Dirty paper coding was introduced by M. Costa in 1983. A well-known practical DPC implementation approach is the Tomlinson-Harashima precoding originally developed for the intersymbol interference (ISI) channels. Its simple structure makes THP a very attractive solution for DPC implementation. However it is shown that the THP suffers from the shaping loss, a modulo loss and a power loss (e.g., in high SNR region, THP suffers a 1.53dB capacity loss due to shaping). For the future work, we plan to adopt the lattice precoding to compensate the performance loss, the block diagram of the DPC procoder are shown in Fig. 6.2. The challenging point is that, the modulo loss is difficult to compensate in low SNR region (SNR≤5 dB).
Figure 6.2: The block diagram of the DPC procoder.

### 6.2.2 Fountain code decoding

For one-to-one communication, ARQ was introduced as an effective and reliable error control mechanism which utilizes acknowledgments and timeouts to recover from packet losses. It achieves high throughput, low delay and in-order delivery in one-to-one communication. However its application is limited to unicast communication or broadcasting with small number of end users. It does not scale well due to so-called feedback implosion problem. Hence for broadcast communication, especially with large number of users, other solutions has been proposed in the literature. One of the most effective ways is to use the concept of erasure coding in which a source file of $N$ packet is encoded into $Z$ packets ($Z$ can be infinity) and transmitted without any feedback from the receivers. As long as the receiver obtains $N$ correct packets, it is able to decode the $N$ source packets to recover the information packets.

In practice, however, there is usually limitation on number of packets the base stations (BTS) would transmit. Clearly, for a set of information packets, a BTS will not transmit infinite number of coded packets. Suppose a BTS finally receives $N-1$ correct packets and $M$ wrong packets (in this case $Z = N + M - 1$), we plan to extract the extra correct packet from the $M$ wrong packets to complete the decoding process.
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