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The presented dissertation aims to develop a graph-centric framework for the analysis and synthesis of networked dynamic systems (NDS) consisting of multiple dynamic units that interact via an interconnection topology. We examined three categories of network problems, namely, identification, controllability, and randomness. In network identification, as a subclass of inverse problems, we made an explicit relation between the input-output behavior of an NDS and the underlying interacting network. In network controllability, we provided structural and algebraic insights into features of the network that enable external signal(s) to control the state of the nodes in the network for certain classes of interconnections, namely, path, circulant, and Cartesian networks. We also examined the relation between network controllability and the symmetry structure of the graph.

Motivated by the analysis results for the controllability and observability of deterministic networks, a natural question is whether randomness in the network layer or in the layer of inputs and outputs generically leads to favorable system theoretic properties. In this direction, we examined system theoretic properties of random networks including controllability, observability, and performance of optimal feedback controllers and estimators. We explored some of the ramifications of such an analysis framework in opinion dynamics over social networks and sensor networks in estimating the real-time position of a Seaglider from experimental data.
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Chapter 1
INTRODUCTION AND PRELIMINARIES

Networked dynamic systems (NDS) consist of multiple dynamic units that are connected via a network. The network can represent a sensing topology to coordinate a high-level objective or a communication topology to exchange information between agents. The research detailed in this dissertation mainly focuses on examining the relation between topological properties of the network on one hand and their system theoretical properties on the other. As such, our work is structural in its approach, and blends ideas from graph theory, combinatorics, probability theory, and control theory to examine networked dynamic systems. In the following, we briefly introduce the examined problems over networked dynamic systems.

1.1 Introduction

Controllability as a necessary condition to steer the behavior of a network or a system of agents communicating over a network to desired states is studied first. The connection between controllability and the network’s topology is explored for certain classes of networks. The network dynamic system community has seen a recent surge in research focusing on the study of evolutionary networks [6, 12, 54, 40, 43, 44]. The network evolution can be viewed in different contexts, e.g., as time-varying, switching, or even as a random network. In this research, system properties of random networks are studied. In the meantime, the focus of the present document will be mainly on the Erdős-Renyi model of random networks.

Another aspect of our research has been on system identification of networked systems. This line of work has affinity with inverse problems associated with electrical networks [140], and the celebrated “Can one hear the shape of a drum?” that aims to characterize a manifold via its spectra [141], or more recently, “Can one hear the shape of a graph?” [142]. In fact, in the presented dissertation, we address the inverse problem related to consensus-type coordination algorithms. Consensus-type algorithms have recently been employed for
analysis and synthesis of a host of distributed protocols and control strategies in multi-agent systems, including flocking, formation control, rendezvous, and distributed estimation [1, 2, 3, 10, 105].

One of the key aspects of protocols studied in this report is the strong dependency between the interaction and information-exchange geometry among the multiple agents, on one hand, and the dynamic properties that these systems exhibit, on the other. Motivated by this dependency, in our work we consider the scenario where the interaction network is inside a “black box,” and where only certain “boundary” nodes in the network can be influenced and subsequently observed. The “input” boundary nodes are then used to stimulate the network, whose response is subsequently observed at the “output” boundary nodes [138]. Our focus in the related sieve method for network identification, in the meantime, is to reduce the search space for the identification of the network topology by blending ideas from system identification, integer partitioning, and degree-based graph reconstruction. The implicit contribution of our analysis is its ramifications for exact identification from boundary nodes for networks that have an embedded consensus-type algorithms for their operation, including formation flying, distributed estimation, and mobile robotics.

Considering this setup in a closely related work [221], we present a node knockout procedure that aims to find the generating function of the graph Laplacian from the observed input-output data. Our focus in this approach is a complete identification of the network topology from input-output data that cannot be accomplished by the sieve method as proposed in [219]. This problem turns out to be non-trivial for the topology identification problem— as opposed to identifying the edge weights of an otherwise known weighted graph. However, as we show in this document, in the same spirit of the gene knockout procedure in experimental biology in order to identify interactions in gene networks [4, 144, 5], the network for consensus-type interactions can be completely identified via Laplacian based generating functions, provided that the identifier is endowed with the ability to perform node knockouts. In our context, the node knockout is essentially a grounding procedure, where the node broadcasts a zero state to its neighbors in the network without being removed. The implicit contribution of our analysis is its ramifications for exact network identification from boundary nodes of networks that have an embedded consensus-type algorithms for
their operation [3, 105].

Controllability of networked dynamic systems consisting of agents that have adopted a local coordination algorithm for their operation has recently been examined in the literature [11, 100, 101]. Network controllability is of great importance when a networked system is influenced and/or observed by external agents or inputs, for example, in the context of consensus algorithms and its extensions [105] or in quantum networks [106, 107]. It also has a direct relevance to situations where network input-output data are used for network tomography [219, 137, 139]. There is an intriguing current conjecture by Godsil [100, 106], stating that the ratio of graphs on $n$ nodes that are not controllable from any set of nodes to the total number of graphs on $n$ nodes approaches zero as $n \to \infty$. In the present report, we consider the controllability of a special class of networks characterized by circulant graphs (Figure 1.1) where agents in the network adopt a weighted consensus algorithm. In particular, we show that circulant graphs are controllable from a subset of nodes independent of their orders. Circulant graphs comprise a small fraction of graphs of order $n$: for a given $n$, there exist exactly $2^{n-1}$ unlabeled directed circulant graphs and $2^{\lfloor n/2 \rfloor}$ unlabeled undirected $n$-circulant graphs [108, 109]. Nevertheless, due to the wide use of circulant graphs in applications, it is expected that their generic controllability property will have applications in human-swarm interaction, network security [220], and quantum control [106].

Consider a network of $n$ spatially distributed autonomous sensors, in which each sensor collects measurements in some modality of interest, e.g., temperature, sound, vibration, pressure, motion, or pollutant. Each sensor in the network is equipped with small storage, a radio transceiver, a micro-controller, and a battery power source on a single chip. Some engineering sensor networks consist of large numbers of sensors, from hundreds to even hundred of thousand nodes [35, 36, 37]. Sending large amounts of raw measurements to the fusion center requires a powerful processor with large bandwidth to gather the data. Significant communication delays and data loss across the network are common features of these systems. On the one hand, significant delays and packets drop have a negative impact on the performance of the designed system, as data need to arrive at their destination in time to be processed. These types of inefficiencies can be considered with stochastic models. The constraints on battery sources, on the other hand, motivate us to switch off a group
of sensors during some interval of measurement, which can be represented as a random communication network among the sensors or the sensors and the fusion center/node.

Battery lifetime is a major concern in all engineering applications. Specially in some cases, for instance habitat monitoring, non-rechargeable batteries are employed to observe the evolution of a particular phenomenon in nature for a couple of months [38]. In some other applications, reactive sample rates matter. For example, in soil moisture sensor networks [39], sensors observe some dynamics, which change rapidly during some intervals and slowly during other intervals. For example, soil moisture monitoring sensors need to send the measurements at higher data rates during rain events and at lower data rates between rain falls. Considering a large, wireless, multi-hop sensor network, there is too much data and too little bandwidth to pass the information along. Data traveling along unreliable communication channels, the effect of communication delays, and loss of information cannot be neglected. The stochastic nature of the communication channel and the arrival of the observations can be modeled as a random process [40, 43].

By increasing the number of sensors in a network, the need for efficient data aggregation becomes more and more evident. A centralized strategy and routing measurements to a
fusion center or node in a small network might be feasible. However, the computational and the network load both in the fusion center and in bottleneck nodes would be a major issue as the number of sensors increases in the network. Moreover, such a strategy is vulnerable to fusion center failure. Distributed estimation techniques have been studied with growing interest in the past few years by the systems community [43, 44, 45, 46, 47, 48, 49, 50, 51, 224].

In our setup, first, a partitioned information filter in a simple hierarchical estimation architecture, shown on Figure 1.2, provides a decentralized estimation algorithm. The proposed distributed filter uses the local computational capability of each sensor and uploads the processed measurements to the fusion center. Meanwhile, the proposed architecture implicitly requires that the sensors communicate with the fusion center at every time step. However, this assumption is, in general, unrealistic within the operational constraints imposed. For the sake of energy management as well as unreliable communication links and time delays, a random communication scheme between the sensors and the fusion center is considered in the dissertation. In such a setup, at every time step, the communication link between each sensor and the fusion center switches on with a probability $0 < p < 1$. In this document, we study the almost sure convergence of the estimation error in this communication setup.

We also take a probabilistic approach to design a feedback control mechanism over a consensus network evolving over a random network. Related to our work is the paper by Cao and Ren [14] who have studied optimal linear consensus algorithms for multi-vehicle systems in both continuous-time and discrete-time settings. We have been particularly inspired by a paper by Kalman in [13] which examined the linear-quadratic-regulator (LQR) for a random linear dynamic system in the discrete-time setting. In this work, Kalman proved the existence, optimality, and the stability of the proposed LQR scheme.

### 1.2 Preliminaries

This section introduces notational conventions and briefly reviews fundamental concepts in the areas of dynamical systems, control, combinatorics, and graph theory.
Figure 1.2: The communication link between each sensor and the coordinator switches on with a probability $0 < p < 1$.

1.2.1 Dynamical Systems and Control

This section briefly reviews a short summary of some important dynamic systems and control theory concepts that are relevant to this research. We consider a linear time-invariant (LTI) system with states $x(t) \in \mathbb{R}^n$, control $u(t)$, exogenous state disturbance $w(t)$, measured output $y(t)$, measurement disturbance $v(t)$, and initial conditions $x(t_0)$. The LTI system, which we denote by the operator $\Sigma$, has the following state space realization

$$\Sigma : \begin{cases} \dot{x}(t) &= Ax(t) + Bu(t) + Gw(t) \\ y(t) &= Cx(t) + Du(t) + \Gamma v(t) \\ x(t_0) &= x_0. \end{cases} \tag{1.1}$$

Of primary interest is the designing of a stochastic or dynamic control law of the form $u(t) = Kx(t)$, or in the more general case $u(t) = K(t)g(t)$ to steer system $\Sigma$ to some desired states. In practice, access to all states $x(t)$ is impossible. Therefore, estimating the states, $\hat{x}(t)$, through some limited measurements is unavoidable. The estimator can be designed by a linear system $A\hat{x}(t)$ to capture the main dynamics and minimize the distance between
the measurement, \( y(t) \) and its estimate \( C\hat{x}(t) \). The estimator assumes the form

\[
\dot{\hat{x}}(t) = A\hat{x}(t) + K_f(y(t) - C\hat{x}(t)). \tag{1.2}
\]

The existence of a controller or an estimator depends on the controllability (stabilizability) and observability (detectability) of the system \( \Sigma \). Both controllability and observability properties of a stable system can be studied using the Gramians of the system

\[
X_c = \int_0^\infty e^{At}BB^Te^{ATt}dt \tag{1.3}
\]
\[
Y_o = \int_0^\infty e^{ATt}C^TCe^{At}dt. \tag{1.4}
\]

The Gramians can also be computed by solving a set of linear equations, through the following Lyapunov equations:

\[
AX_c + X_cA^T + BB^T = 0
\]
\[
A^TY_o + Y_oA + C^TC = 0.
\]

In both cases, the Gramians are symmetric positive-semidefinite matrices. When the Gramian is positive definite, the system is controllable (observable). If this condition is not met, then each zero eigenvalue of the Gramian corresponds to an uncontrollable (unobservable) mode in the system.

In the case where the matrix is not stable, there are other tests, such as the Popov-Belevitch-Hautus (PBH) test, that can be used to determine whether the system is controllable or observable. The advantage of the Gramian is the ability to infer the relative degree of controllability or observability of different modes in the system. The relative degree of controllability or observability is accomplished by comparing eigenvalues of the Gramian.

The transpose of a vector or a matrix is denoted by the notation \((\ast)^T\), thus \((x^T)^T = x\).\(^1\)

The norm \( ||x|| \) is equal to \( (x^Tx)^{1/2} \), and for a positive semidefinite matrix \( M \), we use the special notation \( ||x||_M = (x^TMx)^{1/2} \). The eigenvalues of a matrix \( M \) are denoted by \( \lambda_i(M) \).

The following operations will prove to be useful throughout the report.

---

\(^1\)The letter “\( T \)” denotes other variables such as time or transformation matrix, which will be clear from the context.
**Definition 1.2.1.** Let \( m_i \in \mathbb{R}^m \) denote the columns of the matrix \( M \in \mathbb{R}^{m \times p} \) such that \( M = [m_1, m_2, \ldots, m_p] \). Then forming the \( mp \)-vector by stacking the columns of \( M \) on top of each other defines the operator \( \text{vec}(M) \), i.e.,

\[
\text{vec}(M) = \begin{bmatrix} m_1 \\ \vdots \\ m_p \end{bmatrix} \in \mathbb{R}^{mp};
\]

we refer to the resulting vector as \( M_v \).

The other operator \( \text{mat} \) is defined to map from vectors to matrices, the image of which is matrices of prescribed dimensions, i.e., \( m \times p \), formed by concatenating entries of the \( mp \)-vector, read from top to bottom, from left to right and putting them in \( p \) columns; thus \( \text{mat}(M_v) = M = [m_1, m_2, \ldots, m_p] \).

The computation of covariances in the linear quadratic design presented in this report is facilitated by using the tensor notation. The tensor product \( x \otimes y \) is defined as the outer product \( \text{vec}(xy^T) \). The tensor product \( M \otimes N \) is equal to the Kronecker product of \( M \) and \( N \). The tensor product of two linear transformation \( M \) and \( N \) is given by

\[
(M \otimes N)(x \otimes y) = Mx \otimes Ny = \text{vec}(Mxy^TN^T).
\]

For any three matrices \( M, N, \) and \( R \) by which the product matrix \( MNR \) is defined, we have

\[
\text{vec}(MNR) = (R^T \otimes A)\text{vec}(N).
\]

We note that one can apply the \( \text{mat} \) operator on both sides of a vector identity to obtain a matrix identity.

The null and range spaces of the matrix \( M \) are denoted by \( \mathcal{N}(M) \) and \( \mathcal{R}(M) \), respectively. The set of positive integers is denoted by \( \mathbb{Z} \), and \( i \) signifies \( \sqrt{-1} \). When \( [a] \) and \( [b] \) denote two sets of indices, \( M_{[a],[b]} \) denotes a submatrix of \( M \) whose rows and columns are the indices from the sets \( [a] \) and \( [b] \), respectively.

**1.2.2 Graph Theory**

An undirected (simple) graph \( \mathcal{G} \) is denoted by \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) with vertex set \( \mathcal{V} \) and edge set \( \mathcal{E} \), comprised of two-element subsets of \( \mathcal{V} \); we use “nodes” or “agents” interchangeably with
“vertices.” Two vertices \( u, v \in \mathcal{G} \) are called adjacent if \( \{u, v\} \in \mathcal{E} \). For vertex \( i \), \( \text{deg} \ i \) and \( \mathcal{N}(i) \) denote, respectively, the number of its adjacent vertices or neighbors and the set of the neighboring nodes. Graphs admit a set of convenient matrix representations. For example, the \(|\mathcal{V}| \times |\mathcal{E}|\) incidence matrix \( E(\mathcal{G}) \) for an oriented graph \( \mathcal{G} \) is a \( \{0, \pm 1\} \)-matrix with rows and columns indexed by vertices and edges of \( \mathcal{G} \), respectively such that

\[
[E(\mathcal{G})]_{ik} = \begin{cases} 
+1 & \text{if } i \text{ is the initial node of edge } e_k \\
-1 & \text{if } i \text{ is the terminal node of edge } e_k \\
0 & \text{otherwise.}
\end{cases}
\]

Another matrix representation of a graph is in terms of its adjacency matrix. The adjacency matrix of \( \mathcal{G} \) is a symmetric \(|\mathcal{V}| \times |\mathcal{V}|\) matrix defined as,

\[
[A(\mathcal{G})]_{ij} := \begin{cases} 
1 & \text{if } \{i, j\} \in \mathcal{E} \\
0 & \text{otherwise.}
\end{cases}
\] (1.5)

The graph Laplacian of an oriented graph is defined as

\[
L(\mathcal{G}) := E(\mathcal{G})E(\mathcal{G})^T;
\] (1.6)

however, the graph Laplacian is independent of a particular orientation of the graph as

\[
L(\mathcal{G}) = \Delta(\mathcal{G}) - A(\mathcal{G}),
\] (1.7)

where the diagonal matrix \( \Delta(\mathcal{G}) \) is composed of the degree distribution of the nodes. The graph Laplacian of \( \mathcal{G} \) is a rank deficient positive semi-definite matrix. The real spectrum of \( L(\mathcal{G}) \) can thereby be ordered as

\[
0 = \lambda_1(L(\mathcal{G})) \leq \lambda_2(L(\mathcal{G})) \leq \ldots \leq \lambda_{|\mathcal{V}|}(L(\mathcal{G})).
\]

The multiplicity of the zero eigenvalue of the graph Laplacian is equal to the number of connected components of the graph [24]. Moreover, the second smallest eigenvalue of \( L(\mathcal{G}) \), \( \lambda_2(L(\mathcal{G})) \), also known as algebraic connectivity, turns out to be a judicious measure of graph connectivity [25]. Two graphs \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \) are said to be cospectral if the spectrum of \( A(\mathcal{G}_1) \) is the same as the spectrum of \( A(\mathcal{G}_2) \). Similarly, two graphs, \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \), are said to be cospectral with respect to the graph Laplacian if the spectrum of \( L(\mathcal{G}_1) \) is the same as the
spectrum of $L(G_2)$. Note that two graphs that are isomorphic are always cospectral with respect to the graph Laplacian, but the converse is not true. That is, two graphs that are cospectral with respect to the Laplacian need not be isomorphic.

A circulant graph of order $n$ is a graph on $n$ vertices in which the $i$-th vertex is adjacent to the $(i+j)$-th and $(i-j)$-th vertices for each $j$ in a list $l$. Representation of circulant graphs in terms of adjacency and Laplacian matrices lead to circulant matrices. A circulant matrix $C$ is a Toeplitz matrix of the form,

$$
C = \begin{bmatrix}
    c_0 & c_1 & c_2 & c_3 & \cdots & c_{n-1} \\
    c_{n-1} & c_0 & c_1 & c_2 & \cdots & \vdots \\
    c_{n-2} & c_{n-1} & c_0 & c_1 & \cdots & c_2 \\
    \vdots & \cdots & \cdots & \cdots & \cdots & \vdots \\
    c_1 & \cdots & c_{n-1} & c_0
\end{bmatrix}.
$$

(1.8)

This structure has a direct implication on the spectral properties of circulant matrices.

Consider the weighted consensus protocol

$$
\dot{x}_i(t) = \sum_{\{i,j\} \in \mathcal{E}} w_{ij}(x_j(t) - x_i(t)),
$$

adopted by $n$-nodes, where $x_i$ is the state of the $i$-th node, e.g., its position, speed, heading, voltage, etc., evolving according to the weighted sum of the differences between the $i$-th node’s state and its neighbors; $w_{ij}$ represents the weight on the edge $\{i,j\}$ which for unweighted graphs is set to identity. Next, let a group of agents $\mathcal{I} \subset \mathcal{V}$ with cardinality $|\mathcal{I}| = r_I$, “excite” the underlying coordination protocol by injecting signals to the network, with another set of agents $\mathcal{O} \subset \mathcal{V}$, of cardinality $|\mathcal{O}| = r_O$, measuring the corresponding network response. Hence, the original consensus protocol from node $i$’s perspective assumes the form

$$
\dot{x}_i(t) = \sum_{\{i,j\} \in \mathcal{E}} w_{ij}(x_j(t) - x_i(t)) + B_i u_i(t),
$$

where $B_i = \beta_i \neq 0$ if $i \in \mathcal{I}$, and zero otherwise. Without loss of generality, we can always assume that $\beta_i = 1$ and modify the control signal $u_i(t)$ as $\beta_i u_i(t)$ if necessary. Adding state
observation ports to this “steered” consensus, and having \( y_j(t) = x_j(t) \) when \( j \in O \), we arrive at the compact form of an input-output linear time-invariant system,

\[
\dot{x}(t) = -L_w(G)x(t) + Bu(t), \quad y(t) = Cx(t),
\]

(1.9)

where \(-L_w(G) \in \mathbb{R}^{n \times n}\) is the weighted Laplacian, \( B \in \mathbb{R}^{n \times r} \), and \( C \in \mathbb{R}^{r \times n} \).

The sample space of all random graphs on \( n \) vertices is denoted by \( G(n,p) \) while the existence of a pair of vertices in the set \( \mathcal{V} \) is determined randomly with probability \( p \in (0,1) \) [15, 16], and [17]. The operators \( \mathbb{E}(w) \) and \( \mathbb{P}\{w = \bar{w}\} \) refer to the expected value (ensemble average) of the random variable \( w \) and the probability that the random variable \( w \) is equal to \( \bar{w} \), respectively. The notation \( M(w_t) \) denotes that matrix \( M \) is a function of a random variable \( w_t \) which is written as \( M_t \) for the simplicity of notation.

We define the vectors \( \mathbf{1} := [1,1,\ldots,1]^T \) and \( \mathbf{0} := [0,0,\ldots,0]^T \). For column vector \( v \in \mathbb{R}^p \), both \( v_i \) and \([v]_i\) denote its \( i \)th element. For matrix \( M \in \mathbb{R}^{p \times q} \), \([M]_{ij}\) denotes the element in its \( i \)th row and \( j \)th column. The \( n \times n \) identity matrix is denoted \( I_n \), and \( e_i \) is the column vector with all zero entries except \( [e_i]_i = 1 \). For \( M, N \in \mathbb{R}^{n \times n} \), we write \( M \succeq 0 \) if \( M \) is a positive semidefinite matrix and \( M \succeq N \) if \( M - N \succeq 0 \). The smallest and largest eigenvalues of \( M \) are denoted by \( \lambda_{\text{min}}(M) \) and \( \lambda_{\text{max}}(M) \), respectively. The cardinality of a set \( Z \) is denoted by \(|Z|\).

1.2.3 Cartesian Product

There are many effective methods via which large-scale graphs (networks) can be synthesized from a set of smaller graphs [185]. The Cartesian product is one such method and is defined for a pair of factor graphs \( \mathcal{G}_1 = (V_1, E_1, W_1) \) and \( \mathcal{G}_2 = (V_2, E_2, W_2) \) and is denoted by \( \mathcal{G} = \mathcal{G}_1 \square \mathcal{G}_2 \). The product graph \( \mathcal{G} \) has the vertex set \( V_1 \times V_2 \), and there is an edge from vertex \((i,p)\) to \((j,q)\) in \( V_1 \times V_2 \) if and only if either \( i = j \) and \((p,q)\) is an edge of \( E_2 \), or \( p = q \) and \((i,j)\) is an edge of \( E_1 \). The corresponding weight if an edge exists is \( w_{(j,q),(i,p)} = w_{iq}^{ij} + w_{ip}^{ji} \) where \( \delta_{ij} = 1 \) if \( i = j \) and 0 otherwise. An example of a Cartesian product of two factor graphs is displayed in Figure 8.1.

The Cartesian product is commutative and associative, i.e., the products \( \mathcal{G}_1 \square \mathcal{G}_2 \) and \( \mathcal{G}_2 \square \mathcal{G}_1 \) are isomorphic; similarly \( (\mathcal{G}_1 \square \mathcal{G}_2) \square \mathcal{G}_3 \) and \( \mathcal{G}_1 \square (\mathcal{G}_2 \square \mathcal{G}_3) \) are isomorphic.
Figure 1.3: Factor graphs $G_1$ and $G_2$ and composite graph $G_1 \Box G_2$. Edge weights of all graphs are 1 unless otherwise marked. The shading on the nodes pertains to Example 8.2.2 and 8.4.2.

A graph is called *prime* if it cannot be decomposed into the product of non-trivial graphs, otherwise a graph is referred to as composite. All graphs have a *prime factor decomposition* of the form $G_1^{k_1} \Box \cdots \Box G_m^{k_m}$, where $G_i$ is prime for all $i$, and $G_i^{k_i}$ denotes $k_i$ Cartesian products of $G_i$. Sabidussi [186] and Vizing [187] highlighted the fundamental nature of the primes noting that connected graphs decompose uniquely into primes, up to reordering. Further, Feigenbaum [188] demonstrated that a digraph can be factored into its primes in polynomial-time. Hellmuth et al. in [189] presented an algorithm to recognize original factors of approximated products. The problem of approximating graph products is considered with a wide range of applications in biology [189]. The extension of the current work to large networks approximated by Cartesian products of prime factors we leave for future work.

Many features of the composite graph’s factors transfer to the composite graph itself. One such example is that if factors $G_1$ and $G_2$ are strongly connected then so too is $G_1 \Box G_2$. In this section, we show that when the composite graph underlies a dynamic system many useful features of the dynamics can be revealed by examining related dynamical systems.
over the factor graphs.

1.2.4 Kronecker Product

Kronecker algebra is one of the main tools in this section. The key results are presented here, and we encourage the readers to see [123] for a more rigorous survey.

Let matrix $M = [m_{ij}] \in \mathbb{R}^{r \times s}$ and $N \in \mathbb{R}^{p \times q}$. The Kronecker product $M \otimes N$ of $M$ and $N$ can be formed by replacing the $ij$th entry of $M$ by the matrix $m_{ij}N$, for every $i$ and $j$. Hence,

$$M \otimes N = \begin{bmatrix} m_{11}N & \cdots & m_{1s}N \\ \vdots & \ddots & \vdots \\ m_{r1}N & \cdots & m_{rs}N \end{bmatrix} \in \mathbb{R}^{rp \times sq}.$$ 

The Kronecker products $M \otimes N$ and $N \otimes M$ are permutation equivalent, i.e., there exist permutation matrices $\Pi$ and $\Upsilon$ such that

$$M \otimes N = \Pi (N \otimes M) \Upsilon,$$

where if $M$ and $N$ are square, $\Pi = \Upsilon^T$. Further, the Kronecker product exhibits the mixed-product property,

$$(M \otimes N)(R \otimes S) = MR \otimes NS$$

where $M \in \mathbb{R}^{r \times s}$, $N \in \mathbb{R}^{p \times q}$, $R \in \mathbb{R}^{s \times k}$, and $S \in \mathbb{R}^{q \times l}$. 

Part I

CAN ONE HEAR THE SHAPE OF COORDINATION?
Chapter 2

NETWORK IDENTIFICATION VIA NODE KNOCK-OUT

In this chapter, we examine the problem of identifying the interaction geometry among a known number of agents, adopting a consensus-type algorithm for their coordination. The proposed identification process is facilitated by introducing “ports” for stimulating a subset of network vertices via an appropriately defined interface and observing the network’s response at another set of vertices.

2.1 Problem Formulation

Consider the weighted consensus protocol described in (2.1) as

\[
\dot{x}(t) = A(\mathcal{G})x(t) + Bu(t), \quad y(t) = Cx(t),
\]

where \( A(\mathcal{G}) = -L_w(\mathcal{G}) \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times r} \), and \( C \in \mathbb{R}^{rO \times n} \).

Example 2.1.1. Consider the network in Fig. 2.1; set \( \mathcal{I} = \{1,2\} \), \( \mathcal{O} = \{1,4\} \), and the corresponding weights equal to one on every edge. Then,

\[
A(\mathcal{G}) = \begin{bmatrix}
1 & -1 & 0 & 0 & 0 \\
-1 & 3 & -1 & -1 & 0 \\
0 & -1 & 3 & -1 & -1 \\
0 & 0 & -1 & 3 & -1 \\
0 & 0 & -1 & -1 & 2
\end{bmatrix}, \quad B = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix}. \quad (2.2)
\]

Even though in general, sets \( \mathcal{I} \) and \( \mathcal{O} \) can be distinct and contain more than one element, for the convenience of our presentation, we will assume that they are identical- and at times, we will assume that the resulting input-output system is in fact SISO. The extension of the presented results to the case when \( \mathcal{I} \) and \( \mathcal{O} \) are distinct will be discussed after introducing the basic setup and approach.
We now pose the inverse problem of graph-based coordination algorithms, namely, the feasibility of identifying the spectral and structural properties of the underlying network $G$ via data facilitated by the input-output ports $I$ and $O$. In order to implement this program we will assume that: (1) the identification procedure has knowledge of the number of agents in the network, (2) if the removal of one or two nodes disconnects the underlying graph, the input/output sets $I$ and $O$ have non-trivial intersections with each of the resulting connected components,\(^1\) and (3) the input/output sets $I$ and $O$ have been chosen such that the system described in (2.1) is controllable and observable. Although the first assumption is reasonable and the second an artifact of our approach,\(^2\) the last assumption requires more justification which we now provide. In the trivial case when $I = V$ and $B$ is equal to the identity

---

1. Thus, for example, when the graph is 3-connected, the input/output sets can be chosen arbitrary to satisfy this connection.

2. The procedure, knowing the number of nodes in the network, can identify when in fact the graph is disconnected.
matrix, the input-output weighted consensus (2.1) is clearly controllable, and by duality, observable. However, more generally, the controllability/observability of the network from a subset of its boundary nodes, is less trivial, and more to the point, not guaranteed for general graphs [105]. In the meantime, since we will need controllability and observability of the network for its identifiability, we will rely on an intriguing topical conjecture in algebraic graph theory, to the effect that for large values of $n$, the ratio of graphs with $n$ nodes that are not controllable from any single node to the total number of graphs on $n$ nodes approaches zero as $n \to \infty$ [100]. This phenomena is depicted in Fig. 2.1(b); for every node $n$, the percent of controllable networks from one node is calculated from 400 sample random graphs. In the present research, we take the controllability and the observability of the underlying graph from the input and output nodes as our working assumption. In the meantime, it is always convenient to know when the network is uncontrollable from a given node.

**Lemma 2.1.2.** Let $P(s) = C(sI - A)^{-1}B$ be the input-output realization of (2.1). The uncontrollable/unobservable eigenvalues of (2.1) will not appear in the corresponding entry of $P(s)$. Specifically, $P(s)$ will be order $n - i$ polynomial for the SISO case with $n$ agents and $i$ uncontrollable/unobservable eigenvalues.

*Proof.* Since the underlining graph is undirected, the matrix $A(G)$ in (2.1) is symmetric, and there exists a unitary matrix $U$ and a real nonnegative diagonal matrix $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n)$ such that $A(G) = U\Lambda U^T$. In this case, the columns of $U$ are an orthonormal set of eigenvectors for $A(G)$ and the corresponding diagonal entries of $\Lambda$ are its eigenvalues. Therefore,

$$P(s) = C(sI - A(G))^{-1}B = C(sI - U\Lambda U^T)^{-1}B = CU(sI - \Lambda)^{-1}U^TB.$$  \hfill (2.3)

From the PBH test, if the system (2.1) is not controllable, there is an eigenvector that is orthogonal to $B$. Therefore, for an arbitrary uncontrollable eigenvalue $\lambda_i$, the $i$-th row of $U^T$ is orthogonal to $B$, and $\lambda_i$ will not appear in $(sI - \Lambda)^{-1}U^TB$. An analogous argument works for the unobservable case as well. \hfill \square
2.2 System Identification

We now consider various standard system identification procedures in the context of identifying the spectra of the underlying graph Laplacian, and subsequently, gaining insights into the interconnection structure that underscores the agents’ coordinated behavior.

System identification methods are implemented via sampling of the system (2.1) at discrete time instances $\delta, 2\delta, \ldots, k\delta, \ldots$, with $\delta > 0$, so that the assumes the form

$$z(k + 1) = A_d z(k) + B_d v(k), \quad w(k) = C_d z(k), \quad (2.4)$$

where $z(k) = x(k\delta)$, $v(k) = u(k\delta)$, $w(k) = y(k\delta)$, $A_d = e^{\delta A}$, $B_d = \left( \int_0^{\delta} e^{At} dt \right) B$, and $C_d = C$. In fact, the system identification process leads to a realization of the model

$$\tilde{z}(k + 1) = \tilde{A}_d \tilde{z}(k) + \tilde{B}_d v(k), \quad \tilde{w}(k) = \tilde{C}_d \tilde{z}(k), \quad (2.5)$$

where $(\tilde{A}_d, \tilde{B}_d, \tilde{C}_d)$ is the realization of $(A_d, B_d, C_d)$ in (2.4). The identified system (2.5), on the other hand, corresponds to the continuous-time system

$$\dot{x}(t) = \tilde{A} \tilde{x}(t) + \tilde{B} u(t), \quad y(t) = \tilde{C} \tilde{x}(t), \quad (2.6)$$

with $\tilde{A}_d = e^{\tilde{A} \delta}$, $\tilde{B}_d = \left( \int_0^{\delta} e^{\tilde{A} t} dt \right) \tilde{B}$, and $\tilde{C}_d = \tilde{C}$; in this case, $\tilde{A} = (1/\delta) \log M \tilde{A}_d$ where $\log M$ denotes the matrix logarithm. Since the system (2.5) is a realization of the system (2.4), it follows that the estimated triplet $(\tilde{A}, \tilde{B}, \tilde{C})$ is a realization of $(A, B, C)$ in (2.1). As a result, there exists a similarity transformation induced by the matrix $T$, such that $\tilde{A} = TAT^{-1}$, $\tilde{B} = TB$, and $\tilde{C} = CT^{-1}$. In fact, in the controllable/observable case, the eigenvalues of $\tilde{A}_d$ are precisely matched with the eigenvalues of $A_d$. Obtaining a zero as eigenvalue of $\tilde{A}_d$, which is equivalent of obtaining $-\infty$ as the eigenvalue of $\tilde{A}$, is a sign of an uncontrollable and/or unobservable mode in (2.1).

For example in the identification procedure called Iterative Prediction-Error Minimization Method, the model (2.4) for every input $v_i$ and output $w_j$
can be represented as $A(q)w_j(k) = B(q)v_i(k)$, where $A(q) = 1 + a_1q^{-1} + \cdots + a_nq^{-n}$ and $B(q) = b_1q^{-1} + \cdots + b_rq^{-r}$. The unknown model parameters $\theta = [a_1, \ldots, a_n, b_1, \ldots, b_r]$ can then be estimated by comparing the actual output $w_j(k)$ with the predicted output $\tilde{w}_{ji}(k|k-1)$ using the mean-square minimization. In this case, the output predictor is constructed as $\tilde{w}_{ji}(k|k-1) = [-w_j(k-n), \ldots, -w_j(1), v_i(k-r_T), \ldots, v_i(1)]$. In yet another candidate system identification procedure, namely the Subspace Identification Method, the system (2.4) is approximated by another system in the form (2.5) using a state trajectory of the dynamic system that has been determined from input-output observations. The Hankel matrix, which can be constructed from the gathered input-output data, plays an important role in this method. By constructing the Hankel matrix, the discrete time system matrices $\tilde{A}_d$, $\tilde{B}_d$, and $\tilde{C}_d$ can then be determined. Subsequently, the continuous-time estimated matrices $\tilde{A}$, $\tilde{B}$, and $\tilde{C}$ can be identified; see [28] for an extensive treatment of system identification methods.

In summary, an identification procedure such as the above two methods, implemented on a controllable and observable steered-and-observed coordination protocol (2.1), leads to a system realization whose state matrix is similar to the underlying graph Laplacian and in particular shares the same spectra and characteristic polynomial. However, a distinct and fundamental issue in our setup is that having found a matrix that is “similar” to the Laplacian of a network is far from having exact knowledge of the network structure itself [219]. This observation motivates the following question: to what extent does the knowledge of the spectra of the graph, combined with the knowledge of the input-output matrices, reduce the search space for the underlying interaction geometry? In this chapter, we explore this question using techniques based on integer partitioning and degree-based graph reconstruction.

Inspired by how biologists use gene knockouts for experimentally identifying genetic interaction networks in cellular organisms, we propose a node-knockout procedure for the complete characterization of the interaction geometry in consensus-type networks. In our context, the node knockout is essentially a grounding procedure—where the node broadcasts a zero state to its neighbors without being removed from the network. The proposed identification process is also facilitated by introducing “ports” for stimulating a subset of
network vertices via an appropriately defined interface and observing the network’s response at another set of vertices. We then provide an example for the utility of such a network identification process in the context of fault detection for networked systems.

2.3 Characterization of the Network Topology via Node Knockout

We now explore means by which a system identification procedure as discussed in §2.2 can be used for the exact characterization of the interaction topology for consensus-type networks. Consider again the input-output LTI model (2.1). For notational simplicity, we consider unweighted Laplacian matrices; the extension of this work to the weighted Laplacian is straightforward from our analysis. In this section, we explore a method for characterizing the network by resorting to “grounding” the graph at a vertex. First, recall that via one of the system identification methods discussed previously, the characteristic equation of the system (2.1) can be found to be

\[ \phi_G(s) = \det(sI - A(G)) = \det(sI + L(G)). \] (2.7)

**Definition 2.3.1.** The grounded consensus at node \(v\) evolves according the dynamics

\[ \dot{x}(t) = -L_v(G)x(t), \]

where \(L_v(G) = L(G\setminus v) + \Delta_v,\ G\setminus v\) is the graph obtained after removing \(v\) from \(G\), and the diagonal matrix \(\Delta_v\) is such that \([\Delta_v]_{ii} = 1\) (or \([\Delta_v]_{ii} = w_{vi}\) in the weighted consensus protocol) when \(\{v,i\} \in \mathcal{E}\) and 0 otherwise. We refer to the grounding operation as node knockout.

In this section, we make the standing assumption that each vertex in \(G\) can be instructed to “ground” itself upon request. Now, define the polynomial

\[ \phi^v_G(s) := \det(sI + (L(G\setminus v) + \Delta_v)) \] (2.8)

which is the characteristic polynomial of the grounded consensus at node \(v\). Following our presentation in §2.2, it then follows that the system identification procedure can be applied for the cases when one or two nodes in the graph are grounded. And in fact, provided that
the grounded consensus protocol is controllable and observable, the characteristic polynomials \( \phi_v^G(s) \) and \( \phi_{uv}^G(s) \) for situations where either vertex \( v \) has been grounded or when both vertices \( v \) and \( u \) have been grounded can be obtained. But before we proceed, let us address the controllability/observability of the influenced/observed grounded consensus.

**Proposition 2.3.2.** Consider the controllable and observable steered-and-observed system (2.1) on the \( n \)-node graph \( G \) with \( n \geq 2 \). Then as long as none of the input-output vertices are identical to the grounded node(s), the grounded consensus on \( L_v(G) \) remains controllable and observable with the corresponding reduced input and observation matrices if and only if the graph \( G \setminus v \) stays connected.

**Proof.** Let the grounded node \( v \) be different from the input-output nodes. Without loss of generality, assume that \( v \) is the last indexed node in \( L(G) \) and also that the input set contains just one node. In this case, since the input set does not include \( v \), we can rewrite \( B \) as \( B = [\hat{B}^T, 0]^T \). From the definition of controllability, if the grounded consensus is controllable with the pair \( (L_v(G), \hat{B}) \), the graph \( G \setminus v \) is connected. The next step is to prove that if the graph \( G \setminus v \) is connected, the grounded consensus is controllable, or equivalently, that if the grounded consensus is uncontrollable, the graph \( G \setminus v \) has to be disconnected. This is proven as follows. Since the original graph is controllable, from the PBH test there does not exist a nonzero \( z \) and \( \lambda \) such that \( L(G)z = \lambda z \) and \( z^T B = 0 \). Thus after partitioning the matrix \( L(G) \), one has

\[
\exists z \neq 0, \lambda \text{ s.t. } \begin{bmatrix} L(G \setminus v) + \Delta_v - \lambda I & \delta_v \\ \delta_v^T & \deg v - \lambda \end{bmatrix} z = 0, \tag{2.9}
\]

where \( I \) is the identity matrix with proper dimensions, and \( \delta_v \) is the vector formed from the diagonal of \( \Delta_v \). Since the grounded consensus is uncontrollable, there exists a nonzero \( s \in \mathbb{R}^{n-1} \) and \( \hat{\lambda} \in \mathbb{R} \) such that \( (L(G \setminus v) + \Delta_v)s = \hat{\lambda}s \) and \( s^T \hat{B} = 0 \) with \( \hat{\lambda} \neq 0 \) since otherwise the proof is done. Therefore,

\[
\begin{bmatrix} L(G \setminus v) + \Delta_v - \hat{\lambda} I \\ \hat{B}^T \end{bmatrix} s = 0, \tag{2.10}
\]
where $I$ is the identity matrix with proper dimensions. Note that in order to show that $\mathcal{G} \setminus v$ is disconnected, it suffices to show that there exists a vector $r \not\in \text{span}\{1\} \subseteq \mathbb{R}^{n-1}$ such that $L(\mathcal{G} \setminus v)r = 0$. The matrix on the left hand-side of (2.9) is full rank for all values of $\lambda$.

Thus for any choice of $q \in \mathbb{R}^n$, there exists $p \in \mathbb{R}^{n+1}$ such that

$$
\begin{bmatrix}
L(\mathcal{G} \setminus v) + \Delta_v - \lambda I & \delta_v & \hat{B} \\
\delta^T_v & \text{deg } v - \lambda & 0
\end{bmatrix} p = q. \quad (2.11)
$$

By partitioning $p = [p_1^T, p_2^T, p_3^T]^T$ and $q = [q_1^T, q_2^T]^T$, we obtain

$$(L(\mathcal{G} \setminus v) + \Delta_v - \lambda I)p_1 + \delta_v p_2 + \hat{B}^T p_3 = q_1, \quad \text{and} \quad \delta^T_v p_1 + (\text{deg } v - \lambda)p_2 = q_2. \quad (2.12)$$

Choosing $\lambda = \hat{\lambda}$, $q_1 = \delta_v$, and multiplying both sides of the first identity in (2.12) by $s$, we obtain $p_2 = 1$. Let us choose $q_2 = \text{deg } v - \hat{\lambda} + \alpha_1$ in (2.12) where $\alpha_1 \neq 0$. Therefore, $\delta^T_v p_1 = \alpha_1$ or $\sum_{i \in \mathcal{N}(v)} p_1(i) = \alpha_1$. In view of (2.12), we conclude that $L(\mathcal{G} \setminus v)p_1 = (\hat{\lambda}I - \Delta_v)p_1 - \hat{B}p_3$.

If $(\hat{\lambda}I - \Delta_v)p_1 - \hat{B}p_3 = 0$, choosing $r = p_1$ will prove the claim if $p_1 \not\in \text{span}\{1\}$. By choosing $p_1 = [0, 0, \ldots, \alpha_1]^T$, it can be verified that $(\hat{\lambda}I - \Delta_v)p_1 - \hat{B}p_3 = 0$ when $p_3 = \frac{\alpha_1(\hat{\lambda} - 1)}{\sum_{i \in \mathcal{N}(v)} B(i)}$.

When the candidate grounding vertex belongs to the input set $\mathcal{I}$ in the original LTI system (2.1), the controllability and observability of the grounded consensus should be preserved by switching the control/observe channel to another vertex in the grounded consensus. The same argument holds valid when the graph $\mathcal{G} \setminus v$ is disconnected, in which case the grounded consensus looses its controllability and observability. We also note that the controllability/observability of the grounded network at two vertices follows from the same argument in the Proposition 2.3.2 and is thereby omitted. We are ready to state the main result of this section.

**Theorem 2.3.3.** System identification on the steered-and-observed consensus (2.1), while allowing the grounding operation (Definition 2.3.1) at all nodes and all pairs of nodes, allows for a complete characterization of the underlying network.

We will prove this theorem via a number of observations– and most importantly– with the help of a powerful construct in combinatorics, namely that of generating functions [9].
Definition 2.3.4. Let \( a_0, a_1, \ldots \) be a finite or infinite sequence of real numbers. Then the ordinary generating function \( \chi(s) \) of the sequence is the power series

\[
\chi(s) = a_0 + a_1 s + a_2 s^2 + \cdots = \sum_{k=0}^{\infty} a_k s^k.
\] (2.13)

On one level, generating functions can be regarded as algebraic objects whose formal manipulation allows one to address combinatorial problems by means of algebra [8]. Yet on another level, generating functions can be considered as power series expansions of infinitely differentiable functions. Generating functions can conveniently be extended to matrices and in particular to graph Laplacians. In this venue, define the generating function \( \chi_G(s) \) with respect to the sequence of powers of the graph Laplacian as

\[
\chi_G(s) : \mathbb{C} \to \mathbb{C}^{n \times n}, \quad \chi_G(s) := \sum_{k=0}^{\infty} s^k (-L(G))^k = (I + s L(G))^{-1}.
\] (2.14)

Generating functions based on the adjacency matrix of a graph have been studied extensively; see for example [7] (Chapter 4). In view of the resemblance of (2.14) to the transfer matrix of (2.1), our aim will be on clarifying the role of generating functions for the characterization of steered and observed consensus-type networks. In doing so, we are then able to devise a procedure for network identification for (2.1) by identifying the corresponding generating functions for the grounded and ungrounded characteristic polynomials. The ingredients of such a program are clarified by the following observations.

In order to determine the entries of the generating function of \( L(G) \), define the matrix \( \Psi_G(s) \) as the adjugate of \( s I + L(G) \), i.e., the complex conjugate transpose of the matrix of its cofactors. From the definition of the matrix inverse, we then have

\[
\Psi_G(s)(sI + L(G)) = \det(sI + L(G))I = \phi_G(s)I.
\] (2.15)

Lemma 2.3.5. Let \( v \) be a vertex in the graph \( G \). Then

\[
s^{-1}[\chi_G(s^{-1})]_{vv} = \frac{\phi^*_v(s)}{\phi_G(s)},
\] (2.16)

where \([\chi_G(s)]_{vv}\) is the \( v \)-th diagonal entry of the generating function \( \chi_G(s) \).

Proof. From (2.14), it follows that

\[
s^{-1} \chi_G(s^{-1}) = s^{-1} (I + s^{-1} L(G))^{-1} = (s I + L(G))^{-1} = \frac{\Psi_G(s)}{\phi_G(s)};
\] (2.17)
the last equality in (2.17) is Cramer’s rule. Then (2.16) follows immediately from (2.17); we note that \( \phi^v_G(s) \), as the \( v \)-th diagonal entry of \( \Psi_G(s) \), is the characteristic polynomials of \( L(G\setminus v) + \Delta_v \). On the other hand, as defined in (2.8), \( \phi^v_G(s) \) is the characteristic polynomial of the grounded consensus system matrix at node \( v \).

Before we can state our next result, we introduce a new notation. For \( D \subseteq V \), \( [\chi_G(s)]_D \) denotes the submatrix of \( \chi_G(s) \) with rows and columns indexed by the vertices in \( D \).

**Theorem 2.3.6.** (Jacobi) [8] Let \( D \) be a subset of \( d \) vertices of the graph \( G \). Then

\[
s^{-d} \det [\chi_G(s^{-1})]_D = \frac{\phi^D_G(s)}{\phi_G(s)}; \tag{2.18}
\]

note that this is an extension of (2.16).

**Proof.** Without loss of generality, we may assume that \( D \) consists of the first \( d \) vertices of \( G \). Let \( K \) be the matrix obtained by replacing the first \( d \) columns of the \( n \times n \) identity matrix with the corresponding columns of \( \Psi_G(s) \). Consider the product \((sI + L(G))K\). We have

\[
(sI + L(G))K = \begin{bmatrix}
\phi_G(s)I_d & X \\
0 & sI + L(G\setminus D) + \Delta_D
\end{bmatrix},
\]

where \( \Delta_D = \sum_{v \in D} \Delta_v \), and the exact form of the matrix \( X \) is inconsequential. Taking the determinant of both sides of this equation yields

\[
\phi_G(s) \det K = \phi_G(s)^d \det (sI + L(G\setminus D) + \Delta_D), \tag{2.19}
\]

where \( G\setminus D \) is the graph obtained from removing the node set \( D \) from \( G \) (as well as all edges incident on the nodes in \( D \)). Note that \( \det (sI + L(G\setminus D) + \Delta_D) = \phi^D_G(s) \). From (2.17) and the definition of \( K \), one has

\[
s^{-d} \det [\chi_G(s^{-1})]_D = \phi_G(s)^{-d} \det K,
\]

and in combination with (2.19), this yields the statement of the theorem. \( \Box \)

If \( D \) consists of a pair of vertices \( u \) and \( v \), then we obtain

\[
\det [\chi_G(s^{-1})]_{D=\{u,v\}} = [\chi_G(s^{-1})]_{uu}[\chi_G(s^{-1})]_{uv} - [\chi_G(s^{-1})]_{uv}[\chi_G(s^{-1})]_{vu}. \tag{2.20}
\]

Since \( G \) is undirected, \( [\chi_G(s^{-1})]_{uv} = [\chi_G(s^{-1})]_{vu} \). Hence, we can determine the off-diagonal entries of the generating function of \( L(G) \).
Lemma 2.3.7. Let $G$ be a graph and $u,v \in G$. Then

$$s^{-1}[\chi_G(s^{-1})]_{uv} = \frac{[\Psi_G(s)]_{uv}}{\phi_G(s)},$$

(2.21)

where $[\chi_G(s^{-1})]_{uv}$ is the $uv$-entry of the generating function $\chi_G(s)$, and

$$[\Psi_G(s)]_{uv} = (\phi_G^u(s)\phi_G^v(s) - \phi_G(s)\phi_{G}^{uv}(s))^{1/2}.$$

Proof. From Theorem 2.3.6, set $D = \{u,v\}$. Thus,

$$s^{-2}\det[\chi_G(s^{-1})]_{\{u,v\}} = \frac{\phi_G^{uv}(s)}{\phi_G(s)}.$$

(2.22)

From (2.20) and (2.22), it follows that

$$s^{-2}(\chi_G(s^{-1}))_{uu}[\chi_G(s^{-1})]_{uv} - [\chi_G(s^{-1})]_{uv} = \frac{\phi_G^{uv}(s)}{\phi_G(s)}.$$

From (2.16), on the other hand, it follows that

$$s^{-2}(s^2\phi_G^u(s)\phi_G^v(s) - [\chi_G(s^{-1})]_{uv}) = \frac{\phi_G^{uv}(s)}{\phi_G(s)}.$$

Hence,

$$s^{-2}[\chi_G(s^{-1})]_{uv} = \frac{\phi_G^u(s)\phi_G^v(s) - \phi_G(s)\phi_{G}^{uv}(s)}{\phi_G(s)^2},$$

and

$$s^{-1}[\chi_G(s^{-1})]_{uv} = \frac{(\phi_G^u(s)\phi_G^v(s) - \phi_G(s)\phi_{G}^{uv}(s))^{1/2}}{\phi_G(s)}.$$

Since $s^{-1}[\chi_G(s^{-1})]_{uv}$ is an entry of $s^{-1}(I + s^{-1}L(G))^{-1} = (sI + L)^{-1}$, it is a rational function with $\phi_G(s)$ as its denominator and the numerator is the $uv$-entry of $\Psi_G(s)$.

In order to draw a direct connection between the generating function (2.14) and the steered-and-observed consensus protocol (2.1), note that $(sI + L(G))^{-1}$ is defined as $s^{-1}\chi_G(s^{-1})$. And rather conveniently, according to Lemmas 2.3.5 and 2.3.7, all entries of $s^{-1}\chi_G(s^{-1})$ can be determined by the characteristic polynomials of the ungrounded and grounded consensus through the system identification procedure. In fact, the impulse response of $(sI + L(G))^{-1}$
is the state transition matrix of the consensus system and can be calculated from $s^{-1}\chi_G(s^{-1})$ as,

$$
\mathcal{L}^{-1}\{(sI + L(G))^{-1}\} = e^{-L(G)t} = \mathcal{L}^{-1}\{s^{-1}\chi_G(s^{-1})\},
$$

where $\mathcal{L}^{-1}$ denotes the inverse Laplace transform. Hence, the graph Laplacian $L(G)$ can be uniquely identified by running the system identification on the ungrounded and grounded systems corresponding to (2.1).

The next example demonstrates the proposed procedure for the network in Fig. 2.2(a). Notice that if we run system identification with the input and output set to $I = O = \{1\}$, we obtain the characteristic polynomial $\phi_G(s) = s^4 + 6s^3 + 10s^2 + 4s$. In the meantime, by running the system identification on the grounded consensus at node 1 while choosing $I = O = \{4\}$, we obtain the characteristic polynomial $\phi_G^{\{1\}}(s) = s^3 + 5s^2 + 6s + 1$. Notice that in this case

$$
A(G) = \begin{bmatrix}
-2 & 1 & 0 \\
1 & -2 & 1 \\
0 & 1 & -1
\end{bmatrix}.
$$

In the same manner $\phi_G^{\{1\}}(s) = \phi_G^{\{2\}}(s)$. As we ground node 2, two disconnected components will be generated, and the input and output nodes must be chosen from these distinct components of the graph. We therefore determine $\phi_G^{\{2\}}(s)$ and $\phi_G^{\{3\}}(s)$ as $\phi_G^{\{2\}}(s) = s^3 + 4s^2 + 4s + 1$ and $\phi_G^{\{3\}}(s) = \phi_G^{\{2\}}(s)$. In the next step, in order to calculate the off-diagonal entries of $s^{-1}\chi_G(s^{-1})$, one needs to ground a pair of nodes simultaneously. For example, if we run the system identification procedure on the consensus system grounded at nodes $\{1, 2\}$ and choose $I = O = \{3\}$, we obtain $\phi_G^{\{1,2\}}(s) = s^2 + 3s + 1$. Notice that the system matrix in this case is

$$
A(G) = \begin{bmatrix}
-2 & 1 \\
1 & -1
\end{bmatrix}.
$$

Considering the symmetry in the generating matrix $\chi_G(s)$, by running multiple sessions of the system identification procedure, we obtain all entries of $s^{-1}\chi_G(s^{-1})$. Thus, the Laplacian matrix, $L(G)$, can be explicitly found from (2.23).

\footnote{Incidentally we should mention that the impulse response of the system with the transfer matrix function as (2.14), is the state transition matrix for the Markov chain associated with the consensus protocol [105] (Chapter 3).}
2.4 Edge Faults in the Network

In this section, we explore the utility of the network identification procedure in the context of fault detection for networked systems. Consider a remote administrator of a network, running a protocol similar to (2.1), monitoring the network’s behavior by occasionally sending signals through certain boundary nodes and observing its reflection. As we discussed in previous sections, assuming the observability/controllability of the underlying network, the identification process provides us with the characteristic equation for the system and the number of edges in the network. Thus, if there is an edge failure, the characteristic equation of the modified network will reflect this failure. We would like to explore now the possibility of identifying the broken link from running the identification procedure on the network when the grounding operation is permissible. It is assumed that the nodes can be instructed to ground themselves, i.e., sending a zero state value to their neighbors, while not being able to independently and locally determine whether an edge in the network has been broken. In fact it is assumed that the administrator can only detect faults indirectly by observing and monitoring a few selected signals from the network. In this venue, let 

\[ E = 2|E(G)| \]

be twice the number of edges in the fault-free network \( G \), which is equal to the sum of the roots of the characteristic polynomial \( \phi_G(s) \). In the same vein, let us denote the sum of the roots of the characteristic equations of the grounded consensus matrices \( L(G_u) \) and \( L(G_{uv}) \) as \( E_u \) and \( E_{uv} \), respectively.

**Proposition 2.4.1.** Consider the consensus protocol (2.1) over the graph \( G \). Let \( E, E_u, E_v, \) and \( E_{uv} \) denote, respectively, the sum of the roots of the characteristic polynomials \( \phi_G(s), \phi_G^u(s), \phi_G^v(s), \) and \( \phi_G^{uv}(s) \). Then \( E - E_u - E_v + E_{uv} = 0 \) if there is no edge between nodes \( u \) and \( v \), while \( E - E_u - E_v + E_{uv} = 2 \) indicates that there is an edge between \( u \) and \( v \).

**Proof.** Let \( V_u \) denote the subset of \( V \) with node \( u \) excluded; see Fig. 2.2. By running the system identification on \( G \), we obtain the sum of the roots of the characteristic polynomial \( \phi_G(s) \) which is also equal to the sum of the degrees of all nodes in \( V \). In the meantime, by running the system identification on the grounded consensus at \( u \), we obtain \( E_u = \)

---

7Including any class of consensus-type protocols for formation control and distributed estimation [105].
$E - \deg u$. Analogously, one obtains $E_v = E - \deg v$ when node $v$ is grounded. Thus by grounding the pair of nodes $u$ and $v$ in the consensus protocol, the sum of the roots of the characteristic polynomial $\phi_G^{uv}(s)$ is $E_{uv} = E - \deg u - \deg v + 2I_{\{u,v\} \in \mathcal{E}}$, where $I_{\{u,v\} \in \mathcal{E}}$ is equal to one if nodes $u$ and $v$ are incident and zero otherwise. Thereby, $E_u + E_v - E_{uv} = E - 2I_{\{u,v\} \in \mathcal{E}}$ and the statement of the proposition now follows.

As an example, consider the graph in Fig. 2.2 with $|\mathcal{V}| = 100$ nodes and $|\mathcal{E}| = 284,$
running the consensus protocol. Our goal is to resolve whether there is an edge between nodes 1 and 2 via the proposed network identification procedure. We note that if we run the system identification with \( r_T = r_O = 50 \), we obtain the number of edges in the network, \( E \), as the sum of the roots of the characteristic polynomial \( \phi_G(s) \); in this case there are 568 edges in the network. Applying the system identification procedure on the grounded consensus at node 1 leads the value of \( E_1 = 562 \), where \( E_1 \) is the sum of the roots of the characteristic polynomial \( \phi^1_G(s) \). Analogously, the values of \( E_2 \) and \( E_{1,2} \) are 560 and 554, respectively. Since \( E = E_1 + E_2 - E_{1,2} \), from Proposition 2.4.1, it follows that there is no edge between nodes 1 and 2.
Chapter 3
A SIEVE METHOD FOR CONSENSUS-TYPE NETWORK TOMOGRAPHY

In the next approach, it is first noted that under the assumption of controllability and observability of the corresponding steered-and-observed network, the proposed procedure identifies a number of important features of the network using the spectrum of the graph Laplacian. We then proceed to use degree-based graph reconstruction methods to propose a sieve method for further characterization of the underlying network. Note that in this approach the weights in weighted-consensus have to be identical. An example demonstrates the application of the proposed method.

We first review qualitative characterization of the underlying interconnection topology via its identified characteristic polynomial. We then explore the possibility of reducing the search space for the underlying network via the proposed sieve method.

3.1 Graph Characterization via Characteristic Polynomial

Recall that via a system identification method, the characteristic equation of the system (1.9) can be found as

$$\phi_G(s) = \det(sI - A(G)) = s^n + a_1 s^{n-1} + \ldots + a_{n-1}s + a_n.$$ (3.1)

Although the spectra of the graph Laplacian in general is insufficient to form an explicit characterization of the underlying network, it leads to a number of useful structural information about its geometry; we list a few:

1. the value $\text{value}(1/n) \prod_{i=2}^n \lambda_i(G)$ is the number of spanning trees in $G$,

2. one has $|E| = 1/2 \sum_{i=1}^n \lambda_i$, where $|E|$ is the number of edges in the graph,
3. if \( a_{n-1} = n \), the underlying interconnection is a tree. For a tree, the coefficient \( a_{n-2} \) is also called the graph Wiener index (the sum of all distances between distinct vertices of \( G \)) \[29\],

4. if the associated graph is a tree, \( a_k \) is the number of \( k \)-matching in the subdivision of \( G \) (where each edge of \( G \) is replaced by a path of length 2),

5. if the eigenvalues of \( L(G) \) are distinct, with \( 0, \lambda_2, \ldots, \lambda_r \) where \( \lambda_r > \ldots > \lambda_2 > 0 \), define \( \psi_G(x) = (x - \lambda_2) \ldots (x - \lambda_r) \). It is then well-known that \( \psi_G^c = (-1)^r \psi_G(n-x) \), where the graph \( G^c \) is the complement of the graph \( G \). The Hoffman number of the graph, \( \mu(G) \), can also be found as \( \lambda_2 \lambda_3 \ldots \lambda_r / n \) whose properties and applications have been studied in \[30\],

6. let \( T \) be a tree with \( n \geq 2 \) vertices. If \( T \) has only one positive Laplacian eigenvalue with multiplicity one, then \( T \) is the star \( K_{1,n-1} \) \[30\],

7. let \( G \) be a connected graph with exactly three distinct Laplacian eigenvalues. Then the algebraic connectivity (the second smallest Laplacian eigenvalue) of \( G \) is equal to one if and only if \( G \) is a star of \( K_{1,n-1} \) with \( n \geq 3 \), and

8. if \( G \) is a connected graph with integer Laplacian spectra, then \( d(G) \leq 2 \kappa(G) \), where \( d(G) \) is the diameter of the graph and \( \kappa(G) = (1/n) \prod_{i=2}^n \lambda_i(G) \).

Although the spectra of the Laplacian provides important insights, as noted above, into the structural properties of the network, we now proceed to explore the possibility of complete identification of the underlying network using its graph spectra complemented with a sieve method.

### 3.2 Graph Characterization via Graph Sieve

In this section, we provide an overview of the graph sieve procedure— that in conjunction with the identified Laplacian spectra— leads to a more confined search for the network in the
black box. The essential ideas involve the judicious use of integer partitioning algorithms and degree-based graph reconstruction.

Recall that with the standing assumption of \( C = B^T \) in (2.1), for the identified system matrices \((\tilde{C}, \tilde{A}, \tilde{B})\), after appropriate relabeling, the product \( \tilde{C} \tilde{A} \tilde{B} = CAB \) leads to the first \( r \times r \) block partition of the matrix \( L(\mathcal{G}) \). Notice that if \( B \neq C^T \), we still obtain \( r^2 \) entries of the matrix \( L(\mathcal{G}) \) which may not contain the diagonal entries. The product \( \tilde{C} \tilde{A} \tilde{B} \) gives us the degree of the nodes that are in common in both input and output sets and information on the minimum degree of other nodes. Since the eigenvalues of the identified matrix \( \tilde{A} \) are identical to those of \( L(\mathcal{G}) \), as the result of the identification process, we have access to the sum of the degrees of all nodes in the network as well as the degrees of a subset of \( r \)-boundary nodes. Let us define \( \tilde{R} \) as the set of nodes in \( r \)-boundary nodes which appears in both \( \mathcal{I} \), and \( \mathcal{O} \) with \(|\tilde{R}| = \tilde{r}\). Moreover, let

\[
    r_d = \sum_{v \in \tilde{R}} \deg v \quad \text{and} \quad r_m = \operatorname{trace}(\tilde{A}) - r_d. \tag{3.2}
\]

If \( B = C^T \), then \( r_d = \operatorname{trace}(\tilde{C} \tilde{A} \tilde{B}) \), and the set \( \tilde{R} \) will be equal to \( r \)-boundary nodes. We can then proceed to determine the degrees of the \( n - \tilde{r} \) remaining nodes, or equivalently, partition the positive integer \( r_m \) (3.2) into \( n - \tilde{r} \) integers, each assuming a value between 1 and \( n - 1 \), and a lower bound for the degrees of \( r - \tilde{r} \) nodes [158]. The possible values for the partitioning comes from the fact that we expect the resulting graph to be connected while respecting the bounds on the maximum allowable node degrees.

Partitioned integers without constraints on the resulting partitions are often referred to as unrestricted partitions. Restricted partitions, on the other hand, are those with constraints on the largest value of the partition that is no greater than a value of \( K_U \), or no smaller than \( K_L \), or both. Algorithms that generate unrestricted partitions can often be used to generate the restricted ones by certain modifications. Several such algorithms, dealing with unrestricted and restricted integer partitioning, have been suggested in the literature. In the context of the graph realization using the proposed system identification method, we proceed to use the algorithms in [31] in order to generate different possible sets of \( n - r \) integers between 1 and \( n - 1 \) and \( r - \tilde{r} \) nodes with specified lower bounds on their degree such that their sum is \( s \) (3.2).
3.2.1 Integer Partitioning Algorithms and Complexity Analysis

Consider a degree sequence \( b = \{d_1, d_2, \ldots, d_{n-\tilde{r}}\} \) with \( d_1 + d_2 + \cdots + d_{n-\tilde{r}} = r_m \) and a specified lower bound on \( r - \tilde{r} \) of the values. Without loss of generality, assume that the first \( \{d_1, \ldots, d_{r-\tilde{r}}\} \) degrees are lower bounded as

\[
d_i \geq L_i \quad \text{for} \quad i = 1, \ldots, r - \tilde{r}.
\] (3.3)

We are interested in finding all possible partitions of \( r_m \) into \( n - \tilde{r} \) integers between 1 and \( n - 1 \) satisfying (3.3). We have the following observation; see [21].

**Lemma 3.2.1.** Let the number of partitions of \( r_m \) into \( n - \tilde{r} \) integers between 1 and \( n - 1 \) be denoted by \( P_{n-\tilde{r}}(r_m) \). Then

\[
P_{n-\tilde{r}}(r_m) = P_{n-\tilde{r}-1}(r_m - 1) + (n - \tilde{r})P_{n-\tilde{r}}(r_m - 1).
\] (3.4)

The following algorithm, proposed in [31], finds all partitions of \( r_m \) into \( m = n - \tilde{r} \) integers between 1 and \( n - 1 \) satisfying (3.3). The partitioning of \( r_m \) into \( m \) components can be generated in increasing lexicographic order by starting with \( d_1 = d_2 = \ldots = d_{m-1} = 1, \ d_m = r_m - m + 1 \) and continuing as follows. To obtain the next partition from the first one, scan the elements from right to left, stopping at the rightmost \( d_i \) such that \( d_m - d_i \geq 2 \). Replace \( d_j \) by \( d_i + 1 \) for \( j = i, i+1, \ldots, m - 1 \), and then replace \( d_m \) by \( s - \sum_{j=1}^{m-1} d_j \). For example, if we have \( r_m = 12, \ m = 5 \), and the partition \( \{1, 1, 3, 3, 4\} \), we find that 4 is greater by 2 than the rightmost 1, and so the next partition is \( \{1, 2, 2, 2, 5\} \). When no element of the partition differs from the last by more than 1, we are done.

In the suggested algorithm the output size of each partitioning of \( r_m \) into some arbitrary number of integers \( m \), \( P_m(r_m) \), is \( \mathcal{O}(r_m) \). This means that the total output size is \( \mathcal{O}(r_m P(r_m)) \). The approximate size of the number \( P(r_m) \) is provided by the following asymptotic formula,

\[
P(r_m) \sim \frac{1}{4\sqrt{3}} \exp\left(\pi \sqrt{\frac{2r_m}{3}}\right).
\]

In other words, \( P(r_m) \) grows faster than any polynomial but slower than any exponential function \( Q(r_m) = e^{r_m} \). However, in our application, we are interested in a subset of \( P(r_m) \) which has a specified size and satisfy certain constraints. Specifically, the integer \( r_m \) in (3.2)
Protocol 1 Integer Partitioning

\[ d_1 = d_2 = \ldots = d_{m-1} = 1, \quad d_m = \bar{r} - m + 1 \]

\[ i = 1 \]

while \( i \neq 0 \) do

\[ \text{if } \{d_1, d_2, \ldots, d_r\} \geq \{L_1, L_2, \ldots, L_r\} \text{ and } 1 \leq d_i \leq n - 1, \forall i \text{ then} \]

\[ \text{output } \{d_1, d_2, \ldots, d_m\} \]

\[ i = m - 1 \]

while \( d_m - d_i < 2 \) do

\[ i = i - 1 \]

end

if \( i \neq 0 \) then

\[ \text{for } j = m - 1 \text{ to } i \text{ by } -1 \text{ do} \]

\[ d_j = d_i + 1 \]

end

\[ d_m = s - \sum_{j=1}^{m-1} d_j \]

end

is approximately the number of edges in the graph. For simple graphs if \( O(|E|) = O(n) \), then the upper bound for the proposed partitioning is \( O(ne^{\sqrt{n}}) \), and if \( O(|E|) = O(n^2) \), the upper bound for the proposed partitioning is \( O(n^2 e^n) \).

Although the algorithm above leads to a possible degree sequence for the underlying graph—consistent with the identification procedure—we need an additional set of conditions for ensuring that the obtained sequence in fact corresponds to that of a graph.

Definition 3.2.2. A graphical sequence is a list of nonnegative numbers that is the degree sequence of some simple graph. A simple graph with degree sequence \( d \) is said to realize \( d \).

Our next step is therefore to characterize the necessary and sufficient conditions for a set of integers to be graphical. For this, we resort to the following result.

Theorem 3.2.3. \([26, 32]\) For \( n > 1 \), an integer list \( d \) of size \( n \) is graphical if and only if \( d' \)
is graphical, where \( d' \) is obtained from \( d \) by deleting its largest element \( \Delta \) and subtracting 1 from its \( \Delta \)-th next largest elements. The only 1-element graphical sequence is \( d_1 = \{0\} \).

**Example 3.2.4.** Consider a sequence \( \{3,2,2,2,2\} \). Since the number of odd degree nodes is odd, the sequence is not graphical.\(^1\) Let us also construct the \( d' \) sequences described above, as \( \{1,1,1,2\} \) and \( \{1\} \), which again verifies that this sequence is not graphical.

Since the maximum number of steps to check whether a sequence is graphical or not is \( n \), the complexity of this algorithm is \( O(n) \). Given the particular algorithmic means of generating a graphical sequence for the required integer partitions, as detailed above, we now consider the problem of constructing graphs based on a graphical sequence.

### 3.2.2 Degree Based Graph Construction Algorithms and Complexity Analysis

Before describing the algorithm, we need to provide a few definitions.\(^2\) Let \( A(i) \) denote the adjacency set of node \( i \) defined as

\[
A(i) = \{a_k | a_k \in V, a_k \geq i, \text{ for all } k, 1 \leq k \leq d_i\}.
\]

The reduced degree sequence \( d'|_{A(i)} \) is obtained after removing node \( i \) with all its edges from \( G \). We now define the ordering \( \leq \) between two adjacency sets of node \( i \), \( A(i) = \{\ldots, a_k, \ldots\} \) and \( B(i) = \{\ldots, b_k, \ldots\} \), as \( B(i) \leq A(i) \) if we have \( b_k \leq a_k \) for all \( 1 \leq k \leq d_i \). In this case we also say that \( B(i) \) is “to the left” of \( A(i) \). The next lemma introduces a sufficient condition for the sequence \( d'|_{B(i)} \) to be graphical.

**Lemma 3.2.5.** [27] Let \( d = \{d_1, d_2, \ldots, d_n\} \) be a non-increasing graphical sequence, and let \( A(i), B(i) \) be two adjacency sets for some node \( i \in V \), such that \( B(i) \leq A(i) \). If the degree sequence reduced by \( A(i) \) (that is \( d'|_{A(i)} \)) is graphical, then the degree sequence reduced by \( B(i) \) (that is \( d'|_{B(i)} \)) is also graphical.

---

\(^1\)The sum of the degree os nodes is twice the number of edges, and therefore, it is even. Hence, the number of odd degree nodes in a graphical sequence of degrees must be even.

\(^2\)The necessary definitions and algorithms have been discussed in [27] and are briefly described here to complement the presentation.
The above lemma guarantees preservation of “graphicality” for all adjacency sets to the left of a graphical one. Now consider a graphical degree sequence \( d \) on \( n \) nodes obtained from previously discussed integer partitioning approach. From the identity \( \bar{C}\tilde{A}\bar{B} = CAB \), as we discussed in § 2.1, \( r^2/2 \) entries of the system matrix \( A(G) \) are known;\(^3\) define this set of edges as being “pre-determined” in the graph which cannot be repeated again. Put these connections in the forbidden set \( X(d) \). Algorithm 2 describes how we can construct all possible graphs avoiding the edges in \( X(d) \). When constructing \( A(d) \), checking graphicality is only needed for those adjacency sets which are incomparable by the ordering relationship to any of the current elements of \( A(d) \); for the remaining sets, graphicality is guaranteed by Lemma 3.2.5.

The total number of graphs that the above algorithm produces is \( \Pi_i(d_i!) \). Of course, this procedure makes sense for degree sequences \( d \) for which there is only a small number of labeled graphs realizing it. An upper bound on the worst case complexity \( C_d \) of the algorithm for constructing a sample from a given degree sequence \( d \) is \( C_d \leq \mathcal{O}(n|E|) \), with \( |E| \) being the number of edges in the graph. For simple connected graphs, the maximum possible number of edges is \( \mathcal{O}(n^2) \), and the minimum possible number is \( \mathcal{O}(n) \). If \( \mathcal{O}(|E|) = \mathcal{O}(n) \), then \( C_d \leq \mathcal{O}(n^2) \), and if \( \mathcal{O}(|E|) = \mathcal{O}(n^2) \), then \( C_d \leq \mathcal{O}(n^3) \), which is an upper bound, independent of the degree sequence [23]. An algorithm to realize graphical degree sequences of directed graphs has been studied in [22] which can be used to extend these results to simple directed graphs.

Our sieve method for confining our search for the underlying graph following the system identification of §2.1, thus involves:

1. perform an integer partition on the value \( s \) (3.2), keeping the partitions that lead to a graphical sequence; let \( G \) denote the set of all graphs that remain after this first stage of the sieve,

2. construct a candidate connected graph in \( G \) that is consistent with the matrix \( \bar{C}\tilde{A}\bar{B} \) and satisfies the given degree sequence, and

\(^3\) In the case where \( C = B^T \), \( r^2/2 \) entries of \( \bar{C}\tilde{A}\bar{B} \) are known.
Protocol 2 Degree Based Graph Construction

Given a graphical sequence \( \{d_1 \leq d_2 \leq \ldots \leq d_n \leq 1\} \).

I. Define the rightmost adjacency set \( A_R(i) \) containing the \( d_i \) largest index nodes different from \( i \). Let us also define \( X(i) = \{ j \in V, j \neq i \text{ s.t. } \{i, j\} \notin E \} \) as the forbidden neighbors of node \( i \). Note that \( X(i) \) originally might contain some nodes according to the forbidden set \( X(d) \). Create the set \( A_R(1) \) and \( X(1) \) for node 1: connect node 1 to \( n \) (this never breaks graphicality). Set \( X(1) = \{n\} \). Define the new sequence \( d' = \{d_1 - |X(1)|, d_2, \ldots, d_n\} \). Let \( k = n - 1 \).

I.1. Connect another edge of 1 to \( k \). Run the graphicality test in Theorem 3.2.3.

I.2. If this test fails, set \( k = k - 1 \); repeat I.1.

I.3. If the test passes, keep (save) the connection, add the node \( k \) to the forbidden set \( X(1) \) and update the degree sequence \( d' = \{d_1 - |X(1)|, d_2, \ldots, d_n\} \), set \( k = k - 1 \), and if \( i \) has edges left, repeat from I.1.

II. Create the set \( A(d) \) of all adjacency sets of node 1 that are colexicographically smaller than \( A_R(1) \) and preserve graphicality, i.e.,

\[
A(d) = \left\{ A(1) = \{a_1, \ldots, d_{d_i}\}, a_i \in V \mid A(1) <_{CL} A_R(1), d' \big|_{A(1)} \text{ is graphical} \right\},
\]

where the operation \( <_{CL} \) means a colexicographic order between two sets.

III. For every \( A(1) \in A(d) \), create all graphs from the corresponding graph realization of \( d' \big|_{A(1)} \) using this algorithm, where \( d' \big|_{A(1)} \) is the sequence reduced by \( A(1) \).

3. compare the Laplacian eigenvalues of the constructed graphs with the roots of the characteristic polynomial (3.1) and discard the inconsistent graphs.

The candidate graphs for the underlying network topology are now among the ones that remain after this three step sieve. We note that the sieve method is guaranteed to reduce
the search space for the graph structure by at least a factor of \(2^n\), a bound that is obtained from the bound on the number of permissible degree-based integer partitionings facilitated by the network system identification. An example for this procedure is given next. Our goal in this example is to gather information on the graph \(G\) shown in Figure 3.1(a) using the system identification procedure. Using nodes 1, 2, and 3 as the input-output nodes in (2.1), we obtain \(\phi_G(s) = s^6 + 220s^5 + 190s^4 + 804s^3 + 1664s^2 + 1344s\). Since the polynomial \(\phi_G(s)\) has just one zero root, the underlying graph is connected. Moreover, the graph is not a tree due to the fact that \(a_{n-1} \neq 6\). The graph has 11 edges and 224 spanning trees. Since the diagonal of the matrix \(\tilde{C}\tilde{A}\tilde{B}\) is \([-3, -4, -3]^T\), \(d_1 = 3\), \(d_2 = 4\), and \(d_3 = 3\). In the meantime, the sum of degrees of the remaining nodes is 12. The possible integer partitions for the remaining three nodes such that the sum is 12 and each degree is less than 6 will be \(\{5, 5, 2\}\), \(\{5, 4, 3\}\), and \(\{4, 4, 4\}\). Therefore, the set of the possible degrees sequences is comprised of \(\{3, 4, 3, 5, 5, 2\}\), \(\{3, 4, 3, 5, 4, 3\}\), and \(\{3, 4, 3, 4, 4, 4\}\). According to the Theorem 3.2.3, three sets of integer partitioning are realizations of some graphs.

Next, we construct the graphs with the three candidate degree sequences by implementing the algorithm in [27] and constructing all connected graphs consistent with \(\tilde{C}\tilde{A}\tilde{B}\) and with degree sequences \(\{3, 4, 3, 5, 5, 2\}\), \(\{3, 4, 3, 5, 4, 3\}\), and \(\{3, 4, 3, 4, 4, 4\}\). The first degree sequence, \(\{3, 4, 3, 5, 5, 2\}\), is a realization of just one graph while the second degree sequence is a realization of two graphs. The third degree sequence is a realization of 12 graphs. All these graphs satisfy the constraint imposed by \(\tilde{C}\tilde{A}\tilde{B}\). By comparing the Laplacian spectra for the corresponding 15 graphs with the roots of the identified characteristic polynomial, we can thereby identify the original graph. Three candidates for the constructed graph are depicted in Fig. 3.1(b)-(d).
Figure 3.1: (a) A simple graph on 6 nodes, (b) a candidate graph constructed with degree sequence $\{3, 4, 3, 4, 4, 4\}$, (c) another candidate graph constructed with degree sequence $\{3, 4, 3, 4, 4, 4\}$, and (d) the graph constructed with degree sequence $\{3, 4, 3, 5, 5, 2\}$. 
Chapter 4

NETWORK IDENTIFICATION VIA GRAPH REALIZATION

In this section, we examine the problem of identifying the interaction geometry among a known number of agents, adopting a consensus-type algorithm for their coordination. The proposed identification process is facilitated by introducing “ports” for steering a subset of network vertices via an appropriately defined interface and observing the network’s response at another set of vertices. It is first noted that under the assumption of controllability and observability of a corresponding steered-and-observed network, the proposed procedure identifies a number of important features of the network using the spectrum of the graph Laplacian. Using the fact that system identification provides a realization of the original network, we proceed to utilize transformations to identify a graph topology that is compatible with the set of input-output data. An example demonstrates the application of the proposed method.

4.1 Review of Existing Approaches

In the first approach proposed in [219] for unweighted networks, it was first noted that the proposed identification procedure in §2.2 identifies a number of important features of the network using the spectrum of the graph Laplacian. This is in light of the fact that although the spectra of the graph Laplacian in general is insufficient to form an explicit characterization of the underlying network, it leads to a number of useful structural information about its geometry, e.g., one has $|E| = 1/2 \sum_{i=1}^{n} \lambda_i$, where $|E|$ is the number of edges in the graph. Since the eigenvalues of the identified matrix $\tilde{A}$ are identical to those of $L_w(G)$, we have access to the number of edges in the network as well as the degrees of a subset of boundary nodes (set of input/output nodes).

The product $\tilde{C}\tilde{A}\tilde{B}$ provides the degree of a subset of boundary nodes as mentioned in §2.2. Further, the product $\tilde{C}\tilde{A}\tilde{B}$ encodes the degree of the nodes that are common to both
input and output sets and information on the minimum degree of the remaining input and output nodes.

Let us define \( \tilde{R} \) as the set of nodes in boundary nodes which appear in both \( I \) and \( O \) with \( |\tilde{R}| = \tilde{r} \). Moreover, let

\[
\begin{align*}
    r_d &= \sum_{v \in \tilde{R}} \deg v \quad \text{and} \quad r_m = \text{trace}(\tilde{A}) - r_d.
\end{align*}
\]

(4.1)

If \( B = C^T \), then \( r_d = \text{trace}(\tilde{C}\tilde{A}\tilde{B}) \), and the set \( \tilde{R} \) will be equal to the boundary nodes.

We can then proceed to determine the degrees of the \( n - \tilde{r} \) remaining nodes, or equivalently, partition the positive integer \( r_m \), defined in (4.1), into \( n - \tilde{r} \) integers, each assuming a value between 1 and \( n - 1 \), and a lower bound for the degrees of the input and output set of nodes not common in both sets [158]. The possible values for the partitioning come from the expectation that the resulting graph is connected while simultaneously respecting the bounds on the maximum allowable node degree.

After performing integer partitioning on the value \( r_m \) in (4.1), we categorize the partitions which are feasible as a degree-sequence of a connected graph. Based on degree-sequence graph construction, we catalogue all possible graphs consistent with matrix \( \tilde{C}\tilde{A}\tilde{B} \) and satisfying the degree sequence. In the last sieve step, we compare the Laplacian eigenvalues of the constructed graphs with the graph spectrum calculated from the system identification procedure and discard inconsistent graphs. The candidate graphs for the underlying network topology are now among the ones that remain after this sieve step.

In order to study the complexity analysis of this approach, consider \( d = \{d_1, d_2, \ldots, d_n\} \) to be a degree-sequence. An upper bound on the worst case complexity of the algorithm for constructing a sample from a given degree sequence \( d \), denoted by \( C_d \), is \( C_d \leq O(n|\mathcal{E}|) \), with \( |\mathcal{E}| \) the number of edges in the graph. For simple connected graphs, the maximum possible number of edges is \( O(n^2) \), and the minimum possible number is \( O(n) \). If \( O(|\mathcal{E}|) = O(n) \), then \( C_d \leq O(n^2) \), and if \( O(|\mathcal{E}|) = O(n^2) \), then \( C_d \leq O(n^3) \), which is an upper bound, independent of the degree sequence.

While the above approach, described in more details in [219], was applied to unweighted graphs, the second approach can be implemented for unweighted as well as weighted graphs.
In the second approach proposed in [217], inspired by how biologists use gene knockouts for experimentally identifying genetic interaction networks in cellular organisms, the authors propose a node-knockout procedure for the complete characterization of the interaction geometry in consensus-type networks.

The proposed approach in [217] and in previous chapters, despite some of its practical ramifications in fault detection, is computationally expensive. It is worth mentioning that the approaches in [219, 217] were motivated by the fact that solving the following bilinear equations in is under-constrained.

\[
\begin{align*}
\tilde{A} &= TAT^{-1} \\
\tilde{B} &= TB \\
\tilde{C} &= CT^{-1}.
\end{align*}
\] (4.2)

In the present section, however, we investigate an approach that directly examines (4.2) in relation with the network topology identification problem. The approach utilizes an appropriate similarity transformation in order to identify a weighted graph that shares the same spectrum as the original graph with identical input/output behavior. An extension of the proposed approach for weighted graphs to unweighted graphs using mixed integer least squares will also be discussed followed by an example.

### 4.2 Similarity Transformation Approach

Consider the set of identities in (4.2) with known triplet \((\tilde{A}, \tilde{B}, \tilde{C})\) and unknown quadruple \((T, A, B, C)\). For a symmetric matrix \(A\), these sets of equations are under-constrained with \(n(n-1)/2\) undetermined variables; however, the special structure of the matrix \(A\) as a graph Laplacian can be considered in order to restrict degrees of freedom. The main contribution of this section is finding the transformation matrix \(T\) considering the Laplacian structure of \(A\). The following theorem states a well-known result in matrix analysis which will be used in our approach [123, 159].

**Theorem 4.2.1.** If \(W_1\) and \(W_2\) are similar negative semi-definite matrices, the similarity transformation between them is a unitary matrix.
The proposed approach in this section builds on the unitary transformation between two negative-semi definite (NSD) matrices as well as the structural properties of the graph Laplacian and the Householder transformation described shortly. We note that the matrix $\tilde{A}$ shares the same non-positive eigenvalues of the Graph Laplacian $A$; however, for a matrix to be NSD, it also has to be symmetric with non-positive eigenvalues \cite{123}. Since $\tilde{A}$ is the output of the system identification procedure, there is no guarantee that it will always be symmetric. Therefore, the next step is to find a symmetric matrix $\tilde{A}_s$ that shares the same spectrum as $\tilde{A}$ and has the minimum distance from $\tilde{A}$ in some matrix norm. Choosing the Frobenius norm to induce a metric on the space of matrices, the problem can be formulated as follows:

$$
\begin{align*}
\min_{\tilde{A}_s} \quad & ||\tilde{A} - \tilde{A}_s||_F^2 \\
\text{s.t.} \quad & \tilde{A}_s^T = \tilde{A}_s \quad \text{and} \quad \text{eig}(\tilde{A}_s) = \text{eig}(\tilde{A}).
\end{align*}
$$

Our next result provides an optimal analytic solution of the above optimization problem. This theorem constructs the nearest symmetric matrix $\tilde{A}_s$ which shares the same spectrum as $\tilde{A}$.

**Theorem 4.2.2.** Let $\tilde{A} \in \mathbb{R}^{n \times n}$ with non-positive set of eigenvalues. Consider the optimization problem

$$
\begin{align*}
\min_{\tilde{A}_s} \quad & ||\tilde{A} - \tilde{A}_s||_F^2 = ||\tilde{A} - X||_F^2 \\
\text{s.t.} \quad & X^T = X \quad \text{and} \quad \text{eig}(X) = \text{eig}(\tilde{A}),
\end{align*}
$$

where $X$ is negative semi-definite. Then,

$$
\tilde{A}_s = U \Lambda U^T,
$$

where $\Lambda$ is a diagonal matrix with eigenvalues of $\tilde{A}$ on the diagonal, $\Lambda_{i,i} = \lambda_i(\tilde{A})$, and $U$ is the unitary matrix in the spectral decomposition of the symmetric part of $\tilde{A}$, i.e., $S = (\tilde{A} + \tilde{A}^T)/2$. The unitary matrix $U$ appears in the spectral decomposition of $S$ as $S = U \Lambda_S U^T$, where $\Lambda_S$ is diagonal and $\Lambda_S_{i,i} = \lambda_i(S)$.

**Proof.** The proof is inspired by \cite{160} where the nearest symmetric positive semidefinite matrix in the Frobenius norm to an arbitrary real matrix is characterized; however, the
proposed nearest symmetric positive semidefinite matrix in [160] does not share the spectrum of the original matrix.

Let \( X \) be the solution of the optimization problem (4.4). The Frobenius norm has the property that
\[
\|G + H\|_F^2 = \|G\|_F^2 + \|H\|_F^2,
\]
if \( G = G^T \) and \( H = -H^T \). Consider \( \tilde{A} = S + K \), where \( S = (\tilde{A} + \tilde{A}^T)/2 \) and \( K = (\tilde{A} - \tilde{A}^T)/2 \) are the symmetric and skew symmetric parts of \( \tilde{A} \), respectively. Then, we have
\[
\|\tilde{A} - X\|_F^2 = \|S - X\|_F^2 + \|K\|_F^2,
\]
where \( G = S - X \) and \( H = K \). The problem of minimizing \( \|\tilde{A} - X\|_F^2 \), therefore, reduces to minimizing \( \|S - X\|_F^2 \).

Let \( S = U\Lambda_S U^T \), where \( U \) is unitary and the diagonal matrix \( \Lambda_S \) is such that \( \Lambda_{S_{i,i}} = \lambda_i(S) \). Moreover, let \( Y = U^T X U \). Then,
\[
\|S - X\|_F^2 = \|U\Lambda_S U^T - X\|_F^2
\]
\[
= \|U(\Lambda_S - U^T X U) U^T\|_F^2 = \|\Lambda_S - Y\|_F^2
\]
\[
= \sum_{i \neq j} y_{ij}^2 + \sum_i (\lambda_i - y_{ii})^2 \geq \sum_i (\lambda_i - y_{ii})^2.
\]
The lower bound above is attained, uniquely, for the matrix \( Y = \Lambda = \text{diag}(\lambda_i(\tilde{A})) \), where \( \lambda_i(\tilde{A}) \) is the \( i \)-th eigenvalue of \( \tilde{A} \) if these eigenvalues are rearranged such that \( |\lambda_1(S) - \lambda_1(\tilde{A})| \leq |\lambda_2(S) - \lambda_2(\tilde{A})| \leq \ldots \leq |\lambda_n(S) - \lambda_n(\tilde{A})| \). Therefore, for this choice of \( Y \), \( X = U\Lambda U^T \).

The next step is to show that \( Y \), and consequently \( X \), are unique. In order to prove this, it suffices to show \( \|\Lambda_S - \Lambda\|_F^2 \leq \|\Lambda_S - W\Lambda W^T\|_F^2 \) for an arbitrary unitary matrix \( W \).

Let us denote \( \Omega = W\Lambda W^T \). The definition of Frobenius norm now implies that
\[
\|\Lambda_S - \Lambda\|_F^2 = \text{trace}[(\Lambda_S - \Lambda)(\Lambda_S - \Lambda)^T]
\]
\[
= \text{trace}(\Lambda_S^2) - 2\text{trace}(\Lambda_S\Lambda) + \text{trace}(\Lambda^2)
\]
\[
\|\Lambda_S - \Omega\|_F^2 = \text{trace}[(\Lambda_S - \Omega)(\Lambda_S - \Omega)^T]
\]
\[
= \text{trace}(\Lambda_S^2) - 2\text{trace}(\Lambda_S\Omega) + \text{trace}(\Omega^2)
\]
\[
= \text{trace}(\Lambda_S^2) - 2\text{trace}(\Lambda_S\Omega) + \text{trace}(\Lambda^2),
\]
where the last equality follows from $||\Lambda||_F^2 = ||\Omega||_F^2$ since $W$ is unitary.

In order to prove the claim that $Y$ and $X$ are unique, we need to show $\text{trace}(\Lambda_S \Lambda) \geq \text{trace}(\Lambda_S \Omega)$. Note that all diagonal entries of $\Lambda$, $\Lambda_S$, and $\Omega$ are non-positive. Let us now consider $\text{trace}[\Lambda_S(\Omega - \Lambda)]$. Then,

$$\text{trace}[\Lambda_S(\Omega - \Lambda(\tilde{A})]] = \sum_i \lambda_i(S)[\Omega_{i,i} - \lambda_i(\tilde{A})] = \sum_i |\lambda_i(S)|||\Omega_{i,i}| - |\lambda_i(\tilde{A})||$$

$$\leq |\max_i(\lambda_i(S))| \sum_i (|\Omega_{i,i}| - |\lambda_i(\tilde{A})|) = |\max_i(\lambda_i(S))| \left[ \sum_i |\Omega_{i,i}| - \sum_i |\lambda_i(\tilde{A})| \right] = 0,$$

where the fact that $\Lambda(\tilde{A})$ and $\Omega$ share the same set of eigenvalues imply the last equality. Therefore, $\text{trace}[\Lambda_S(\Omega - \Lambda)] \leq 0$, and the claim is proved.

Theorem 4.2.2 thus implies that $\tilde{A}_s$ is the nearest symmetric approximation of $\tilde{A}$ sharing the same spectrum. We thus proceed to find the similarity transformation between $\tilde{A}$ and $\tilde{A}_s$; however, it is non-trivial whether there is a similarity transformation between $(\tilde{A}, \tilde{B}, \tilde{C})$ and $(\tilde{A}_s, \tilde{B}_s, \tilde{C}_s)$. Therefore, first we verify whether there is a similarity transformation between $\tilde{A}$ and $\tilde{A}_s$ and then propose a procedure to find the transformation. The following theorem explores the existence of a similarity transformation between $\tilde{A}$ and $\tilde{A}_s$.

**Theorem 4.2.3.** The pair of matrices $\tilde{A}$ and $\tilde{A}_s$ are similar.

**Proof.** We note that there is a similarity transformation between $\tilde{A}$ and $A$ as $\tilde{A} = TAT^{-1}$ from the system identification procedure. We also know that two symmetric matrices $A$ and $\tilde{A}_s$ share the same non-positive spectrum. On the other hand, Theorem 4.2.1 implies that there is a unitary transformation $Q$ such that $A = QT \tilde{A}_s Q$. Thus, there is a similarity transformation between $\tilde{A}_s$ and $\tilde{A}$ as $\tilde{A} = GA_s G^{-1}$ where

$$G = TQ^T.$$ (4.6)

Fig. 4.1 demonstrates these relationships.
As proved in Theorem 4.2.3, there is a similarity transformation between \( \tilde{A} \) and \( \tilde{A}_s \). The purpose of the next step is to find the transformation matrix \( G \) such that

\[
\min_G \| \tilde{A}G - G\tilde{A}_s \|_2,
\]

(4.7)

where \( \tilde{A}_s \) is defined in (4.5). Consequently, a new realization \( (\tilde{A}_s, \tilde{B}_s, \tilde{C}_s) \) is derived as

\[
\begin{align*}
\tilde{A}_s &= G^{-1}\tilde{A}G \\
\tilde{B}_s &= G^{-1}\tilde{B} \\
\tilde{C}_s &= \tilde{C}G.
\end{align*}
\]

(4.8)

As we stated earlier in Theorem 4.2.1, there is a unitary transformation between two NSD matrices that have the same set of eigenvalues. The next step is to blend this fact with structural features of the graph Laplacian to find the unitary transformation \( Q \) between two NSD matrices \( A \) and \( \tilde{A}_s \), i.e., \( \tilde{A}_sQ = QA \). Since \( A \) is the Laplacian associated with an undirected weighted graph with the property that its rows sum to zero, it follows that \( \tilde{A}_sQ1 = QA1 = 0 \), where \( 1 \) is an \( n \times 1 \) vector of ones.

The equality \( \tilde{A}_sQ1 = 0 \) indicates that \( Q1 \) belongs to the null space of \( \tilde{A}_s \). Let us denote the null space of \( \tilde{A}_s \) as \( \tilde{N} = \text{Null}\{\tilde{A}_s\} \). The equality \( Q1 = \tilde{N} \) implies that the unitary matrix \( Q \) rotates the vector of ones to the null space \( \tilde{N} \). The well-known Householder reflection suggests a procedure to find such a unitary matrix \( Q \).

A Householder reflection, also known as Householder transformation, is a linear transformation that describes a reflection about a plane or hyperplane containing the origin. A unit vector \( u \) orthogonal to the hyperplane defines the reflection hyperplane. Let

\[
Q\frac{1}{\sqrt{n}} = \frac{\tilde{N}}{||\tilde{N}||_2}.
\]
Then, the Householder reflection suggests that the Hermitian and unitary transformation $Q$ satisfies the following equation

$$Q = I - 2uu^T,$$

(4.9)

where $u = v/\|v\|_2$ such that $v = \tilde{N}/\|\tilde{N}\|_2 - 1/\sqrt{n}$.

**Figure 4.2: Identification procedure**

4.2.1 Numerical considerations

Fig. 4.2 demonstrates a summary of the network identification procedure described above. However, there are a few numerical analysis aspects to the that will be discussed in this
section.

As discussed earlier, in order to calculate the matrix $Q$, it is necessary to find the null space of $\tilde{A}_s$. Since $\tilde{A}_s$ shares the same spectrum as $A$, it is singular and its null space, $\tilde{N}$, is non-empty; however, numerically the null space $\tilde{N}$ is generically empty. Therefore, we characterize the matrix $\tilde{A}_s^S = \tilde{A}_s + E$ with $E$ as the solution of the optimization problem

$$
\min_E \frac{||E||}{||A_s||}
\text{s.t.} \quad \tilde{A}_s^T = \tilde{A}_s^S \quad \text{and} \quad \tilde{A}_s + E = \tilde{A}_s^S \quad \text{is singular},
$$

(4.10)

where $|| \cdot ||$ is the induced matrix 2-norm. This problem is equivalent to finding the nearest matrix of lower rank to a given matrix [161]. The procedure for determining the nearest singular approximation of $\tilde{A}_s$ is inspired by [162] and [161].

Suppose that $|| \cdot ||$ is the induced matrix norm and let $z$ be a normalized vector such that $||\tilde{A}_s^{-1}z|| = ||\tilde{A}_s^{-1}||$ which is a valid assumption since numerical issues generically cause $\tilde{A}_s$ to be non-singular. Note that if the vector norm is the 2–norm, then $z$ is the normalized eigenvector associated with the maximum eigenvalue of $\tilde{A}_s^{-1}$. Let

$$
w = \frac{\tilde{A}_s^{-1}z}{||\tilde{A}_s^{-1}||},
$$

and $v$ be a vector such that $||v||_s = 1$, where $|| \cdot ||_s$ is the norm dual to the vector norm $|| \cdot ||$. Note that the dual norm of the 2–norm is the 2-norm as

$$
v^Tw = \max_{||u||_s = 1} |u^Tw|.
$$

It then follows that $v^Tw = ||w|| = 1$ [162]; note that for the 2–norm, it can be shown that $v = w$ [123].

Consider next the vector 2–norm and set

$$
E = -\frac{zv^T}{||\tilde{A}_s^{-1}||} = -\frac{zw^T}{||\tilde{A}_s^{-1}||}.
$$

Let us define

$$
\tilde{A}_s^S = \tilde{A}_s + E = \tilde{A}_s - \frac{zw^T}{||\tilde{A}_s^{-1}||},
$$

(4.11)

Then,

$$
\tilde{A}_s^S w = (\tilde{A}_s + E) w = \tilde{A}_s w - \frac{zv^T}{||\tilde{A}_s^{-1}||} w = \frac{z}{||\tilde{A}_s^{-1}||} - \frac{z}{||\tilde{A}_s^{-1}||} = 0
$$

where $||\tilde{A}_s^{-1}||$ is the induced matrix 2-norm.
implies that $\tilde{A}_s = \tilde{A}_s + E$ is singular, and $w$ is in its null space.

In order to calculate $Q$ in (4.9), it was necessary to find the null space of $\tilde{A}_s$, denoted by $\tilde{N}$. We previously showed that $\tilde{A}_s$ and $\tilde{N}$ can be approximated by $\tilde{A}_s^S$ and $w$, respectively. Therefore, $A = Q\tilde{A}_s^S Q^T$ where $Q$ is defined in (4.9) and $\tilde{A}_s^S$ in (4.11).

We note that $A$ can also be calculated in a different manner. The equality $G = TQ$ in (4.6) with known transformation $G$, as a solution of (4.7), implies that $T = GQ^T$. By finding the transformation $T$, the original matrix $A$ is thereby determined as $A = T^{-1} \tilde{A} T$.

The approach described in this section considers weighted consensus dynamics and provides a weighted graph that shares the same spectrum as the original weighted Laplacian with the same input/output behavior. The approach can be extended to the unweighted case, where the weights on the edges are zero or one.

In order to identify the unweighted network, we note that numerical constraints cause the calculated matrix $A$ to be a perturbed version of a Laplacian matrix even when the underlying graph is unweighted. That is, the entries of the obtained matrix are not integer. We now propose a procedure to approximate $-A$ with the closest integer matrix $L$ that satisfies the properties of a graph Laplacian.

The following mixed integer optimization problem determines the closest integer matrix $L$ that minimizes the induced matrix 2–norm of $A - L$ as

$$\min_L \|L - A\|_2,$$

subject to

$$L_{i,i} > 0$$

$$L_{i,j} \in \{0, -1\} \quad i \neq j$$

$$L = L^T$$

$$L1 = 0$$

$$\sum_{i=1}^{n} L_{i,i} = -\text{trace}(\tilde{A})$$

$L$ satisfies the constraints posed by $\tilde{C} \tilde{A} \tilde{B} = CAB$ described in §2.2.

The proposed optimization problem can be formulated as a mixed integer least squares problem and can be solved by a powerful CPLEX software [163]. Even though there is
subclass of mixed integer programming problems that can be solved in polynomial time, most such problems are NP-hard. This is the main pitfall associated with the application of the procedure for identification of weighted to unweighted graphs.

The implementation of the proposed methodology is discussed via an illustrative example in the next section. For this example, we study the unweighted consensus identification.

4.3 A Numerical Example

Our goal in this example is to gather information on the graph $G$ shown in Fig. 4.3 running the system identification procedure. Using nodes 1, 2, and 3 as the input-output nodes in (2.1), we obtain $\phi_G(s) = s^6 + 220s^5 + 190s^4 + 804s^3 + 1664s^2 + 1344s$. Since the polynomial $\phi_G(s)$ has just one zero root, the underlying graph is connected. As we discussed in [217], the characteristic polynomial $\phi_G(s)$ reveals certain properties of the graph. For example, the graph is not a tree due to the fact that $a_{n-1} \neq 6$. Moreover, the graph has 11 edges and 224 spanning trees.

We also obtain the estimated matrices $\tilde{A}$, $\tilde{B}$, and $\tilde{C}$ from the system identification procedure. For this example, we assume that the input and output nodes are identical. Since the diagonal of the matrix $\tilde{C}\tilde{A}\tilde{B}$ is $[-3, -4, -4]^T$, $d_1 = 3$, $d_2 = 4$, and $d_3 = 3$ if we label the first three nodes as the input/output nodes. Following the proposed procedure discussed in the section, we obtain the matrix $\tilde{A}_s$ and its nearest singular approximation $\tilde{A}_s^S$. The transformations $Q$ is then determined to be

$$Q = \begin{bmatrix}
0.8856 & 0.2442 & 0.2535 & 0.1640 & 0.2211 & -0.1266 \\
0.2442 & 0.4788 & -0.5412 & -0.3500 & -0.4720 & 0.2702 \\
0.2535 & -0.5412 & 0.4381 & -0.3634 & -0.4901 & 0.2805 \\
0.1640 & -0.3500 & -0.3634 & 0.7650 & -0.3169 & 0.1814 \\
0.2211 & -0.4720 & -0.4901 & -0.3169 & 0.5725 & 0.2447 \\
-0.1266 & 0.2702 & 0.2805 & 0.1814 & 0.2447 & 0.8600
\end{bmatrix}.$$ 

This set of data and the corresponding transformations imply that matrix $A$ and its
integer Laplacian approximation $L$ are as follows,

$$A = \begin{bmatrix}
-3.9587 & 1.7068 & 0.4278 & 0.4031 & 0.7707 & 0.6504 \\
1.7068 & -4.0888 & 0.2449 & 1.1947 & 0.8076 & 0.1348 \\
0.4278 & 0.2449 & -3.7002 & 0.4628 & 0.7900 & 1.7748 \\
0.4031 & 1.1947 & 0.4628 & -3.4354 & 0.7497 & 0.6252 \\
0.7707 & 0.8076 & 0.7900 & 0.7497 & -3.3747 & 0.2567 \\
0.6504 & 0.1348 & 1.7748 & 0.6252 & 0.2567 & -3.4420
\end{bmatrix}$$

and

$$-L = \begin{bmatrix}
3 & -1 & -1 & 0 & -1 & 0 \\
-1 & 4 & 0 & -1 & -1 & -1 \\
-1 & 0 & 4 & -1 & -1 & -1 \\
0 & -1 & -1 & 4 & -1 & -1 \\
-1 & -1 & -1 & -1 & 4 & 0 \\
0 & -1 & -1 & -1 & 0 & 3
\end{bmatrix}.$$
Part II

CONTROLLABILITY OVER NETWORKS
Chapter 5

CONTROLLABILITY AND OBSERVABILITY OF CIRCULANT NETWORKS

This chapter examines the controllability of a group of agents with first order dynamics adopting a weighted consensus-type coordination protocol over a network, specifically, path graphs, Circulant graphs, and Cartesian products of prime networks.

It is shown that a circulant network with Laplacian eigenvalues of maximum algebraic multiplicity $q$ is controllable from $q$ nodes. Moreover, any set of $q - 1$ input nodes leads to an uncontrollable network. Our approach leverages the Cauchy-Binet formula, which, in conjunction with the Popov-Belevitch-Hautus test, provides a new method to examine controllability properties for more general networks. The method is also utilized to fully characterize the controllability of path graphs.

We then present an analysis framework for a class of dynamic composite networks. These networks are formed from smaller factor networks via graph Cartesian products. We provide a composition method for extending the controllability and observability of the factor networks to that of the composite network.

5.1 Introduction

Recently, controllability and observability of networked dynamic systems adopting consensus-type coordination algorithm has attracted the attention of researchers in distinct disciplines [100, 101, 102, 103, 104]. Network controllability arises in situations where a networked system is influenced or observed by an external entity, a scenario that is of importance in networked robotic systems, human-swarm interaction, and network security [105, 219, 220], as well as in areas such as quantum networks [106, 107].

In [100], Godsil made an intriguing conjecture regarding the controllability of the dynamics driven by the adjacency matrix of a graph. The conjecture states that the ratio of graphs that are uncontrollable from any set of nodes to the total number of graphs of the
same order tends to zero as the order of the graph increases.\(^1\) On another front, extensive simulations have demonstrated that it is “unlikely” that single leader-follower Laplacian based consensus networks are controllable [103]. Together these observations imply that establishing network controllability is non-generic and may be strongly dependent on the manifestation of the graph in the dynamics.

Different approaches have been adopted in the literature regarding the controllability properties of networks. In [105], the authors examine how symmetry structure of the graph, as exemplified through its automorphisms or equitable partitions, contributes to the uncontrollability of the network. Therefore, a natural question is whether certain classes of networks can be made controllable by breaking their symmetry. As graph symmetry is closely related to the multiplicity of the eigenvalues of their adjacency and Laplacian matrices,\(^2\) it is thus natural to explore classes of graphs for which the relation between controllability and eigenvalue multiplicity can be made more explicit. Studying the controllability of circulant networks [202] and chain and multi-chain networks in [200, 201] are attempts in that direction.

The authors in [102] investigate the observability properties of a Laplacian based consensus algorithm over a path and cycle graph utilizing the PBH test and closed form eigenvector structure of path and cycle graphs; note that the maximum algebraic multiplicity of both classes of graphs is at most two. In [103], the underlying network is a Cartesian product of path graphs, called a grid. The controllability properties of the prime factors along with the PBH test are the key analysis tools here. The blend of the PBH test with the Cauchy-Binet formula, however, enables us to investigate the controllability properties of circulant networks with arbitrary maximum algebraic multiplicity.

Liu et al. in [203] study the controllability of complex directed networks. They identify a subset of driver nodes that steer the network to any arbitrary state in finite time. They show that dense and homogenous networks can be controlled using a few driver nodes while the inhomogeneous networks, which appear in real networks, are the most difficult to control.

\(^1\)This conjecture is stated with respect to a dynamics that is driven by the adjacency matrix of the graph.

\(^2\)Higher algebraic multiplicity is often associated with a highly symmetric graph; the correspondence, however, is not exact for general graphs.
In the present chapter, we consider network controllability for a special class of graphs, namely those that are circulant, path, and Cartesian product of prime order networks. We begin with circulant graphs.

A circulant graph is a graph of order \( n \) in which the \( i \)-th vertex is adjacent to vertices \( i \pm j \) (mod \( n \)), where \( j \) is in a list \( l \); see Fig. 5.1. It is known that for an arbitrary \( n \), there exists \( 2^{\lfloor n/2 \rfloor} \) undirected (unlabeled) graphs [108, 109]. On the application side, circulant graphs appear in coding theory and VLSI design, and constitute the basis for designing data alignment networks for complex memory systems [164]. Another application of circulant graphs is in quantum communication [167]. Circulant graphs, characterized by high scalability and modularity, also represent an important class of reliable interconnection networks for parallel and distributed computation [169, 170, 172, 168].

The adjacency and Laplacian matrices associated with circulant graphs are circulant, where a particular row’s entries are repeated with a shift from one row to the next. As such, the elegant theory of circulant matrices can be used to examine the controllability properties of circulant networks. Such an analysis has a rich history in physics, number theory, analysis, as well as in image processing, and probability [116, 117, 118]; see also [119] and [120].
The built-in periodicity and pattern of circulant matrices provide access to the machinery of Fourier analysis and group theory for their analysis. Circulant matrices constitute a nontrivial set of algebraic objects to study as many of the corresponding matrix-theoretic questions may be resolved in “closed form,” providing unprecedented insights into their properties [119]. In this chapter, we used some of these properties to derive explicit results on the controllability of circulant networks.

We examine the controllability Gramian of circulant networks and which set of input nodes generate better controllability features in the sense of the Gramian. We also show for circulant graphs of prime order, input symmetry is the necessary and sufficient condition for uncontrollability. We conjecture this property for general circulant graphs.

We then delve into the controllability of complex networks. Complex dynamic networks are an integral part of the technological world including the internet, power grids, and communication networks, as well as in nature at large such as biological and chemical systems and social networks. An explosion of research in the area of network systems has eventuated [179, 180, 181].

As we briefly mentioned, controllability for Laplacian networks has been established for special classes of graphs such as paths, circulants, grids and distance regular graphs [101, 195, 104, 218], but to our best knowledge, no other large scale networks have been investigated. In [183, 184], the controllability Gramian was used to quantify the effectiveness of control in Laplacian based networks. The authors demonstrated for the end controlled path graph, the smallest eigenvalue of the controllability Gramian rapidly decays rendering networks essentially uncontrollable for large numbers of nodes. This observation motivates the search for control inputs that not only make the network controllable, but realistically controllable.

In this chapter, we also consider network controllability for a large class of graphs, namely networks which are Cartesian products of smaller factor-networks (factors). We present two control schemes, dubbed the control product and layered control, of extending controllability of the factors to controllability of the composite network. The schemes are relevant to dynamics driven by a large class of network based matrices, including the Laplacian and adjacency matrices. The minimum number of required control inputs is addressed
by exploiting the graph automorphisms of the network. The effectiveness of the layered control is investigated by relating properties of the controllability Gramian of the factor graph dynamics to the composite graph.

Cartesian networks are common in many social networks and for this reason are ideal for the theory represented in this chapter. In political networks, for instance, there is a basic structure and membership across all liberal democratic governments with members in the category of state leader, commerce, health, defense, and trade representatives, etc. Social interactions between members vary based on the purpose of the area they represent. These interactions form an intra-government network. In turn, governments of different countries interact to differing degrees. These communication links can also be represented through an inter-government network. Between governments of different countries, representatives with the same responsibilities tend to correspond directly; for example, the Minister of International Trade for Canada corresponds with the Trade Representative for USA. For governments with closer political ties, these links between representative will be more pronounced. Consequently, the network involving representatives from all governments is a Cartesian network with factor networks; the intra-government network and inter-government network. A similar situation occurs with inter and intra-family networks; for example, when two families meet, same gender parents tend to interact more. This family interaction structure is the foundation of an opinion dynamics example analyzed in §8.7 using tools developed in this chapter.

This chapter examines the controllability of a group of first order agents, adopting a weighted consensus-type coordination protocol over a circulant network. Let us review the basic setup and the preliminaries.

5.2 Basic Setup and Preliminaries

Consider the weighted consensus protocol presented in (2.1), where $A(G) = -L_w(G) \in \mathbb{R}^{n \times n}$; the input matrix $B$ has the following structure

$$B = [\delta_1, \delta_2, \cdots, \delta_r] \in \mathbb{R}^{n \times r},$$

(5.1)
where \( \delta_i = [0, 0, \cdots, \delta_i^j, \cdots, 0]^T \), and \( \delta_i^j = 1 \) if node \( j \) is directly influenced by the \( i \)-th external input, and \( \delta_i^j = 0 \) if otherwise.

We now consider the controllability of the system (1.9) with the aim of characterizing its unique features when \( \mathcal{G} \) is circulant. In this direction, a result that provides the springboard for our subsequent analysis is the Popov-Belevitch-Hautus (PBH) test [121], stating that a linear time-invariant system \( \dot{x}(t) = Ax(t) + Bu(t) \) is not controllable if and only if there exists \( w \neq 0 \) such that
\[
 w^T A = \lambda w^T \quad \text{and} \quad w^T B = 0.
\]

We will see that this classic result in control theory, in conjunction with properties of circulant matrices, can be used to provide new insights into the controllability of circulant networks. First, we provide a quick overview on the spectral properties of circulant graphs.

Let \( \mathcal{G} \) be an undirected circulant graph of degree \( d \) with \( n \) vertices, with its weighted Laplacian matrix denoted as \( L_w(\mathcal{G}) \). In this chapter, we assume that the underlying circulant network is connected. Note that if \( \mathcal{G} \) is not connected, it is the union of isomorphic circulant components in which case we can apply our results to each component separately.

As mentioned in the introduction, the Laplacian matrix of a circulant network has a special circulant structure
\[
\begin{bmatrix}
  c_0 & c_1 & c_2 & c_3 & \cdots & c_{n-1} \\
  c_{n-1} & c_0 & c_1 & c_2 & \vdots \\
  c_{n-2} & c_{n-1} & c_0 & c_1 & \ddots \\
  \vdots & \ddots & \ddots & \ddots & \ddots \\
  c_1 & \cdots & c_{n-1} & c_0
\end{bmatrix}; \quad (5.2)
\]
in particular, a circulant matrix is Toeplitz.

**Theorem 5.2.1.** [122] The eigenvalues and eigenvectors of a circulant network are, respectively,
\[
\lambda_m = \sum_{k=0}^{n-1} c_k e^{-2\pi i m k/n}, \quad \text{and} \quad (5.3)
\]
\[
v_m = \frac{1}{\sqrt{n}} \left[1, e^{-2\pi i m/n}, \ldots, e^{-2\pi i m(n-1)/n}\right]^T, \quad m = 0, \ldots, n-1. \quad (5.4)
\]
Thus the sequence \( \{\lambda_m\}_{m=0}^{n-1} \) is the discrete Fourier transform (DFT) of the sequence \( \{c_k\}_{k=0}^{n-1} \). The matrix of normalized eigenvectors of the circulant graph is often called the DFT matrix; we will denote this matrix by \( U \), where its columns are indexed from left to right by \( m \) in (5.4). Note that every circulant matrix of the same dimension has the same set of eigenvectors, and their eigenvalues (5.3) are their distinguishing spectral feature. In §III, we show that in the context of network controllability, it is in fact the algebraic multiplicities of these eigenvalues that play a crucial role. Specifically, we show that when the maximum algebraic multiplicity of the eigenvalues of the circulant matrix is \( q \), then there is a subset of \( q \) nodes that leads the system (1.9) being controllable. The proof of this theorem utilizes the celebrated Cauchy-Binet formula in conjunction with algebraic properties of Vandermonde matrices both of which are reviewed next.

5.2.1 Cauchy-Binet formula

Let \( F \) and \( H \) be, respectively, \( m \times n \) and \( n \times m \) matrices, with \( m \leq n \). Let \( [n] = \{1, 2, \ldots, n\} \) and

\[
\Gamma_n^m = \{m\text{-element subsets of } [n]\} = \{S \subseteq [n] : |S| = m\}.
\]

The Cauchy-Binet formula then states that

\[
\det(FH) = \sum_{S \in \Gamma_n^m} \det(F_{[m],S}) \det(H_{S,[m]}),
\]

where for each \( S \in \Gamma_n^m \), \( F_{[m],S} \) is the \( m \times m \) submatrix of \( F \) with column indices in \( S \), and \( H_{S,[m]} \) is the \( m \times m \) submatrix of \( H \) with row indices in \( S \).

5.2.2 Vandermonde structure of DFT matrices

A matrix is called a Vandermonde matrix if it has the structure

\[
V = \begin{bmatrix}
1 & \alpha_1 & \alpha_1^2 & \ldots & \alpha_1^{n-1} \\
1 & \alpha_2 & \alpha_2^2 & \ldots & \alpha_2^{n-1} \\
\cdots & \cdots & \cdots & \ddots & \cdots \\
1 & \alpha_{n-1} & \alpha_{n-1}^2 & \ldots & \alpha_{n-1}^{n-1}
\end{bmatrix}, \quad \alpha_i \in \mathbb{C};
\]  

(5.6)
it is well known that \( \det V = \prod_{i \neq j}(\alpha_i - \alpha_j) \) [123]. This means that if the elements of the vector \([\alpha_1, \alpha_2, \ldots, \alpha_n]\) are distinct, then the matrix \(V\) is full rank. It is clear that the leading principal submatrices of \(V\) in (5.6) are Vandermonde and thus nonsingular if \(V\) is nonsingular. Note that the DFT matrix \(U\) is a nonsingular Vandermonde matrix with the following structure

\[
U = [v_0|v_1|\ldots|v_{n-1}] = \frac{1}{\sqrt{n}} \begin{bmatrix}
w_n^{0-0} & w_n^{0-1} & \ldots & w_n^{0-(n-1)} \\
w_n^{1-0} & w_n^{1-1} & \ldots & w_n^{1-(n-1)} \\
\vdots & \vdots & \ddots & \vdots \\
w_n^{(n-1)-0} & w_n^{(n-1)-1} & \ldots & w_n^{(n-1)-(n-1)}
\end{bmatrix}, \quad (5.7)
\]

where \(\alpha_m = w_n^m\) and \(w_n = e^{-2\pi i/n}\) for \(m = 0, 1, \ldots, n - 1\) [134]. In this case, distinctness of the elements of the corresponding vector \([\alpha_1, \alpha_2, \ldots, \alpha_n]\) follows from the following observation: Define

\[
\alpha_j = w_n^j = e^{-\frac{2\pi i}{n}j},
\]

for all \(j\). It suffices to show that \(\alpha_j \neq \alpha_h\) when \(j, h \in \{0, 1, \ldots, n - 1\}\). Assume that on the contrary, two indices \(0 \leq j, h \leq n - 1\) exist such that \(\alpha_j/\alpha_h = 1\). Then,

\[
\frac{\alpha_j}{\alpha_h} = e^{-\frac{2\pi i}{n}(j-h)} = 1,
\]

implying that \(2\pi(j-h)/n = 2\pi k'\) for some \(k' \in \mathbb{Z}\). This would in turn imply that \((j-h)/n = k' \in \mathbb{Z}\), which is a contradiction as \(0 \leq j, h \leq n - 1\), and the fraction \((j-h)/n\) cannot be an integer.

One of the key steps in the proof of our main result pertains to the non-singularity of submatrices of a Vandermonde matrix, referred to as generalized Vandermonde matrices. The determinants of generalized Vandermonde matrices are connected to the symmetric group and have been well-studied in the literature [125, 126, 127, 128, 129, 130].

**Lemma 5.2.2.** Consider the generalized Vandermonde matrix \(\tilde{V} = [\alpha_i^m]_{i,j=1}^q\), where \(\alpha_i \in \mathbb{C}\) and the integer set \(m_j\) is such that for all \(j \in \{1, 2, \ldots, q - 1\}\), the difference \(m_{j+1} - m_j\) is a fixed integer \(k\). Then, the generalized Vandermonde matrix is nonsingular if the \(\alpha_i^k\)’s are distinct.
Proof. Consider the generalized Vandermonde matrix

\[ \tilde{V} = [\alpha_i^{m_j}]_{i,j=1}^q = \begin{bmatrix} \alpha_1^{m_1} & \alpha_1^{m_2} & \alpha_1^{m_3} & \ldots & \alpha_1^{m_q} \\ \alpha_2^{m_1} & \alpha_2^{m_2} & \alpha_2^{m_3} & \ldots & \alpha_2^{m_q} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \alpha_q^{m_1} & \alpha_q^{m_2} & \alpha_q^{m_3} & \ldots & \alpha_q^{m_q} \end{bmatrix}; \]

we observe that

\[ \det(\tilde{V}) = \det([\alpha_i^{m_j}]_{i,j=1}^q) = \prod_{i=1}^q \alpha_i^{m_1} \det \begin{bmatrix} 1 & \alpha_1^{m_2-m_1} & \alpha_1^{m_3-m_1} & \ldots & \alpha_1^{m_q-m_1} \\ 1 & \alpha_2^{m_2-m_1} & \alpha_2^{m_3-m_1} & \ldots & \alpha_2^{m_q-m_1} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & \alpha_q^{m_2-m_1} & \alpha_q^{m_3-m_1} & \ldots & \alpha_q^{m_q-m_1} \end{bmatrix}. \]

Since the sequence of integers \( m_j \) satisfies \( m_{j+1} - m_j = k \), for all \( j \in \{ 1, 2, \ldots, q-1 \} \) and a fixed integer \( k \), it follows that

\[ \det(\tilde{V}) = \prod_{i=1}^q \alpha_i^{m_1} \det \begin{bmatrix} 1 & \beta_1 & \beta_1^2 & \ldots & \beta_1^{(q-1)} \\ 1 & \beta_2 & \beta_2^2 & \ldots & \beta_2^{(q-1)} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & \beta_q & \beta_q^2 & \ldots & \beta_q^{(q-1)} \end{bmatrix}, \]

where \( \beta_i = \alpha_i^k \). The last matrix above has a Vandermonde structure; therefore, it is nonsingular if the \( \beta_i \)s are distinct, thus proving the statement of Lemma 5.2.2. \( \square \)

Recall that a symmetric polynomial in several variables is an invariant polynomial under interchanging of any two of its variables.

**Theorem 5.2.3.** [132, 133] Let \( \tilde{V} = [\alpha_i^{m_j}]_{i,j=1}^q \), with \( \alpha_i \in \mathbb{C} \) and \( m_0 < m_1 < \ldots < m_q \), be a generalized Vandermonde matrix of dimension \( q \times q \). Then, its determinant can be factorized as

\[ \det(\tilde{V}) = \prod_{i=1}^q (\alpha_i - \alpha_j) S(x), \quad (5.8) \]

where \( S(x) = \sum_k g_k x_0^{p_k} \ldots x_{n-1}^{p_{k,n-1}} \) is a symmetric polynomial in \( x_0, \ldots, x_{n-1} \). The symmetric polynomial \( S(x) \) is often called the Schur function.
The relation (5.8) implies that the zero eigenvalues of the generalized Vandermonde \( \tilde{V} \) are the non-trivial roots of the Schur function. Delvaux et al. [133] have used this identity to prove that for \( \alpha_j = e^{-\frac{2\pi i j}{n}} \), with \( n \) prime in (5.6), the Vandermonde matrix does not contain any singular submatrix.\(^3\) Such a Vandermonde matrix is often called a Fourier matrix. Thus for \( n \) prime, the DFT matrix \( U \) (5.7) is in fact a Fourier matrix with no singular submatrix, an observation that we will use in the context of network controllability of prime ordered circulant matrices.

### 5.3 Controllability of Circulant Networks

It is known that for a linear time-invariant system, if the pair \((A, B)\) is controllable with \(\text{rank}(B) = q\), then the geometric multiplicity of each eigenvalue of \(A\) can be at most \(q\) [124]. The main result of the chapter can be interpreted as a strengthened version of the above result in the context of circulant networks. The result is as follows.

**Theorem 5.3.1.** A circulant network with maximum algebraic multiplicity \( q \) is controllable from \( q \) nodes. Moreover,

(a) when the network is of prime order, the set of \( q \) nodes can be chosen arbitrarily, and

(b) when the network has an arbitrary order, the indices of the \( q \) nodes, in the order of clockwise or counterclockwise indexing of the vertices, can be chosen as an arithmetic progression of length \( q \) with the common difference of 1.

Our approach to proving Theorem 5.3.1 starts with the PBH test, which suggests examining the determinants of submatrices of the DFT matrix associated with circulant networks. This is followed by the application of the Cauchy-Binet formula, and subsequently, utilizing the Vandermonde structure of the set of submatrices as dictated by Cauchy-Binet. A key ingredient in our proof is the following observation.

\(^3\)The original result in [133] is for the case when \( \alpha_j = e^{\frac{2\pi i j}{n}} \). The result for \( n \) prime can be extended to the case when \( \alpha_j = e^{-\frac{2\pi i j}{n}} \), since the latter is a Vandermonde matrix and is the inverse of the one discussed in [133].
Proposition 5.3.2. Let $Q$ be the $n \times q$ submatrix of the DFT matrix (5.7) consisting of eigenvectors of the circulant matrix associated with an eigenvalue of maximum algebraic multiplicity $q$,

$$Q = \begin{bmatrix} v_{m_1} & v_{m_2} & \cdots & v_{m_q} \end{bmatrix} = \frac{1}{\sqrt{n}} \begin{bmatrix} w_n^0 & w_n^1 & \cdots & w_n^{q-1} \\
0 & w_n^0 & \cdots & w_n^{q-2} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & w_n^{q-1} \end{bmatrix}. \quad (5.9)$$

Then $Q$ contains a $q \times q$ nonsingular submatrix $Q_{[a],[q]}$ for some $[a] \in \Gamma_q$ that is independent of the choice of the underlying eigenvalue. Moreover, when $U$ is of prime order, such an index set $[a] \in \Gamma_q^m$ can be chosen arbitrarily.

Proof. Let us define $\gamma_k = w_n^{m_k}$ where $k = 1, 2, \ldots, q$. Then,

$$Q = \frac{1}{\sqrt{n}} \begin{bmatrix} \gamma_1^0 & \gamma_2^0 & \cdots & \gamma_q^0 \\
\gamma_1^1 & \gamma_2^1 & \cdots & \gamma_q^1 \\
\vdots & \vdots & \ddots & \vdots \\
\gamma_1^{(n-1)} & \gamma_2^{(n-1)} & \cdots & \gamma_q^{(n-1)} \end{bmatrix}. \quad (5.10)$$

Following the set up of Lemma 5.2.2, the structure of $Q$ (5.10) guarantees that any of its $q \times q$ submatrices, say $\tilde{Q} = [\gamma_h]_{h,j=1}^q$, with $p_j \in \{1, 2, \ldots, n-1\}$ and $p_{j+1} - p_j = \tilde{k} \in \mathbb{Z}$ for $j = 1, 2, \ldots, q-1$, is nonsingular if the $\gamma_h^k$s are distinct. If $\gamma_h^k$s are not distinct, for some $h$ and $l$,

$$e^{-2\pi i \frac{\tilde{k} m_h}{n}} = e^{-2\pi i \frac{\tilde{k} m_l}{n}} \quad \text{and} \quad \frac{\tilde{k}}{n} (m_h - m_l) \in \mathbb{Z}, \quad (5.11)$$

where $\tilde{k}, m_h, m_l \in \{1, 2, \ldots, n-1\}$. From (5.11), it then follows that for $n$ prime, the equation is not satisfied by any $m_h$ and $m_l$, consistent with the result in [133] as previously mentioned.

We now observe that no two indices $m_h$ and $m_l$ satisfy (5.11) for $\tilde{k} = 1$ since $m_h - m_l \in \{1, \ldots, n-1\}$, and the fraction $(m_h - m_l)/n$ cannot be an integer. Thus the index set $[a]$ can be chosen as an arithmetic progression of length $q$ with common difference 1. Now consider the eigenvector matrix $Q'$ associated with another eigenvalue $\lambda'$ of the circulant
matrix with maximum algebraic multiplicity \( q \),
\[ Q' = \begin{bmatrix} v_{m_1'} & v_{m_2'} & \cdots & v_{m_q'} \end{bmatrix}. \]

In this case, the reasoning above leading to (5.11) once again implies that no two indices \( m_h' \) and \( m_l' \) in \( \{1, \ldots, n-1\} \) satisfy
\[ \tilde{k} \frac{n}{n} (m_h' - m_l') \in \mathbb{Z}, \]
when for example \( \tilde{k} = 1 \). Thus, the submatrix \( Q'_{[0][q]} \) is also nonsingular. \( \square \)

We are now ready to prove Theorem 5.3.1.

**Proof of Theorem 5.3.1.** From the PBH test, the pair \((A, B)\) is not controllable if and only if there exist \( w \neq 0 \) and \( \lambda \in \mathbb{C} \) such that
\[ w^T A(\mathcal{G}) = \lambda w^T \quad \text{and} \quad w^T B = 0. \]

Suppose that such a vector \( w \) does in fact exist. This vector would then be the left eigenvector of the matrix \( A(\mathcal{G}) \). Since \( A(\mathcal{G}) \) is symmetric, for each eigenvalue \( \lambda \) with algebraic multiplicity \( q' \), the \( q' \) eigenvectors \( v_{i_1}, v_{i_2}, \ldots, v_{i_{q'}} \) span the eigenspace associated with \( \lambda \), where \( v_{i_j} \)'s are the corresponding columns of the DFT matrix. In this case, any eigenvector of \( A(\mathcal{G}) \) associated with this eigenvalue can be written as \( w = \sum_{j=1}^{q'} \alpha_j v_{i_j} \). The PBH test thus implies that for some eigenvalue \( \lambda \) with algebraic multiplicity \( q' \),
\[ \left( \sum_{j=1}^{q'} \alpha_j v_{i_j} \right)^T B = (Q\alpha)^T B = \alpha^T (Q^T B) = 0, \]
where the columns of \( Q \) consist of the eigenvectors \( v_{i_j} \) \((j = 1, \ldots, q')\) corresponding to \( \lambda \), and \( \alpha = [\alpha_1, \cdots, \alpha_{q'}]^T \). This implies that \( \mathcal{N}(B^T Q) \) is non-empty, or that equivalently, \( \mathcal{R}(Q^T B) \) is a proper subspace of \( \mathbb{R}^{q'} \). In the following, we consider two distinct cases: (1) the matrix \( Q \) above consists of eigenvectors corresponding to an eigenvalue (not necessarily unique) with maximum algebraic multiplicity \( q \), and (2) the matrix \( Q \) consists of eigenvectors corresponding to an eigenvalue with algebraic multiplicity less than \( q \).

For the first case, where the input matrix \( B \) has \( q \) columns of the form (5.1) and \( \lambda \) has the maximum algebraic multiplicity \( q \), having \( Q^T B \) not span \( \mathbb{R}^q \) implies that \( \text{det}(Q^T B) = 0. \)
In the following, we will show that there exists a set of input nodes which results in having $\det(Q^T B) \neq 0$, contradicting the hypothesis that there is an eigenvector $w$ orthogonal to the matrix $B$ obtained from any $q$ input nodes. In this direction, applying the Cauchy-Binet formula implies that

$$\det(Q^T B) = \sum_{S \in \Gamma_q^n} \det(Q^T_{\{q\}, S}) \det(B_{S, \{q\}}). \quad (5.12)$$

The matrix $B$ has a special structure (5.1), namely, $\det(B_{S, \{q\}}) = 0$ for all $S \in \Gamma_q^n$ except for the set of indices consisting of indices of the input nodes, i.e., when $S = \mathcal{I}$, in which case $\det(B_{\mathcal{I}, \{q\}}) = 1$. Therefore,

$$\det(Q^T B) = \det(Q^T_{\{q\}, \mathcal{I}}) \det(B_{\mathcal{I}, \{q\}}) = \det(Q^T_{\{q\}, \mathcal{I}}).$$

Now, in order to utilize Proposition 5.3.2, recall that a proper labeling of the circulant graph is such that the vertices are first considered to be on a circle and subsequently indexed sequentially clockwise or counterclockwise; see Fig. 5.1. Therefore, within the context of such a proper labeling, Proposition 5.3.2 implies that if the set of $q$ input nodes is chosen as an arithmetic progression of length $q$ with common difference 1, then independent of the choice of the underlying eigenvalue, one has $\det(Q^T_{\{q\}, \mathcal{I}}) \neq 0$; moreover, for a circulant network of prime order, such a subset can be chosen arbitrarily. Therefore, $\det(Q^T B)$ defined in (5.12) is nonzero for these input sets, contradicting the assumption that $\det(Q^T B) = 0$ for all $q$ inputs of the form (5.1) (with $r = q$).

In order to show that the network is in fact controllable from $q$ nodes chosen as an arithmetic progression of length $q$ with common difference 1, it remains to be shown that the corresponding matrix $B$ is not orthogonal to any other eigenvector of the circulant network associated with eigenvalues with multiplicity $q' < q$. Let us denote the matrix consisting of such eigenvectors corresponding to eigenvalue $\lambda'$ by $U_{\lambda'}$, i.e.,

$$U_{\lambda'} = \frac{1}{\sqrt{n}} \begin{bmatrix} \gamma_1^0 & \gamma_2^0 & \cdots & \gamma_{q'}^0 \\ \gamma_1^1 & \gamma_2^1 & \cdots & \gamma_{q'}^1 \\ \vdots & \vdots & \ddots & \vdots \\ \gamma_1^{(n-1)} & \gamma_2^{(n-1)} & \cdots & \gamma_{q'}^{(n-1)} \end{bmatrix}, \quad (5.13)$$
for some $\gamma_j$s. Consider the eigenvector $w \in \text{span}\{U_{\lambda}\}$, i.e., $w = U_{\lambda}\eta$ for some nonzero $\eta \in \mathbb{R}^{q'}$. If $B$ is in fact orthogonal to $w$, then

$$w^T B = \eta^T U_{\lambda}^T B = 0. \quad (5.14)$$

This would then imply that $B^T U_{\lambda} \eta = 0$ for $\eta \neq 0$, and hence $\text{rank } B^T U_{\lambda} < q'$. In the meantime, $B^T U_{\lambda}$ consists of $q$ consecutive rows of $U_{\lambda}$, and therefore has a $q' \times q'$ submatrix with distinct entries and a Vandermonde structure. Hence, $B^T U_{\lambda}$ has rank $q'$, thus establishing a contradiction.

\[\square\]

It is instructive to note that the proof of Theorem 5.3.1 provides a constructive procedure for selecting the input nodes for a controllable circulant network. This result generalizes the result of [102], where it has been shown for example that cycles—a subclass of circulant networks—with prime order can be controlled from any pair of nodes.

In the following, we introduce an application of Circulant networks in distributed computing and the ramifications of the proposed analysis described in the dissertation in the context of fault detection and clock synchronization.

### 5.4 Fault Detection and Clock Synchronization over Distributed Computing Supercomputers

Circulant graphs appear in coding theory, VLSI design, Ramsey theory, and other areas. They constitute the basis for designing certain data alignment networks for complex memory systems [164]. Another application of Circulant graphs is in quantum communication scenarios. In general, quantum spin system can be defined as a collection of qubits on a graph, whose dynamics is governed by a suitable Hamiltonian, without external control on the system. In quantum communication scenario, circulant graphs is used in the problem of arranging $N$ interacting qubits in a quantum spin network based on a circulant topology to obtain good communication between them [167].

Several optimizations related to the diameter minimization of degree four circulant graphs enhance their applicability to the design of efficient interconnection networks [165,
Circulant graphs, characterized by high scalability and modularity, optimal fault-tolerance, and routing capabilities, represent an important class of reliable interconnection networks for the multiprocessor networks in parallel and distributed computing (MPP, Intel Paragon, Cray T3D, etc.) [167, 168, 169, 170].

In commodity parallel computing, as a method of parallel computing, a user is confronted with a machine built with mass produced fully equipped processors interconnected through a high speed, low latency network. A class of circulant graphs of degree four, with minimal topological distances, was presented in [171, 172, 173] as a basis to cluster those processing units (PU). The processing power of such a supercomputer is characterized by the number \(N\) of PUs and the number \(M\) of processors per PU. Figure 5.2(a) demonstrate the main concept in the commodity parallel computing.

As an example of the commodity parallel computing, Figure 5.2(b) depicts the interconnection network of the Swiss-T1 cluster supercomputer. The cluster consists of 8 PUs and 4 Alpha 21264 dual-processors per PU [173, 174]. The cluster thus comprises a total of 64 computing processors. The interconnection network between the PUs is a Circulant graph of degree 4 and diameter 2. The network enables transmissions of large messages at low latencies.

Challenges in parallel and distributed computing include, and not limited to, fault detection, consensus problem, and clock synchronization over these type of large and complex systems [175]. Security and privacy preserving in parallel and distributed computing systems, e.g. in bioinformatics grids/cloud, is one of the key challenges that attract the attention of many researchers. The analysis in the current paper can be adopted to detect faults or guarantee the security of the system by observing the behavior of the observable nodes as the system is running a consensus protocol in the background. Consensus on clock time is another ramification of the proposed analysis in §5.3. Chapman et al. in [176] studied a consensus based clock synchronization algorithm in which friendly control PUs periodically connect to the network and deliver a constant correction to correct the absolute clock for the network.

Gossiping algorithms are extensively used in parallel and distributed computing [168, 177]. Gossip algorithms over a network of \(N\) agents can be summarized by \(x(t + 1) =...\)
Figure 5.2: Commodity parallel computing (a) The general representation of a commodity parallel computer [173], (b) The interconnection network of the Swiss-T1 cluster supercomputer; courtesy of http://switzernet.com/

\[ W(t)x(t) \] where \( W(t) \) is a double stochastic matrix and \( x(t) \) is an \( N \times 1 \) vector of gossiping states. The gossip dynamics can be interpreted as the discrete version of the dynamics presented in (1.9). The analysis done in the chapter can also be utilized to deal with
problems in the landscape of gossiping over distributed supercomputers; problems such as fault detection by monitoring the dynamics of observable nodes.
Chapter 6

CONTROLLABILITY GRAMIAN, SYMMETRY STRUCTURES, AND APPLICATION OF CIRCULANT NETWORKS

The previous chapter considered a group of first order agents, adopting a weighted consensus-type coordination protocol over a Circulant network. The chapter examined the controllability properties of a Circulant network. The symmetry structure of the underlying network identified as an important feature of the system that affects the controllability properties of the network. This chapter examines the controllability Gramian of the Circulant networks and delves into the necessary and sufficient controllability conditions of Circulant networks.

6.1 Introduction

Consider the LTI system described in (2.1). The set of states reachable with an input $u$ with norm $||u|| \leq 1$ is

$$E_c = \{ Cu ; ||u|| \leq 1 \}$$

$$= \{ \zeta \in \mathbb{R}^n \text{ and } ||\zeta|| \leq 1 ; \zeta^T P^{-1} \zeta \} \quad (6.1)$$

where $C$ is the controllability matrix and $P = CC'$ is the controllability Gramian. Figure 6.1 depicts the input signal in a unit-diameter sphere and the associated controllability Gramian ellipsoid.

The length of the semi-axis of the controllability ellipsoid $E_c$ is $\sqrt{\lambda_i}$, where $\lambda_i$s are the eigenvalues of the controllability Gramian $P$. The semiaxis directions $v_i$s are the eigenvectors of $P$. Directions $v_i$ corresponding to large $\lambda_i$ are strongly controllable while directions corresponding to small $\lambda_i$ are weakly controllable. The energy required to drive the final state to $x \in \mathbb{R}^n$ is $||u_{opt}|| = x^T P^{-1} x$.

In the following, we examine the strength of the controllability of circulant graphs via their controllability Gramian.
Figure 6.1: (a) The input signal $u$ with $||u|| \leq 1$. (b) The controllability ellipsoid for an LTI system with $A = [-2 1 0; 1 -2 1; -1 1 -1]$ and $B = [1 0 0]^T$.

### 6.2 Controllability Gramian: the Most Controllable Node in a Circulant Network

Recall that the eigenvalues and eigenvectors of the Laplacian of Circulant network can be written as follows: where $n$ is odd, the eigenvalues of $G$, not necessarily ordered, are as
follows:

\[ \lambda_0 = \sum_{k=1}^{(n-1)/2} 2c_k, \quad \lambda_j = \lambda_{n-j} = \sum_{k=1}^{(n-1)/2} 2c_k \cos \left( \frac{2jk\pi}{n} \right) \quad 1 \leq j \leq (n-1)/2. \quad (6.2) \]

If \( n \) is even, then

\[ \lambda_0 = c_{n/2} + \sum_{k=1}^{n/2-1} 2c_k, \quad \lambda_j = \lambda_{n-j} = c_{n/2} \cos(j\pi) + \sum_{k=1}^{n/2-1} 2c_k \cos \left( \frac{2jk\pi}{n} \right) \quad 1 \leq j \leq n/2. \quad (6.3) \]

Note that while we do not assume that the eigenvalues are ordered, \( \lambda_0 \) is always the largest eigenvalue, and thus it is the spectral radius of the Laplacian.

For the rest of this chapter we fix the choice of eigenvectors. The eigenvector related to \( \lambda_0 = d \) will be \( u_0 = [1 \ 1 \ldots \ 1]^T \), and the eigenvectors related to \( \lambda_j \) and \( \lambda_{n-j} \) will be given by

\[
\begin{align*}
    u_j &= \left[ 1 \ \cos(j\frac{2\pi}{n}) \ \cos(2j\frac{2\pi}{n}) \ \cos(3j\frac{2\pi}{n}) \ \ldots \ \cos((n-1)j\frac{2\pi}{n}) \right]^T \\
    v_j &= \left[ 0 \ \sin(j\frac{2\pi}{n}) \ \sin(2j\frac{2\pi}{n}) \ \sin(3j\frac{2\pi}{n}) \ \ldots \ \sin((n-1)j\frac{2\pi}{n}) \right]^T. \quad (6.4)
\end{align*}
\]

If \( n \) is even, the eigenvector of \( \lambda_{n/2} \) will be \( u_{n/2} = [1 \ -1 \ 1 \ldots \ 1 \ -1]^T \) (and \( v_{n/2} = 0 \)).

The controllability Gramian, \( P \), is a positive semidefinite matrix satisfying the Lyapunov equation

\[ AP + PA = Q, \quad (6.5) \]

where \( Q = BB^T \), and \( A \) and \( B \) are defined in (2.1). The closed form solution of the controllability Gramian \( P \) can be found as follows for \( A = -L \)

\[ P = \int_0^\infty e^{-Lt} BB^T e^{-Lt} dt. \quad (6.6) \]

The first question of interest is how \( P \) changes as the input set \( \mathcal{I} \) changes. Let \( \mathcal{I} \) and \( \tilde{\mathcal{I}} \) be two different sets of input nodes satisfying the condition in Theorem 5.3.1. Consider \( \Pi \) to be the permutation between \( \mathcal{I}_1 \) and \( \tilde{\mathcal{I}} \) and \( J \) to be the associated permutation matrix such that \( JL = LJ \) and \( J^T B = \tilde{B} \) where \( B \) and \( \tilde{B} \) are the associated input matrices. Let us
multiply $P$ in (6.6) by $J^T$ and $J$ from left and right, respectively. Then
\[
J^TP(L,B)J = \int_0^\infty J^Te^{-Lt}BB^Te^{-Lt}Jdt = \int_0^\infty e^{-Lt}JBB^Te^{-Lt}Jdt = \int_0^\infty e^{-Lt}\tilde{B}\tilde{B}^Te^{-Lt}dt = P(L,\tilde{B}).
\] (6.7)
The second equality is a consequence of the fact that $J$ and $L$ commute; therefore, $J$ and $e^{-L}$
commute. The equality (6.7) implies that there is a unitary transformation between $P(L, B)$
and $P(L, \tilde{B})$. Therefore, properties of the unitary transformation verify that changing the
set of input nodes while the network stays the same does not alter the spectral properties
of the controllability Gramian.

The following results provide bounds on both the eigenvalues and the trace of the con-
trollability Gramian where $A = -L(G)$ of a Circulant graph of degree $r$.

**Proposition 6.2.1.** Let $P$ be the controllability Gramian of the controllable pair $(A, B)$,
where $A = -L(G)$, associated with a Circulant graph on $n$ nodes with degree equal to $r$ and
maximum algebraic multiplicity equal to $q$, and where $B$ is an input matrix with rank $q$.
Then, the following inequalities hold
\[
\text{trace}(P) \geq \frac{q}{2nr} \quad \text{and} \quad \lambda_{\text{max}}(P) \geq \frac{1}{2\lambda_{\text{max}}(L(G))}.
\]

**Proof.** The following upper and lower bounds for the trace of the controllability Gramian
$P(A, B)$, as a function of the trace of $A$ and $B$, have been shown in Wang et al. [135] to be
\[
-\text{trace}(P) \geq \min\{-\frac{\text{trace}(BB^T)}{2\lambda_{\min}(A)}, -\frac{\text{trace}(BB^T)}{2\text{trace}(A)}\}
\]
which gives
\[
\text{trace}(P) \geq \frac{\text{trace}(BB^T)}{2\text{trace}(L(G))}.
\]
Then, the first inequalities follow since $\text{trace}(BB^T) = q$ as the number of input nodes and
$\text{trace}(L(G)) = nr$ where $n$ is the number of nodes, and $r$ is the degree of each node.

The following upper bound is also provided for the maximum eigenvalues of $P(A, B)$ in
[136]:
\[
\lambda_{\text{max}}(P(A, B)) \geq \frac{\lambda_{\text{max}}(BB^T)}{2\lambda_{\min}^{1/2}(A^TA)}.
\] (6.8)
Then, it follows that as $\lambda_{\text{max}}(BB^T) = 1$ then,

$$
\lambda_{\text{max}}(P) \geq \frac{1}{2\lambda_{\text{max}}(L(G))}.
$$

The next theorem characterizes the closed form solution of the controllability Gramian for Circulant graphs.

**Theorem 6.2.2.** Consider the unitary transformation of matrix $A$ as $A = U \Lambda U^T$ where the unitary matrix $U$ and $\Lambda = \text{diag}[-\lambda_i]$ and $\lambda_i$ is the $i^{\text{th}}$ eigenvalue of matrix $L$ defined in (6.2) and (6.3). The controllability Gramian $P$ in (6.5) satisfies $P = U \tilde{P} U^T$ and $\tilde{P}_{ij} = \frac{u_i^T w_j}{\lambda_i + \lambda_j}$ where $u_i$ is the $i^{\text{th}}$ column of matrix $U$ and

$$w_j(k) = \begin{cases} u_j(k) & k \notin \mathcal{I} \\ 0 & k \in \mathcal{I}. \end{cases}$$

**Proof.** Since matrix $A$ is symmetric, it is unitarily diagonizable. Consider the Lyapunov equation in (6.5) and substitute $A = U \Lambda U^T$ and $P = U \tilde{P} U^T$. Then

$$Q = AP + PA$$

$$= U \Lambda U^T U \tilde{P} U^T + U \tilde{P} U U^T U \Lambda U^T$$

$$= U \Lambda \tilde{P} U^T + U \tilde{P} U \Lambda U^T = U (\Lambda \tilde{P} + \tilde{P} \Lambda) U^T.$$ 

Therefore, by multiplying left and right sides of the last equality by $U^T$ and $U$, respectively, and considering the fact that $UU^T = U^T U = I$, we obtain that

$$U^T Q U = \Lambda \tilde{P} + \tilde{P} \Lambda.$$ 

(6.9)

Now consider the matrix structure of $U$, $Q = BB^T$, $\Lambda$ and $\tilde{P}$ to calculate the $\{ij\}$th entry of both sides of (6.9) as follows

$$
\left(\Lambda \tilde{P} + \tilde{P} \Lambda\right)_{ij} = (\lambda_i + \lambda_j) \tilde{P}_{ij}
$$

$$
(U^T Q U)_{ij} = u_i^T w_j
$$

(6.10)
where \( u_i \) is the \( i \)th column of matrix \( U \) and \( w_j \) is the \( j \)th column of \( QU \) which is defined as

\[
w_j(k) = \begin{cases} 
  u_j(k) & k \notin I \\
  0 & k \in I.
\end{cases}
\]

Consequently, the claim is proved.

Next step calculates the maximum and minimum eigenvalues of \( P \) or \( \tilde{P} \).

6.3 Symmetry Structures

Consider the following dynamics

\[
\dot{x}_f(t) = -A_f x_f(t) - B_f u(t), \\
y(t) = -B_f^T x_f(t)
\] (6.11)

and also consider

\[
\dot{x}(t) = -L(G)x(t) + Bu(t), \\
y(t) = B^T x(t).
\] (6.12)

In [105] it is shown that there is an intricate relationship between the controllability of (6.11) and the symmetry structure of the graph as captured by its automorphism group. To explore this connection for Circulant graphs with dynamics in (6.12), we start with some preliminary definitions.

**Definition 6.3.1.** The system (6.12) is input symmetric with respect to the input node if there exists a nonidentity permutation \( J \) such that

\[
JL(G) = L(G)J \quad \text{and} \quad JB = J^TB = B.
\] (6.13)

We call the system asymmetric if it does not admit such a permutation for any choice of input node.

**Theorem 6.3.2.** The system (6.12) is uncontrollable if it is input symmetric. Equivalently, the system (6.12) is uncontrollable if the floating graph admits a nonidentity automorphism for which the input indicator vector remains invariant under its action.
Proof. If the system is input symmetric then there is a nonidentity permutation $J$ such that (6.13) is satisfied. Consider an eigenvalue $\lambda$ and associated eigenvector $v$ which satisfy $L(G)v = \lambda v$. Therefore, for all eigenvalue-eigenvector pairs $(\lambda, v)$, one has $JL(G)v = J\lambda v$. Using (6.13) however,

$$L(G)(Jv) = \lambda(Jv),$$

and as a result $Jv$ is also an eigenvector of $L(G)$ corresponding to the eigenvalue $\lambda$. Note that $v \neq Jv$ is also an eigenvector of $L(G)$. Therefore,

$$(v - Jv)^TB = v^TB - v^TJvB = v^TB - v^TB = 0$$

which means one of the eigenvectors of $L(G)$, namely, $v - Jv$, is orthogonal to $B$. Therefore, the PBH test implies that (6.12) is uncontrollable.

Theorem 6.3.3. The system (6.11) is controllable if and only if it is input asymmetric.

Proof. Theorem 6.3.2 implies that a controllable (6.12) is input asymmetric. The next step is to show that if it is input asymmetric, it is controllable; or equivalently if it is uncontrollable, then it is input symmetric. Assume (6.12) is uncontrollable. To show it is input symmetric, it is enough to show there is a permutation matrix $J$ that satisfies (6.13). Let us start with a simple case where the maximum algebraic multiplicity is equal to 2, e.g., $q = 2$. In this case, the only uncontrollable scenario is the single input case. Without loss of generality assume node number one, denoted by $v_1$, is the input. Let us consider a permutation $P$ that fixes the input node $v_1$ to satisfy $PB = B$. By switching the nodes on the right and left sides of $v_1$ while they have the same distance from the node $v_1$, a
nonidentity permutation $P$ is obtained. The permutation preserves the edges of the original graph. Permutation $P$ has the following structure

$$P = \begin{bmatrix}
1 & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 1 \\
0 & 0 & 0 & 0 & \cdots & 1 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 1 & \cdots & 0 & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & 0 & \cdots & 0 & 0 \\
\end{bmatrix}.$$ 

In the next step, we consider circulant graphs with prime number of nodes. The following proposition proves that the maximum algebraic multiplicity of a circulant graph of prime order $p$ is either 2 or $p-1$ in case of complete graph. Therefore, uncontrollable non-complete circulant graphs of prime order are input symmetric.

**Proposition 6.3.4.** The maximum algebraic multiplicity of a prime order circulant graph is 2 or $p-1$ in case of a complete graph.

**Proof.** The spectrum of a connected complete graph of order $p$ includes one zero and $p-1$ identical numbers. Therefore, the maximum algebraic multiplicity of a connected complete graph of order $p$ is $p-1$. The next claim is that the maximum algebraic multiplicity of a non-complete circulant graph is 2. To prove this claim consider the closed form eigenvalues of circulant graphs in Theorem 5.2.1. Consider two identical eigenvalues $\lambda_{m_1}$ and $\lambda_{m_2}$. Therefore,

$$\lambda_{m_1} = \sum_{k=0}^{p-1} c_k e^{-2\pi m_1 k / p} = \lambda_{m_2},$$

Since we consider undirected graphs, the imaginary parts of eigenvalues in (6.14) vanish.
Then the solutions of (6.14) are as follows

$$\exists k'' \in \mathbb{Z} \text{ s.t. } \forall k, k' \in [0, n - 1]$$
\[2\pi \frac{m_1 k}{p} = 2\pi \frac{m_2 k'}{p} + \pi k'' \quad (6.15)\]
\[2\pi \frac{m_1 k}{p} = 2\pi \frac{m_2 k'}{p} + 2\pi k'' \quad (6.16)\]

The equality in (6.15) is equivalent to $2(m_1 k - m_2 k') = p$ which contradicts the fact that $p$ is prime. Since $k, k', m_1, m_2 \in [0, p - 1]$ and $p$ is prime, the only solution of (6.16) is $k = k'$ and $m_1 = p - m_2$. Therefore, $\cos(2\pi \frac{m_1 k}{p}) = \cos(\frac{2\pi (p - m_2) k}{p}) = \cos(2\pi \frac{m_2 k}{p})$. This proves the claim that the maximum algebraic multiplicity of non-complete circulant graphs is 2. \(\square\)

**Proposition 6.3.5.** The algebraic multiplicities of a circulant graph of order $p^m$ for any prime $p$ and integer $m$ are \(\{2, p - 1, p^2 - 1, \ldots, p^m - 1\}\). The algebraic multiplicities of a circulant graph of order $pq$ for any two distinct prime numbers $p$ and $q$ where $p > q$ are \(\{2, p - 1, pq - 1\}\). \(\square\)
Chapter 7

CONTROLLABILITY AND OBSERVABILITY OF PATH NETWORKS

In previous chapters, we presented an approach to validate and characterize the controllability properties of Circulant networks. The approach leveraged the Cauchy-Binet formula, which, in conjunction with the Popov-Belevitch-Hautus test, provided a new method to examine controllability properties for systems with Circulant underlying communication structure. This chapter demonstrates how the method is also utilized to fully characterize the controllability of path graphs.

A path $i_0i_1 \ldots i_n$ is a finite sequence of vertices such that $i_{k-1}$ is connected to $i_k$. Let $G$ be a path graph with $n$ vertices. The associated Laplacian matrix has a special structure, which is called a Tridiagonal matrix. A general Tridiagonal matrix has the following structure:

$$A = \begin{bmatrix}
-\alpha + b & c & 0 & 0 & \ldots & 0 & 0 \\
 a & b & c & 0 & \ldots & 0 & 0 \\
 0 & a & b & c & \ldots & 0 & 0 \\
 \vdots & \ddots & \ddots & \ddots & \ddots & \vdots & \vdots \\
 0 & 0 & 0 & 0 & \ldots & a & -\beta + b
\end{bmatrix}$$

(7.1)

The next theorem explores the eigenvalues and eigenvectors of this type of matrix for a special case of $\alpha$ and $\beta$.

Theorem 7.0.6. [131] Suppose $\alpha = \beta = \sqrt{ac} \neq 0$. Then the eigenvalues $\lambda_1, \ldots, \lambda_n$ of $A$ in (7.1) are given by

$$\lambda_k = b + 2\sqrt{ac} \cos \frac{k\pi}{n}, \quad k = 1, 2, 3, \ldots, n,$$

and the corresponding eigenvectors $u^k = (u_1^k, \ldots, u_n^k)^T$ are given by

$$u_j^k = \rho^{j-1} \sin \frac{k(2j-1)\pi}{2n}, \quad j = 1, 2, \ldots, n.$$
for $k = 1, 2, \ldots, n - 1$ and

$$u_j^k = (-\rho)^{j-1}, \quad j = 1, 2, \ldots, n, \quad k = n.$$  

It is trivial to see the Laplacian of a path graph with $n$ nodes is a special case of the matrix $A$ defined in (7.1) where $b = 2$, $c = a = -1$ and $\alpha = \beta = \sqrt{ac}$. Therefore, the eigenvalues and eigenvectors of the associated Laplacian would be

$$\lambda_k = b + 2\sqrt{ac}\cos\frac{k\pi}{n}, \quad k = 1, 2, 3, \ldots, n,$$

$$u^k = (u_1^k, \ldots, u_n^k)^T \quad \text{where}$$

$$u_j^k = \rho^{j-1}\sin\frac{k(2j-1)\pi}{2n}, \quad j = 1, 2, \ldots, n \quad k = 1, 2, \ldots, n - 1$$

$$u_j^k = (-\rho)^{j-1}, \quad j = 1, 2, \ldots, n, \quad k = n. \quad (7.2)$$

The controllability of path graphs have been discussed in the literature [101, 102]. Next we explore this problem from the new perspective on the structure of the eigenvector matrix of the Laplacian. Prior to mentioning the main theorem, the next theorem proves the maximum algebraic multiplicity of the eigenvalues of all path graphs is one.

**Proposition 7.0.7.** All eigenvalues of a path graph are distinct.

**Proof.** Let us prove this by contradiction. Assume they are not distinct and two of them are similar, $\lambda_1 = b + 2\sqrt{ac}\cos\frac{k_1\pi}{n}$ and $\lambda_2 = b + 2\sqrt{ac}\cos\frac{k_2\pi}{n}$. Since $\lambda_1 = \lambda_2$, it implies that $\frac{k_1\pi}{n} = \frac{k_2\pi}{n} + k'\pi$ where $k_1, k_2 \in [1, 2, \ldots, n]$ and $k' \in \mathbb{Z}$. Therefore, $k_1 - k_2 = nk'$ and $k_1 - k_2 \in [0, 1, \ldots, n - 1]$ which implies the equality $k_1 - k_2 = nk'$ is not satisfied for any value of $k'$. This contradicts the original assumption that $\lambda_1$ and $\lambda_2$ are identical. \hfill \Box

**Theorem 7.0.8.** All path graphs are controllable from one node.

**Proof.** From the PBH test, $(A, B)$ is not controllable if and only if there exists a nonzero vector $w$ such that

$$w^T A(G) = \lambda w^T \quad \text{and} \quad w^T B = 0. \quad (7.3)$$

Let us prove by contradiction, and assume such a nonzero vector $w$ exists. The vector $w$ satisfies $w^T A(G) = \lambda w^T$; therefore, it is the left eigenvector. For such a nonzero vector $w$,
the PBH test implies that $w^T B = 0$. This equality implies that $w$ is a member of the left null space of $B$. Let us set $U = [u_1, \ldots, u_n]$ where each column $u_i$ is the eigenvector of $A$, and let $Q$ be an $n \times 1$ submatrix of $U$. Considering the possible cases for $w$, the equality is equivalent to having $Q^T B = 0$. The fact that $Q^T B$ does not span the whole $\mathbb{R}$ implies that $Q^T B = \det(Q^T B) = 0$. Even though Cauchy-Binet provides a formula to calculate $\det(Q^T B)$, this case can be managed easier as follows. Assume node $k$ is the input node. The structure of the input matrix $B$ in (1.9) implies that each submatrix $Q$ is guaranteed to possess a nonzero $k^{th}$ entry. Now we are looking for an input node, called the $k^{th}$ node, such that the $k^{th}$ entries of all eigenvectors in (7.2) are nonzero. From (7.2) it is trivial to see that $k = n$ always satisfies this condition. Other than the node $n$, any node $j$ that satisfies

$$
\sin \left( \frac{k(2j - 1)\pi}{2n} \right) \neq 0 \quad \text{for all } k
$$

can be chosen an input node.

Fig. 7.1 demonstrates path graphs with $n = 4$ to 53 nodes and the controllable nodes in each graph (each column) are shown by filled dots. We already showed that a path graph is controllable. Therefore, Theorem 6.3.2 confirms that the system is input asymmetric. The goal is to explore whether the input symmetry is a necessary condition for the uncontrollability of path graphs. The next theorem shows that for path graphs, the input symmetry is not the necessary condition.

**Theorem 7.0.9.** Input asymmetry is a necessary condition for the controllability of path graphs with dynamic proposed in (1.9). But it is not sufficient.

**Proof.** Theorem 6.3.2 implies that a controllable path graph is input asymmetric. To show the other direction is not true, consider the following counter example. Assume $G$ is a path graph with $n = 6$. Theorem 7.0.8 and also Fig. 7.1 confirm that choosing node 2 as input node does not make the dynamic in (1.9) controllable even though it is input symmetric.

As a summary, the uncontrollable nodes of the Laplacian dynamics of a path graph with $n$ nodes satisfy the following equations: Node $j$ is uncontrollable if for some $k = 1, 2, \ldots, n$, 

$$
\sin \left( \frac{k(2j - 1)\pi}{2n} \right) \neq 0 \quad \text{for all } k
$$


Figure 7.1: Controllable nodes in a path graph; for each node, the filled dots depict the controllable nodes in the path.
the following happens
\[ \sin\left(\frac{k(2j - 1)\pi}{2n}\right) = 0. \]

We can plot the eigenvectors of the path graph and study the modal analysis. As an example, consider a path with \( n = 7 \). From the above equation, it can be confirmed that \( j = 4 \) is the only uncontrollable node. Fig. 7.2 demonstrates that the 4\(^{th}\) entry of all eigenvectors is zero. Fig. 7.3 also demonstrates the modal analysis of a path of length 9.

Figure 7.2: Modal analysis of a path graph with \( n = 7 \).
Figure 7.3: A path graph with $n = 9$. The modal analysis depicts that node 5 is the uncontrollable node.
Chapter 8

CONTROLLABILITY AND OBSERVABILITY OF CARTESIAN PRODUCT NETWORKS

This chapter presents an analysis framework for a class of dynamic composite networks. These networks are formed from smaller factor networks via graph Cartesian products. We provide a composition method for extending the controllability and observability of the factor networks to that of the composite network. We then delve into the effectiveness of designing control and estimation algorithms for the composite network via symmetry in the network and its gramian structure. Examples are provided throughout the chapter to demonstrate the results. A practical example of a Cartesian social network is provided and its opinion dynamics are analyzed using the chapter’s results.

8.1 Background and Model

We provide a brief background on the constructs and models that will be used in this chapter.

Of particular interest to this chapter is the Kronecker sum defined on square matrices $M \in \mathbb{R}^{s \times s}$ and $N \in \mathbb{R}^{r \times r}$ as

$$M \oplus N := M \otimes I_{m} + I_{n} \otimes N.$$  

A property of the Kronecker sum is that given the left eigenvalue-eigenvector pairs of $M$ and $N$ as $(\lambda_{i}, u_{i})$ for $i = 1, \ldots, n$ and $(\mu_{j}, v_{j})$ for $j = 1, \ldots, m$, respectively, then $(\lambda_{i} + \mu_{j}, u_{i} \otimes v_{j})$ for $i = 1, \ldots, n$ and $j = 1, \ldots, m$ are the left eigenvalue-eigenvector pairs of $M \oplus N$.

Denoting the eigenvalues of $M \oplus N$ as $\phi_{ij} := \lambda_{i} + \mu_{j}$ then $\phi_{ij}$ has algebraic multiplicity greater than one if $\phi_{ij} = \phi_{pq}$ where $(i, j) \neq (p, q)$. Formally, defining the set $W_{ij} = \{(p, q) | \phi_{ij} = \lambda_{p} + \mu_{q}\}$, then the algebraic multiplicity of $\phi_{ij}$ is $|W_{ij}|$. Every left eigenvector $w_{ij}$ of $\phi_{ij}$ can be represented as linear combinations of eigenvectors $u_{p} \otimes v_{q}$ for $(p, q) \in W_{ij}$ and some $u_{p}s$ and $v_{q}s$ that are left eigenvectors of $\lambda_{p}$ and $\mu_{q}$, respectively. As the geometric
multiplicity of $\phi_{ij}$ may be less than the algebraic multiplicity, we may not need $|W_{ij}|$ vectors to represent an eigenvector of $M \oplus N$. For this purpose, we define the set $W^*_{ij} \subseteq W_{ij}$ composed of pairs $(p,q)$ which correspond to linearly independent $u_p \otimes v_q$ such that $|W^*_{ij}|$ is the geometric multiplicity of $\phi_{ij}$.\footnote{We note that as \textbf{rank} $[u_1, \ldots, u_r]$ \textbf{rank} $[v_1, \ldots, v_s] = \text{rank} ( [u_1, \ldots, u_r \otimes v_1, \ldots, v_s] )$ then the left eigenvectors of $M$ indicated by the pairs of $W^*_{ij}$ are linearly independent, and similarly for the left eigenvectors of $N$.} Thus, $(\phi_{ij}, w_{ij})$ is a left eigenvalue-eigenvector pair if and only if $w_{ij} = \sum_{(p,q)\in W^*_{ij}} \alpha_{pq} (u_p \otimes v_q)$ where $\alpha_{pq} \in \mathbb{R}$ and $\sum_{(p,q)\in W^*_{ij}} \alpha_{pq}^2 \neq 0$. If $\phi_{ij}$ is simple, then $w_{ij} = u_i \otimes v_j$ is a corresponding left eigenvector if and only if $(\lambda_i, u_i)$ and $(\mu_i, v_j)$ are left eigenvalue-eigenvectors of $M$ and $N$, respectively.

A remarkable feature is that the Kronecker sum satisfies the matrix exponential property

$$e^{M \oplus N} = e^M \otimes e^N.$$  

We now proceed to introduce the problem dynamics and its relationship to the underlying graph.

There are many ways to construct a matrix $A(\mathcal{G}) \in \mathbb{R}^{n \times n}$ from the edges and nodes of an $n$ node graph $\mathcal{G}$. One such method we have already touched upon; namely the adjacency matrix $\hat{E}(\mathcal{G})$. This matrix uniquely defines the graph $\mathcal{G}$, but there are many matrix representations of a graph that do not, for example the self-loop matrix $\Delta_s(\mathcal{G})$, the in-degree matrix $\Delta_{in}(\mathcal{G})$ and the out-degree matrix $\Delta_{out}(\mathcal{G})$.

One of the properties common to all of the aforementioned matrix representations is that they preserve the symmetries in the graph. By this we mean that for a representations $A(\cdot)$ if there exists a permutation matrix $P$ such that $\hat{E}(\mathcal{G})P = P\hat{E}(\mathcal{G})$, then $A(\mathcal{G})P = PA(\mathcal{G})$. We refer to this matrix representations feature as \textit{symmetry preserving}.

In this section, we will be considering the specific family of symmetry preserving matrix representations which also exhibit the added feature that the representation has the property

$$A(\mathcal{G}_1 \square \mathcal{G}_2) = A(\mathcal{G}_1) \oplus A(\mathcal{G}_2),$$

for all graphs $\mathcal{G}_1$ and $\mathcal{G}_2$. We denote this family of matrix representation as $A_{\square}$.

All matrix representations so far are members of $A_{\square}$. Another well known member of $A_{\square}$ is the in-degree graph Laplacian (or Laplacian) matrix $L(\mathcal{G})$ defined as $[L(\mathcal{G})]_{ij} = -[\hat{E}(\mathcal{G})]_{ij}$.
for \( i \neq j \) and \([\mathcal{L}(\mathcal{G})]_{ii} = [\Delta_{in}(\mathcal{G})]_{ii}\). The Laplacian matrix features in popular consensus dynamics and, with the exception of self-loops, uniquely defines the graph \( \mathcal{G} \). Other noteworthy members are the out-degree graph Laplacian \( \mathcal{L}_{\text{out}}(\mathcal{G}) \) defined as \([\mathcal{L}_{\text{out}}(\mathcal{G})]_{ij} = -[\hat{E}(\mathcal{G})]_{ij}\) for \( i \neq j \) and \([\mathcal{L}_{\text{out}}(\mathcal{G})]_{ii} = [\Delta_{\text{out}}(\mathcal{G})]_{ii}\), used in advection dynamics [190], and the M-matrix representation \( M(\mathcal{G}) \) where \([M(\mathcal{G})]_{ij} = -[\hat{E}(\mathcal{G})]_{ij}\) for \( i \neq j \) and \([M(\mathcal{G})]_{ii} = [\hat{E}(\mathcal{G})]_{ii}\) investigated in [191]. The class \( \mathcal{A}_\oplus \) of representations is by no means a small one, and many other members will be featured in examples throughout the section. It is easy to show that \( \mathcal{A}_\oplus \) is closed under addition providing a simple mechanism to generate new members.

In this section, we are exploring controllability and observability of systems of the form

\[
\begin{align*}
\dot{x}(t) &= A(\mathcal{G})x(t) + Bu(t) \\
y(t) &= Cx(t),
\end{align*}
\]

(8.2)

where \( A(\cdot) \in \mathcal{A}_\oplus \). For brevity, we refer to these dynamics by defining the matrix triple \((A(\mathcal{G}), B, C)\), or if only the inputs and outputs are of interest by the matrix pair \((A(\mathcal{G}), B)\) and \((A(\mathcal{G}), C)\), respectively.

It should be mentioned that due to the duality between controllability and observability for \( B = C^T \), the pair \((A(\mathcal{G}), B)\) is controllable if and only if the pair \((A(\mathcal{G}), C)\) is observable. Hence, the results throughout this section will be presented in terms of controllability but are equally applicable to the observability problem. A helpful tool to establish controllability is the well known Popov-Belevitch-Hautus (PBH) test [192].

It is often of interest where the inputs and outputs of system (8.2) are in terms of the nodes of the graph \( \mathcal{G} \). If the set of input nodes in the \( n \) node graph is \( S = \{i_1, i_2, \ldots, i_p\} \) for \( i_1 < i_2 < \cdots < i_p \); the corresponding input matrix is \( B = [e_{i_1}, e_{i_2}, \ldots, e_{i_p}] \in \mathbb{R}^{n \times p} \). We uniquely define input matrices of this form as \( B_\oplus(S) \). Similarly, the output matrices are defined as \( C_\oplus(S) := B_\oplus(S)^T \). If it is clear from the context, we remove the \( n \) for brevity.

Before proceeding to the first main result, we present a preliminary result relating the distinctness of the eigenvalues of \( A(\mathcal{G}) \) to its prime factor decomposition.

**Proposition 8.1.1.** For \( A(\cdot) \in \mathcal{A}_\oplus \), if the eigenvalues of \( A(\mathcal{G}) \) are simple, then the prime factor decomposition of \( \mathcal{G} \) contains no powers of prime graphs.
Proof. Let the prime factor decomposition of the $n$ node graph $G$ be $G = G_1^{k_1} \square \cdots \square G_m^{k_m}$. If $G$ is a power of a prime graph then there exists a $k_i \geq 2$ corresponding to the $m$ node prime factor $G_i$. Hence, $G = G_i^{2} \square G_b$ where $G_b = G_1^{k_1} \square \cdots \square G_i^{k_i-2} \square \cdots \square G_m^{k_m}$. Therefore $A(G)$ has pairs of eigenvalues with the value $\lambda_i + \lambda_j + \mu_k$ for $i, j = 1, \ldots, m$ and $k = 1, \ldots, \frac{n}{2m}$, where $\lambda_i$ and $\lambda_j$ are the eigenvalues of $A(G_k)$ and $\mu_k$ are the eigenvalues of $A(G_b)$, respectively. This follows from the eigenvalue properties of the Cartesian sum. 

Remark 8.1.2. The discrete form of (8.2) is

$$x(k+1) = A(G)x(k) + Bu(k)$$
$$y(k) = Cx(k).$$

For the discrete version, the family of matrix representations considered in the section is symmetry preserving and has the property,

$$A(G_1 \square G_2) = A(G_1) \otimes A(G_2).$$

We denote this family of matrix representations as $A_\otimes$. The matrix exponential of the matrix representations in $A_\otimes$ are members of $A_\otimes$. The family $A_\otimes$ is closed under multiplication.

8.2 Control Product

The following theorem introduces our first method of extending control of the factors of the composite graph $G$ to $G$ itself for the case where $A(G)$ has simple eigenvalues. Specifically, we examine the controllability of pair $(A(G), B)$, first conjectured in [193], where $G = G_1 \square G_2$ and $B = B_1 \otimes B_2$.

**Theorem 8.2.1.** Consider $A(\cdot) \in A_\otimes$ and graphs $G_1$ and $G_2$. Assume $A(G) = A(G_1 \square G_2)$ has simple eigenvalues. Then, the pairs $(A(G_1), B_1)$ and $(A(G_2), B_2)$ are controllable if and only if $(A(G), B)$ is controllable, where $B = B_1 \otimes B_2$.

**Proof.** Assuming the eigenvalues of $A(G)$ are simple, $w$ is a left eigenvectors of $A(G)$ if and only if $w = u \otimes v$ for some left eigenvector $u$ and $v$ of $A(G_1)$ and $A(G_2)$, respectively (see
\[ w^T B = (u \otimes v)^T (B_1 \otimes B_2) = (u^T \otimes v^T)(B_1 \otimes B_2) = u^T B_1 \otimes v^T B_2. \]

Now, \( w^T B = 0 \) if and only if \( u^T B_1 = 0 \) or \( v^T B_2 = 0 \) (or both). Hence, by the PBH test, \((A(\mathcal{G}), B)\) is controllable if and only if \((A(\mathcal{G}_1), B_1)\) and \((A(\mathcal{G}_2), B_2)\) are controllable.

Consider the case where \( B_1 := B(S_1) \) and \( B_2 := B(S_2) \), then for \( S = S_1 \times S_2 := \{(i, j) | i \in S_1, j \in S_2\} \) we have \( B(S) = B_1 \otimes B_2 \). This motivates the name control product for the scheme.

The following example demonstrates Theorem 8.2.1 and the form of set \( S \).

**Example 8.2.2.** Consider the graphs \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \) from Figure 8.1. Let the eigenvalues of \( \mathcal{L}(\mathcal{G}_1) \) be \( \lambda_1, \lambda_2, \lambda_3 \), and let similarly the eigenvalues for \( \mathcal{L}(\mathcal{G}_2) \) be \( \mu_1, \mu_2, \mu_3, \mu_4 \). It is a simple check that these eigenvalues are distinct. Further as \( \lambda_i + \lambda_j \) for \( i = 1, \ldots, 3 \) and \( j = 1, \ldots, 4 \) are the eigenvalues of \( \mathcal{L}(\mathcal{G}) \), it is easy to note its eigenvalues are also distinct. For \( S_1 = \{1'\} \) and \( S_2 = \{1, 2\} \), the pairs \((-\mathcal{L}(\mathcal{G}_1), B_3(S_1))\) and \((-\mathcal{L}(\mathcal{G}_2), B_4(S_2))\) are controllable. The nodes corresponding to sets \( S_1 \) and \( S_2 \) are half shaded in Figure 8.1. Now, \( B_3(S_1) \otimes B_4(S_2) = B_{12}(S) \) where \( S = \{(1', 1), (1', 2)\} \), denoted by full shaded nodes in Figure 8.1. Therefore, \((-\mathcal{L}(\mathcal{G}), B_{12}(S))\) is controllable.

We now provide an example to illustrate the requirement that the composite graph in Theorem 8.2.1 has simple eigenvalues.

**Example 8.2.3.** Denote the path graph of length 2 as \( \mathcal{P}_2 \). It is a well known property that \( \mathcal{L}(\mathcal{P}_2) \) has simple eigenvalues and for \( S = \{1\} \), \((-\mathcal{L}(\mathcal{P}_2), B_2(S))\) is controllable. Further \( \mathcal{P}_2 \square \mathcal{P}_2 = \mathcal{C}_4 \), a length four cycle graph and \( B_2(S) \otimes B_2(S) = B_4(S) \). But all cycles graphs are uncontrollable from one node (see [218]) so \((-\mathcal{L}(\mathcal{C}_4), B_4(S))\) is uncontrollable.

### 8.3 Graph Automorphism

The automorphisms of a graph describe its symmetries and have been previously shown to play an important role in the controllability of \((-\mathcal{L}(\mathcal{G}), B(S))\) for simple graph \( \mathcal{G} \) [101]. We will extend these results to generalized graphs and any matrix representations which are symmetry preserving.
Formally, a graph automorphism is any permutation $\sigma$ of the vertex set such that $G$ contains an edge $\{i, j\}$ with weight $w_{ji}$ if and only if it also contains an edge $\{\sigma(i), \sigma(j)\}$ with weight $w_{\sigma(j)\sigma(i)}$. The set of automorphisms (which in actual fact forms a group) is denoted $\text{Aut}(G)$. Every automorphism can be represented uniquely as a permutation matrix $J$ which commutes with the adjacency matrix, i.e., $J\hat{E}(G) = \hat{E}(G)J$. For all $A(\cdot)$ which are symmetry preserving then $J\hat{E}(G) = \hat{E}(G)J$ implies that $JA(G) = A(G)J$. As an aside, a special feature of $\hat{E}(G)$ is that simple eigenvalues are only present when $\text{Aut}(G)$ has a specific structure namely:

**Proposition 8.3.1.** If all the eigenvalues of $\hat{E}(G)$ are simple, then every automorphism of $G$ has order 1 or 2, i.e., $\sigma^2(i) = i$ for all $i \in V$.

Thus, Proposition 8.3.1 describes the graphs relevant to Theorem 8.2.1 and the Laplacian matrix. We now present the results motivating the introduction of graph automorphisms - a connection between the automorphisms and controllability.

**Proposition 8.3.2.** A graph $G$ is uncontrollable from any pair $(A(G), B(S))$ where $A(\cdot)$ is symmetry preserving if there exists an automorphism of $G$ which fixes all inputs in the set $S$.

**Proof.** Let the permutation matrix corresponding to the automorphism be $J$. Therefore,

$$JA(G) = A(G)J$$

and, if the automorphism fixes all inputs in the set $S$, then

$$JB(S) = J^TB(S) = B(S).$$

Consider a right eigenvector-eigenvalue pair $(\lambda, v)$ of $A(G)$. Then as

$$A(G)(Jv) = JA(G)v = J\lambda v = \lambda(Jv),$$

$(\lambda, Jv)$ is also an eigenvector-eigenvalue pair, and

$$\left(v - Jv\right)^TB(S) = v^TB(S) - v^TJ^TB(S) = v^TB(S) - v^TB(S) = 0.$$ 

Therefore, by the PBH test, the pair $(A(G), B(S))$ is uncontrollable. \qed
We note that Proposition 8.3.2 is not sufficient for controllability as discussed in [101].

Proposition 8.3.2 highlights the requirement of selecting a set of inputs that break the symmetry structure of \( G \). Determining sets are a useful construct to describe this process.

**Definition 8.3.3.** A subset \( S \) of the vertices of a graph \( G \) is called a determining set if whenever \( g, h \in \text{Aut}(G) \) so that \( g(s) = h(s) \) for all \( s \in S \), then \( g = h \). The determining number of a graph \( G \), denoted \( \text{Det}(G) \), is the smallest integer \( r \) so that \( G \) has a determining set of size \( r \).

Another term for a determining set \( S \) is the fixing set due to the fact that no non-trivial automorphism of \( G \) fixes all members in \( S \). Formally, a set \( S \subseteq V(G) \) is a determining set if and only if the stabilizing set \( \text{Stab}(S) \) of \( S \), defined as

\[
\text{Stab}(S) := \{ g \in \text{Aut}(G) | g(v) = v, \forall v \in S \},
\]

only contains the trivial automorphism. Directly from Proposition 8.3.2 and the definition of determining sets we have the following corollary.

**Corollary 8.3.4.** A necessary condition for controllability of the pair \( (A(G), B(S)) \) is that \( S \) is a determining set. Hence, \( |S| \geq \text{Det}(G) \).

The automorphism group of a composite graph is intimately linked to the automorphisms of its prime factors. This link translates through to the determining set of the composite graph summarized in the following:

**Theorem 8.3.5.** [194] Let \( G = G_{k_1} \square \cdots \square G_{k_m} \) be the prime factor decomposition for a connected graph \( G \). Then \( \text{Det}(G) = \max \{ \text{Det}(G_{k_i}) \} \).

We now have the required ground work to state a consequence of the graph automorphism structure of the graph pertaining to Theorem 8.2.1.

**Theorem 8.3.6.** Under the assumptions of Theorem 8.2.1, consider the controllable pairs \( (A(G_1), B(S_1)) \) and \( (A(G_2), B(S_2)) \) where \( |S_1| = \text{Det}(G_1) \) and \( |S_2| = 1 \). Then \( S = S_1 \otimes S_2 \) is the smallest set such that \( (A(G_1 \square G_2), B(S)) \) is controllable.
Proof. As all eigenvalues of $A(G_1 \square G_2)$ are simple, then $G_1$ and $G_2$ has only simple eigenvalues. Hence, from Proposition 8.1.1, both $G_1$ and $G_2$ are not powers of prime graphs, i.e., $G_1 = G_{a_1} \square \cdots \square G_{a_m}$ and $G_2 = G_{b_1} \square \cdots \square G_{b_n}$ are prime factor decompositions. Further as $G_1 \square G_2$ has distinct eigenvalues then $G_1$ and $G_2$ are relatively prime, i.e., $G_{ai}$ is not isomorphic to $G_{bj}$ for all $i = 1, \ldots, m$ and $j = 1, \ldots, n$. Therefore, $\mathcal{G} = G_{a_1} \square \cdots \square G_{a_m} \square G_{b_1} \square \cdots \square G_{b_n}$ is the prime factor decomposition and $\text{Det}(\mathcal{G}) = \max(\text{Det}(G_1), \text{Det}(G_2))$. Further, as $(A(G_2), B(S_2))$ is controllable then $1 = |S_2| \geq \text{Det}(G_2) \geq 1$, so $\text{Det}(\mathcal{G}) = \text{Det}(G_1)$. Now $B(S_1) \otimes B(S_2) = B(S)$ for some $S \subseteq V(G_1 \square G_2)$ and $|S| = |S_1||S_2| = |S_1|$. As $|S| = \text{Det}(\mathcal{G})$ then the pair $(A(G_1 \square G_2), B(S))$ is controllable with the optimal number of inputs. \qed

We now revisit Example 8.2.2 with Theorem 8.3.6 in mind.

**Example 8.3.7.** Further examination of Example 8.2.2, the $\text{Aut}(G_2) = \{\text{id}, \sigma, \tau, \sigma \tau\}$ where $\text{id}$ is the identity permutation, $\sigma(1,2,3,4) = (1,4,3,2)$ and $\tau(1,2,3,4) = (3,2,1,4)$. Hence, $\text{Det}(G_2) = 2 = |S_2|$ and $|S_1| = 1$. Applying Theorem 8.3.6 shows that $S$ is the smallest controllable input set.

### 8.4 Layered Control

The following theorem details our second method of extending control of the factors to the composite graph. This control scheme involves repeating the form of the control matrix $B_1$ to every $G_1$ layer of $\mathcal{G}$, motivating the name *layered control*. As the Kronecker product exhibits permutation equivalency, these results are equivalent to extending the control matrix $B_2$ to every $G_2$ layer of $\mathcal{G}$.

**Theorem 8.4.1.** Consider $A(\cdot) \in \mathcal{A}_{\mathcal{G}}$ and graphs $G_1$ and $G_2$ with $n_1$ and $n_2$ nodes, respectively. The pair $(A(G_1), B_1)$ is controllable if and only if $(A(\mathcal{G}), B)$ is controllable, where $\mathcal{G} = G_1 \square G_2$ and $B = B_1 \otimes I_{n_2}$.

**Proof.** Denote the left eigenvalue-eigenvector pairs of $A(G_1)$ and $A(G_2)$ as $(\lambda_i, u_i)$ for $i = 1, \ldots, n_1$ and $(\mu_j, v_j)$ for $j = 1, \ldots, n_2$, respectively. Consider the eigenvalue $\phi_{ij}$ of $A(\mathcal{G})$ then $w_{ij}$ is a corresponding left eigenvector of $A(\mathcal{G})$ if and only if $w_{ij} = \sum_{(p,q) \in \mathcal{W}^*} \alpha_{pq}(u_p \otimes v_q)$.
where $\alpha_{pq} \in \mathbb{R}$, $\sum_{(p,q) \in W_{ij}} \alpha_{pq}^2 \neq 0$, and $W_{ij}^*$ are defined in §1.2.4. Hence,

\[ 0 = w_{ij}^T B = \sum_{(p,q) \in W_{ij}^*} \alpha_{pq} (u_p \otimes v_q)^T (B_1 \otimes I_{n_2}) \]

\[ = \sum_{(p,q) \in W_{pq}^*} \alpha_{pq} (u_p^T \otimes v_q^T)(B_1 \otimes I_{n_2}) \]

\[ = \sum_{(p,q) \in W_{pq}^*} u_p^T B_1 \otimes \alpha_{pq} v_q^T \]

or equivalently,

\[ \sum_{(p,q) \in W_{pq}^*} [u_p^T B_1]_k (\alpha_{pq} v_q^T) = 0 \]

for $k = 1, \ldots, n_1$. For $\alpha_{pq} \neq 0$, this summation is zero if and only if $[u_p^T B_1]_k = 0$ for all $k$ and $p$, i.e., $u_p^T B_1 = 0$ for all $(p,q) \in W_{pq}^*$, since the set of eigenvectors $v_q$ are linearly independent. Therefore as there will always exist an $\alpha_{pq} \neq 0$ corresponding to some $w_{ij}$ then by the PBH test, $(A(G), B)$ is controllable if and only if $(A(G_1), B_1)$ is controllable.

An illustrative example follows:

**Example 8.4.2.** Consider the graphs $G_1$ and $G_2$ from Figure 8.1. For $S_1 = \{1'\}$ and $S_2 = \{1, 2\}$, the pairs $(-L(G_1), B_3(S_1))$ and $(-L(G_2), B_4(S_2))$ are controllable. The nodes corresponding to sets $S_1$ and $S_2$ are half shaded in Figure 8.1. Now, $B_3(S_1) \otimes I = B_{12}(S_a)$ where $S_a = \{(1',1),(1',2),(1',3),(1',4)\}$, denoted by the lower half shaded nodes in Figure 8.1. Similarly, $I \otimes B_4(S_2) = B_{12}(S_b)$ and $S_b = \{(1',1),(1',2),(2',1),(2',2),(3',1),(3',2)\}$, denoted by the upper half shaded nodes in Figure 8.1. Therefore from Theorem 8.4.1, pairs $(-L(G), B_{12}(S_a))$ and $(-L(G), B_{12}(S_b))$ are controllable.

Theorem 8.4.1 provides a useful tool of combining families of graphs with known controllability, such as the Laplacian of then path graphs, cycle graphs [195], and circulant graphs [218], with either graphs where controllability is hard to establish, such as random graphs, or graphs that are difficult to control, such as the complete graph.

Further, Theorem 8.4.1 can be combined with Theorem 8.2.1 to produce controllable graphs. A composite graph $G$ can be decomposed into $G_a \Box G_b$ where $G_a$ is the largest factor
graph of $G$ with simple eigenvalues and $G_b$ has order $n_b$. In turn, $G_a$ can be decomposed into its primes factors $G_1 \Box \ldots \Box G_k$ with corresponding controllable matrix pairs $(A(G_i), B_i)$ for $i = 1, \ldots, k$ and some $A(\cdot) \in A_{G_b}$. Therefore by Theorem 8.2.1, $(A(G_a), B_1 \otimes \cdots \otimes B_k)$ is controllable, and by Theorem 8.4.1 $(A(G), B_1 \otimes \cdots \otimes B_k \otimes I_{n_b})$ is controllable. This technique is used in the following example to establish controllability of the grid $P_2 \Box P_4 \Box P_5$.

Example 8.4.3. Denote the path graphs of length two, four, and five path graph as $P_2$, $P_4$, and $P_5$, respectively. Since all path graphs are controllable from either end node, designating one of the ends as the first node, the pairs $(-\mathcal{L}(P_4), B_4(S))$ and $(-\mathcal{L}(P_5), B_5(S))$ are controllable for $S = \{1\}$. Noting that $\mathcal{L}(P_4 \Box P_5)$ has distinct eigenvalues using the technique as Example 8.2.2, from Theorem 8.2.1, the pair $(-\mathcal{L}(P_4 \Box P_5), B_{20}(S'))$ is controllable as $I_2 \otimes B_{20}(S') = B_{40}(S')$. Here we have a 40 node grid controllable from 2 nodes.

Interestingly, $\mathcal{L}(P_2 \Box P_4 \Box P_5)$ has repeated eigenvalues and so, from the PBH test, at least two input nodes are required to form a controllable set. Hence, the set $S'$ found in Example 8.4.3 is an optimal input set.

We now present a factorization lemma which represents the larger network trajectories in terms of the factors’ trajectories under the control scheme described in Theorem 8.4.1. This result is an extension of the related results on Cartesian products over Laplacian-based simple networks by Nguyen and Mesbahi [196, 193].

Lemma 8.4.4. Consider $x_1(t), x_2(t)$ to be the states of the systems

$$
\dot{x}_1(t) = A(G_1)x_1(t) + B_1u_1(t) \\
\dot{x}_2(t) = A(G_2)x_2(t).
$$

The state trajectory generated by the dynamics $\dot{x}(t) = A(G_1 \Box G_2)x(t) + Bu(t)$, where $B = B_1 \otimes I_{n_2}$, $u(t) = u_1(t) \otimes e^{A(G_2)t}v$ for any $v \in \mathbb{R}^n$, is

$$
x(t) = x_{1u}(t) \otimes x_2(t) + x_{1f}(t) \otimes e^{A(G_2)t}v,
$$

for all time $t$. Here, $x_{1u}(t)$ and $x_{1f}(t)$ are the unforced and forced dynamics of $x_1(t)$, respectively, i.e., $x_1(t) = x_{1u}(t) + x_{1f}(t)$, when initialized from $x(0) = x_1(0) \otimes x_2(0)$. 
Proof. We have the unforced dynamics of $x(t)$

$$x_u(t) := e^{A(G_1 \square G_2)t}x(0)$$

$$= e^{(A(G_1) \otimes A(G_2))t}(x(0) \otimes x(0))$$

$$= \left(e^{A(G_1)t} \otimes e^{A(G_2)t}\right)(x(0) \otimes x(0))$$

$$= e^{A(G_1)t}x(0) \otimes e^{A(G_2)t}x(0)$$

$$= x_{1u}(t) \otimes x_2(t).$$

and forced dynamics

$$x_f(t) := \int_0^t e^{A(G_1 \square G_2)(t-\tau)}Bu(\tau)d\tau$$

$$= \int_0^t \left(e^{A(G_1)(t-\tau)} \otimes e^{A(G_2)(t-\tau)}\right)(B_1 \otimes I) \times \left(u_1(\tau) \otimes e^{A(G_2)\tau}v\right)d\tau$$

$$= \int_0^t e^{A(G_1)(t-\tau)}B_1u_1(\tau) \otimes e^{A(G_2)t}vd\tau = \int_0^t e^{A(G_1)(t-\tau)}B_1u_1(\tau)d\tau \otimes e^{A(G_2)t}vd\tau$$

$$= x_{1f}(t) \otimes e^{A(G_2)t}v.$$

Hence, $x(t) = x_u(t) + x_f(t) = x_{1u}(t) \otimes x_2(t) + x_{1f}(t) \otimes e^{A(G_2)t}v.$

Note that for $v = x_2(0)$, we have

$$x(t) = x_{1u}(t) \otimes x_2(t) + x_{1f}(t) \otimes e^{A(G_2)t}x_2(0)$$

$$= x_{1u}(t) \otimes x_2(t) + x_{1f}(t) \otimes x_2(t)$$

$$= (x_{1u}(t) + x_{1f}(t)) \otimes x_2(t)$$

$$= x_1(t) \otimes x_2(t)$$

which is an echo of the factorization lemma described in [193, 196]. The next corollary addresses the state signal $x(t)$ for another special case.

**Corollary 8.4.5.** Consider $A(\mathcal{G}) = -\mathcal{L}(\mathcal{G})$ and the model and assumptions of Lemma 8.4.4. For $v = 1$, we have $u(t) = u_1(t) \otimes 1$ and

$$x(t) = x_{1u}(t) \otimes x_2(t) + x_{1f}(t) \otimes 1.$$

(8.4)
**Proof.** The result follows directly from Lemma 8.4.4 as the vector $\mathbf{1}$ lies in the right null space of $\mathcal{L}(\mathcal{G}_2)$ so that $e^{\mathcal{L}(\mathcal{G}_2)t} \mathbf{1} = \mathbf{1}$, for all $t \geq 0$.

The next section explores the controllability Gramian of the composite graph, under the layered control scheme.

### 8.5 Controllability Gramian

Consider the controllability Gramian $P(A, B)$ pertaining to dynamics $(A, B)$ defined by the solution to the Lyapunov equation $AP(A, B) + P(A, B)A^T = -BB^T$.

The following results give bounds on both the eigenvalues and the trace of the controllability Gramian, for the layered control scheme where $A(\mathcal{G}_1 \square \mathcal{G}_2)$ is stable and symmetric.

We first consider the case where the control matrix corresponds to a set of input nodes, i.e., it takes the form $B_{n_1}(S) \otimes I_{n_2}$ and the extension to the form $B_{n_1}(S) \otimes B_{n_2}(S)$ is discussed afterwards.

**Proposition 8.5.1.** Let $A(\cdot) \in \mathcal{A}_{\oplus}$, $\mathcal{G} = \mathcal{G}_1 \square \mathcal{G}_2$ where $A(\mathcal{G})$ is stable and symmetric. Consider $P := P(A(\mathcal{G}), B)$, where $B = B_{n_1}(S) \otimes I_{n_2}$, for some node set $S$ of $\mathcal{G}_1$. Then, the following inequalities hold

$$\frac{-n_2|S|}{2f_{\max}} \leq \text{trace}(P) \leq \frac{-n_2|S|}{2f_{\min}}$$

and

$$\lambda_{\max}(P) \geq -\frac{1}{2f_{\max}},$$

where $f_{\min} = \lambda_{\min}(A(\mathcal{G}_1)) + \lambda_{\min}(A(\mathcal{G}_2))$ and $f_{\max} = \lambda_{\max}(A(\mathcal{G}_1)) + \lambda_{\max}(A(\mathcal{G}_2))$.

**Proof.** The following upper and lower bounds for the trace of the controllability Gramian $P(A, B)$, as a function of the trace of $A$ and $B$, have been shown in Wang et al. [135] to be

$$-\frac{\text{trace}(BB^T)}{2\lambda_{\min}(A)} \leq \text{trace}(P(A, B)) \leq -\frac{\text{trace}(BB^T)}{2\lambda_{\max}(A)}.$$

Then, the first inequalities follow since $\text{trace}(BB^T) = n_2|S|$, $\lambda_{\min}(A(\mathcal{G})) = f_{\min}$ and $\lambda_{\max}(A(\mathcal{G})) = f_{\max}$.

The following upper bound is also provided for the maximum eigenvalues of $P(A, B)$ in [136]:

$$\lambda_{\max}(P(A, B)) \geq \frac{\lambda_{\max}(BB^T)}{2\lambda_{\max}(A^T A)}. \quad (8.5)$$
Then, it follows that as \( \lambda_{\text{max}}(BB^T) = 1 \) then,

\[
\lambda_{\text{max}}(P) \geq \frac{1}{2\lambda_{\text{max}}^1(A(G)A(G)^T)} = -\frac{1}{2\lambda_{\text{max}}(A(G))} = -\frac{1}{2f_{\text{max}}}.
\]

\[\Box\]

**Proposition 8.5.2.** Let \( A(\cdot) \in A_{\oplus}, G = G_1 \Box G_2 \) where \( A(G) \) is stable and symmetric. Consider \( P := P(A(G), B) \), where \( B = B_{n_1}(S_1) \otimes B_{n_2}(S_2) \), for some node set \( S_1 \) of \( G_1 \) and \( S_2 \) of \( G_2 \). Then, the following inequalities hold

\[
-\frac{|S_1||S_2|}{2f_{\text{max}}} \leq \text{trace}(P) \leq -\frac{|S_1||S_2|}{2f_{\text{min}}}
\]

and

\[
\lambda_{\text{max}}(P) \geq -\frac{1}{2f_{\text{max}}},
\]

where \( f_{\text{min}} = \lambda_{\text{min}}(A(G_1)) + \lambda_{\text{min}}(A(G_2)) \) and \( f_{\text{max}} = \lambda_{\text{max}}(A(G_1)) + \lambda_{\text{max}}(A(G_2)) \).

**Proof.** The proof follows from the proof presented for Proposition 8.5.1 using the fact that \( \text{trace}(B_{n_1}(S_1) \otimes B_{n_2}(S_2)) = \text{trace}(B_{n_1}(S_1)) \cdot \text{trace}(B_{n_2}(S_2)) = |S_1||S_2| \).

\[\Box\]

Proposition 8.5.1 and 8.5.2 provide insight into generating large composite networks with effective control inputs, specifically via maximizing the trace and largest eigenvalue of the controllability Gramian.

The next theorem studies the relation between the controllability Gramian of the factor graphs and the composite graph, under the control scheme introduced in Theorem 8.4.1, for generalized control matrices \( B_1 \).

**Theorem 8.5.3.** Let \( G = G_1 \Box G_2 \) where \( A(G) \) and \( A(G_1) \) are stable. Then, \( P(A(G), B_1 \otimes I_{n_2}) \) satisfies the equality

\[
W^T P(A(G_1 \Box G_2), B_1 \otimes I_{n_2}) W = D(P_1),
\]

where \( W = \Pi(V \otimes I_{n_2}), V \) is a unitary matrix with columns corresponding to the left singular vectors of \( A(G_1) + A(G_1)^T \) and \( \Pi \in \mathbb{R}^{nm} \) is a permutation matrix defined through block matrix construct as \( \Pi = \begin{bmatrix} E_{ij}^T \end{bmatrix} \begin{array}{c} i=1,\ldots,n \\ j=1,\ldots,m \end{array} \). Here, \( E_{ij} \in \mathbb{R}^{n \times m} \) has entry 1 in position \( i, j \) and zero otherwise. Also \( P_1 = P(A(G_1) + \mu_i I_{n_1}, B_1) \), and \( \mu_1, \ldots, \mu_{n_2} \) are the eigenvalues of
where $\Pi$ is a permutation matrix and its factor graphs as

\begin{equation}
\Pi^T P(A(G), B_1 \otimes I_{n_2}) \Pi = \int_0^\infty e^{(A(G_2)+A(G_2)^T)t} \otimes \left( e^{A(G_1)^T} B_1 B_1^T e^{A(G_1)^T} \right) dt
\end{equation}

which from the permutation equivalency of the Kronecker sum [123] is equivalent to

\begin{equation}
\Pi^T P(A(G), B_1 \otimes I_{n_2}) \Pi = \int_0^\infty V \Sigma(t)V^T \otimes \left( e^{A(G_1)^T} B_1 B_1^T e^{A(G_1)^T} \right) dt,
\end{equation}

where $\Pi$ is a permutation matrix and $e^{(A(G_2)+A(G_2)^T)t} = V \Sigma(t)V^T$ is the singular value decomposition as $\Sigma(t)$ is a diagonal matrix with $\Sigma(t)_{jj} = e^{2\mu_j t}$. Then, it follows that

\begin{equation}
W^T P(A(G), B_1 \otimes I_{n_2}) W = \int_0^\infty D \left[ e^{2\mu_i t} \left( e^{A(G_1)^T} B_1 B_1^T e^{A(G_1)^T} \right) \right] dt
\end{equation}

where the operator $D(M_i)$ for $M_i$ is defined in the theorem statement. The equation in (8.7) captures the relationship between the controllability Gramian of the composite graph and its factor graphs as

\begin{equation}
W^T P(A(G_1 \square G_2), B_1 \otimes I_{n_2}) = D(P_i),
\end{equation}

where $W = \Pi(V \otimes I_{n_2})$, $P_i = P(A(G_1) + \mu_i I_{n_1}, B_1)$, and $\mu_1, \ldots, \mu_{n_2}$ are the eigenvalues of $A(G_2)$ as claimed in the statement.
Next we discuss the ramifications of Equation (8.7) on generating large scale controllable graphs. The equation implies that

- when \( A(G_2) \) is stable with \( \mu_i \leq 0 \) for all \( i \), we have \( e^{2\mu_i t} \leq 1 \), and therefore
  \[
P(A(G_1) + \mu_i I_n, B_1) \leq P(A(G_1), B_1) \quad \forall i.
  \]  (8.8)

- when \( A(G_2) \) is unstable with \( \mu_i \geq 0 \) for all \( i \), we have \( e^{2\mu_i t} \geq 1 \), and therefore
  \[
P(A(G_1) + \mu_i I_n, B_1) \geq P(A(G_1), B_1) \quad \forall i.
  \]  (8.9)

The following is an example pertaining to the time-continuous results.

**Example 8.5.4.** Define the matrix representation

\[
[A(G)]_{ij} = \begin{cases} 
-w_{ji} & \text{for } i \neq j \\
-20 \sum_{i=1}^n w_{ii} + 11 \sum_{i \neq j} w_{ji} & \text{otherwise} \\
-10 \sum_{i \neq j} w_{ji}
\end{cases}
\]

In a more compact form \( A(G) = \mathcal{L}(G) - 20\Delta_s(G) + 10(\Delta_{in}(G) - \Delta_{out}(G)) \). Hence, as \( A_G \) is closed under addition, \( A(\cdot) \in A_\oplus \). Consider the graphs \( G_1 \) and \( G_2 \) from Figure 8.1. Then \( A(G_2) = \mathcal{L}(G_2) \) and so it has eigenvalues \( 0 = \mu_1 < \mu_2 \leq \mu_3 \leq \mu_4 \) and

\[
A(G_1) = \begin{bmatrix} -15 & -1 & 0 \\
-1 & -6 & 0 \\
0 & -1 & -8 \end{bmatrix},
\]

which has all strictly negative eigenvalues. From Equation (8.8) then \( \lambda_{\min}(P(A(G)), B_1 \otimes I) = \lambda_{\min}(P(A(G_1), B_1)) \). Therefore, the optimal single node input set \( S_1 \) in terms of the smallest controllability Gramian for the graph \( G_1 \) generates the optimal set \( S \) for the graph \( G \) of the form \( B_1(S_1) \Box I_4 \). The smallest eigenvalues of \( P(A(G_1), B_1) \) from single input nodes 1', 2' and 3' are \( 0.0218 \times 10^{-5}, 0.3653 \times 10^{-5} \), and 0, respectively. Thus the optimal set is \( S_1 = \{2'\} \) for \( G_1 \) and \( S = \{\{1,2'\}, \{2,2'\}, \{3,2'\}, \{4,2'\}\} \) for \( G \).
As mentioned in §8.1, the discrete version of our results follow directly from the continuous proofs. As an example, the discrete version of Theorem 8.5.3 for the observability Gramian is proved here and will subsequently be used in the social network example in §8.7.

**Theorem 8.5.5.** Let $\mathcal{G} = \mathcal{G}_1 \boxplus \mathcal{G}_2$ where $A(\mathcal{G})$ and $A(\mathcal{G}_1)$ are stable. Then, $P(A(\mathcal{G}), C_1 \otimes I_{n_2})$ satisfies the equality

$$W^T P(A(\mathcal{G}_1 \boxplus \mathcal{G}_2), C_1 \otimes I_{n_2}) W = D(P_i),$$

where $W = \Pi(V \otimes I_{n_2})$, $V$ is a unitary matrix with columns corresponding to the left singular vectors of $A(\mathcal{G}_1) + A(\mathcal{G}_1)^T$ and $\Pi \in \mathbb{R}^{nm}$ is a permutation matrix defined through block matrix construct as $\Pi = \left[ E_{ij} \right]_{i=1,\ldots,n}$. Here, $E_{ij} \in \mathbb{R}^{n \times m}$ has entry 1 in position $i,j$ and zero otherwise. Also $P_i = P(A(\mathcal{G}_1) + \mu_i I_{n_1}, C_1)$, and $\mu_1,\ldots,\mu_{n_2}$ are the eigenvalues of $A(\mathcal{G}_2)$, and the operator $D(M_i)$ for $M_i$ forms a block diagonal matrix with diagonal blocks $M_1, M_2, \ldots, M_{n_2}$.

**Proof.** Let us recall the definition of the observability Gramian as

$$P(A(\mathcal{G}), C) = \sum_k (A(\mathcal{G})^T)^k C^T CA(\mathcal{G})^k,$$

where $C = C_1 \otimes I_{n_2}$. Then the proof follows from the same steps as Theorem 8.5.3. \hfill \Box

### 8.6 Layered Output Feedback

An attraction of composite networks is that they exhibit repeated layers of the factors. Theorem 8.2.1 takes advantage of this by extending the controllable inputs in one factor layer to many. The same can be done to the observable outputs. The next proposition shows that the control signal can similarly be designed for a factor and extended to the composite network with the effect of generating distributed output feedback stabilization.

**Proposition 8.6.1.** Consider $A(\cdot) \in A_\oplus$ and the $n_1$ node and $n_2$ node graphs $\mathcal{G}_1$ and $\mathcal{G}_2$, where the matrix $A(\mathcal{G}_2)$ is semistable. If the dynamics $(A(\mathcal{G}_2), B_2, C_2)$ is stabilizable with output feedback $u_a = Ky_a$ for inputs $u_a$ and outputs $y_b$, then the dynamics $(A(\mathcal{G}_1 \boxplus \mathcal{G}_2), I_{n_1} \otimes B_2, I_{n_1} \otimes C_2)$ is stabilizable with the output feedback $u = (K \otimes I_{n_2})y$ for inputs $u$ and outputs $y$. Further, the control law can be realized with local layer feedback across the layers of $\mathcal{G}_1$. 
Proof. For convenience, we present the equivalent result in terms of the layers of $G_2$. As $K$ is a stabilizing feedback for the system described by the matrices $(A(G_2), B_2, C_2)$, then $A(G_2) + B_2 KC_2$ is stable. Consider the dynamics of the system $(A(G_1 \square G_2), I_{n_1} \otimes B_2, I_{n_1} \otimes C_2)$ with output feedback $u = (I_{n_1} \otimes K)y$. Then,

$$
\dot{x}(t) = (A(G_1 \square G_2) + (I_{n_1} \otimes B_2)(I_{n_1} \otimes K)(I_{n_1} \otimes C_2)) x(t)
$$

$$
= (A(G_1) \otimes I_{n_2} + I_{n_1} \otimes A(G_2) + I_{n_1} \otimes B_2 KC_2) x(t)
$$

$$
= (A(G_1) \oplus (A(G_2) + B_2 KC_2)) x(t).
$$

As the Cartesian sum of semistable and stable matrices is stable, then $I_{n_1} \otimes K$ is stabilizing.\footnote{Since each eigenvalue of the composite matrix lies on the left half plane.}

Further, as $I_{n_1} \otimes K$ is block diagonal the feedback loop can be broken into the inputs and outputs of each layer of $G_2$. Specifically distributing the inputs and outputs, we have $u = [u_1^T, \ldots, u_{n_1}^T]^T$ and $y = [y_1^T, \ldots, y_{n_1}^T]^T$, where $u_i$ and $y_i$ are the inputs and outputs of the $i$th layer of $G_2$. Hence, the feedback can be written as $u_i = Ky_i$ for $i = 1, \ldots, n_1$, i.e., local layer feedback.

Proposition 8.6.1 describes a setup where we have a stabilizing distributed feedback on each factor layer requiring only local sensors and actuators placed on that layer. The following is an example illustrating this layered output feedback stabilization.

Example 8.6.2. Define the matrix representation

$$
[A(G)]_{ij} = \begin{cases} 
    w_{ji} & \text{for } i \neq j \\
    \frac{1}{2}w_{ii} - \sum_{i \neq j} w_{ji} & \text{otherwise.}
\end{cases}
$$

An equivalent form is $A(G) := -L(G) + \frac{1}{2}\Delta_s$, and so $A(\cdot) \in A_{\oplus}$. For the graphs $G_1$ and $G_2$ described in Figure 8.1, $A(G_2) = -L(G_2)$ which is a semistable matrix and

$$
A(G_1) = \begin{bmatrix}
    -\frac{1}{2} & 1 & 0 \\
    1 & -1 & 0 \\
    0 & 1 & -\frac{1}{2}
\end{bmatrix}.
$$
These dynamics are unstable. Consider the dynamics of the system described by the matrices \((A(G_1), B(S_1), C(S_2))\) where \(S_1 = \{1'\}\) and \(S_2 = \{2'\}\), then the output feedback \(u = ky\) is stabilizing for \(k < -\frac{1}{2}\). Therefore, from Proposition 8.6.1, the output feedback \(k \otimes I_4\) is stabilizing for the composite system, which is realized by the distributed feedback \(u_{(1',i)} = ky_{(2',i)}\) for \(i = 1, \ldots, 4\), where \(u_{(1',i)}\) is the input applied to node \((1',i)\) and \(y_{(2',i)}\) is the output measured from node \((2',i)\).

### 8.7 Social Network Example

The goal in this section is to estimate the internal state of a social influence network in a neighborhood utilizing the observability properties of the Cartesian product networks. The model is adopted from [72, 73] and it has been under development by social psychologists and mathematicians since the 1950’s [72]. The time invariant model described in [72] and the time varying model in [73] postulate simple recursive definitions for the influence process in a group of \(N\) agents. For the time invariant case,

\[
x(t+1) = WF(G)x(t) + (I - W)x(0) \quad t = 1, 2, \ldots,
\]

where \(x(0)\) is an \(N \times 1\) vectors of agents’ initial opinions on an issue, \(x(t)\) is an \(N\) vector of agents’ opinions at time \(t\). The interpersonal influences are captured in \(F(G) \in \mathbb{R}^{N \times N}\) where \(0 \leq F_{ij} \leq 1\), \(\sum_j F_{ij} = 1\) and \(G\) is the underlying communication network. The diagonal matrix \(W = \text{diag}(w_{11}, w_{22}, \ldots, w_{NN})\) is the agents’ susceptibilities to interpersonal influence on the issue \((0 \leq w_{ij} \leq 1)\).

A Cartesian network structure of dynamics is not uncommon in social networks due to the layered structure of society. For example, consider a network of nuclear families where each family interacts with other families. Interactions between families involves common gender parents interacting with same gender parents and similarly children with same aged children. This network can be realized through a Cartesian product of a family member graph and inter-family graph.

This example was analyzed for fifteen, four member families. The family member graph \(G_2\) with nodes a, b, c and d corresponding to a father, mother, older child and younger child is depicted with corresponding \(A(G_2)\) matrix in Figure 8.1b. Similarly, the family interaction
\[ \hat{E}(G_2) = \begin{bmatrix} 0 & 0.4 & 0.1 & 0.1 \\ 0.3 & 0 & 0.2 & 0.2 \\ 0.4 & 0.3 & 0 & 0.1 \\ 0.35 & 0.45 & 0.1 & 0 \end{bmatrix} \]

Figure 8.1: Left: Factor graphs $G_1$ and $G_2$ and composite graph $G_1 \boxdot G_2$. For image clarity in $G_1$, all edge weights are 1, and in $G_2$ and $G_1 \boxdot G_2$ the edge weights can be divulged through the definition of $\hat{E}(G_2)$ and $G_1$. 
Figure 8.2: The mean squared error, covariance matrix trace and state of a random node (node 7d) over time for the discrete Kalman filter pertaining to Figure 8.1.

The graph $\mathcal{G}_1$, based on the famous Florentine family graph [87], is depicted in Figure 8.1a with nodes representing the fifteen families. The composite graph $\mathcal{G}_1 \square \mathcal{G}_2$ corresponds to the 60 members’ social interactions. The discrete time opinion dynamics of the interaction have a state matrix $A(\mathcal{G}) = \exp(-\delta (\mathcal{L}(\mathcal{G}) + \max(\Delta_s(\mathcal{G}))I))$ and $A_\otimes$ is closed under multiplication $A(\cdot) \in A_\otimes$. This is an adaptation of the traditional opinion dynamics in (12.1) when $W = I$ as $\exp(-\delta \mathcal{L}(\mathcal{G}))$ is of the form of $F(\mathcal{G})$ with the addition of the self loop term, increasing a state’s dependence on its own opinion.

It is often unrealistic or overly expensive to make a census of the full population of a social group. An alternative is to sample the network and subsequently estimate its state dynamics. A requirement for an estimator to converge is observability. If $S$ is the input

\[3\] The matrix representations $A_1(\mathcal{G}) = \exp(-\delta \mathcal{L}(\mathcal{G}))$ and $A_2(\mathcal{G}) = \exp(-\delta \max(\Delta_s(\mathcal{G}))I)$ are both in $A_\otimes$ and $A(\mathcal{G}) = A_1(\mathcal{G})A_2(\mathcal{G})$ as $\mathcal{L}(\mathcal{G})$ and $\max(\Delta_s(\mathcal{G}))I$ commute [123].
nodes of the graph, the input-output discrete social interaction dynamics are

$$x(k + 1) = A(G_1 \square G_2) x(k)$$  \hspace{1cm} (8.11)$$

$$y(k) = C_{60}(S) x(k),$$

where $t = k\delta$ for time step $\delta = 0.05$ year.

Assuming that all the members of one demographic can be observed, e.g., all mothers, then Theorem 8.5.5 provides the optimal selection. Specifically, the dynamics are observable and, under one demographic, optimal for $C_{60}(S) = I \otimes C_4(S_2)$ where $S_2 = \{a\}$ and $S = \{1a, 2a, \ldots, 15a\}$. This information would be attractive to an advertiser, as the opinions of all 60 people can be efficiently divulged by surveying the fathers in the society. If instead an advertiser was interested in the best family to survey, then Theorem 8.5.5 can be applied to $G_1$ giving the observable dynamics with $C_{60}(S) = C_{15}(S_1) \otimes I$ where $S_1 = \{14\}$ and $S = \{14a, 14b, 14c, 14d\}$, i.e., every member of family 14 is observed directly. As $A(G_1 \square G_2)$ has simple eigenvalues, using Theorem 8.2.1 the observation matrix $C_{60}(S) = C_{15}(S_1) \otimes C_4(S_2)$ where $S = \{14a\}$ is observable. Therefore, in this scenario, surveying the father of family 14 would provide the opinion of all members of the society.

A discrete Kalman filter\footnote{For a detailed description of the discrete Kalman filter see [197].} was applied to dynamics (8.11) with $G_1$ and $G_2$ depicted in Figure 8.1 and $S = \{1a, 2a, \ldots, 15a\}$, i.e., all the fathers in the society are observed. The resultant mean squared error, covariance matrix trace, and a sample state estimate over time is provided in Figure 8.2, supporting the observability of the pair $(A(G_1 \square G_2), C_{60}(S))$.\footnotemark
Part III
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Chapter 9

SYSTEM PROPERTIES OF STOCHASTIC NETWORKS: CONTROLLABILITY AND OPTIMALITY

In this chapter, we first examine the pertinent necessary and sufficient conditions for controllability and observability of protocols over random networks. The randomness could be presented in the network topology, e.g., whether two nodes are connected based on a random distribution. The randomness could also be contributed by the randomly selected input and/or output nodes. We, then, present a framework for designing estimator and feedback controllers for observing and directing a group of agents adopting a consensus-based protocol over random networks. We will discuss the adopted protocols as they are introduced.

In order to design the feedback controllers, we need to first explore the controllability of the network. We proceed to explore conditions on the underlying distributions of the random network to guarantee the controllability; designing optimal infinite horizon linear quadratic regulators in the random setup then follows. The rate of convergence of the designed feedback controller is then examined. A practical example on opinion dynamics and optimal marketing strategies over social networks is used to support the analysis presented in this section.

On the estimation side, the stability and convergence properties coordinated decentralized scheme in the random setting are explored utilizing contractive properties of random Riccati equation. The performance of the estimator is evaluated as a function of the probability distribution of the random network. Two examples on coordinated decentralized estimation of opinion dynamics over social networks and real-time underwater acoustic localization for the Seaglider vehicle are presented.

1The example is based on the experimental data courtesy of Prof. Morgansen’s Nonlinear Dynamics and Control Lab at the University of Washington, http://www.aa.washington.edu/research/ndcl/.
9.1 Introduction

Random networks appear in many applications, e.g., in modeling complex networks [61, 62, 63, 65, 66, 76], modeling social networks [64, 76], and sensor networks [41, 42, 35, 36, 37, 44].

As an illustration consider social networks. The literature reveals a broad class of research that investigate real-world social networks in different scenarios such as friendship networks, the collaboration network of film actors, cooperation between companies, network of directors of fortune 1000 companies, and scientific collaboration networks of engineers and biologists, among many other examples. The results include a wide range of models, some of which are Erdős-Rényi model [16], and small-world model proposed by Watts and Strogatz [61]; small-world networks lie somewhere between regular and completely random networks.

Scale-free networks, as another model of real world social networks, studied in [63] are based on two ingredients: (1) continuous expansion of large networks by the addition of new vertices and (2) preferential attachment of new vertices to already well-connected vertices. A model of large networks based on these two ingredients causes a stationary scale-free power-law distributions.

In another model studied in [64], the goal is to model a large network for which only the degree distribution is known. In this model, the normalized probability \( p_k \) that a randomly chosen vertex in the network has degree \( k \) is given. In order to model a network with the pre-defined degree distribution, Newman et al. [64] take a number \( N \) of vertices and assign to each a random number \( k \) of "stubs" chosen independently from the distribution \( p_k \) for each vertex. Then, the stubs are randomly selected in pairs and joined by edges.

As another illustration of random networks, consider a network of \( N \) spatially distributed autonomous sensors, in which each sensor collects measurements in some modality of interest, e.g., temperature, sound, vibration, pressure, motion, or pollutant. Each sensor in the network is equipped with small storage, a radio transceiver, a micro-controller, and a battery power source on a single chip. Engineering sensor networks consist of different number of sensors; from few numbers to large numbers of sensors, hundreds to even hundred thousand nodes [35, 36, 37].
Sending large amounts of raw measurements to the fusion center requires a very powerful processor with large bandwidth to gather the data. Significant communication delays and data loss across the network are common features of these systems. On the one hand, significant delays and packets drop have a negative impact on the performance of the designed control, as data need to arrive at their destination in time to be used for control or estimation purposes. These types of inefficiencies can be considered with stochastic models.

Battery lifetime is a major concern in all engineering applications. Specially in some cases, for instance habitat monitoring, non-rechargeable batteries are employed to observe the evolution of a particular phenomenon in nature for a couple of months [38]. In some other applications, reactive sample rates matter. For example in soil moisture sensor networks [39], sensors observe some dynamics, which change rapidly during some intervals and slowly during other intervals. Consequently, soil moisture monitoring sensors need to send the measurements at higher rates during rain events and at lower rates between rain falls. The constraints on battery sources, on the other hand, motivate us to switch off a group of sensors during some interval of measurement or communication with the fusion center, which can be demonstrated by a random communication network between the sensors or the sensors and the fusion center/node.

Considering a large, wireless, multi-hop sensor network, there are too much data and too little bandwidth to pass the information around. When data travels along unreliable communication channels, the effect of communication delays, and loss of information cannot be neglected. The stochastic nature of the communication channel and the arrival of the observations can be modeled as a random process [40, 43].

### 9.2 Problem Formulation

In a random network, the existence of an edge between a pair of vertices in the set $\mathcal{V}$ is determined based on a random distribution, e.g., based on Erdős-Rényi distribution [16] an edge exists with probability $p \in (0, 1]$ and independent of other edges. The sample space of all such random graphs will be denoted by $\mathcal{G}(n, p)$. Note that the value of edge probability can be the same or distinct for all potential edges. This probability can also be fixed, or in more interesting scenarios, a function of the order of the graph, $p(n)$. 
We consider a random interactive network with associated Laplacian matrix $L(w_t)$, where $w_k$’s are sequence of mutually independent random events. Having embed a random network in the dynamic system, it is convenient to consider an arbitrary sampling of the time axis at intervals $\Delta > 0$. Therefore, the dynamic can be expressed in the sampled-data form

$$x(t + 1) = A(w_t)x(t) + B(w_t)u(t),$$

(9.1)

where

$$A(w_t) = e^{-L(w_t)\Delta}, \quad x(t) := x(\Delta t),$$

(9.2)

and $B(w_t) \in \mathbb{R}^{n \times m}$ is the input matrix with $m$ input signals applied to $m$ nodes.

A sample sequence of a random network on 8 nodes and a sample of random network in a swarm of ground robots are depicted in Figure 9.1 and 9.2, respectively.

![Figure 9.1: Behavior of a random network over a time interval](image)

In order to consider the sampled-data setting for the Dirichlet dynamics, described in chapter 1, we need to partition the matrix exponential $e^{-L(w_t)\Delta}$. If the $m$ input nodes are
Figure 9.2: Behavior of random communication in a swarm of ground robots over two time intervals

the first set of $m$ nodes, $e^{-L(w_t)\Delta}$ can be then partitioned as

$$e^{-L(w_t)\Delta} = \begin{bmatrix} * & B^T(w_t) \\ B(w_t) & A(w_t) \end{bmatrix}. \quad (9.3)$$

In a more general scenario, when the input nodes are not the first $m$ nodes, the partitioning can be done in the similar manner as (9.3). Therefore, the dynamic system can also be expressed as (9.1) with matrices described in (9.3). It is assumed that (9.1) is stationary, i.e., the probability distributions of $A(w_t)$ and $B(w_t)$ do not depend on $t$.

Whether we consider the consensus or Dirichlet dynamics, we have a dynamic system described by random matrices $A(w_t)$ and $B(w_t)$, altering at every time interval based on the independent random events $w_t$. For the simplicity of notation, $A(w_t)$ and $B(w_t)$ will be subsequently referred to as $A_t$, and $B_t$, respectively.
The objective of this chapter is to study the system properties of a group of agents adopting consensus-type algorithms over random networks. In order to achieve this goal, controllability and observability are the fundamental properties to examine/study first.

9.3 Controllability/Observability of Stochastic Systems

Controllability for networked systems is of fundamental importance among the many topics of interest in networked systems. The basic issue, e.g., in controllability for protocols evolving on random networks, is whether it is possible to transfer any initial state to the desired state, in some stochastic sense, by applying a judicious control input. Note that the observability is the dual notion of the controllability. Therefore, the results of the controllability can be applied equivalently to the observability problem. The controllability issue comprises the focus of this section.

In [223] and [18], it has been proven that a weak observability condition is necessary for Kalman filter over the random networks to converge asymptotically surely (a.s.). Following the duality principle, we now introduce the weak controllability condition as follows.

Definition 9.3.1. Let $S_t = B_t B_t^T$. Then, the linear system (9.1), or equivalently, the sequence $\{(A_t, B_t), t \in \mathbb{Z}\}$, is called weakly controllable if for some $t \geq 1$,

$$
P\{\det \{ S_t + A_t S_{t-1} A_t^T + \ldots + (A_t \ldots A_2) S_1 (A_2^T \ldots A_1^T) \} \neq 0 \} \neq 0.
$$

(9.4)

The probability constraint in (9.4) implies that the controllability Gramian of the discrete and random system in (9.1) should be full rank. It is theoretically convenient to consider the system characteristics as elements of appropriate Hilbert space $L_2$.

In order to gain more intuition on the controllability of the random consensus and Dirichlet dynamics in (9.1) and (9.3), first, let us provide general definitions on stochastic controllability that have been introduced in the jump-parameter systems literature [19, 20].

Definition 9.3.2. A stochastic system is considered to be:

- Weakly state controllable if for all $x_0 \in \mathbb{R}^n$, $x_1 \in \mathbb{R}^n$, and all $\epsilon \geq 0$, there exists a random time $T$ a.s. finite and a control law $u$ defined on $[0,T]$ such that

$$
P\{ \| x(T) - x_1 \| \leq \epsilon \} > 0,
$$

(9.5)
where \( x(T) \) denotes the value at \( t = T \) of the trajectory starting in \( x_0 \) at \( t = 0 \) under the control \( u \).

- **State controllable** if the probability defined in (9.5) can be made equal to one.

- **Strongly state controllable** if the hitting time \( T_H = \inf \{ t > 0; \| x(t) - x_1 \| \leq \epsilon \} \) has finite expectation, i.e., \( \mathbb{E}(T_H) < +\infty \).

The above notions of controllability are referred to as “weakly controllable”, “controllable”, and “strongly controllable”, respectively, in the jump-parameter systems literature [19, 20]. The labeling convention is partially adopted to avoid confusion with Definition 9.3.1.

We will prove in more details that the condition in Definition 9.3.1 is the appropriate notion to guarantee the error defined as \( x(T) - x_1 \) converges asymptotically surely, i.e., for all \( x_0 \in \mathbb{R}^n \), \( x_1 \in \mathbb{R}^n \), and all \( \epsilon \geq 0 \), there exists \( T \) such that

\[
\mathbb{P}\{|x(T) - x_1| > \epsilon\} = 0, \quad \text{or} \quad \mathbb{P}\{|x(T) - x_1| \leq \epsilon\} = 1.
\]

(9.6)

Thus, if (9.4) is valid, the system is state controllable. In the next step, we show that weakly state controllability is not indeed the appropriate notion for the development of a feedback regulator theory over random networks.

In order to examine the necessary condition for designing a feedback regulator over random networks, we first notice that the state controllability, strong state controllability, and weak state controllability are analogous to the controlled version of recurrence, positive recurrence, and non degeneracy (or weak recurrence), respectively, of the Markov chain defined by (9.1). To clarify the analogy, let us start with recalling the classification of states in Markov chain.

A Markov chain on the finite or infinite state space domain \( \mathcal{D} \) is called

- **recurrent** if for all \( i \in \mathcal{D} \) and for all \( t_0 \), there exists an almost surely finite random time \( t > t_0 \) such that \( \mathbb{P}\{x(t) = i | x(t_0) = i\} = 1 \); or equivalently the state \( i \) is recurrent if

\[
\mathbb{P}\{x(t) = i \text{ for infinitely many } t\} = 1.
\]

(9.7)
Then, the Markov chain is called recurrent if (9.7) holds for all $i \in \mathcal{D}$.

- **positive recurrent** if the probability that $x(t) = i$ for infinitely many $t$ is equal to 1 and in addition the return time $T_R = \inf\{t > 0, x(t) = i \mid x(0) = i\}$ has a finite expectation.

- **weak recurrent or nondegenerate** if $\mathbb{P}\{x(t) = i \mid x(t_0) = i\} > 0$; or equivalently the state $i$ is weak recurrent if
  \[ \mathbb{P}\{x(t) = i \text{ for infinitely many } t\} > 0. \tag{9.8} \]

Then, the Markov chain is called weakly recurrent if (9.8) holds for all $i \in \mathcal{D}$.

- **transient** if $\mathbb{P}\{x(t) = i \mid x(t_0) = i\} = 0$; or equivalently the state $i$ is transient if
  \[ \mathbb{P}\{x(t) = i \text{ for infinitely many } t\} = 0. \]

Then, the Markov chain is called transient if this holds for all $i \in \mathcal{D}$.

The purpose of the following section is to demonstrate that every state is either recurrent or transient. In this direction, let us specify the random variable $T_i$ as the first passage time to state $i$ as
\[ T_i(w_t) = T_i = \inf\{t \geq 1 : x(t) = i\}. \tag{9.9} \]
We now define inductively the $r$th passage time to state $i$ by $T_i^{(r)}$ as
\[ T_i^{(r+1)}(w_t) = \inf\{n \geq T_i^{(r)}(w_t) + 1 : x(t) = i\} \text{ for } r = 0, 1, 2, \ldots, \tag{9.10} \]
where $T_i^{(0)}(w_t) = 0$, and $T_i^{(1)}(w_t) = T_i(w_t)$.

Let us also introduce the **number of visits** $V_i$ to the state $i$, which can be written in terms of the indicator function $1_{\{x(t)=i\}}$ as
\[ V_i = \sum_{t=0}^{\infty} 1_{\{x(t)=i\}} \tag{9.11} \]
and it follows that
\[ \mathbb{E}(V_i) = \sum_{t=0}^{\infty} \mathbb{P}\{x(t) = i\}. \tag{9.12} \]
Now we are ready to state the next theorem to point out that every state of a discrete Markov chain in a finite or an infinite state space $\mathcal{D}$ is either recurrent or transient.

**Theorem 9.3.3.** [13] The following dichotomy holds:

- if $\mathbb{P}\{T_i < \infty\} = 1$, then the state $i$ is recurrent,
- if $\mathbb{P}\{T_i < \infty\} < 1$, then the state $i$ is transient,

where $T_i$ is defined in (9.9). In particular, every state is either transient or recurrent.

**Proof.** If $f_i = \mathbb{P}\{T_i < \infty\}$, then it can be shown by induction that $\mathbb{P}\{V_i > r\} = f_i^r$. Assuming this, if $\mathbb{P}\{T_i < \infty\} = 1$, then

$$\mathbb{P}\{V_i = \infty\} = \lim_{r \to \infty} \mathbb{P}\{V_i > r\} = 1$$

so state $i$ is recurrent and $\mathbb{E}(V_i) = \infty$.

On the other hand, if $\mathbb{P}\{T_i < \infty\} < 1$, then

$$\mathbb{E}(V_i) = \sum_{r=0}^{\infty} \mathbb{P}\{V_i > r\} = \sum_{r=0}^{\infty} f_i^r = 1/(1 - f_i) < \infty,$$

so $\mathbb{P}\{V_i = \infty\} = 0$ and $i$ is transient. \qed

Considering the result in Theorem 9.3.3, if the state $i$ is weakly recurrent and

$$\mathbb{P}\{x(t) = i \text{ for infinitely many } t\} \neq 1,$$

the analogous controlled Markov chain built on (9.1) does not hit the desired state infinitely often. Now the question is whether weak state controllability or state controllability is the necessary condition for designing a feedback controller.

In order to examine the weak state or state controllability as the necessary condition for designing a feedback controller, let us restate the control problem of interest. The control problem is in fact a regulator problem where we consider choosing a suitable control function $u(t)$ to ensure that every initial state $x(t_0) = x_0$ is derived to the reference signal $x = 0$ such that a performance index is minimized and the origin is stable.
The reference signal $x = 0$ of (9.1) is asymptotically stable in the mean square (or in the norm) if
\[ E(||x(t, x_0)||^2) < \infty \quad \text{and} \quad \lim_{t \to \infty} E(||x(t, x_0)||^2) = 0 \quad \text{for all } x_0. \] (9.14)

Similarly, we have asymptotic stability with probability one if
\[ ||x(t, x_0)|| < \infty \quad \text{and} \quad \lim_{t \to \infty} ||x(t, x_0)||^2 = 0 \] (9.15)
hold with probability one.

In the next step, following the same line of reasoning used in classification of Markov chains, we prove that states from the weak state controllability subset, denoted by $C_w$, do not hit the weak controllable subset infinitely often.

**Theorem 9.3.4.** Let $C_w \subseteq \mathbb{R}^n$ consists of states that satisfy the weak state controllability in Definition 9.3.2. If $x_1 \in C_w$, then there is no $T$ a.s. finite, such that the state $x(T)$ hits the subset $C_w$ infinitely often.

**Proof.** Let us introduce $T_1 = \inf\{ t \geq 1 : x(t) = x_1 \}$. A disk with radius $\epsilon$ centered at $x_1$ is indicated by $D_\epsilon(x_1)$. The number of times $x(T)$ hits the disk $D_\epsilon(x_1)$ while $||x(T + \delta) - x_1|| \leq ||x(T) - x_1||$ for $\delta > 0$ is denoted by $V_1$. Therefore, the definition of $V_1$ is as follows
\[ V_1 = \sum_{t=0}^{\infty} 1_{\{||x(t) - x_1|| \leq \epsilon\}} \quad (9.16) \]
and note that its expectation is
\[ E(V_1) = \sum_{t=0}^{\infty} P\{||x(T) - x_1|| \leq \epsilon\}. \quad (9.17) \]

Now the claim is that $P\{T_1 < \infty\} < 1$ and it holds since $x_1 \in C_w$, and therefore, $P\{||x(T) - x_1|| \leq \epsilon\} > 0$. Then, the definition of $T_1$ implies the claim.

Let us define $f_1 = P\{T_1 < \infty\} < 1$. Hence, the expectation of $V_1$ is formalized as
\[ E(V_1) = \sum_{t=0}^{\infty} P\{V_1 > r\} = \sum_{t=0}^{\infty} f_r^t = 1/(1 - f_1) < \infty. \]
The last inequality implies that $P\{V_1 = \infty\} = 0$, and therefore, the system does not hit $D_\epsilon(x_1)$ infinitely often. \qed
Theorem 9.3.4 indicates that for the controllability purposes one should require all states be in the state controllability set and not in the weak controllability set. The next theorem gives an algebraic condition, in the probabilistic sense, to check the weak controllability criteria defined in Definition 9.3.1.

**Theorem 9.3.5.** The system (9.1) is weakly controllable if and only if for some \( t \geq 1 \),

\[
P\{\text{rank} (B_t, A_t A_{t-1} B_{t-2}, \ldots, A_t \ldots A_1 B_0) = n\} \neq 0. \tag{9.18}
\]

**Proof. Sufficiency:** The stochastic linear system (9.1) can be written as

\[
x(t + 1) = A_t x(t) + B_t u(t)
\]

\[
= A_t A_{t-1} \ldots A_0 x(0) + A_t \ldots A_1 B_0 u(0) + A_t \ldots A_2 B_1 u(1) + \ldots + B_t u(t)
\]

\[
= A_t A_{t-1} \ldots A_0 x(0) + \begin{bmatrix} A_t \ldots A_1 B_0, & A_t \ldots A_2 B_1, & \ldots, & B_t \end{bmatrix} \begin{bmatrix} u(0) \\ u(1) \\ \vdots \\ u(t) \end{bmatrix}.
\]

(9.19)

If \( P\{\text{rank} (B_t, A_t A_{t-1}, A_t A_{t-1} B_{t-2}, \ldots, A_t \ldots A_1 B_0) = n\} \), for some \( t \geq 1 \), is not identically zero, then for that explicit \( t \), the input vector \( \begin{bmatrix} u(0) & u(1) & \ldots & u(t) \end{bmatrix}^T \) can be chosen such that the system (9.19) is controllable.

**Necessity:** From (9.19), one may conclude that the controllable subspace is the subspace of the range of \( C = \begin{bmatrix} B_t & A_t A_{t-1} & A_t A_{t-1} B_{t-2} & \ldots & A_t \ldots A_1 B_0 \end{bmatrix} \). The selected \( u(i) \) cannot generate a subspace larger than the range of the controllability matrix \( C \). Therefore, \( \text{rank} \ C \leq n \). Consider the case where \( \text{rank} \ C < n \). Then, a state \( x_1 \) exists that does not belong to the range of \( C \) and, for that \( x_1 \), one has

\[
P(||x(T) - x_1|| \leq \epsilon) = 0, \text{ for any } u, T, \text{ and } x_0,
\]

which contradicts the assumption. Therefore, \( \text{rank} \ C = n \). Then, for some \( t \) the condition (9.18) holds. \( \square \)
9.4 Linear Quadratic Regulator over random networks

The control problem considered here is included selecting a suitable control function $u(t)$. The control law $u(t)$ ensures that every initial state $x(t_0) = x_0$ is derived to the reference signal $x = 0$ such that the performance index

$$
E\{\rho^T ||x(T)||_S^2 + \sum_{t=t_0}^{T-1} \rho^t ||x(t)||_Q^2\}, \quad \rho > 0, \ Q > 0, \text{ and } S \geq 0
$$

(9.20)

is minimized. The performance index above is minimized while the states are stable, in some probabilistic sense, as previously discussed in (9.14) and (9.15). Since the random events $w_t$’s are independent, the control law $u(t)$ depends only on $x(t)$ and the knowledge of $x(t-1), x(t-2), \ldots$ carries no additional information about the future evolution of (9.1).

Let the control law be of the feedback form

$$
u(t) = -K(t)x(t),
$$

(9.21)

leading to the closed loop matrix $A_{c_t}$ defined as

$$
A_{c_t} = A_t - B_t K(t).
$$

(9.22)

Given any control law, e.g., the feedback law in (9.21), the dynamics defined in (9.1) generates the random sequence $x(t_0), x(t_0 + 1), \ldots$ referred to as the “motion” of (9.1) and denoted by $x(t \geq t_0, x_0)$. For the simplicity of the notation, $x(t \geq t_0, x_0)$ will be denoted by $x(t)$.

It is well known that if the control law is stationary, the motions of (9.1) are asymptotically stable in the mean square if and only if

$$
|\lambda_i[\mathbb{E}(A_{c_t}^T \otimes A_{c_t}^T)]| < 1 \quad \text{for} \quad i = 1, \ldots, n^2.
$$

(9.23)

In [13], it has been shown that, for the dynamics (9.1), the condition (9.23) also implies asymptotic stability with probability one.

Consider the performance index defined in (9.20). Let the minimum value of (9.20) to be $V(x_0,t_0,T)$ and $x(t_1) = x_1$ where $t_1 = t_0 + 1$. The principle of optimality [34] and the
mutual independence of $w_t$ imply that

$$V(x_0, t_0, T) = \min_u \{ \rho \mathbb{E} [V(x_1, t_1, T) + ||x_0||_Q^2] \},$$

$$= \min_u \{ \rho \mathbb{E} [V(Ax_0 + Bu, t_1, T)] + ||x_0||_Q^2 \}.$$

(9.24)

It can be observed from (9.20) that $V(x, T, T) = ||x||_S^2$. Assuming by induction that

$$V(x, t, T) = ||x||_P^2,$$

where $P(T, T) = S$. The solution of the optimization problem in (9.20) for $T < \infty$ has been introduced in [13] as

$$u(t) = -K(t)x(t) = -\mathbb{E}[B^T P(t + 1, T)B]^{-1} \mathbb{E}[B^T P(t + 1, T)A]x(t),$$

$$P(t, T) = \rho \mathbb{E}[A^T \epsilon^{t+1} P(t+1, T) A_c] + Q,$$

(9.25)

where $A_c$ is defined in (9.22) and $\dagger$ is the pseudoinverse operator. Considering the stationarity of $w_k$ we can now write

$$P(t, T) \equiv P(0, T - t) \equiv P(t - t).$$

Hence, equations in (9.25) can be written as

$$P(t + 1) = \rho \mathbb{E}[A^T \epsilon P(T) A_c] + Q, \text{ and } P(0) = S.$$

(9.26)

The more interesting case for us is the infinite horizon scenario, $T = \infty$. Let us also set $S = 0$ in (9.20). The next theorem describes designing the optimal feedback controller for the infinite horizon scenario.

**Theorem 9.4.1.** [13] Equation (9.26) has a fixed point $P_*$ if and only if the regulator problem has an optimal solution in the limit $T = \infty$. The fixed point $P_*$ is necessarily unique and all iterates of $P(t)$ of (9.26) starting at $P_0 \geq 0$ converge to $P_*$. Moreover, $||x_0||_{P_*}^2$ is the optimal index. The optimal control law is constant and given by

$$K_* = (\mathbb{E}[B_i^T P_* B_i])^{-1} \mathbb{E}[B_i^T P_* A_i],$$

(9.27)

where

$$P_* = \rho \left[ \mathbb{E}(A_i^T P_* A_c) - \mathbb{E}(A_c^T P_* B_i) \left( \mathbb{E}(B_i^T P_* B_i) \right)^{-1} \mathbb{E}(B_i^T P_* A_c) \right].$$

(9.28)
The existence of the fixed point $P_*$ in (9.28) and the optimality of the solution (9.27) have been discussed in [13]. Now the essential question is whether there exists a control law which guaranteed the stability. The next theorem provides the necessary and sufficient condition to answer this question. It also gives necessary and sufficient condition on when the regulator problem has an optimal solution.

**Theorem 9.4.2.** The optimal infinite horizon regulator problem in the limit $T = \infty$, defined in (9.27) and (9.28), has a unique solution if and only if $\rho < \rho_{\text{max}}$. The system (9.1) can be made asymptotically stable in the mean square if and only if $\rho_{\text{max}} > 1$. Any optimal system with $1 \leq \rho < \rho_{\text{max}}$ is asymptotically stable in the mean square and is therefore asymptotically stable with probability 1.

**Proof.** The proof has been discussed in [13].

We note that $\rho_{\text{max}}$ in Theorem 9.4.2 can be evaluated by successive iterations. Furstenburg and Kesten [33] have also suggested an expression for calculating $\rho_{\text{max}}$. In this direction, let us define $\mu(K)$ as

$$
\mu(K) = \lim_{t \to \infty} t^{-1} \{ \mathbb{E} \log ||A_t \ldots A_{c_t}|| \},
$$

which can also be defined as

$$
\lim_{t \to \infty} t^{-1} \log ||A_{c_t} \ldots A_{c_1}||
$$

with probability one. Given $K$, there is a corresponding $\mu(K)$, such that one can determine $\rho_{\text{max}}$ as

$$
\rho_{\text{max}}^{1/2} = \inf_K \{ e^{\mu(K)} \},
$$

(9.29)

Let us now proceed to get a better understanding of the parameter $\rho_{\text{max}}$. In order to estimate $\rho_{\text{max}}$, the first step is estimating $||A_{c_t}|| = ||A_t - B_t K(t)||$. Let us consider the case where $K(t) = K_*$ and $B_t = I$ where $I$ is $n \times n$ identity matrix. Therefore,

$$
B_t K_* = B_t [\mathbb{E}(B_t^T P_* B_t)]^{-1} \mathbb{E}(B_t^T P_* A_t)
$$

$$
= [\mathbb{E}(P_*)]^{-1} \mathbb{E}(P_*) \mathbb{E}(A_t) = \mathbb{E}(A_t).
$$

Consequently,
\[ \|A_{t} - B_{t}K\|_2 = \|A_{t} - \mathbb{E}(A_{t})\|_2 = \lambda_{\max}\{A_{t} - \mathbb{E}(A_{t})\}. \]

The next step is to estimate \(\lambda_{\max}\{A_{t} - \mathbb{E}(A_{t})\}\). For the analysis purposes, the considered dynamics \(A(w_{t})\) in (9.1) is a consensus-based protocol associated with a normalized Laplacian; following we briefly define this dynamics.

Consider the graph \(G_{t} = (\mathcal{V}, \mathcal{E}(w_{t}))\) with \(|\mathcal{V}| = n\), the edge set \(\mathcal{E}(w_{t})\) is constructed based on a random distribution at time \(t\), and the weighted consensus protocol

\[ \dot{x}_{i}(t) = \sum_{\{i,j\} \in \mathcal{E}(w_{t})} \frac{1}{\sqrt{\deg i \cdot \deg j}} (x_{j}(t) - x_{i}(t)), \]  

(9.30)

adopted by \(n\)-nodes, where \(\deg i\) is the degree of node \(i\) and \(x_{i}\) is the state of the \(i\)-th node, e.g., its position, speed, heading, voltage, etc., evolving according to the weighted sum of the differences between the \(i\)-th node’s state and its neighbors. Next, let a group of agents \(\mathcal{I} \subset \mathcal{V}\) with cardinality \(|\mathcal{I}| = r_{\mathcal{I}}\), selected deterministically or based on a distribution, “excite” the underlying coordination protocol by injecting signals to the network. Hence, the original consensus protocol from node \(i\)’s perspective assumes the form

\[ \dot{x}_{i}(t) = \sum_{\{i,j\} \in \mathcal{E}} \frac{1}{\sqrt{\deg i \cdot \deg j}} (x_{j}(t) - x_{i}(t)) + B_{i}u_{i}(t), \]  

(9.31)

where \(B_{i} = \beta_{i}\) if \(i \in \mathcal{I}\), and zero otherwise. Without loss of generality, we can always assume that \(\beta_{i} = 1\) and modify the control signal \(u_{i}(t)\) as \(\beta_{i}u_{i}(t)\) if necessary. The weights are defined to be \(\frac{1}{\sqrt{\deg i \cdot \deg j}}\) for each neighbor node \(j\). We then arrive at the compact form of a linear time-invariant system,

\[ \dot{x}(t) = -L_{t}x(t) + B_{t}u(t), \]  

(9.32)

where \(L_{t} = L(G_{t}) \in \mathbb{R}^{n \times n}\) is the normalized Laplacian matrix. The input matrix \(B_{t} \in \mathbb{R}^{n \times r_{\mathcal{I}}}\) where the \(j\)-th column has 1 at \(\{i,j\}\) entry if \(i \in \mathcal{I}\) and zero otherwise and \(u(t) = [u_{1}^{T}, u_{2}^{T}, \ldots, u_{r_{\mathcal{I}}}^{T}]^{T}\). The discrete version of (9.32) has \(A(w_{t}) = e^{-L_{t}\delta}\).

Assume \(0 < \delta \ll 1\) and estimate \(A_{t} \approx I - \delta L_{t}\). Therefore, \(\mathbb{E}(A_{t})\) can be estimated as \(I - \delta \mathbb{E}(L_{t})\). Now let us estimate \(\|A_{t} - B_{t}K\|_{2}\) where \(B_{t} = I\) as

\[ \|A_{t} - B_{t}K\|_2 = \lambda_{\max}\{A_{t} - \mathbb{E}(A_{t})\} \]

\[ = \lambda_{\max}\{I - \delta L_{t} - I + \delta \mathbb{E}(L_{t})\} \]

\[ = -\delta \lambda_{\max}\{L_{t} - \mathbb{E}(L_{t})\}. \]
Chung in [92] has shown that if $pn \gg \ln n$, then with probability at least $1 - 1/n$, one has
\[ |\lambda_k(L_t) - \lambda_k(\mathbb{E}(L_t))| \leq 3 \sqrt{\frac{6 \ln 2n}{pn}}, \]
where $L_t$ is the normalized Laplacian, $n$ is the number of nodes, and $p$ is the probability in the Erdős-Rényi distribution. Then,
\[ -3 \sqrt{\frac{6 \ln 2n}{pn}} \leq \lambda_{\text{max}}(L_t) - \lambda_{\text{max}}(\mathbb{E}(L_t)) \leq \lambda_{\text{max}}(L_t - \mathbb{E}(L_t)). \tag{9.33} \]
Now by multiplying (9.33) by $-\delta$ we get
\[ 3\delta \sqrt{\frac{6 \ln 2n}{pn}} \geq -\delta \lambda_{\text{max}}(L_t - \mathbb{E}L_t) = \| A_t - B_tK^* \|_2. \]
Let us estimate $t^{-1}\mathbb{E}\{\log \| A_{c_t} \ldots A_{c_1} \| \}$ as
\[ t^{-1} \quad \mathbb{E}\{\log \| A_{c_t} \ldots A_{c_1} \|\} \leq t^{-1}\mathbb{E}\{\sum_{t=1}^{t} \log \| A_{c_t} \|\} \leq \]
\[ t^{-1} \quad \{t \log \left(3\delta \sqrt{\frac{6 \ln 2n}{pn}}\right)\} = \log \left(3\delta \sqrt{\frac{6 \ln 2n}{pn}}\right). \]
For the problem set-up in (9.32) with normalized Laplacian, we can show $\mu(K) < 0$ where the control gain $K = 0$. Therefore, $\log \left(3\delta \sqrt{\frac{6 \ln 2n}{pn}}\right) < 0$ and $3\delta \sqrt{\frac{6 \ln 2n}{pn}} < 1$ which imply that
\[ p > \frac{54 \delta \ln 2n}{n} \quad \text{and} \quad p > \frac{\ln n}{n}. \]
Briefly, if $p > \max\left\{\frac{54 \delta \ln 2n}{n}, \frac{\ln n}{n}\right\}$, then $\mu(K^*) \leq \log \left(3\delta \sqrt{\frac{6 \ln 2n}{pn}}\right)$. Therefore,
\[ \frac{1}{\sqrt{\rho_{\text{max}}}} = \inf_{K} e^{\mu(K)} \leq e^{\mu(K^*)} \leq 3\delta \sqrt{\frac{6 \ln 2n}{pn}}, \]
which provides an upper bound for $\rho_{\text{max}} \geq \frac{pn}{54 \delta^2 \ln 2n}$ for the normalized consensus dynamics defined in (9.32).

### 9.5 A Numerical Example

In the next example, we implement the proposed controller for a randomly evolving network according to the Erdős-Rényi distribution.
Consider a group of seven agents, coordinating their respective orientations to achieve a particular alignment over a random information-exchange network. Fig. 9.3 shows the evolution of the information graph with the edge probability $p = 0.2$ for the first 12 seconds of the simulation. The red crossed node at each interval acts as the input to the network, which is selected uniformly from the set of possible input nodes. Figure 9.4 demonstrates the convergence for the states to the reference signal $x = 0$ when the random network is running the consensus protocol.

Fig. 9.5 also demonstrates the convergence of the case when the random network is running the Dirichlet protocol. Fig. 9.6 demonstrates the convergence of the states to the reference signal $x = 0$ when the probability of the existence of an edge in the random network is $p = 0.7$ and the network is running the consensus protocol.

These figures also show the different convergence rates. Note that the convergence rate is a function of the probability $p$. 
Figure 9.3: Behavior of the random network evolving based on Erdős- Rényi distribution with $p = 0.2$ in the first 12 intervals. The red crossed nodes are the input nodes.
Figure 9.4: Convergence of the states to the reference signal $x = 0$ in the consensus dynamics over a random network with $p = 0.2$.

Figure 9.5: Convergence of the states to the reference signal $x = 0$ in the Dirichlet dynamics over a random network with $p = 0.2$. 
Figure 9.6: Convergence of the states to the reference signal $x = 0$ in the consensus dynamics over a random network with $p = 0.7$. 
Chapter 10

COORDINATED DECENTRALIZED ESTIMATION
OVER RANDOM NETWORKS

In this chapter, we consider three representative problems on observability and estimation over networks in the presence of randomness. The aim of this work is to highlight that these problems, among many others, can be approached via a unified formulation. The unified formulation can subsequently be utilized for proving almost sure stability and convergence of filtering algorithms over distinct classes of random networks. More specifically, we show stability and convergence properties of random variations on the coordinated decentralized estimation using this approach. We then proceed to study the effect of the random network structure on the performance of the estimation algorithms.

10.1 Considered Problems

In this section, we examine coordinated decentralized estimator design over networks in three different scenarios involving randomness, [55, 56, 57]:

(a) A coordinated decentralized filter is considered that uses the local computational capability of each sensor while also benefits from the presence of a coordinator. A sensor network is observing a dynamic process while each sensor calculates, based on the partial information available to it, an estimate of the state of the dynamic process, e.g., an application demonstrated in Figure 10.1. A partitioned information filter in a simple hierarchical estimation architecture, shown on Fig. 10.2, provides a decentralized estimation architecture for this problem [45].

Meanwhile, the proposed architecture implicitly requires that the sensors communicate with the coordinator at every time step. However, this assumption might be unrealistic or overly expensive within the operational constraints. For more economical energy usage and/or in presence of unreliable communication links and packet drop-outs, a
random communication scheme between the sensors and the coordinator is thus assumed. Hence, at every time step, the link between each sensor and the coordinator becomes active according to a random distribution, e.g., with probability $p \in (0, 1)$. A natural question is thereby whether this randomized coordinated decentralized estimation still has convergence properties that parallel the original deterministic coordinated decentralized estimation scheme.

(b) A group of dynamic agents are running a formation task based on the consensus protocol over a static network. The consensus algorithm is corrupted by Gaussian noise on the interaction/communication links between these agents. Estimating the states of agents in this setup is facilitated by interfacing with a group of nodes called "output ports" and observing their states over time; see Figure 10.3. The observability condition requires us to find a set of nodes that led to an “observable” process. Finding the set of output nodes for guaranteeing an observable network, however, is challenging; in Rahmani et al. [101] it is shown that, for example, the symmetric structure of network with respect to the observation ports has to be broken to avoid an unobservable dynamics. In our setup, we assume that at every time step based on a random distribution, e.g., with probability $p \in (0, 1]$, each node is selected as the observation port; see Figure 10.4. It is of interest to determine whether the subsequent coordinated decentralized estimation on such a process has the desired (albeit, probabilistic) stability and convergence properties.

(c) In this case, the static formation network described in the previous scenario also randomly changes at every time step, according to a random distribution, e.g., the Erdő-Rényi distribution is demonstrated in Figure 10.5. Thus, both the underlying dynamics and the measurement scheme evolve randomly over time.

The main focus of this research is designing stable decentralized estimator in the stochastic setup. In this direction, let us start with recalling the deterministic setup.
Figure 10.1: Based on statistics from U.S. Department of Transportation the total length of roads in United States including interstate, other principal and minor arterials, major and minor collector, and local in 2009 was 4,050,717 miles while it increased over 5,500 miles in four years. It is vitally important to be able to consistently monitor the road performance to guarantee the highest level of safety to motorway users with as little discomfort as possible. In this context, the introduction of an automated mechanisms seems indispensable. The proposed mechanisms is that volunteer cars with installed cameras underneath their cars monitor some random section of a road and transmit the collected data to a local control centre located somewhere on the route to their destination. The local control centers transmit the pre-processed data to the global coordinator. Autostrada del Brennero has developed a mobile monitoring system installed on a series of service vehicles, capable of acquiring, elaborating, and transmitting data in real time. The instrumented vehicles were initially designed to capture the road surface temperature by the use of contact-less IR-sensors [99]. Randomness is presented in part of the roads that are monitored by the volunteer drivers, data transmitting between cars and the local control centers, and also between the local control centers and the global coordinator.
Figure 10.2: The communication link between each sensor and the coordinator switches on with a probability $0 < p < 1$.

### 10.2 Deterministic Setup

Consider a sensor network that is employed to observe the evolution of the dynamical process described by

$$x(t + 1) = Ax(t) + w(t), \quad (10.1)$$

where $x(t) \in \mathbb{R}^n$ is the state vector with initial condition $x(0)$ distributed as zero mean Gaussian with covariance $\Sigma_0$ and $w(t)$ is an uncorrelated zero mean Gaussian sequence with covariance $\Xi$. Each one of the $N$ sensors has a measurement map of the form $z_i(t) = H_i x(t) + v_i(t), \quad i = 1, 2, \ldots, N$, when in compact form, can be represented as

$$z(t) = H(t) x(t) + v(t), \quad (10.2)$$

where

$$H = \begin{bmatrix} H_1 \\ \vdots \\ H_N \end{bmatrix}, \quad \text{and} \quad v(t) = \begin{bmatrix} v_1(t) \\ \vdots \\ v_N(t) \end{bmatrix}. \quad (10.3)$$
Figure 10.3: Multiple Unmanned Air Vehicles (UAVs) are emerging as a promising technology for monitoring large forest fires since a forest fire is typically inaccessible by ground vehicles. Frequent updates concerning the progress of a forest fire are essential for controlling the fire. On the other hand, multiple UAVs are being used for monitoring rivers for flood, and volcanos, as well as many other scenarios. Even individual alpine hikers can benefit from a protective swarm of UAVs overhead. UAVs can be utilized to detect the illegal dumping of waste or toxic materials and also the progression of the desert and other uninhabitable areas. Among many other applications of UAVs are monitoring wild animal poaching, illegal fishing, tree blow-down in a forest after a hurricane, following a heavy snowfall, or land temperature monitoring. All these scenarios often involve limited bandwidth for inter-UAV communication. Natural causes can also induce data dropping that can be modeled as random. Sensor occlusion which are also probable due to the limited battery-lifetime, can also be dealt with by randomly turning the sensors on and off.
Figure 10.4: The communication architecture; each link switches on with a probability $0 < p < 1$.

Figure 10.5: Behavior of a random communication network in two time intervals

Under the hypothesis of the stabilizability of the pair $(A, \Xi)$ and detectability of the pair $(A, H)$, the estimation error covariance, $\Sigma(t|t)$, utilizing a Kalman filter, converges to a unique value from any initial condition [52].
The Kalman filter updates the states according to

$$\hat{x}(t|t) = \hat{x}(t|t-1) + K(z(t) - H\hat{x}(t|t-1)), \quad (10.4)$$

with Kalman gain $K = \Sigma(t|t)H$, where $\Sigma(t|t)$ is the covariance matrix of the error vector $\hat{x}(t|t) - x(t)$. Thus,

$$\Sigma(t|t) = \mathbb{E}\{(x(t) - \hat{x}(t|t))(x(t) - \hat{x}^T(t|t))\} = (\Sigma(t|t-1)^{-1} + H^TH)^{-1}, \quad (10.5)$$

where $\Sigma(t|t-1) = A\Sigma(k-1|k-1)A^T + \Xi$. The information filter, which is proven to be advantageous in distributed formulation of Kalman filtering, is an alternative representation of the filter in terms of the information state vector and information matrix defined via $y(t) = H^T z(t)$ and $Y = H^T H$ [52]. In this venue, the information state estimation and predicted vectors can be calculated as

$$\hat{y}(t|t) = I(t|t)\hat{x}(t|t) \quad \text{and} \quad \hat{y}(t|t-1) = I(t|t-1)\hat{x}(t|t-1),$$

where the information matrix $I(t|t) = \Sigma^{-1}(t|t)$ and $I(t|t-1) = \Sigma^{-1}(t|t-1)$. The linear Kalman filter may now be written in terms of the information state vector and the information matrix as

$$I(t|t) = I(t|t-1) + Y(t)$$

$$\hat{y}(t|t) = \hat{y}(t|t-1) + y(t) \quad (10.6)$$

or in additive form,

$$I(t|t) = I(t|t-1) + \sum_{i=1}^{N} Y_i(t)$$

$$\hat{y}(t|t) = \hat{y}(t|t-1) + \sum_{i=1}^{N} y_i(t), \quad (10.7)$$

where $Y_i = H_i^T H_i$ and $y_i(t) = H_i^T z_i(t)$. The interpretation of the additive form of the information filter in (10.7) is as follows: each sensor performs a local Kalman filter based on local sensor measurements; in this case we have $H_i^T H_i = I_i(t|t) - I_i(t|t-1)$. The information matrix can then be updated at each sensor node by receiving the difference.
\[ I_i(t|t) - I_i(t|t-1), \] summing them up across all sensors, and then adding them to \( I(t|t-1) \) to obtain \( I(t|t) \). Similarly, the information vector can be updated by summing up the received \( y_i(t) \) from each sensor. The above scheme can then be considered in terms of the state and covariance update by including a coordinator. The global update assumes the form

\[
\hat{x}(t|t) = (I - K(t)H)\hat{x}(t|t-1) + K(t)z(t),
\]
with \( K(t)z(t) = \Sigma(t|t)H^Tz(t) = \Sigma(t|t)\sum_i H_i^Tz_i \), and \( I - K(t)H = \Sigma(t|t)\Sigma(t|t-1)^{-1} \). In the meantime, \( H_i^Tz_i = I_i(t|t)\hat{x}_i(t|t) - I_i(t|t)(I - K_iH_i)\hat{x}_i(t|t-1) \), and therefore,

\[
\hat{x}(t|t) = \Sigma(t|t)(I(t|t-1)\hat{x}(t|t-1) + \sum_i I_i(t|t)\hat{x}_i(t|t-1) - I_i(t|t-1)\hat{x}_i(t|t-1)).
\]

(10.8)

More details on this section are presented in [45, 105]. We note that the error covariance matrix update in (10.5) can be written as

\[
\Sigma(t|t) = (A\Sigma(k-1|k-1)A^T + Q)(I + R(t)Q + R(t)A\Sigma(k-1|k-1)A^T)^{-1},
\]

(10.9)

where \( R(t) = H^TH \).

10.3 Random setup

Now consider the sensor network and the coordinator shown in Figures 10.2, 10.4, and 10.5. Note that in reference to the deterministic setup, in all these cases the measurement matrix \( H \) in (10.3) is a random matrix. That is when the \( i^{th} \) sensor sends its estimate to the coordinator, \( H_i \) becomes “active” in the \( i^{th} \) row. Activation of the \( i^{th} \) sensor happens with probability \( 0 < p < 1 \) at every time step. Note that \( \{H(t), t \geq 1\} \) is a strictly stationary ergodic process and that there is a \( \sigma \)-algebra, \( \mathcal{F} \), generated by all measurements \( z_1, z_2, \ldots, z_t \) for all \( t \geq 1 \).

The sensor-coordinator network can be modeled by a star graph with \( N + 1 \) nodes that has the coordinator at its center. Let us denote the coordinator as node with label 1. Hence, at every time step, sensor \( i \) communicates with the coordinator with probability \( p \), i.e., the edge set \( \mathcal{E} \) contains the edge \((i, 1)\) with probability \( p \). The graph, \( G_t(N + 1, \mathcal{E}, p) \), at the \( t^{th} \) time step can then be represented in terms of its \((N + 1) \times (N + 1)\) symmetric adjacency
matrix $\mathcal{A}$ as

$$
\mathcal{A}_{i1} = \begin{cases} 
1 & \text{if } (i, 1) \in \mathcal{E} \\
0 & \text{otherwise}
\end{cases}
$$

(10.10)

Define the set $\mathcal{M}$ as the resulting set of all possible adjacency matrices

$$
\bar{\mathcal{A}} = \mathbb{E}[\mathcal{A}(t)] = \int_{\mathcal{M}} \mathcal{A} d\mathcal{D}(\mathcal{A}),
$$

(10.11)

where $\mathcal{D}$ is the probability distribution on the space $\mathcal{M}$. It follows that $\bar{\mathcal{A}}$ for the considered random graph model is irreducible.

We now assume that the following conditions hold:

**Hypothesis 10.3.1.** (1) The matrix $\mathcal{A}$ in the dynamic process (10.1) is invertible, and (2) $\log^+ ||\mathcal{A}||$, $\log^+ ||\mathcal{A}^{-1}||$, and $\log^+ ||\Xi||$ are integrable, where $\log^+ x = \max\{0, \log x\}$.

We now explore conditions on the pair $(\mathcal{A}, \mathcal{H})$ in the scenarios (a), (b), and (c) discussed in §10.1 that would allow a randomized estimation scheme with guaranteed (probabilistic) stability and convergence. A key technical construct that proves to be instrumental in this direction is that of weak detectability [43, 53, 18]. To get a general model for cases (a), (b), and (c), assume the matrix in (10.1) is time varying and is denoted by $\mathcal{A}(t)$.

**Definition 10.3.2.** Let $R(t) = H^T(t)H(t)$. The sequence $\{(\mathcal{A}(t), H(t)), t \in \mathbb{N}\}$ is said to be weakly observable if, for some $t \geq 1$, $\mathbb{P}\{\det[\Omega(t)] \neq 0\} \neq 0$, where

$$
\Omega(t) = R(1) + A^T(1)R(2)A(1) + \ldots + A^T(t-1)\ldots A^T(1)R(t-1)\ldots A(1)
$$

$$
= \sum_{i=1}^{t} A^T(i-1)\ldots A^T(1)R(i)A(i-1)\ldots A(1).
$$

(10.12)

The weak observability condition holds if the matrices $\mathcal{A}(t)$ and $\sum_{i=1}^{t} R(i)$ are invertible. The key observation is now that weak detectability is a generic property for all three scenarios discussed in §10.1. As such, the main results of [53, 18], in the context of estimation over random networks become directly applicable. We now briefly review relevant results that are instrumental for proving stability and convergence of the corresponding coordinated distributed estimators over random networks pertaining to these three scenarios.
Let us start by first describing the asymptotic behavior of the error covariance matrix $\Sigma(t|t)$ in (10.9). In this venue, let $\mathcal{P}$ (respectively, $\mathcal{P}_0$) denote the set of $N \times N$ nonnegative (respectively, positive) symmetric matrices. It can be shown that almost surely, for any solution $\Sigma(t|t)$ of (10.5), there is a constant covariance matrix $\bar{\Sigma}$ such that $||\Sigma(t|t) - \bar{\Sigma}||$ converges to zero as $t \to \infty$. The main result in the next section is that the error covariance matrices $\Sigma(t|t)$ are contractions on $\mathcal{P}_0$ with respect to the Riemannian metric to be defined shortly.

Define the symplectic group $Sp(N, \mathbb{R})$ as the set of all the matrices $M$ of order $2N$ such that $M^T J M = J$ where $J = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}$. If we now write

$$M = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in Sp(N, \mathbb{R}),$$

where the entries are $N \times N$, then $BA^T$ and $A^T C$ are symmetric and $A^T D - C^T B = I$. We associate to the system (10.1) and (10.2) the so-called Hamiltonian matrices $M(t)$ of order $2N$ written in block form as

$$M(t) = \begin{pmatrix} A(t) & \Xi A(t)^{-T} \\ \Theta A(t) & (I + \Theta \Xi)A(t)^{-T} \end{pmatrix}.$$  

Therefore, the set of all Hamiltonian matrices can be represented as

$$\mathcal{H} = \left\{ \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in Sp(d, \mathbb{R}); A \text{ is invertible; } BA^T \in \mathcal{P}, A^T C \in \mathcal{P} \right\}.$$  

We define three subsets $\mathcal{H}_1$, $\mathcal{H}_2$, and $\mathcal{H}_0$ of $\mathcal{H}$ by

$$\mathcal{H}_1 = \left\{ \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in Sp(d, \mathbb{R}); BA^T \in \mathcal{P}, A^T C \in \mathcal{P}_0 \right\},$$

$$\mathcal{H}_2 = \left\{ \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in Sp(d, \mathbb{R}); BA^T \in \mathcal{P}_0, A^T C \in \mathcal{P} \right\},$$

$$\mathcal{H}_0 = \mathcal{H}_1 \cap \mathcal{H}_2.$$  

The Riemannian metric $\delta$ and the Euclidean norm $||.||$ are used in this chapter with the following definitions.

**Definition 10.3.3.** The Riemannian metric $\delta$ on $\mathcal{P}_0$ is defined, for any $P, Q \in \mathcal{P}_0$, as

$$\delta(P,Q) = \left\{ \sum_{i=1}^{N} \log^2 \lambda_i \right\}^{1/2},$$  

where $\lambda_i$ are the eigenvalues of $P^{-1}Q$. 

$(10.17)$
where \( \lambda_1, \ldots, \lambda_N \) are the eigenvalues of the matrix \( PQ^{-1} \). On the other hand, the Euclidean norm on \( \mathbb{R}^{N \times N} \) is defined as \( \|M\| = \sup\{|Mx|; x \in \mathbb{R}^N, \|x\| = 1\} \).

For any matrix \( M \in \mathcal{H} \) defined in (10.13), we associate the map \( \Phi_M : \mathcal{P}_0 \to \mathcal{P}_0 \) by

\[
\Phi_M(T) = (AT + B)(CT + D)^{-1}, \ T \in \mathcal{P}_0.
\] (10.18)

Moreover, let us define \( \Phi(T) \) for the Hamiltonian matrices (10.14) as

\[
\Phi(T(t)) = (A(t)T(t) + \Xi A(t)^{-T})(\Theta A(t)T(t) + (I + \Theta \Xi)A(t)^{-T})^{-1}.
\]

Therefore, by a straightforward modification of (10.9), the error covariance matrix \( \Sigma(t|t) \) satisfies

\[
\Sigma(t+1|t+1) = \Phi_M(t)\left(\Sigma(t|t)\right),
\] (10.19)

which is the discrete Riccati equation.

The following properties hold for deterministic system matrices in (10.1) and (10.2):

(a) For any \( M \) in \( \mathcal{H} \), and \( T, S \) in \( \mathcal{P}_0 \),

\[
\delta(\Phi_M(T), \Phi_M(S)) \leq \delta(T, S).
\]

(b) For any \( M \) in \( \mathcal{H}_1 \) or in \( \mathcal{H}_2 \), and \( T, S \) in \( \mathcal{P}_0 \),

\[
\delta(\Phi_M(T), \Phi_M(S)) < \delta(T, S).
\]

(c) For any \( M \) in \( \mathcal{H}_0 \), there exists \( \rho(M), \ 0 < \rho(M) < 1 \), such that, for all \( T, S \) in \( \mathcal{P}_0 \),

\[
\delta(\Phi_M(T), \Phi_M(S)) \leq \rho(M)\delta(T, S).
\]

In the random setup, \( M(t), t \in \mathbb{N} \), as defined in (10.14), is the sequence of Hamiltonian matrices associated to the linear system (10.1) and (10.2). If the system is weakly detectable (respectively, weakly controllable), then, almost surely, \( M(t) \ldots M(1) \) is in \( \mathcal{H}_1 \) (respectively, \( \mathcal{H}_2 \)) for large enough values \( t \in \mathbb{N} \). The main result of this section implies that the conditional error covariance matrix \( \Sigma(t|t) \) does not diverge. In fact, the error is asymptotically
stationary and is independent of the initial conditions. To prove this statement, let \((E, \delta)\) be a complete separable metric space. A Lipschitz map \(\Psi : E \to E\) is one for which
\[
\rho(\Psi) := \sup \left\{ \frac{\delta(\Psi(x), \Psi(y))}{\delta(x, y)} ; x, y \in E, x \neq y \right\}
\] is finite. Now consider the process \(\{X(t), t \in \mathbb{N}\}\) generated by the following difference equation
\[
X(t) = \Psi(X(t-1)).
\] (10.21)

The following theorem explores the ergodic stationary solution of (10.21) and its almost sure convergence properties.

**Theorem 10.3.4.** \([18]\) Let \(\{\Psi(t), t \in \mathbb{N}\}\) be a stationary ergodic sequence of Lipschitz maps from \(E\) into \(E\). Suppose the following conditions hold:

(a) For some \(x\) in \(E\), \(E[\log^+ \delta(\Psi(x), x)]\) is finite.

(b) The random variable \(\log^+ \rho(\Psi(1))\) is integrable, and for some integer \(\bar{t} > 0\), the real number
\[
\alpha = \frac{1}{\bar{t}} E[\log \rho(\Psi(\bar{t}) \circ \ldots \circ \Psi(1))]
\] is strictly negative.

Then there exists an ergodic stationary process \(\{\bar{X}(t), t \in \mathbb{N}\}\) with values in \(E\), generated by (10.21), such that almost surely,
\[
\lim_{t \to \infty} \frac{1}{t} \log \delta(X(t), \bar{X}(t)) \leq \alpha < 0.
\] (10.22)

The next theorem proves the almost surely contraction property of the discrete Riccati equation defined in (10.19).

**Theorem 10.3.5.** Consider the linear system (10.1) and (10.2) with stochastic measurement matrix \(H(t)\), that is weakly detectable and controllable. Then there exists an ergodic stationary \(\mathcal{P}_0\)-valued process \(\{\bar{\Sigma}(t|t), t \in \mathbb{N}\}\) that is the solution of (10.19). Furthermore, there is a negative real number \(\alpha < 0\) such that, almost surely, for any solution of (10.19) for which the initial covariance error is in \(\mathcal{P}_0\),
\[
\lim_{t \to \infty} \frac{1}{t} \log \delta(\Sigma(t|t), \bar{\Sigma}(t|t)) \leq \alpha < 0.
\] (10.22)
Proof. Consider the random contractions \( \{ \Phi(t), t \in \mathbb{N} \} \) on the metric space \( (P_0, \delta) \) defined in (10.19). To apply Theorem 10.3.4, we first need to check the conditions of this theorem. Condition (a) is that for some \( P \in P_0, \mathbb{E}[\log \delta(\Phi(P), P)] \) is finite. Let us choose \( P \) to be the identity matrix and define \( T = AA^T + Q \). Therefore, we obtain \( \Phi(I) = T(I + R(1)T)^{-1} = (T^{-1} + R(1))^{-1} \). Consider the definition of the Riemannian metric \( \delta \) and the smallest and the largest eigenvalues of the positive definite matrix \( \Phi(I) \) as \( \lambda_1 = 1/||\Phi(I)^{-1}|| \) and \( \lambda_N = ||\Phi(I)|| \). Hence, \[
\delta(\Phi(I), I)^2 \leq N \max(\log^2 ||\Phi(I)||, \log^2 ||\Phi^{-1}(I)||)
\] (10.23)
where
\[
||\Phi^{-1}(I)|| = ||(T^{-1} + R(1))^{-1}|| \leq ||T|| \leq ||A||^2 + ||Q||.
\] (10.24)
The first inequality in (10.24) comes from the fact that \( T - (T^{-1} + R(1))^{-1} \) is positive definite and the second inequality is the consequence of the definition of \( T \). We also have
\[
||\Phi^{-1}(I)|| \leq ||(T^{-1} + R(1))|| \leq ||T^{-1}|| + ||R(1)||
\] (10.25)
The assumptions of the Theorem 10.3.5 and inequalities in (10.24) and (10.25) imply that \( \mathbb{E}[\log \delta(\Phi(I), I)] \) is finite. Regarding condition (b) in Theorem 10.3.4, it is known that \( \Phi(t) \) is a contraction. Thus, it suffices to show that \( \rho(\Phi(t) \circ \ldots \circ \Phi(1)) \) is smaller than one for some \( k > 0 \) with positive probability.

Let \( M(t) \) be the sequence of Hamiltonian matrices associated to the system (10.1) and (10.2). Then, it follows that for all \( t \in \mathbb{N} \) large enough \( \mathbb{P}\{M(t) \ldots M(1) \in \mathcal{H}_0\} \neq 0 \) since \( \mathcal{H}_0 = \mathcal{H}_1 \cap \mathcal{H}_2 \). And therefore, \( \mathbb{P}\{\rho(\Phi(t) \circ \ldots \circ \Phi(1)) < 1\} \neq 0 \). Since both conditions of Theorem 10.3.4 satisfy, the theorem implies the result in (10.22).

We now show that the estimation error defined as \( x(t) - \hat{x}(t) \) is exponentially stable by the stochastic Lyapunov theory. In order to prove this, introducing some preliminary results and a few new variables are required. First, define \( B(t) = A(t) - K(t)H(t), T(t) = K(t)K^T(t) + Q(t), \) and let \( \Sigma(t|t) = B(t)\Sigma(k-1|k-1)B^T(t) + T(t) \). It is proved in [18] that if \( G(t) = T(t) + B(t)T(k-1)B^T(t) + \ldots + B(t)B(2)T(1)B^T(2) \ldots B^T(t) \), under the main Hypothesis 10.3.1, there exists \( t \in \mathbb{N} \) such that \( \mathbb{P}\{\text{det}(G(t)) \neq 0\} > 0 \).
Theorem 10.3.6. Consider the system (10.1) and (10.2) with the stochastic parameters for which the system is weakly detectable and controllable while Hypothesis (10.3.1) holds. Then, the estimation error $x(t) - \hat{x}(t)$ is almost surely asymptotically stable.

Proof. For notational simplicity suppose that $\mathbb{P}\{\det(G(1)) \neq 0\} > 0$. To prove the exponential stability of the error $x(t) - \hat{x}(t)$, it suffices to show that there is a real number $\gamma > 0$, such that almost surely

$$
\lim_{t \to \infty} \frac{1}{t} \log \| (A(t) - K(t)H(t)), \ldots, (A(t) - K(1)H(1)) \| \leq -\gamma
$$

for any solution $\{\Sigma(t), \ t \in \mathbb{N}\}$ of (10.9) while the initial error covariance is in $\mathcal{P}_0$.

Assume that $\lambda(t) = \|T(t)^{-1}\|^{-1}$, $\sigma(t) = \|\Sigma(t)\|$, and $\alpha = \|\Sigma_0^{-1}\|$. For positive integer $\bar{t}$, set $x_{\bar{t}} \in \mathbb{R}^N$ by the backward recursion to be $x(t) = B^T(t+1)x(t+1)$. Consider the Lyapunov function $V(t) = x^T(t)\Sigma(t)tx(t)$. Then, it follows that

$$
V(t+1) - V(t) = x^T(t+1)\Sigma(t+1|x(t+1)) - x^T(t)\Sigma(t)tx(t)
$$

$$
= x^T(t+1)(\Sigma(t+1|x(t+1)) - B(t+1)\Sigma(t)xB^T(t+1))x(t+1)
$$

$$
= x^T(t+1)T(t+1)x(t+1)
$$

$$
\geq \lambda(t+1)|x(t+1)|^2 \geq \frac{\lambda(t+1)}{\sigma(t+1)}V(t+1).
$$

Consequently, $V(t+1)(1 - \frac{\lambda(t+1)}{\sigma(t+1)}) \geq V(t)$. Define $\tau(t+1) = 1 - \frac{\lambda(t+1)}{\sigma(t+1)}$. We also have

$$
|x(0)|^2 \leq \|\Sigma_0^{-1}\| \leq \|\Sigma_0^{-1}\|\tau(1)\tau(2)\ldots\tau(\bar{t})V(\bar{t}) \leq \|\Sigma_0^{-1}\|\tau(1)\tau(2)\ldots\tau(\bar{t})\|\Sigma(\bar{t})\|\|x(\bar{t})\|^2.
$$

Since $x(0) = B^T(1)\ldots B^T(\bar{t})x(\bar{t})$, this implies that

$$
|x(0)| = \|B^T(1)\ldots B^T(\bar{t})\|^2\|x(\bar{t})\|^2 \leq \alpha \tau(1)\ldots\tau(\bar{t})\sigma(\bar{t}).
$$

Therefore,

$$
\frac{1}{t} \log \|B^T(1)\ldots B^T(\bar{t})\|^2 \leq \frac{1}{t} \log \alpha + \frac{1}{t} \log \sigma(t) + \frac{1}{t} \sum_{i=1}^t \log \tau(i).
$$

From the contraction property of $\Sigma(t+1|x(t+1))$ we know that $\lim_{t \to \infty} \frac{1}{t} \log \sigma(\bar{t}) \leq 0$. From Birkhoff’s ergodic theorem it thus follows that

$$
\lim_{t \to \infty} \frac{1}{t} \log \|B^T(\bar{t})\ldots B^T(1)\|^2 \leq \mathbb{E}(\log \tau(1)).
$$

As by assumption $\mathbb{P}\{\text{det}(G(1)) \neq 0\} > 0$, $\mathbb{E}(\log \tau(1)) < 0$, thus proving the statement of the theorem.

We conclude this section with a direct consequence of the above framework in the context of the three scenarios introduced in §10.1.

**Corollary 10.3.7.** The coordinated decentralized estimators, following the stochastic version of (10.28), for the models described by (a)-(b) §10.1 converge almost surely.

### 10.4 Random Communication and Estimation Performance

Now let us reformulate the coordinated decentralized estimation over random sensor networks and investigate the effect of the underlying probability on estimation performance.

The arrival of the observation at time $t$ for the $i^{th}$ sensor is defined as a binary random variable $\gamma_{it}$ with probability distribution $p_{\gamma_{it}}(1) = \hat{\lambda}_t$ where $\gamma_{it}$ is independent of $\gamma_{is}$ if $t \neq s$. For the sake of the simplicity of the analysis, we assume that $\hat{\lambda}_t$ is identical across all sensors in all time steps; denoted this value by $\hat{\lambda}$. Now let us define

$$\hat{x}(t|t) \equiv \mathbb{E}[x(t)|\bar{z}(t), \gamma_t]$$

$$\Sigma(t|t) \equiv \mathbb{E}[(x(t) - \hat{x}(t))(x(t) - \hat{x}(t)^T|\bar{z}(t), \gamma_t],$$

where $\bar{z}(t) \equiv [z(0), \ldots, z(t)]^T$ and $\gamma_t \equiv \begin{bmatrix} \gamma_{10} & \cdots & \gamma_{1t} \\ \vdots & \ddots & \vdots \\ \gamma_{N0} & \cdots & \gamma_{Nt} \end{bmatrix}$.

Consider the discrete time linear system in (10.1) that is observed by $N$ sensors

$$z_i(t) = H_i(t)x(t) + v_i(t) \quad i = 1, 2, \ldots, n,$$

each with its own time-varying observation matrix $H_i$ that is corrupted by zero-mean Gaussian noise $v_i$ with covariance $V_i$. The centralized Kalman filter can be implemented for the system

$$x(t + 1) = Ax(t) + w(t), \quad z(t) = H(t)x(t) + v(k),$$

where $H$ and $v$ are defined in (10.3). Provided that the noise vector on each sensor is independent zero mean Gaussian both in time and across sensors, the covariance matrix for
noise on the fused measurement assumes the form

\[ V = \begin{bmatrix}
  V_1 & 0 & \ldots & 0 & 0 \\
  0 & V_2 & 0 & \ldots & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  0 & 0 & 0 & \ldots & V_N 
\end{bmatrix}. \]

However, in the random setup the \( i^{th} \) sensor at time \( t \) observes the state with probability distribution \( p_{\gamma_{it}}(1) = \hat{\lambda} \), the output noise covariance \( V_i \)'s are defined as follows

\[
\text{cov}(v_i(t) | \gamma_{it}) = \begin{cases} 
\mathcal{N}(0, V_i), & \gamma_{it} = 1 \\
\mathcal{N}(0, \sigma_i^2 I), & \gamma_{it} = 0 
\end{cases}
\]

for some \( \sigma_i^2 \). Therefore, the variance of the observation at time \( t \) is \( V_i \) if \( \gamma_{it} = 1 \), and \( \sigma_i^2 I \) otherwise. In reality, the absence of observation corresponds to a “fictitious” observation with variance \( \sigma_i^2 I = \sigma I \) and \( \sigma \to \infty \) when the real observation does not arrive. Therefore, the output noise covariance \( V \) follows to be

\[
V = \begin{bmatrix}
  \mathcal{N}(0, V_1), & \gamma_{1t} = 1 & 0 & \ldots & 0 & 0 \\
  \mathcal{N}(0, \sigma_1^2 I), & \gamma_{1t} = 0 & 0 & \ldots & 0 \\
  \mathcal{N}(0, V_2), & \gamma_{2t} = 1 & 0 & \ldots & 0 \\
  \mathcal{N}(0, \sigma_2^2 I), & \gamma_{2t} = 0 & 0 & \ldots & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  0 & 0 & 0 & \ldots & \sigma 
\end{bmatrix}
\]

for some \( \sigma^2 \).

Now, let us rewrite the information filter as follows. Consider the equations in (10.6) where \( Y_i(t) = \gamma_{it} H_i^T(t) V_i^{-1} H_i(t) \) and \( y_i(t) = \gamma_{it} H_i^T(t) V_i^{-1} z_i(t) \). As we mentioned earlier, the summation formulas (10.6) suggest a direct method for making recursive steps of the Kalman filtering over the sensor network-well-more distributed. This is done by letting each sensor to keep a local copy of the information matrix \( I(t|t-1) \) and the information vector \( \hat{y}(t|t-1) \).

Then, when each sensor performs a local Kalman filter based on local sensor measurements, one has \( \gamma_{it} H_i^T(t) V_i^{-1} H_i(t) = I_i(t|t) - I_i(t|t-1) \). Therefore, the information matrix
can be updated at the coordinator by receiving the difference \( I_i(t|t) - I_i(t|t-1) \), summing them up across all sensors, and then adding them to \( I(t|t-1) \) to obtain \( I(t|t) \). Similarly, the information vector can be updated by summing up the received \( y_i(t) \) from each sensor. The above scheme can be considered in terms of the state and covariance update by including a coordinator. The global update assumes the form

\[
\hat{x}(t|t) = (I - K(t)H)\hat{x}(t|t-1) + K(t)z(t) \tag{10.27}
\]

with

\[
K(t)z(t) = \Sigma(t|t)H^T V^{-1}z(t) = \Sigma(t|t) \sum_i \gamma_i \beta_i H_i^T V_i^{-1} z_i,
\]

and

\[
I - K(t)H = \Sigma(t|t)\Sigma(t|t-1)^{-1},
\]

where \( \beta_i \) is a binary random variable that defines the arrival of the estimation of the \( i^{th} \) sensor at the coordinator with the probability distribution \( p_{\beta_i}(1) = 0 \) identical for all sensors.

In the meantime, \( \gamma_i H_i^T V_i^{-1} z_i = I_i(t|t)\hat{x}_i(t|t) - I_i(t|t)(I - K_i H_i)\hat{x}_i(t|t-1) \) and therefore

\[
\hat{x}(t|t) = \Sigma(t|t)(I(t|t-1)\hat{x}(t|t-1) + \sum_i \beta_i [I_i(t|t)\hat{x}_i(t|t-1) - I_i(t|t-1)\hat{x}_i(t|t-1)]) .
\]

The information matrix can then be updated as

\[
I(t|t) = I(t|t-1) + \sum_i \gamma_i \beta_i H_i^T V_i^{-1} H_i = I(t|t-1) + \sum_i \beta_i [I_i(t|t) - I_i(t|t-1)].
\]

Sinopoli et al. in [40] proved the existence of a critical value for the arrival rate of the observations which are modeled as a random process. They discuss that beyond the critical value of the rate of the observations, a transition to an unbounded state error covariance occurs. They also specify lower and upper bounds on the critical rate of arrivals of the observation. Inspired by the results in [40] we arrive at the following theorem.

**Theorem 10.4.1.** If the system (10.1) is weakly controllable and weakly observable and \( A(t) \) is unstable, then there exists a \( \lambda_c \in [0, 1) \) such that \( \lim_{t \to \infty} \mathbb{E}(\Sigma(t|t)) = +\infty \) for \( 0 \leq \lambda \leq \lambda_c. \)
Moreover, if $\lambda_c \leq \lambda \leq 1$ and for all $\Sigma_0 \in \mathcal{P}$, there exists $\hat{M} \in \mathcal{P}$ and depends on $\Sigma_o$ such that $\mathbb{E}(\Sigma(t|t)) \leq \hat{M}$.

The probability $\lambda$ is defined as $\lambda = \hat{\lambda} \bar{\lambda}$ where $\hat{\lambda}$ is the probability of measuring new data by the sensors and $\bar{\lambda}$ is the probability of communication between the sensor and the coordinator. Furthermore, there exist $\underline{\lambda}$ and $\overline{\lambda}$ such that $\underline{\lambda} \leq \lambda_c \leq \overline{\lambda}$ where

$$
\underline{\lambda} = 1 - \frac{1}{\alpha^2},
\overline{\lambda} = \operatorname{arg inf}_{\lambda} \left[ \exists (\hat{K}, \hat{X}) \mid \hat{X} > \phi(\hat{K}, \hat{X}) \right],
\phi(K, X) = (1 - \lambda)(AXA^T + \Xi) + \lambda(FXF^T + V),
$$

$\alpha = \max |\alpha_i|$, $\alpha_i$’s are the eigenvalues of $A$, $F = A + KH$, and $V = \Xi + K\Theta K^T$.

**Proof.** The Kalman filter process discussed in [40] is equivalent to the information filter mentioned above. Therefore, the lower and upper bounds in (10.29) follows directly from [40].

As an example, consider a network of four sensors in the coordinated decentralized estimator setup. The communication network between the sensors and the coordinator is shown in Fig. 10.6. The dynamics of the system, and the corresponding observation network are as follows:

$$
x(t + 1) =
\begin{bmatrix}
0.5 & 0 & 0 & 0 & 0 & 0 \\
0.2 & -0.5 & 0.1 & 0 & 0 & 0 \\
0.5 & 0.6 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.5 & 0 & 0 \\
0 & 0 & 0 & 0.2 & -0.5 & 0.1 \\
0 & 0 & 0 & 0 & 0.5 & 0.6
\end{bmatrix}
\begin{bmatrix}
x(t) \\
1_1 1 1 1 1
\end{bmatrix} + \begin{bmatrix}
w(t) \\
v(t)
\end{bmatrix}
$$

$$
z(t) = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x(t) \\
v(t)
\end{bmatrix} + \begin{bmatrix}
1 \\
1 \\
1 \\
1 \\
1
\end{bmatrix}
$$

(10.30)
Figure 10.6: The star communication network. The dashed line represents lack of communication between the sensor and the coordinator which happens with probability $1 - p$ at every time step.

It is assumed that the system and the measurement noise signals are independent zero-mean Gaussian with covariances $\Xi = 10^{-2}$ and the identity matrix, respectively.

In the proposed estimation setup, the first sensor estimates the states of the system (10.30) as it observes the signal

$$z^1(t) = [0 \ 1 \ 0 \ 0 \ 0 \ 0]x(t) + v(t).$$

Analogously, for example, the second sensor estimates the states of the system (10.30) as it observes the vector

$$z^2(t) = [0 \ 0 \ 0 \ 1 \ 0 \ 0]x(t) + v(t).$$
Figure 10.7: Estimation of the sixth state in different distributed estimation setups with $p = 0.6$.

In the random setup, at each time step, each sensor sends its estimate to the coordinator with probability $p = 0.6$. Fig. 10.7 demonstrates the estimation error of the sixth state in the centralized, decentralized, and the random estimation setup. Note that the system matrix in (10.30) is not observable by considering each measurement separately, while the weak observability condition holds in the random setup.
10.5 Coordinated Distributed Estimation over Opinion Dynamics

It is often unrealistic or overly expensive to make a census of the full population of a social group. An alternative is to sample the network and subsequently estimate its state dynamics. The goal in this section is to estimate the internal state of a social influence network in a neighborhood in a coordinated distributed manner.

Consider the opinion dynamics (12.3) with \( \lambda_t = 1 \) and the fifteen Florentine family graph depicted in Figure 12.2. At every time step a random family is chosen based on the uniform distribution to fill out a survey. The observability discussion of the setup is similar to that presented in §12.3.

The resultant estimation error is provided in Figure 12.4 for decentralized coordinator estimation setup where 1) always \( m \) members of the society are observed, referred to as the deterministic setup 2) at every time step one member is selected randomly to be observed, referred to as the random setup. Let us define the efficiency coefficient as the estimation error multiplied by the number of individuals who are observed. Figure 12.4 also depicts the defined efficiency coefficient at each time step of the simulation.
Figure 10.8: Estimation error and the efficiency coefficient of the estimation error in 1) deterministic setup 2) random communication between the observers and the coordinator. The covariance of the estimation error multiplied by the number of the observed individuals during the simulation is 121.21 for the deterministic setup while the value is 3.50 for the random scenario.
Chapter 11

ONLINE COORDINATED DECENTRALIZED LOCALIZATION OF THE SEAGLIDER WITH INTERMITTENT OBSERVATIONS

As we discussed in the previous section, packet drops in sensor networks can be modeled by random networks. We then developed a coordinated decentralized estimation procedure in the presence of packet drops. In this section, we describe an online long-baseline underwater acoustic localization system to estimate the three-dimensional position of the Seaglider underwater vehicle that was developed at University of Washington as a collaboration between the Applied Physics Lab and School of Oceanography [204]; depicted during a surface maneuver in Figure 11.1.

![Figure 11.1: Seaglider underwater glider used in the localization experiments, [206, 207].](image)

The system consists of three acoustic transponders that are placed at known locations at the surface of the water. The measured round-trip travel time of acoustic signals is used to calculate the slant ranges between the surface units and the glider. The range measurements from the three transponders can be used to locate the position of the vehicle using dynamic estimation algorithms.
Each transponder may fail to measure the round-trip travel time. In the experiment, approximately fifty percentile of the attempts to communicate between the transponders and the Seaglider failed in the shallow water. At each round of communication, the transponder updates its estimation if it receives new measurement and interact with two others to send them the new update. Packet drop-out is probable at this step as well. In another scenario, each transponder may attempt to send the updated estimation to a coordinator with some probability of failure.

11.1 Introduction

Buoyancy-driven underwater gliders are highly efficient marine vehicles that were originally developed for performing oceanographic data collection missions [204, 205]. Underwater gliders locomote by balancing between the buoyancy force and gravity via changing their net weight and the location of center of gravity relative to the center of buoyancy [208, 209, 210]. These vehicles are extremely efficient because they spend most of their time in steady trim flight condition, where they don’t actively expend energy.

Theoretical study of underwater glider dynamics has revealed the potential value of novel motion control algorithms in improving efficiency and performance [208, 212, 211]. The focus of the research done in Nonlinear Dynamics and Control Lab at the University of Washington was to devise a set of field experiments and develop the corresponding field equipment and data processing tools to be able to validate underwater glider motion control algorithms\(^1\).

The glider used in the experiment has the following properties. The glider’s mass is 51 kg; the same as the mass of the displaced water when the glider is perfectly balanced. The vehicle outer skin has a streamlined and low-drag profile in order to maximize the efficiency. The maximum diameter of the hull is approximately 30 cm. The wings are attached at the maximum diameter giving a total wing-span of 1 m. The vehicle length is 1.8 m without the antenna mast.

The various navigation instruments on the vehicle include: 1) a GPS unit to obtain a

\(^1\)Courtesy of Prof. Morgansen’s Nonlinear Dynamics and Control Lab at the University of Washington, http://www.ee.washington.edu/research/ndcl/.
position update at the times it surfaces, 2) a 3D compass to measure heading and tilt angle, and 3) an acoustic pinger/altimeter to obtain depth and respond to acoustic interrogations. The range measurements between the glider and the surface acoustic transponders is obtained by the low-frequency acoustic pinger. The pinger has programmable interrogation and reply frequencies in the 7-15 kHz frequency band. As the glider receives an interrogation, by sending a reply allows the surface units to measure round-trip travel times.

The speed of the vehicle is approximately $V_a = 0.3 \text{ m/s}$, which can be influenced by a set of programmable parameters. The pilot has control over the duration of the dive and the desired depth. The two parameters together specify the vertical descent rate.

Following we present an overview of the Long-BaseLine(LBL) system developed as part of the work done in Nonlinear Dynamics and Control Lab to estimate the position of the seaglider.

The LBL system consists of three identical beacons that were placed at known locations at the surface of the water. The beacons were placed on flotation devices to keep them above the water surface and anchored to the sea-floor to prevent them from drifting away from their deployment locations. Anchoring the beacons to the sea-floor made the geometry of the beacon network unaltered during the field-experiment, meanwhile, prevent the loss of the equipments. The bottom topography could obscure straight line-of-sight between the glider and the beacons, which required several days of area surveying in order to find optimal locations to implement the experiment; Figure 11.2 depicts the geometry that was used in the field experiments discussed in this section.

Each of the beacons consists of an acoustic ranging unit, GPS antenna, a computer to synchronize the ranging measurements and to log data, and batteries to power all the components. The acoustic ranging unit consists of an AT-440 LF transponder and UDB-9000 deck box, made by Benthos. The deck box features a serial communication port over which commands can be received from a computer. The batteries are 12V 5000 mAh NiMh battery packs with the life cycle of close to 8 hours. Three of these packs are used in parallel to power the laptop and an additional unit provides power for the GPS unit separately. The computer issues requests for an acoustic ping over the serial port, and the response received from the *Seaglider* is reported back to the computer upon receipt. The GPS antenna is
a Garmin 17xHVS unit that reports position information in NMEA 0183 compatible data format. GPS updates are reported every second over the serial port. The updates are synchronized to GPS time, which is exploited to orchestrate the sequence of interrogations from different beacons.

All the electronics are housed inside Pelican case enclosures that were fitted with waterproof connectors for communication between the computer and the UDB-9000 deck box. The system also contained Freewave radio modems that were intended for communication between the beacons and an operator station at the beach.

Each beacon was allocated a time window, outside which it was not allowed to ping; see Figure 11.3. The pings were issued in a round-robin fashion, where each node pinged the glider exactly once within a ranging cycle. The time period of the ranging cycle is mission dependent, and should be as frequent as possible. We chose 4 second window size (12 seconds period for an entire ranging cycle).
Figure 11.3: (Left) The components in each node share information via serial communication. (Right) A ranging cycle is divided into three 4 second time-windows. Each node is allowed to ping only in its allocated time-window, [206, 207].
The ping is issued at the beginning of the time-window, and the algorithm waits for the response not more than 4 seconds. If a response is received, the data are recorded in the log file, with corresponding timing and GPS information. The beacon updates the estimation of the glider position based on the new measurement and attempts to communicate with the two other beacons and send them the updated estimation. The beacon then goes to sleep until the beginning of the next time-window. If no response is received within 4 seconds following the ping request, the algorithm registers it as “no response received”, and the beacon sends its prediction of the glider position to its neighbors if it is able to communicate with them.

The length of the time window was selected to give maximal resolution, while avoiding multiple beacons pinging at the same time. In order not to register a response to the previous node’s request as a valid return, the time-window has to be long enough that the pings are mutually exclusive. Based on this idea, the time-window effectively determines the maximum range of the beacon network; for a 4 second window size, the glider has to be within approximately 3 km to each of the beacons.

11.2 Underwater Acoustic Ranging

In underwater applications, acoustic signals are primarily used for communication rather than radio signals due to poor propagation characteristics of radio signals in water [213]. Acoustic signals can spread over long distances depending on the frequency of the signal and the physical properties of the medium (pressure, salinity, temperature).

The measured round-trip travel time of an acoustic signal is given by the equation

\[ t_{RTT} = t_{TAT} + \frac{2R^{3D}}{c} + \epsilon, \]  

(11.1)

where \( t_{TAT} \) is the turn-around time (the amount of time the electronics needs to detect the signal and send a response), \( R^{3D} \) is the slant range to the vehicle, and \( c \) is the speed of sound in water. The term \( \epsilon \) represents the error between the true and measured round-trip travel time. The error term in equation (11.1) can be written as the sum of two components: \( \epsilon = \epsilon_s + v \), where \( \epsilon_s \) represents the systematic errors and \( v \) is the random noise component. While the random noise component is assumed to be white Gaussian zero-mean with known
One class of systematic error is caused by Multipath. Multipath is the phenomenon when an acoustic signal is reflected off a sound barrier — such as the ocean bottom, the water surface, a thermocline or a vertical wall — and is received at the beacon with a time delay and phase shift. The error due to multipath often has significant magnitude, which results in sudden jumps in the position estimation. These “outliers” may be removed manually, or by use of methods based on plausibility validation in spatial or temporal domains [214]. In case they appear singularly, a simple differentiation of the consecutive measurements successfully reveals outliers, as they appear as distinctive spikes; as depicted in Figure 11.4.

Now we briefly review the seaglider dynamics and the hybrid extended Kalman filter.

### 11.3 Dynamic Filtering

In §11.3.1, we briefly review a simple unicycle model for the seaglider. The implementation we present in Section 11.3.2 is hybrid EKF adopted from [215]. In addition to improving the estimation accuracy, the EKF can also serve as an adaptive parameter estimator for unknown model parameters - constant or slowly varying. The current velocity and the vehicle’s flow-relative velocity are treated as unknown parameters.
11.3.1 Vehicle Model

A simple unicycle model is employed in the glider localization problem. The model was extended with trivial dynamics of the velocities to allow the filter to adaptively estimate these unknown parameters:

\[
\begin{align*}
\dot{x}_N &= V_a \cos \psi + V_x \\
\dot{y}_E &= V_a \sin \psi + V_y \\
\dot{\psi} &= u \\
\dot{V}_a &= 0 \\
\dot{V}_x &= 0 \\
\dot{V}_y &= 0.
\end{align*}
\]

In the above equations, \( V_a \) is the flow-relative speed of the glider, \( V_x \) and \( V_y \) are the North and East components of the current velocity vector, and \( \psi \) is the heading angle measured from North. The only external input in this model is the turn rate of the vehicle, \( u \), which is determined by the vehicle roll angle. Notice that the velocities \( V_x, V_y, \) and \( V_a \) are treated as states in the model with trivial dynamics. In reality they are constant or slowly varying parameters, the values of which are to be estimated. The EKF discussed in the next section provides estimates of these parameters along with the vehicle position information.

11.3.2 Hybrid Extended Kalman Filter

The EKF is an extension of the Kalman filter for nonlinear processes. The algorithm relies on the linearization of the nonlinear dynamics. As long as the nominal point about which the linearization is performed approximates the real state closely, the linearized model for propagating the state and covariance will be valid, and the Kalman update equations will yield the minimum variance estimate of the states.

To estimate the position of the underwater glider, one may use a hybrid EKF. The discussion below follows from Chapter 5 of [215]. Since the states are propagated in continuous time while the measurements are obtained at discrete time-steps, whenever a new slant-range measurement is available, the filter will be hybrid. Let us define the state vector
as \( x = (x_N, y_E, \psi, V_a, V_x, V_y)^T \), and then, equations (11.2)-(11.7) can then be written in the form

\[
\dot{x}(t) = f(x(t), u(t)) + w(t),
\]

where \( w(t) \sim \mathcal{N}(0, \Xi(t)) \) is the white Gaussian zero-mean process noise. At discrete time intervals \( t = k \Delta t \) measurements are available by the output equation

\[
y(k \Delta t) = h(x(k \Delta t)) + v(k \Delta t),
\]

where \( \Delta t \) is the sampling period, \( k \in \mathbb{Z} \), and \( v(k \Delta t) \sim \mathcal{N}(0, \Theta_k) \). The measurement vector for the underwater localization problem is

\[
h(x(k \Delta t)) = \begin{pmatrix} R(k \Delta t) \\ \psi(k \Delta t) \end{pmatrix},
\]

where \( R(k \Delta t) \) is the in-plane range measurement from a corresponding beacon, and \( \psi(k \Delta t) \) is the vehicle heading angle obtained from the compass. Between the measurements the state estimate is propagated in continuous time using the assumed nonlinear dynamic model without noise as

\[
\dot{\hat{x}}(t) = f(\hat{x}(t), u(t)).
\]

The state covariance matrix is propagated using the linearized state matrix and using the continuous-time Kalman filter equations

\[
\dot{\Sigma}(t) = A(\hat{x}(t))\Sigma(t) + \Sigma(t)A^T(\hat{x}(t)) + \Xi(t),
\]

where

\[
A(\hat{x}(t)) = \frac{\partial f}{\partial x} \bigg|_{\hat{x}(t)} = \begin{pmatrix} 0 & 0 & -V_a \sin \psi & \cos \psi & 1 & 0 \\ 0 & 0 & V_a \cos \psi & \sin \psi & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}.
\]

As a new measurement arrives at time step \( k \), the Kalman gain matrix \( K_k \) is computed at the measuring beacon and corrections are applied to the mean and covariance estimate of the state vector as follows,

\[
K_k = \Sigma(k|k-1)H_k^T(\hat{x}_{-k}) \left( H_k(\hat{x}_{-k})\Sigma(k|k-1)H_k^T(\hat{x}_{-k}) + \Theta_k \right)^{-1}.
\]
In the above equation

\[ H_k(\hat{x}_k^-) \equiv \frac{\partial h}{\partial x} \bigg|_{\hat{x}_k^-} = \begin{pmatrix} \frac{\hat{x}_{N_k}^- - x_0}{R_k} & \frac{\hat{y}_{E_k}^- - y_0}{R_k} & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \end{pmatrix} \left|_{\hat{x}_k^-} \right., \tag{11.15} \]

where \((x_0, y_0)^T\) are the corresponding node locations that provided the range information, and

\[ \hat{R}_k = \sqrt{(\hat{x}_{N_k}^- - x_0)^2 + (\hat{y}_{E_k}^- - y_0)^2}. \tag{11.16} \]

Then, the position estimation and the error covariance are updated as

\[ \hat{x}_k^+ = \hat{x}_k^- + K_k (y_k - h(\hat{x}_k^-)) \]

and

\[ \Sigma(k|k) = (I - K_k H_k(\hat{x}_k^-)) \Sigma(k|k-1). \tag{11.17} \]

The vector \(\hat{x}_k^-\) is the a priori estimate of the state that is based on the process model (11.11). Equation (11.11) is implemented using numerical integration between the measurement updates. The output of this integration routine is \(\hat{x}_k^-\) which is the prior estimate of the state before the measurement arrives. The vector \(\hat{x}_k^+\) is the a posteriori estimate of the state vector, i.e., the estimate after the measurement has been obtained and processed at time step \(k\).

### 11.4 Experimental Results

The field experiments presented in this section took place in Port Susan on July 15-16, 2010. The location for the experiments was chosen because of its vicinity to University of Washington campus and because of the relatively minimal boat traffic compared to other locations in the Puget Sound. Port Susan is approximately 110 meters deep in the middle of the bay and tidal currents are typically strong. The water features high salinity stratification which, however, is confined to a very shallow region close to the water surface. This is due to the large amounts of freshwater entering the bay, creating a freshwater lens on the top of the water column. This layer of freshwater causes deterioration of the acoustic signal.
quality, and many responses are lost. For this reason, the transponders were lowered below this freshwater layer to 20 meters depth.

A *Seaglider* was deployed in the afternoon on July 14, 2010, and recovered on July 16, 2010. The glider was programmed to perform 50 minute dives to the bottom. Figure 11.5 shows histograms of “valid responses” versus “no responses received” from July 15. Comparison of Figure 11.5 left versus right illustrates the deterioration of acoustic responses when the glider is close to the water surface. An approximately four hour portion of the entire data set represents a time window, where all three nodes were simultaneously active.

The underwater localization methods described in Section 11.3 were used to estimate the underwater position of the *Seaglider* from experimental data collected in Port Susan on July 15, 2010. The results from dive number 18 can be seen in Figure 11.6. The dive started at 11:56 a.m. PDT and lasted approximately 50 minutes.

The setup of the experiment is as follows. Every 4 seconds one node pings to the glider. Updated estimation of the seaglider position would be attempted to be sent to other nodes if the new measurement is available; otherwise, the predicted estimation based on the previous measurement is sent to other nodes. Note that with some probability the attempt to communicate with other nodes would fail.
The data were reduced to include only the 30 minute portion that the glider spent below 20 m depth, due to deterioration of acoustic responses near the water surface, as mentioned in Section 11.2.

Figure 11.6: Estimation of the position in the off-line and on-line setting with extended and unscended Kalman filter while the probability of each beacon sends its estimation ot the neighbor beacons are \( p_1 = p_2 = p_3 = 0.8 \).

Figure 11.6 demonstrates the position estimation of the seaglider in real-time scenario compared to the case that the measurements are taken and the estimation is implemented off-line.
Chapter 12  
SOCIAL CONTROL AND OPTIMAL MARKETING

This chapter presents a framework to design optimal marketing strategy over an opinion dynamics; utilizing the results presented in chapter 9.

12.1 Introduction

Studying the opinion dynamics has been the center of attention of researchers studying social networks [73, 71, 72, 79, 80, 91]. To describe the problem, consider a group of interacting agents among whom some process of opinion formation takes place. The group may be a small one or an entire society in which the individuals influenced by their different social networks develop a wide spectrum of opinions. In each case, there is a process of opinion dynamics that may lead to a consensus among individuals or more generally a more stratified pattern of opinions. As an example, understanding how opinions form and then diffuse through a population is a central theme in investigating voters behaviour and effectiveness of the propaganda.

The pertinent literature covers a wide set of research topics and applications. For example, in [71] and [73] the authors study the effect of social positions in influence networks and describe how a network of interpersonal influences enters into the formation of agents’ settled opinions. Yildiz et al. [80] study discrete opinion dynamics in a social network with “stubborn agents” who influence others but do not change their opinions. The importance of the social networks and opinion dynamics in analyzing diseases correlated with behaviours such as tobacco or alcohol use, poor nutrition, and lack of physical activities is studied in [75]. Kuzoki in [83] applies the influence mechanisms to an application of freight mode choice to investigate the effect that opinions have on choice set considerations, attribute perceptions, and the market adoption of a new rail freight service.

Acemoglu and Ozdaglar in [81] provide an overview of recent research on belief and
opinion dynamics in social networks. They discuss both Bayesian and non-Bayesian models. We now review two consensus-based non-Bayesian models and choose one model for the rest of the analysis.

### 12.2 Opinion Dynamics and Social Control Models

The first model is adopted from [72, 73] and it has been under development by social psychologists and mathematicians since the 1950’s [72]. The time invariant model described in [72] and the time varying model in [73] postulate simple recursive definitions for the influence process in a group of $N$ agents. For the time invariant case this model assumes the form

$$x(t+1) = WF(G)x(t) + (I - W)x(0) \quad t = 1, 2, \ldots$$

where $x(0)$ is an $N \times 1$ vectors of agents’ initial opinions on an issue and $x(t)$ is an $N$ vector of agents’ opinions at time $t$. The interpersonal influences are captured by $F(G) \in \mathbb{R}^{N \times N}$ where $0 \leq F_{ij} \leq 1$, $\sum_j F_{ij} = 1$ and $G$ is the underlined interaction network. And the diagonal matrix $W = \text{diag}(w_{11}, w_{22}, \ldots, w_{NN})$ is the agents’ susceptibilities to interpersonal influence on the issue ($0 \leq w_{ij} \leq 1$).

The second model is adopted from [78]. In this work, De Marzo et al. study a model of opinion formation in which individuals are subject to “persuasion bias”; that is, they fail to account for possible repetition in the information they receive. According to this research, persuasion bias implies that the phenomenon of social influence depends not only on accuracy, but also on how well-connected one is in the social network of interactions. In order to formalize this setup, let the beliefs of the $i^{th}$ agent at time $t$ is denoted by $x_i(t)$. The persuasion assumption is that agents ignore repetitions of information. Rather, agents treat the information they hear in each round as new and independent, and ascribe the same relative weights to those they listen to at each time step. Agents are allowed, however, to vary the weight they give to their own beliefs relative to outsiders over time as they update their opinions.
Agent $i$'s beliefs at time $t+1$ is updated based on

$$x_i(t+1) = (1 - \lambda_t)x_i(t) + \lambda_t \sum_{j \in N_i} \frac{\pi_{ij}^t}{\pi_{ii}^{t+1}} x_j^t,$$

(12.2)

where $\lambda_t \in (0,1]$ is the relative weight that agent $i$ gives to its own belief and is identical for all agents; the set $N_i$ refers to the listening set of the $i^{th}$ agent including the agent $i$; agent $i$ assigns the precision $\pi_{ij}^t$ at time $t$ to agent $j$ ($\pi_{ij}^t$ is the weight that indicates how much the $i^{th}$ agent is influenced by the $j^{th}$ agent). And the precision of agent $i$ to her belief at time $t$ is denoted by $\pi_{ii}^{t+1} = \sum_{j \in N_i} \pi_{ij}^t$. Thus, in the compact form, agents beliefs after round $t+1$ is expressed as

$$x(t+1) = T_t(G)x(t),$$

(12.3)

where $T_t(G) = (I - \lambda_t)I + \lambda_t T(G)$ and $T(G)$ denotes the listening matrix with element $T_{ij}(G) = \frac{\pi_{ij}^t}{\pi_{ii}^{t+1}}$ if $i$ listens to $j$, and zero if otherwise.

Notice that the dynamics (12.3) is an adaptation of the traditional opinion dynamics in (12.1) when $W = I$ and $F(G) = T_t(G)$. The two models mentioned above are consensus-based and non-Baysian and describe how an individual’s opinion is influenced by her neighbors in the social network. In practice, however, we are affected by external signals such as media, advertisements, etc. The goal in this section is to consider the external signals as exogenous inputs and systematically study the behavior of the social opinion in presence of the input signal. From control engineer's perspective, the term social control appears reasonable for the mentioned problem.

In sociology, the concept of social control has undergone various transformations. In contemporary sociology, social control is primarily understood in the context of the enforcement of law and/or the control of crime and deviance [82]. Social control can be viewed as social order. In this direction, from the late nineteenth century onward, social control was used primarily in American sociology to refer to a society’s capacity to regulate itself without resource to force. An important theoretical shift in the sociology of social control came into the existence in the period following World War II, where the concept of social control was employed to refer to the more repressive and coercive forms of control that are instituted, not by socialization into norms, but on the basis of power and force. The
emphasis in this concept of social control is thus on control. Another view of social control is on control of the crime and deviance. From the 1950s onward, social control refers to those institutions and mechanisms that define and functionally respond to crime and/or deviance [82, 84, 85].

The social control can be used to alter, modify, deconstruct an existed behavior/habit in the social network, or construct a new one. As an illustration of such utility, Craig in [86] demonstrates how businesses employ their advertising to socially control and thus censor viewpoints they do not like. Other examples can also be found in the literature that exhibit the use of media, advertisements, and other exogenous inputs to socially control and influence the opinions and behaviors of the individuals. The goal in this section is to quantify the effect of the exogenous input signals to control the opinion dynamics in an arbitrary social network as modeled in (12.3).

Utilizing an exogenous input signal as a method to model external influencing factors, to the best knowledge of the authors, is not common in modeling opinion dynamics over social networks. Qian et al. in [88] present an efficient opinion control strategy for complex networks, in particular, for social networks. They propose an adaptive bridge control (ABC) strategy that calls for controlling special individuals referred to as “bridge” and requires no knowledge of the bridges’ local or global communication links. The efficiency of the proposed ABC strategy has been examined by implementing the strategy on random networks, small-world networks, scale-free networks, and the random networks adjusted by the edge exchanging method.

In [88], bridges describe special individuals with possibly small degree but connecting different groups within the network. The opinion dynamics of the bridges is augmented by a value \( r(t) \) which expresses the control strength of the evolution process of the opinion. Different kind of individuals who can be selected to be influenced by an exogenous input signal are discussed in more details later in the section.

The purpose of this section is to control the internal states of a social influence network in a neighborhood utilizing an optimal marketing strategy. Optimal marketing strategies over social networks have been the center of attention of researchers [89, 90] as well as companies such as Microsoft and Google. As an example, Dayama et al. in [90] study optimal mix
of incentive strategies for product marketing on social networks. Hartline et al. in [89] also discuss the use of social networks in implementing viral marketing strategies. In this section, we propose an optimal marketing strategy by utilizing linear quadratic regulator design on networks.

Let us consider the model defined in (12.3). The opinions and behaviors of the individuals are influenced by their personal social networks as well as exogenous components such as media and advertisements. We assume the advertising happens every \( k \) steps while the opinion dynamics is evolving every one step. We also assume a noisy observation of the opinion dynamics with the same rate that the advertisements are arriving. Therefore, the modified dynamics in (12.3), for \( \lambda_t = 1 \), can be represented as

\[
\begin{align*}
x(t + 1) &= T(G)^k x(t) + B u(t) + w(t) \\
z(t) &= H x(t) + v(t),
\end{align*}
\]

(12.4)

where \( t \in \mathbb{Z} \) is the time when the advertisements and the observations are carried out; the integer \( k \) is the difference between the time step of the opinion dynamics and that of advertisements/observations. The term \( u(t) \) captures the effect of exogenous inputs such as media and advertisements that influence the individuals; the observation of the internal states \( x(t) \) provided to the outside world is denoted by \( z(t) \). Terms \( w(t) \) and \( v(t) \) model the dynamics and observation disturbances and are assumed to be independent Gaussian signals with covariances \( \Xi \) and \( \Theta \), respectively.

The input and output matrices \( B \) and \( H \) in (12.4) indicate the randomly chosen individuals to be influenced and observed, respectively. If the set of input nodes in the \( N \) node graph is \( S_I = \{i_1, i_2, \ldots, i_p\} \), the corresponding input matrix is \( B = [e_{i_1}, e_{i_2}, \ldots, e_{i_p}] \in \mathbb{R}^{n \times p} \), where \( e(i) \) is the column vector with all zero entries except \( [e_i]_i = 1 \). The set of output nodes \( S_O \) and the corresponding output matrix can be identical to or distinct from the input set of nodes and the input matrix, respectively.

Controlling the spread of rumors or idea, which seem nonsignificant at first but they may even break out is essential over social networks. Researchers have proposed lots of immunization strategies [93], including random immunization, targeted immunization [94, 95], and acquaintance immunization [96, 97], and also the pinning control of dynamics in
Figure 12.1: The picture depicts fifteen Florentine family graph to analyse the social control and optimal marketing. Randomly selected individuals get to see some advertisements or are influenced by media. Another group, also, randomly selected, get to fill out a survey. The combination of these set of influenced and observed individuals provide data to promote a new idea, a product, or a behavior in the community.

complex networks [98]. The influenced and observed individuals, in our setup, are selected from a specific random distributions. Before, any further analysis, we explore and justify why and how a group of randomly chosen influenced and observed individuals would control the opinion dynamics and the social behaviors.

There are two types of ties in the society: strong and weak ties. Personal communication between closer and stronger links are within a personal group (strong ties) and weaker and less personal communications are a set of other acquaintances, colleagues, or random individuals on street (weak ties) [76, 77]. Granovetter in [76] mentions that most network models focus, implicitly, on the strong ties. In his well-known theory, Granovetter claims that the cohesive power of weak ties, however, should be stressed.
Summary of the research done regarding the strength of weak ties is described as follows: the strength of weak ties is at least as strong as the influence of the strong ties. Despite the relative inferiority of the weak tie parameter in the model’s assumption, their effect approximate or exceeds that of strong ties, in all stages of the opinion life cycle [77]. In this research, the randomly chosen influenced and observed individuals are considered as sample of weak ties in the main social network. The influencing and observing of the selected individuals can be carried out through different tools such as internet marketing and internet polling. The analysis delineates the effect of random input and output agents in the control of opinion dynamics and social behavior.

The following sections present the simulations that validate the mentioned analysis in previous sections. The simulations are based on machine-generating data. Testing the studied theory on machine-generated data, as opposed to empirical data only, allows us to conduct repeatable tests that stress and explore certain aspects of the theory.

The example was analyzed for fifteen, four member families. The family interaction graph $\mathcal{G}$, based on the famous Florentine family graph [87], is depicted in Figure 12.1 with nodes representing the fifteen families. The goal is to design an optimal linear-quadratic-Gaussian feedback control to regularize the opinions of the fifteen families regarding a new product or behavior. The designed LQR feedback control law in §9.4 required access to all the internal states which is unrealistic or overly expensive; therefore, an estimator coupled with the LQR controller will be designed.

12.3 Controllability and Observability

The example is analyzed for fifteen, four member families. The family member graph is assumed to be a complete graph where all four members assumed to have identical influential on each other. On the other hand, the family interaction graph $\mathcal{G}$ is based on the famous Florentine family graph [87] and depicted in Figures 12.1 and 12.2.

For the sake of the simplicity of the simulation, it is assumed that when families $i$ and $j$ interact, all four members of each family also interact and influence each other in identical
manner. \footnote{Another type of communications between these fifteen, four member, families is studied in [216]. The setup in [216] analyzes a scenario that as two families meet, same gender parents and same age children tend to interact. This family interaction structure is a Cartesian network with factor networks; the inter-family network and intra-family network.} It is sufficient to study the evolution of opinion dynamics over the interaction between the fifteen families, depicted in graph $\mathcal{G}$. Consider a communication network with 15 nodes, instead of 60 nodes, is justified for two reasons: (1) the complete and identical influence dynamics of the inter-family network (2) the assumption that all four members of families $i$ and $j$ influence each other identically as long as they communicate in the intra-family network $G$.

The discrete time opinion dynamics of the interaction have a state matrix $A(\mathcal{G}) = \exp(-\delta L(\mathcal{G}))$. Consider the time step to be equivalent to one day. Every $k$ days, $m$ individuals are selected uniformly to see an advertisement which is equivalent to the signal $-K^*X(T)$. The weak controllability defined in (9.3.1) holds if $A(t)$ is controllable and there exists a time $T$ such that $\sum_{t=1}^{T} B(t)B'(t)$ is also invertible. There exists a time $T$ such that $\sum_{t=1}^{T} B(t)B'(t)$ is full rank since detecting the influenced individuals (the input nodes in matrix $B$) happens uniformly and the probability that one individual is not selected at some
point approaches zero as time goes to infinity. Therefore, the system in (12.4) is weakly controllable.

12.4 Estimation and Linear Quadratic Regulators

The input signal is \( u = -K^*x(t) \) and requires access to all internal states \( x(t) \). It is often unrealistic or overly expensive to make a census of the full population of a social group in order to obtain \( x(t) \). An alternative is to sample the network and subsequently estimate its state dynamics. In the same manner as the control part, \( m' \) uniformly selected individuals are observed every \( k \) days. The separation principle [34] allows that the control and estimation algorithms can be designed separately. Then, it follows that

\[
    u = -K^*\hat{x}(t),
\]

(12.5)

where \( \hat{x}(t) \) is the result of a discrete Kalman filter that was applied to the dynamics in (12.4). Therefore, we arrive at the following closed-form

\[
    x(t + 1) = Ax(t) - BK^*\hat{x}(t) + w(t),
\]

\[
    \hat{x}(t) = (A - BK^*)\hat{x}(t) + K_e(z(t) - H\hat{x}(t)),
\]

(12.6)

where \( K_e \) is the estimation gain obtained from the Kalman filter.

The resultant mean squared error, covariance matrix trace, and a sample state estimate over time is provided in Figure 12.4, supporting the controllability of the pair \((A(G), B(t))\) and the observability of \((A(G), H(t))\). The required input signal \( u(t) \) and \( K^* \) are also depicted in Figure 12.4.
Figure 12.3: The mean squared error, covariance matrix trace and state of a random family (family 10) over time for the closed form dynamics in 12.6.
Figure 12.4: The required input signal $u(t) = -K^* \dot{x}(t)$ and the constant feedback gain $K^*$
Chapter 13
CONCLUDING REMARKS AND FUTURE DIRECTIONS

This dissertation aimed to develop a graph-centric framework for the analysis and synthesis of networked dynamic systems (NDS) consisting of multiple dynamic units that interact via an interconnection topology. Three categories of network problems, namely, identification, controllability, and randomness, are examined. Following we mention the concluding remarks, open problems, and future directions.

13.1 Conclusions

In the first part, we introduced a network identification scheme that involves the excitation and observation of nodes running consensus-type protocols. Starting with the number of vertices in the network as a known parameter as well as the controllability and observability of the resulting steered-and-observed network, the proposed procedure strives to collect pertinent information on the topology of the underlying graph. In this direction, we explored the ramification of grounding the consensus protocol at various vertices for the exact characterization of the network topology from the input-output data. The ramification of the proposed procedure for fault-detection and isolation for networked systems was also explored. We point out that this work has direct implications for a host of consensus-based distributed algorithms used for flocking and distributed estimation. In the second approach, we examined the applications of spectral characterization of graphs as well as a sieve method that is based on integer partitioning algorithms and feasible graphical sequences. In the third approach, however, the spectral characterization of graphs as well as similarity transformation tools are utilized to find the original graph up to an isomorphism compatible with the input-output data.

In the second part, the network controllability is studied. Network controllability aims to provide structural and algebraic insights into features of the network that enable ex-
ternal signal(s) to control the state of the nodes in the network. It is known that the symmetry structure of the graph, as exemplified through its automorphisms or equitable partitions [105], contributes to the uncontrollability of the network. Therefore, a natural question is whether certain classes of networks can be made controllable by breaking their symmetry. As graph symmetry is closely related to the multiplicity of the eigenvalues of their adjacency and Laplacian matrices,\(^1\) it is thus natural to explore classes of graphs for which the relation between controllability and eigenvalue multiplicity can be made more explicit. Study the controllability of circulant networks is an attempt in that direction.

We believe that techniques that have been employed in the dissertation, blending PBH test with the celebrated Cauchy-Binet formula to reduce network controllability to examining non-singularity of submatrices of its (Laplacian) eigenvectors, will prove instrumental in shedding light on the general problem of network controllability over undirected as well as directed graphs. For example, this methodology provides a full characterization of controllability of path graphs.

This dissertation also presents an analysis of the controllability and observability of dynamics over composite networks formed by the graph Cartesian product of its factors. We explored the composition of control matrices of the factor networks to form the control matrix of the composite networks. We provided new insight into the effectiveness of two composite control schemes using graph symmetry and the controllability Gramian.

Motivated by the analysis results for the controllability and observability of deterministic networks, a natural question is whether randomness in the network layer or in the layer of inputs and outputs generically lead to favorable system theoretic properties. In the third part of the dissertation, we examine system theoretic properties of random networks including controllability, observability, performance of optimal feedback controller, and estimator design, and explore some of the ramifications of such an analysis framework. In this direction, the necessary and sufficient conditions for the controllability of random consensus networks generated based on Erdős-Renyi distribution are examined. Based on the controllability condition, the stability properties of the optimal linear quadratic regulator

\(^1\)Higher algebraic multiplicity is often associated with a highly symmetric graph; the correspondance however is not exact for general graphs.
are also discussed.

In the dissertation a decentralized information filter has been introduced. The proposed distributed filter uses the local computational capability of each sensor and uploads the processed measurements to the fusion center. For the sake of energy management as well as unreliable communication links and time delays, a random communication scheme between the sensors and the fusion center is assumed. We then proceeded to employ a Lyapunov method for proving almost sure stability of the proposed random decentralized algorithm based on almost sure contraction property of the corresponding discrete Riccati equation when the system matrix and the noise signals are bounded.

13.2 Future Directions and Open Problems

In this section, I provide insights, comments, open problems, and potential future directions in three domains of network identification, network controllability, and system properties of stochastic networks.

One of the proposed network identification algorithms leveraged on the similarity transformation properties of diffusion type protocols. A question of interest, and yet open problem, is to make explicit statement about the relation between two similar interconnection networks. In other words, we are interested to know whether two similar networks with similarity transformation between their associated Laplacian matrices are isomorphic or just cospectral. The approach toward this problem is either finding a counter example with two similar cospectral networks or proofing the statement that two networks are isomorphic if and only if there is a similarity transformation between the associated matrices. The statement that two Laplacian matrices associated with two isomorphic networks are similar is straightforward to prove.

The next direction of extension is regarding the underlying dynamics. The underlying dynamics in network identification must capture the underlying communication network. On the other hand, our proposed network identification schemes were applied to consensus protocols. One natural extension of the presented approaches is to consider different type of protocols. In the following, one method to extend the network identification setup is suggested and a more general framework as the underlying dynamics.
Consider an LTI system as
\[
\dot{x}(t) = Ax(t) + Bu(t) \\
y(t) = Cx(t),
\]
where \(x = [x_1, x_2, \ldots, x_n]^T\), the system matrix \(A \in \mathbb{R}^{n \times n}\), the input matrix \(B \in \mathbb{R}^{n \times r_I}\) with \(r_I\) inputs, and the output matrix \(C \in \mathbb{R}^{r_O \times n}\) with \(r_O\) outputs. The set of states \(x\) composes the set of nodes \(V = \{x_1, x_2, \ldots, x_n\}\). The set of links \(E\) consists of the interaction between the states, e.g., there is a weighted directed link with weight \(A_{ij}\) from \(x_i\) to \(x_j\) if \(A_{ij} \neq 0\). The described procedure generates a weighted directed network \(G = (V, E)\). The input signal \(u_j\) influences node \(x_i\) if \(B_{ij} \neq 0\). The observation \(y_i\) at time \(t\) is the summation of the states of nodes with indices \(j \in \{k | C_{ik} \neq 0\}\). The purpose of network identification now is to identify the system matrices \(A, B,\) and \(C\), or in another word identify the underlying communication network \(G\).

Network identification is a sub-class of inverse problems. Inverse problems have wide range of applications in geophysics, medical imaging, remote sensing, ocean acoustic tomography, among many others. One potential research direction is to investigate real-world problems, which requires identifying an underlying network. Identifying the underlying communication network in biological networks or social networks seems a natural extension of our proposed algorithms. The interpretation of stimulating and observing the behavior of these type of networks, however, require fundamental modifications.

Fault detection is necessary and essential part of a system design. One promising and applied extension of the network identification is to examine how the proposed techniques leverage identifying the faulty node and/or links.

In the following, I describe few open problems and provide few potential extensions in the domain of network controllability. Controllability of a single system could sometimes be challenging. In networked systems, the question is more challenging from different perspectives, the dimension of the system is larger and the coupling between the systems adds another layer of complexity. Understanding the effect of coupling between the systems on the controllability of the networked systems is fundamental. Whether symmetry in the communication between agents plays an essential role in the controllability or there are other
features of the networked systems, which provide necessary and sufficient condition for the controllability of the system is critical to be answered.

Roughly, the concept of controllability denotes the ability to move a system from any initial state to any other desired states using only certain admissible manipulations. In some scenarios, the system is required to move around in a limited configuration space. Therefore, modifying the definitions and the requirements of network controllability may relax the problem. Identifying the proper constrains of the controllability or its dual observability and their potential applications are among potential directions of extensions. Aligned with the same line of elongation is to examine different type of weak and strong structural controllability.

In recent years, large scale networks are becoming more ubiquitous in many areas of engineering. Controllability, observability, and security analysis of large scale networks are among the substantial facets that needed to be examined. We investigated the controllability properties of large networks composed of smaller factor networks via graph Cartesian. Future work of particular interest involves extending these results to other types of graph products such as the direct product. Another extension of interest is controllability features of approximated products. Another research direction is exploring potential applications of controllability and observability analysis of large scale networks.

Selecting a subset of nodes to create a static controllable interconnected network is often challenging. One method to overcome this limitation is to switch the input nodes in real-time based on random distributions or deterministic algorithms that minimize a cost function. The analysis in this dissertation showed that randomness in the network layer or in the layer of inputs and outputs generically leads to favorable system theoretic properties. Along this direction, the underlying communication network can change randomly based on some distributions, or the interconnection network can be rewired to minimize a cost or regret function associated to the controllability properties of the system.

As part of the current dissertation, we studied the system properties of stochastic systems including controllability, observability, and performance of optimal feedback controllers and estimators. We explored the ramifications of such an analysis framework in opinion dynamics over social networks and sensor networks in estimating the real-time position of a
Seaglider from experimental data. Providing explicit relation between the distributions of
the underlying stochastic networks and the system properties of the networks is yet another
interesting direction of extension.
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