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The output of a “traditional” brain computer-interface (BCI) is the operation of an effector mechanism, like a cursor or a prosthetic arm. In contrast, the output of a recurrent brain-computer interface (rBCI) is electrical stimulation delivered directly into the central nervous system (CNS). Recurrent BCIs have been used to artificially bridge two separate sites in the CNS whose communication may have been interrupted. They have also been used to associate activity of a site in the CNS with stimulation of another site, to produce synaptic plasticity between the two sites. To date, rBCIs have utilized intracortical implants to record neural activity and deliver electrical stimuli, which have problems that limit their clinical applicability. These limitations can be addressed by cortical surface electrodes, subdural or epidural, that can capture electrocorticography (ECoG) signals and deliver electrical cortical surface stimulation.

We first examine the recording capabilities of cortical surface arrays. We study the relationship of ECoG signals with motor behavior and EMG activity from upper extremity muscles. We demonstrate that EMG activity can be decoded from multichannel ECoG, and document the gradual decrement in decoding performance over several months of recording.
Second, we examine the stimulation capabilities of cortical surface arrays. We characterize the effects of repetitive stimulation on the electrode-tissue interface, by measuring electrode impedance. We determine the impact of stimulation on cortical excitability, by measuring stimulus-evoked motor responses. Finally, we examine the effect of stimulation on spontaneous cortical activity, as evidenced by ECoG power at different frequencies.

Third, we investigate a cortical surface rBCI system to study the role of sensorimotor beta oscillations in synaptic plasticity. Stimulation at a cortical site was triggered from specific phases of beta (15-25 Hz) oscillatory episodes of ECoG recorded from a different site. The effects of conditioning stimulation on cortical connectivity were determined through cortically-evoked potentials and ECoG phase coherence. We document a short-term change in cortical connectivity following beta oscillations that is mediated by synaptic modification and follows a Hebbian-like rule.

Our findings on properties of cortical surface recording and stimulation will promote translation of these techniques to clinical applications. Our demonstration of changes in cortical connectivity induced by a cortical surface rBCI furthers our understanding of cortical oscillations and provides a paradigm for studying activity-dependent cortical plasticity using these less invasive implants.
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Chapter 1: Introduction

The output of a “traditional” brain computer-interface (BCI) is usually the operation of an effector mechanism, like a cursor or a prosthetic arm. A recurrent brain-computer interface (rBCI) is different in that its output is delivered directly into the central nervous system (CNS) in the form of electrical stimuli (Figure 1). Recurrent BCIs have been used in two main applications. The first is to artificially bridge two separate sites in the CNS whose communication has been interrupted. For example, motor signals from the brain can be translated directly into electrical stimuli to the spinal cord (Nishimura et al. 2013) or to a muscle (Moritz et al. 2008) and generate movement in a subject with spinal cord injury. The second is to associate activity of a site in the CNS with stimulation of another site, with the aim of producing plasticity between the two sites (Jackson et al. 2006a; Nishimura et al. (in press); Rebesco et al. 2010). Controlling targeted brain plasticity can find application in disorders like stroke, partial spinal cord injury, traumatic brain injury etc.
Figure 1. The main components of a brain-machine or brain-computer interface. Neural signals generated by the brain and captured by cortical electrodes are amplified by appropriate hardware; decoding algorithms then translate signal features into commands for the control of an effector mechanism. That mechanism can be a computer cursor, a prosthetic arm, a device for moving around etc. The output of that mechanism provides feedback, usually visual, that is used by the subject to adjust her neural signals in order to gain better control. The electrical stimulator is another effector mechanism, whose output, electrical impulses, is delivered directly into the brain, the spinal cord or skeletal muscles.

All those implementations of rBCIs used intracortical implants to record neural activity, and in some cases to deliver stimuli. Recurrent BCIs that rely on stable single unit activity over several hours or days (Jackson et al. 2006a; Nishimura et al. (in press); Rebesco et al. 2010) have limited clinical applicability given current recording technology. Moreover, intracortical implants are associated with an increased infection risk and significant gliosis around the electrodes, which degrades signal quality (Geddes and Roeder 2003a; Spira and Hai 2013). One aim of this thesis is to extend the applicability of rBCIs in clinical applications by developing less invasive implants and use of neural signals that are more stable in time. A recording and stimulation vehicle that could potentially meet these requirements is cortical surface, subdural or epidural, implants that can capture electrocorticography (ECoG) signals and deliver electrical cortical surface stimulation (ECS). However, a number of important issues, regarding the use of these implants in rBCIs, remain unresolved.

Even though ECoG and its application in “acute” BCIs have been thoroughly evaluated in humans (e.g. Schalk and Leuthardt 2011), the use of ECoG in chronic BCIs has not been explored. The first chapter of this thesis discusses the relationships of ECoG activity recorded from the sensorimotor cortex of behaving NHPs (define) with their motor behavior, as documented by EMG activity from specific arm and forearm muscles. The extent to which ECoG can be used to decode EMG activity is also addressed,
as well as the decoding performance across several months of experiments. We find that stereotypical ECoG changes, in the time and frequency domains, occur with motor movement. In addition, ECoG can be used for decoding EMG activity, with accuracy comparable to that of single unit recordings. This accuracy declines with increasing the interval between training and testing of the decoders, as well as with progressing implant age.

Cortical surface arrays have been in use clinically for stimulation mapping of the cortex prior to or during neurosurgical procedures (e.g. Berger et al. 1990), but the long-term effects of ECS on the electrodes themselves, as well as on the cortex, have not been documented. The second chapter of this thesis discusses the effect of prolonged, repetitive ECS on the electrode-tissue interface, cortical excitability and spontaneous cortical activity. We found that repetitive ECS for 30 minutes increases the electrode impedance, decreases cortical excitability and affects spontaneous cortical activity. These effects last from less than 24 to more than 48 hours after stimulation.

The third chapter of the thesis discusses the implementation of a cortical surface rBCI to study the functional role of oscillations in the sensorimotor cortex and to induce and document ECoG activity-dependent cortical plasticity. We describe a relatively short-lasting form of stimulation-induced change in effective cortico-cortical connectivity, which manifests as a change in the amplitude of stimulus-evoked cortical potentials and a change in the phase coherence of spontaneous ECoG activity. This effect appears to be mediated by short-term synaptic plasticity and is dependent on the level of cortical depolarization at the time of stimulation, as assessed by the phase of the beta oscillation that triggers the stimulus.

In parallel to those studies in the use of cortical surface implants in rBCIs, we designed and implemented a portable system capable of recording ECoG potentials and delivering ECS in freely behaving nonhuman primates. This system expanded and extended the original Neurochip’s capabilities (Jackson et al.
2006b) beyond recording single-unit spikes and delivering intracortical microstimulation (ICMS). The Neurochip2, can record a variety of signals (spikes, local field potentials, ECoG and EMG), extract different features of these signals in real-time, and deliver ICMS or ECS upon the detection of specific patterns of these features (Zanos et al. 2011).
Chapter 2: Long-term decoding of forearm muscle activities by electrocorticography

Introduction

Brain-machine interfaces (BMIs) allow communication between the brain and the environment, beyond the natural means of sensory and motor neural systems. In that sense, they provide a methodology for augmenting or restoring lost or impaired sensory, motor or cognitive neural function. They are also used to probe and manipulate different aspects of the normal function of the nervous system and therefore provide insight to its physiology (Hatsopoulos and Donoghue 2009a). In the typical case, a motor BMI comprises an electrode array that records brain signals that are related to an aspect of motor behavior, a decoder that transforms these signals to a variable that can be used to control an effector system and the effector system. In closed-loop systems, there is the addition of a feedback loop (Gerven et al. 2009).

In the BMI cycle, the selection of the electrode array and its placement are most important, and often present the most technical challenges. On one hand, noninvasive recording of electrical brain signals, namely scalp electroencephalography, is safe but has low signal-to-noise ratio (SNR) making it useful only in specific clinical scenarios (Birbaumer 2006; Krusienski and Wolpaw 2009). On the other hand, invasive methods, namely intracortical recordings of single-unit activity and local field potentials (Donoghue 2008; Green and Kalaska 2011; Nicolelis and Lebedev 2009; Santhanam et al. 2006; Schwartz et al. 2006) yield signals with the highest SNR but have a number of drawbacks. First, they exhibit significant signal variability (Chestek et al. 2011; Suner et al. 2005) and, because of that, require large numbers of recording channels, to allow stable decoding of movement variables (Carmena et al. 2005), and almost daily re-calibration (Chestek et al. 2011). Second, intracortical arrays penetrate the pia and have been associated with cortical neuronal loss and extensive gliosis (Griffith and Humphrey 2006;
Szarowski et al. 2003; Vetter et al. 2004; Ward et al. 2009), properties that could potentially limit their long-term functionality.

Electrocorticography (ECoG) arrays are surgically placed in the epidural or subdural space and can both record brain surface potentials and deliver cortical surface stimulation. They have been successfully used in human BMI applications, as they combine a non-penetrating approach, and therefore less potential for reactive cortical histological changes, with high SNR, increased temporal and spatial signal resolution, and signal stability (Schalk and Leuthardt 2011). The decoding ability of ECoG for certain movement variables is superior to that of EEG and almost equivalent to that of intracortical signals (Chao 2010; Schalk et al. 2007). The use of subdural electrodes in animal research has been limited to rabbits and rats; surprisingly, very few studies have considered them in the non-human primate, an excellent model for human motor function and disease (Chao 2010; Craggs 1975).

Most motor BMIs use neural signals to decode a kinematic variable, namely, the position, velocity or acceleration of a limb (e.g. Bansal et al. 2012; Carmena et al. 2003; Chapin et al. 1999; Donoghue 2008; Ganguly and Carmena 2009; Hochberg et al. 2012; Schwartz et al. 2006; Serruya et al. 2002). Kinematic variables yield a relatively noise-free control signal that is suitable for controlling prosthetic devices, artificial limbs or computer cursors by paralyzed patients. Functional electrical stimulation (FES) is another approach to restoring movement, in which electrical stimuli are delivered to peripheral nerves that innervate the muscles, that themselves move the limb (Peckham and Knutson 2005). Brain control of an FES system could exploit decoding of muscle activations from cortical signals. This has been accomplished with EEG (Lauer et al. 1999; Pfurtscheller et al. 2003) and intracortical signals (Carmena et al. 2003; Cherian et al. 2011; Flint et al. 2012a; Nazarpour et al. 2012; Pohlmeyer et al. 2007), but not with ECoG. In most of those studies, muscle activity was decoded in conditions of a controlled motor
task, but not during “naturalistic” behaviors. Furthermore, the long-term performance of cortical signals in decoding of muscle activity is unknown.

We studied the performance of ECoG signals recorded from the sensorimotor cortex of nonhuman primates in decoding the activity of a number of contralateral forearm muscles, in a self-paced, naturalistic reaching and grasping task, over a period of 6 months. ECoG recordings were obtained through 2 different types of subdural arrays, of different electrode diameters and inter-electrode distances. Using decoders based on the instantaneous power of a small number of frequency ranges, we found that EMG activity of multiple muscles can be decoded at high accuracy. Decoding accuracy degraded with time but re-training restored it. Even though delta range (2-4 Hz) power had the highest modulation between movement and rest, power in the high-gamma range (70-100 Hz) was the most useful for decoding EMG activity. A larger cortical coverage area and smaller diameter electrodes were associated with improved decoder performance. Finally, an inter-electrode distance of 75-150 μm seems to be associated with maximum decoder performance.

Methods

Behavioral task

Two monkeys were trained to sit calmly in a primate chair, with their head restrained at a neutral, comfortable position, facing forward. Each experimental session began with the monkey brought into the lab, seated in the primate chair. One of the arms was restrained at the elbow and at the wrist, at a neutral position (elbow flexed at a 90 degree angle, wrist straight). The experimenter presented a treat at a random location in the monkey’s extrapersonal space, within its reach; using its free arm, the monkey started from rest to reach for the treat. The treat was either kept at the location originally presented, in which case the monkey would simply reach and grab it, or was moved around inside its visual field, in which case the monkey would “chase” it for about 0.5 to 3 seconds, before finally
grabbing it. Treats were chosen to engage both finer (e.g. raisins) and coarser (e.g. apple pieces) finger movements during grabbing. After grabbing the treat, the monkey brought the treat to its mouth, either directly or, in some sessions, indirectly, following a trajectory imposed by a barrier placed on the primate chair, between its reaching space and its head. The duration of each session ranged between 30 and 60 minutes. Several 1- to 3-minute-long breaks, with the monkey being still, were taken during those sessions. ECoG and EMG were recorded during both “reaching/grasping” and “resting” periods of each recording session.

Implants and surgical procedures

Cortical implants

Two different types of cortical surface arrays of 4x8 electrodes were implanted in the 2 animals. A mini-grid had external dimensions of 15.25x28.53mm (435mm² area); platinum discs; 2mm exposed electrode diameter; 3mm inter-electrode distance; and was custom-manufactured by Ad-Tech Medical Instruments Corporation (Racine, WI USA) (Figure 1). A micro-grid had external dimensions of 7.0x13.5mm (95 mm² area); platinum-iridium contacts; 75μm exposed electrode diameter; and was manufactured by PMT Corporation (Chanhassen, MN USA) (Figure 2).
Figure 2. Schematic representation of the mini-grid array.

Figure 3. Schematic representation of the micro-grid array

Monkey X received both types of arrays, one on each hemisphere (Figure 3). After a single, bilateral, frontal craniotomy that exposed the two central gyri, the dura overlying them was incised and reflected to reveal the central sulci. Each of the arrays was placed on the pia overlying the precentral gyri, as close to the arm/hand representation as possible, based on anatomical landmarks and cortical stimulation mapping. The mini-grid was placed on the left hemisphere and the micro-grid on the right hemisphere. The arrays were then covered by the dural flap, which was sutured to the dura around the defect. A piece of autologous periosteum, extracted from the skull flap, was placed over each of the suture lines to reinforce it and prevent cerebrospinal fluid leakage. The skull flap was then placed over the two implants and secured with acrylic cement. Connectors were secured on the skull with acrylic cement and enclosed in a titanium casing that was also attached to the skull with cement and skull screws. Several of the skull screws were electrically connected and served as ground leads. Monkey C received a micro-grid array on its right hemisphere, using a similar technique; for technical reasons, the array was placed anterior to the convexity of the precentral gyrus (Figure 3). Steroids were administered parenterally 24 hours and immediately before each of the implant surgeries.
Figure 4. Schematic representation of the subdural array implants used in the two animals. Dimensions are approximately to scale.

**Muscle implants**

In separate surgeries, intramuscular, subcutaneously-routed, EMG wires were implanted on several upper extremity muscles. EMG wires were inserted through the epimysium and brought in contact with the surface of the muscle belly, without penetrating it. Monkey X was implanted with 3 wires in each of the following muscles in the right upper extremity: abductor pollicis longus (APL), extensor digitorum for the 2\(^{nd}\) and 3\(^{rd}\) finger (ED23), flexor digitorum superficialis (FDS), biceps, triceps, deltoit (posterior segment), pectoralis major, teres major; also, 3 wires in each of the following muscles in the left upper extremity: extensor digitorum communis (EDC), extensor digitorum ulnaris (EDU), flexor carpi radialis
(FCR), flexor carpi ulnaris (FCU), biceps, triceps, deltoid (posterior segment), pectoralis major. Monkey C was implanted with 2 wires in each of the following muscles in the left upper extremity: extensor carpi ulnaris (ECU), EDC, extensor carpi radialis (ECR), brachioradialis (BR), FCR, APL, triceps, deltoid (posterior segment). Connectors to the EMG wires were placed in the titanium casing, and secured with acrylic cement.

Muscles were grouped in 2 groups, proximal and distal: proximal muscles were those whose effector joint was the elbow or shoulder, and distal muscles were those whose effector joint was the wrist or the metacarpophalangeal joint. Proximal muscles included biceps, triceps, deltoid, perctoralis major and teres major. Distal muscles included APL, ED23, FDS, EDC, FCR, FCU, ECU, APL, ECR and BR.

**Recordings**

Simultaneous electrocorticographic (ECoG) and contralateral EMG recordings were made during performance of the reaching task, in the booth. The ECoG recordings comprised signals from all 32 electrodes of a single array; those were recorded single-ended (relative to tissue ground) using two 16-channel ZC-16 headstages (Tucker-Davis, Alachua, FL) and two 16-channel, DC-coupled g.USB amplifiers (g.tec medical engineering Gmbh, Schiedlberg, Austria). The EMG recordings comprised single-ended signals from all EMG wires, recorded on another two 16-channel, DC-coupled g.USB amplifiers. Sampling of both ECoG and EMG signals was done at 24 bit resolution, sampled at 4 Ks/sec, with no filtering. The data from amplifiers were streamed to a personal computer through a USB 2.0 link, then stored and visualized in real-time using a custom-made Matlab-based graphical user interface.

**Analysis**

All analyses were performed using custom software written on Matlab v7.11.0 (The MathWorks Inc., 2010).
Pre-processing of EMG and ECoG signals

Bipolar EMG signals were derived from single-ended recordings by sample-by-sample subtraction. When more than 2 signals from the same muscle were recorded, the 2 better ones (in terms of noise and artifacts) were selected. Bipolar EMG signals were then converted to root mean square (RMS) EMG. The temporal resolution at which RMS-EMG was computed was 25 ms. Each RMS-EMG signal was then normalized between the values of 0 and 1 (equal or greater than the 99.9th percentile of that RMS-EMG’s values).

For each RMS-EMG signal, epochs when muscle activation occurred were semi-manually determined, resulting in a number of EMG activity-onset and offset triggers. That method consists of manually setting an EMG activation threshold based on visual inspection of EMG signals during the entire recording session; EMG onset and offset triggers are then determined automatically, by threshold crossings. Only triggers that followed a rest period of at least 3 seconds and activation period of at least 2 seconds were accepted, to avoid re-triggering on ongoing EMG activity.

By visually inspecting the ECoG recordings, channels or recording epochs with excessive noise or artifacts were excluded. The common average reference (CAR) was then calculated, by averaging the single-ended ECoG recordings across all channels. Just curious (this is not for the thesis; if you remember, let’s just discuss it) – if the array covered a very large area of cortex, would you calculate the CAR from a subset of the electrodes within a certain distance from the recording electrode? Or is it common for ECoG signal processing to subtract out the average across the entire array? Unipolar, CAR-corrected ECoG was derived by subtracting the CAR from the single-ended recording of each channel. Laplacian ECoG was also derived by subtracting from the single-ended ECoG from each electrode, the average of single-ended ECoG from the electrodes surrounding it (Figure 4).
Figure 5. Schematic representation of the surface Laplacian derivation. The signal from each “active” electrode (dark-colored circles) is re-referenced relative to the average of signals from surrounding “reference” electrodes (light-colored circles). Depending on the location of the active electrode on the array, there are 2, 3 or 4 reference electrodes.

**Instantaneous ECoG power**

In order to generate the time-series of ECoG power at different frequencies, the raw ECoG signal was band-pass filtered in a number of pre-determined frequency ranges: 2-4 Hz (delta), 4-8 Hz (theta), 8-12 Hz (alpha), 15-25 Hz (beta), 35-50 Hz (low gamma), 70-100 Hz (high gamma). Hilbert transform was applied to the filtered data, to produce the analytic amplitude at that frequency and power was derived by squaring the analytic amplitude. Power time series were then binned at 25 ms. The local motor potential (LMP) was also derived, as the running average of the raw ECoG signal at each electrode, binned at 25 ms. There were a total of 7 power features per ECoG channel.

**Visualizing muscle activity-related ECoG power changes**

In order to visualize and quantify ECoG power changes related to EMG activity on different muscles, a time-frequency map of average ECoG power on each channel was computed, around EMG activity-onset and -offset triggers. Because ECoG power drops quickly with increasing ECoG frequency, and in order to avoid masking power changes in higher-frequencies by the, much larger, ones in lower-frequencies, ECoG power at each frequency was adjusted by ECoG power (in that frequency) during times when no
muscle activity occurred. Those “rest times” were determined by applying a manually-defined EMG level threshold on the rectified EMG signal; times when rectified EMG was above threshold continuously for more than 500 ms, were termed as “movement”, and the remaining times as “rest” (Figure 5).

This was done by calculating the z-score of ECoG power, at a specific frequency, against rest, defined as the running difference between ECoG power \( P \), at a given time point, and mean ECoG power at rest, divided by the standard deviation (SD) of ECoG power at rest:

\[
z = \frac{P - \text{mean}(P_{\text{rest}})}{\text{SD}(P_{\text{rest}})}
\]

The z-score of 2 normal distributions, in our case of power at times around the onset (or offset) of EMG activity and at rest, is a measure of their “separability”, or distance between their means in units of the
SD of one of them. Time-frequency maps were generated by averaging ECoG power z-score vectors after aligning them at EMG-onset and EMG-offset triggers.

**Correlations among ECoG features and among EMG signals**

In order to examine whether there are ECoG features that are highly correlated, correlation coefficients (CCs) were computed among the time-courses of all ECoG features. Those included CCs among ECoG power across all frequency ranges, on the same ECoG electrode, and CCs among ECoG power across all ECoG electrodes, for a given frequency range. CCs were finally computed among the time-courses of all RMS-EMG signals.

**ECoG-EMG regression**

Linear regression was used to build a multi-variate predictive model of ECoG power and phase features on each of the EMG signals. Because of the presence of multicollinearity among ECoG features partial least squares (PLS) regression was performed (Abdi 2010). PLS finds the direction in the predictor (ECoG features) space that explains the maximum variance direction in the response (EMG activity) space. The Matlab Statistics Toolbox function ‘plsregress’ was used, which is based on a method described in (de Jong 1993).

In order to determine the number of PLS components that provide an optimal fit to the EMG data, PLS models of various numbers (2 to 10) of PLS components were generated from various lengths sections (1 to 10 minutes) of recording sessions. Mean squared error (MSE) was calculated, using 10-fold cross-validation, on data from the same recording session (Mosteller 1948). MSE values from each of the models with different numbers of PLS components were then correlated to the number of PLS components, as well as to the length of the section used to compute the PLS model. The number of PLS components and the section duration associated with the minimum MSE were used to compute PLS
models. We found that 6 PLS components and a minimum training duration of 3 minutes were associated with minimum MSEs in all three arrays.

**Training and testing of ECoG-EMG decoders**

For each EMG signal, 10 linear decoders were computed from 10 randomly selected 3-minute-long, continuous segments, from a given recording session (the “training sets”).

$$B_i = \text{plsregress}(f_{ECoG}, EMG_i)$$

Where $B_i$ is the regression matrix, $f_{ECoG}$ are the ECoG features and $EMG_i$ is the actual EMG signal.

Each decoder was then tested on unused data from the same recording session as the training set, or on entire recording sessions from subsequent or preceding days (the “testing sets”).

$$rEMG_i = f'_{ECoG} \times B_i$$

Where $rEMG_i$ is the reconstructed EMG signal and $f'_{ECoG}$ are the ECoG features of the test recording.

When the training and testing sets were from different recording sessions, features that were not present on both sessions (e.g. different “noisy” ECoG channels on different days) were removed during the evaluation of the decoders. The interval, in days, between the session used for the training set and the session used for the testing set, as well as the age of the cortical implant at the time of recording of the training set session were registered.

In each case, the resulting reconstructed EMG (rEMG) signal was compared to actual EMG by computing the CC, the percent variance explained ($R^2$) and the root mean square error (RMSE) between rEMG and EMG, henceforth termed quality of reconstruction (QoR) measures:

$$CC_i = \text{corrcoef}(EMG'_i, rEMG'_i)$$

$$R^2_i = CC_i^2$$
\[ RMSE_i = \sqrt{(EMG'_i - rEMG'_i)^2} \]

**Effect of ECoG derivation and ECoG-EMG time delay**

The decoders were tested on data recorded on the same session as those used for their training with each of 2 ECoG signal derivations (unipolar re-referenced by the common average and Laplacian).

The decoders were also tested with each of a number of different ECoG-EMG time delays, that ranged between -2000 ms (EMG preceding ECoG) and 2000 ms (ECoG preceding EMG), in 50 ms steps. To normalize performance across different EMG signals and recording sessions, the CC between actual EMG and reconstructed EMG for each decoder at a given ECoG-EMG delay was divided by the CC of the same decoder with no ECoG-EMG delay.

**Drop-channel and drop-feature analysis**

In order to examine the relative contribution of ECoG channels and ECoG features to decoding accuracy, QoR measures were calculated for decoders that were trained with increasingly less ECoG channels or with all but one ECoG features, and tested on data recorded on the same day. The order at which ECoG channels were dropped from the training set was determined using a “best goes first” strategy, i.e. the channel whose dropping was associated with the largest reduction in QoR (while all others were used) was dropped first; the two “top-performing” channels were dropped next, etc. ECoG features were dropped one at a time, across all channels.

**Effect of cortical surface coverage area**

In order to determine whether the area of cortical surface coverage has an effect on QoR, we repeated the drop-channel analysis described above, this time consecutively dropping entire columns or rows, to compile QoR vs area relationships. To normalize performance across different EMG signals and recording sessions, a QoR measure for a given EMG signal derived from a partial array montage was divided by that derived from a full array montage, using data from the same training and testing sets.
Effect of electrode diameter

In order to determine whether exposed electrode diameter has an effect on QoR, independently of electrode density and the area covered by the arrays, we compared the decoding performance of montages of the mini-grid and the micro-grid array that were matched in electrode number and coverage area. The mini-grid array montage consisted of a contiguous 2x4-electrode array section; that section covered an area of 25 mm² (approximately the same area as a micro-grid) and included 8 electrodes. A total of 12 mini-grid montages were considered, which is the maximum number of different contiguous 2x4 sections that can fit in the 4x8 array. The micro-grid array montage consisted of 8 (out of the 32) electrodes; each of those 8 electrodes was randomly selected among a group of four neighboring electrodes in the original array (Figure 6). A total of 50 different micro-grid montages were considered. Decoders were then trained using these mini-grid and micro-grid montages, from data recorded at 4 similar implant ages for both arrays (at about 15 days, 55 days, 80 days and 110 days post-implant), against muscles that were implanted on both the left and right arm of monkey X (pectoralis major, deltoid, biceps, and triceps). For each pair of recording sessions with the 2 arrays, matched for implant age, a total of 12 mini-grid decoders and 50 micro-grid decoders per muscle were generated.

Figure 7. The 2 types of subdural arrays (mini-grid, micro-grid), overlaid. The cortical surface covered by 1 mini-grid electrode roughly corresponds to that covered by 4 micro-grid electrodes.
**Effect of training-testing interval and implant age**

In order to determine what the impact of the time interval between the training and the testing set was on QoR, CC between actual and reconstructed EMG, for a given EMG signal, associated with a certain train/test set interval was divided by that CC, for the same EMG signal, when the test set came from the same recording session as the train set. This was done separately for each electrode array. A similar approach was followed to test the effect of implant age on decoding performance, comparing that to the decoding performance at the earliest time data were recorded for each array.

**Results**

A total of 16 recording sessions were performed with monkey C, with the micro-grid array, between 3 weeks and 5 months after the array’s implantation. With monkey X, 19 sessions involved the mini-grid array (2 weeks to 6 months post-implantation), and 27 sessions involved the micro-grid array (2 weeks to 4 months post-implantation).

**ECoG changes related to onset and offset of muscle activity**

EMG activity was associated with ECoG signal changes that were different for different ECoG frequencies, and were visible in single trials. For example, power in the beta range (15-25 Hz) was higher during periods of rest and suppressed during periods of increased EMG activity, whereas power in the high gamma range (70-100 Hz) exhibited the opposite behavior (Figure 7).
Figure 8. Example of ECoG power changes associated with EMG activity and rest. (Left) Time course of Laplacian-derived ECoG power in the beta range (15-25 Hz) from a micro-grid electrode, shown in the top row, and of simultaneously recorded EMGs from a number of contralateral upper extremity muscles. Next to each EMG signal, the correlation coefficient between EMG and beta ECoG power is shown. (Right) Time course of power in high gamma range (70-100 Hz) from the same micro-grid electrode and of EMGs from the same muscles, during a different segment of the recording.

In all three arrays, ECoG on many electrodes displayed a stereotypical pattern of ECoG changes with the onset and ending of muscle activity. For example, in the mini-grid, low frequency (LF) components, i.e. <10 Hz, and high frequency (HF) components, i.e. >30 Hz, increased in power up to 300 ms before the onset of EMG activity, whereas intermediate frequencies (IF), i.e. 12-25 Hz, decreased in power before EMG onset (Figure 8). Similar ECoG changes were seen in the micro-grid recordings as well (Figure 9). On some channels, IF exhibited a rebound starting at around 200-300 ms after the end of EMG activation (Figure 10).
Figure 9. Time-frequency plot of average ECoG power changes associated with onset of contraction of the contralateral deltoid; ECoG was recorded with a mini-grid array covering a large part of the sensorimotor cortex (see inset at bottom of figure), 2 weeks after implantation. Each panel represents an electrode of the array. In each map, warm colors denote increase in power relative to a "resting baseline", cold colors denote decrease; power changes are shown in z-score units. (Top-left inset) Average of deltoid EMG around the onset of contraction. A total of 118 "onset triggers" were used to compile the EMG average, as well as each average map.
Figure 10. Time-frequency plot of average ECoG power changes in the micro-grid array, associated with onset of contraction of the contralateral deltoid. Each panel represents an electrode of the array. In each map, warm colors denote increase in power relative to a "resting baseline", cold colors denote decrease; power changes are shown in z-score units. (Top-left inset) Average of deltoid EMG around the onset of contraction. A total of 43 "onset triggers" were used to compile the EMG average, as well as each average map.

Figure 11. Time-frequency plot of average ECoG power changes associated with the ending of contraction of the contralateral deltoid; ECoG was recorded with a mini-grid array covering a large part of the sensorimotor cortex (see inset at bottom of figure?), 2 weeks after implantation. Each panel represents an electrode of the array. In each map, warm colors denote increase in power relative to a "resting baseline", cold colors denote decrease; power changes are shown in z-score units. (Top-left inset) Average of deltoid EMG around the end of muscle contraction. A total of 169 "end triggers" were used to compile the EMG average, as well as each average map.

Time-frequency maps of ECoG activity associated with onset of EMG activity on different muscles were similar. For example, the T-F map for deltoid activation (Figure 8) was very similar to that for APL activation (Figure 11), even though those two muscles exhibited little co-contraction (CC between deltoid and APL EMG was 0.34) (Figure 12).
Figure 12. Time-frequency plot of average ECoG power changes associated with onset of contraction of the contralateral APL; ECoG was recorded with a mini-grid array covering a large part of the sensorimotor cortex (see inset at bottom of figure??), 2 weeks after implantation. Each panel represents an electrode of the array. In each map, warm colors denote increase in power relative to a "resting baseline", cold colors denote decrease; power changes are shown in z-score units. (Top-left inset) Average of APL EMG around the onset of contraction. A total of 102 "onset triggers" were used to compile each average map.

Figure 13. Correlation coefficients between EMG signals recorded from the right upper extremity of monkey X (contralateral to a mini-grid).
Movement-related ECoG changes depended on the implant’s age. Several months after implantation, the stereotypical pattern of LF/IF/HF power changes with movement was still present, but the modulation of power in each frequency range with movement was much smaller than early after implantation (Figure 13).

Figure 14. Time-frequency plot of average ECoG power changes in the mini-grid array, associated with onset of contraction of the contralateral deltoid, 5 months after implantation.

Correlations between ECoG power and EMG activity

There were variable degrees of linear correlation between power in different frequency ranges of ECoG from a given electrode and EMG activity across the various muscles. For example, correlation coefficients between power in the beta range (15-25 Hz) and EMG on most muscles were negative (Figure 7, left panel), and that was true for many electrodes in the array (Figure 14). In contrast, power in the high gamma range (70-100 Hz) was positively correlated with EMG activity (Figure 7, right panel); that was the case for most array electrodes (Figure 15). The correlation of EMGs with high gamma was
stronger than that with beta (compare the CC scales in (Figure 14) and (Figure 15). By normalizing individual CCs by the maximum CC on a given electrode, we found that ECoG-EMG relationships on an electrode are simply scaled versions of those of many other electrodes (Figure 16).

Figure 15. Correlations between beta range ECoG power on a micro-grid array and EMGs from contralateral upper extremity muscles. Panels represent the location of array electrodes, as arranged on the cortical surface. In each panel, arrows represent the (negative) correlation coefficients between beta (15-25 Hz) ECoG power on that electrode and each of 8 EMG signals. Longer arrows are associated with more negative CCs.
Figure 16. Correlations between high-gamma range ECoG power on a micro-grid array and EMGs from contralateral upper extremity muscles. Panels represent the location of array electrodes, as arranged on the cortical surface. In each panel, arrows represent the (positive) correlation coefficients between high gamma (70-100 Hz) ECoG power on that electrode and each of 8 EMG signals. Longer arrows are associated with larger CCs. Notice the difference in scale between high-gamma and beta CCs (shown in the previous figure).
Figure 17. Normalized correlations between high-gamma range ECoG power and EMGs from contralateral upper extremity muscles. Panels represent the location of array electrodes, as arranged on the cortical surface. In each panel, arrows represent the (positive) correlation coefficients (CCs) between high gamma (70-100 Hz) ECoG power on that electrode and each of 8 EMG signals, normalized by the maximum CC on that electrode. ECoG-EMG relationships on an electrode are simply scaled versions of those of many other electrodes.

Correlations among ECoG power features

The time courses of power at different frequencies of ECoG recorded on a given electrode of the microgrid were correlated, at varying degrees (Figure 17, Figure 18). The time course of the local motor potential was correlated with that of LF (<10 Hz) power, while the time course of LFs was positively correlated with that other neighboring frequencies in the LF range, as well as that of power of HFs. Frequencies in the HF range were positively correlated to each other. The time course of power in IFs (12-25 Hz) was weakly anti-correlated with that of all other frequencies.
Figure 18. Correlation coefficients (CC) between time series of ECoG power at different frequencies, on the same electrode, in a micro-grid array. Average CC across all electrodes of the micro-grid array of monkey X, calculated over 10 recording sessions. LMP: local motor potential.

Figure 19. Correlation coefficients (CC) between time series of ECoG power at different frequencies, on the same electrode, in a mini-grid array.
ECoG power at a given frequency was correlated across different electrodes, in both the micro-grid (Figure 19) and the mini-grid (Figure 20). Interestingly, CC values were similar between the 2 types of arrays, despite their different inter-electrode distances. These findings suggest that there is significant co-linearity between ECoG features, at a given frequency, across electrodes.

Figure 20. Correlation coefficients (CC) between time series of ECoG power at a given frequency across different electrodes of a micro-grid array. Average (+/- SD) CC across all electrode combinations of the micro-grid array of monkey X, calculated from 10 recording sessions. LMP: local motor potential.

Figure 21. Correlation coefficients (CC) between time series of ECoG power at a given frequency across different electrodes of a mini-grid array. Average (+/- SD) CC across all electrode combinations of the mini-grid array of monkey X, calculated from 10 recording sessions. LMP: local motor potential.
**Correlations among EMG signals**

Correlation coefficients among different EMG signals ranged between 0.05 and 0.6 for the left arm of monkey X (contralateral to a micro-grid) (Figure 21), between 0.12 and 0.62 for the left arm of monkey X (contralateral to a mini-grid) (Figure 12) and between 0.1 and 0.68 for the left arm of monkey C (contralateral to a micro-grid) (Figure 22).

![Figure 22. Correlation coefficients between EMG signals recorded from the left upper extremity of monkey X (contralateral to a micro-grid).](image)

![Figure 23. Correlation coefficients between EMG signals recorded from the left upper extremity of monkey C (contralateral to a micro-grid).](image)
Decoding of EMG activity

Decoders trained with short segments of simultaneous ECoG-EMG data were able to reconstruct contralateral EMG activity from ECoG recorded at a different time. EMG signals from different muscles were reconstructed at different levels of fidelity (Figure 23). Decoder performance was higher for distal muscles than for proximal muscles, but that difference did not reach statistical significance: across all 3 arrays, average CC for proximal muscles was 0.69, and for distal muscles 0.71 (p=0.02). The average peak CC value was 0.73 (range 0.61-0.88) for the mini-grid in monkey X, 0.74 (range 0.64-0.81) for the micro-grid in monkey X, and 0.54 (range 0.42-0.64) for the micro-grid in monkey C.

Figure 24. Example of decoding of EMG activity from 2 upper extremity muscles from contralateral ECoG signals recorded by a mini-grid array. Training of these 2 decoders was performed with data recorded approximately 1 month after implantation of the array, and testing with data recorded 1 week after their training.
Effect of signal derivation

There was no effect of the type of signal derivation (unipolar with common average re-referencing or Laplacian) on decoder performance. The mean difference in RMSE between the two derivations for the mini-grid in monkey X was 1.2±0.16% (p=0.34), for the micro-grid in monkey X was 1.7±0.19% (p=0.29) and for the micro-grid in monkey C was 1.46±0.17% (p=0.26).

Effect of ECoG-EMG delay

Decoder performance depended on the delay between ECoG and EMG signals. For the mini-grid array in monkey X, the optimal delay was ECoG preceding EMG by 50-100 ms (Figure 24). For the micro-grid in monkey X optimal performance was attained when ECoG preceded EMG by 50-100 ms and for the micro-grid in monkey C when ECoG preceded EMG by 100-200 ms.

Figure 25. Effect of ECoG-EMG delay on decoder performance, for the mini-grid array in monkey X. Correlation coefficient (CC) between actual EMG and reconstructed EMG for a decoder at a given ECoG-EMG delay was divided by the CC of the same decoder for no EMG-ECoG delay. Those relative CCs were then averaged across all decoders, for recordings involving the mini-grid array. Shown is the mean(+/- 2SD) relative CC as a function of ECoG-EMG delay (negative delays: EMG precedes ECoG, positive delays: ECoG precedes EMG). There was a significant effect of delay on CC (p<0.005); CCs between -50 and 250 ms were significantly higher than CCs at all delays.
other delays (p values between <0.01 and p<0.007). Peak performance was attained at a delay of +50ms (dashed line)

**Contribution of ECoG features to decoding**

In all arrays, dropping of any one of the 7 ECoG features per channel used in the decoders was associated with a reduction in decoder performance, seen as an increase in the RMSE between the actual and reconstructed EMG activity (Figure 25). Among the 7 features, power in the high gamma range (70-100 Hz) was the feature whose dropping was associated with the largest increase in RMSE, and therefore the one that contributed the most to decoder performance, in all arrays. In contrast, the LMP was the feature that contributed the least to decoder performance, again, in all arrays.

![Graph showing change in root mean square error (RMSE) of EMG reconstruction](image)

**Figure 26.** Change in root mean square error (RMSE) of EMG reconstruction when each of 7 ECoG features is dropped from the decoders, from the case when all 7 features are used. Average (+/-SD) change was calculated across all decoders. In all three array types, dropping of the high-gamma (70-100 Hz) feature was associated with the largest increase in RMSE (p<0.001) and of the local motor potential with the smallest (p<0.01).

**Effect of channel count**

As expected, increasing the number of ECoG channels included in the decoder had a positive impact on decoder performance, in all three arrays (Figure 26). Interestingly, increasing the number of included
channels beyond 15 had minimal effect. It should be noted, however, that those were the 15 “best performing” channels.

![Graphs showing impact of increasing ECoG channels on decoder performance](image)

Figure 27. Impact of increasing the number of ECoG channels on decoder performance. Shown is the mean (+/-SD) of the CC between actual and reconstructed EMG for a given decoder, normalized by the CC when all 30 channels are used in that decoder, averaged across all decoders for each array.

**Effect of array surface area**

The presence of 2 types of arrays over symmetric locations in the 2 hemispheres of monkey X allowed us to directly compare the effect of a number of geometric features of the arrays on decoder performance.

By considering increasingly larger sections of the entire array we found that decoder performance was proportional to the extent of cortical coverage. For the micro-grid array, that relationship was overall linear, but that linearity was interrupted by 4 peaks that corresponded to sections of the array with the largest possible medio-lateral length (the length of the entire array) (Figure 27). For the, larger, mini-grid array decoder performance increased rapidly with increasing coverage up to an area of 70 mm²; beyond that level, only moderate increases in performance occurred (Figure 28). We then examined
separately the effect on decoder performance of increasing the medio-lateral length (parallel to the central sulcus) of the rectangular area covered and of increasing the postero-anterior width (perpendicular to the central sulcus). Increasing either dimension led to improved decoder performance, for both the micro-grid (Figure 29) and the mini-grid array (Figure 30). However, in both arrays, increasing M-L length was more effective than increasing A-P width (Figure 31) and (Figure 32). Furthermore, in the mini-grid array, increasing the M-L length beyond 11-12 mm and the A-P width beyond 5 mm offered little improvement in decoder performance (Figure 32), whereas that relationship in the micro-grid array was more linear (Figure 31).

Figure 28. Impact of area of cortical coverage on decoder performance, for the micro-grid array. Shown is the average (+/- SD) ratio of the correlation coefficient (CC) (between actual and reconstructed EMG) for a given area of contiguous cortical coverage to the CC for the maximum coverage. For many coverage area values there were multiple array sections that fit within the overall mini-grid array, thus the need for calculating mean CC values. The arrows pointing at local maxima, denote coverage area values that correspond to 8-electrode-long (longest) array sections. The left-most maximum corresponds to an array section with a width of 1 row of electrodes, the second to a section with 2 rows, etc. The right-most maximum (CC=1) corresponds to the full array.
Figure 29. Impact of area of cortical coverage on decoder performance, for the mini-grid array. Shown is the average (+/- SD) ratio of the correlation coefficient (CC) (between actual and reconstructed EMG) for a given area of contiguous cortical coverage to the CC for the maximum coverage. For many coverage area values there were multiple array sections that fit within the overall mini-grid array, thus the need for calculating mean CC values. The arrows pointing at local maxima, denote coverage area values that correspond to 8-electrode-long (longest) array sections. The left-most maximum corresponds to an array section with a width of 1 row of electrodes, the second to a section with 2 rows, etc. The right-most maximum (CC=1) corresponds to the full array.

Figure 30. Impact of the length and width of the cortical area covered on decoder performance, for the micro-grid array. Performance is estimated by CC at a given combination of length and width, relative to CC at the full array, and is represented by the color scale. The longer or wider the array, the better the decoder performance.
Figure 31. Impact of the length and width of the cortical area covered on decoder performance, for the mini-grid array. Performance is estimated by CC at a given combination of length and width, relative to CC at the full array, and is represented by the color scale. Notice that the CC increases rather abruptly beyond the array length of 11 mm, for all array widths.

Figure 32. Impact of the length and width of the cortical area covered on decoder performance, for the micro-grid array. Performance for a given array length (left panel) is estimated by the average (+/- SD) CC associated with that length, across all width values, relative to CC associated with the full array; same for a given array width (right panel). Notice the almost linear increase of CC with length or width. As is the case with the mini-grid, increasing the length of the micro-grid has a larger impact on decoder performance than increasing the width.
Figure 33. Impact of the length and width of the cortical area covered on decoder performance, for the mini-grid array. Performance for a given array length (left panel) is estimated by the average (+/- SD) CC associated with that length, across all width values, relative to CC associated with the full array; same for a given array width (right panel). Notice the steep increase of CC with length, up to 11-14 mm.

Effect of electrode diameter

We compared the decoder performance of the two types of arrays in monkey X, when an equivalent cortical area (5x11 mm) and the same electrode counts (8) were considered, across a range of implant ages. The micro-grid performed better than the mini-grid array in all 4 muscles examined; micro-grid’s performance, in terms of CCs between actual and reconstructed EMG, was about 14% higher (Figure 33).
Figure 34. Effect of electrode diameter on decoder performance. Each of the four panels to the left shows decoder performance (mean+/-SD CC between actual and reconstructed EMG activity) of 12 mini-grid (exposed electrode diameter 1 mm) and 50 micro-grid (75 μm) area- and electrode count-matched montages, for each of 4 EMG signals that were common among mini-grid and micro-grid recordings. Performance was evaluated at 4 different implant ages (15, 55, 60 and 110 days after surgery). The far-right panel shows the performance of the micro-grid montages, normalized by that of the mini-grid montages, across all EMG signals and implant ages.

**Effect of implant age**

Depending on muscle, peak correlation coefficients between actual EMG and reconstructed EMG for decoders trained and tested with data recorded in the same session ("retraining") ranged between 0.64-0.89 for the mini-grid in monkey X (Figure 34), 0.66-0.82 for the micro-grid in monkey X (Figure 35), and 0.42-0.66 for the micro-grid in monkey C (Figure 36). Decoding performance after retraining was highest early after implantation and slowly declined thereafter. For the mini-grid in monkey X, it had decreased by 30% 140 days after it was first measured (Figure 34), whereas for the micro-grid in the same monkey, it had decreased by 25% 90 days after it was first measured (Figure 35). Finally, for the micro-grid in monkey C, it had decreased by 22% 140 days after it was first measured (Figure 36).
Figure 35. Performance of decoders trained and tested with data from the same recording session, at different implant ages, for mini-grid recordings with monkey X. (Top) Correlation coefficient between actual EMG and reconstructed EMG as a function of implant age, for different EMG signals. Each data point corresponds to the performance of one decoder, trained and tested on different data recorded on the same day. The dotted horizontal line denotes chance level. (Bottom) Average of CC at a given implant age, relative to CC at the earliest age after implantation, across all EMG signals. Also shown are the linear least-squares fit, its equation and the correlation coefficient between relative CC and implant age.
Figure 36. Performance of decoders trained and tested with data from the same recording session, at different implant ages, for micro-grid recordings with monkey X. (Top) Correlation coefficient between actual EMG and reconstructed EMG as a function of implant age, for different EMG signals. Each data point corresponds to the performance of one decoder, trained and tested on different data recorded on the same day. The dotted horizontal line denotes chance level. (Bottom) Average of CC at a given implant age, relative to CC at the earliest time after implantation, across all EMG signals. Also shown are the linear least-squares fit, its equation and the correlation coefficient between relative CC and implant age.
Figure 37. Performance of decoders trained and tested with data from the same recording session, at different implant ages, for micro-grid recordings with monkey C. (Top) Correlation coefficient between actual EMG and reconstructed EMG as a function of implant age, for different EMG signals. Each data point corresponds to the performance of one decoder, trained and tested on different data recorded on the same day. The dotted horizontal line denotes chance level. (Bottom) Average of CC at a given implant age, relative to CC at the earliest time after implantation, across all EMG signals. Also shown are the linear least-squares fit, its equation and the correlation coefficient between relative CC and implant age.
Decoder performance and test-train interval

Decoding performance was inversely proportional to the interval between the train and test sets. Highest performance was attained when training and testing was done on different data from the same recording session (interval of 0 days); it declined by increasing the interval between the train and the test set. It reached chance-levels after 50-60 days for the mini-grid in monkey X (Figure 37), after 35-40 days for the micro-grid in monkey X (Figure 38), and after 40-60 days for the micro-grid in monkey C (Figure 39). The rate of decline in EMG-rEMG CC with increasing the train-test interval was 0.7-1% per day.

![Graph showing EMG-rEMG CC vs. train-test interval for monkey X, mini-grid.](image1)

![Graph showing linear trend for EMG-rEMG CC and train-test interval.](image2)
Figure 38. Effect of train-test interval on decoder performance, for the mini-grid array in monkey X. (Top) Correlation coefficient (CC) between actual EMG and reconstructed EMG from decoders that were trained with ECoG and EMG data recorded at different times before or after their testing. Interval "0" corresponds to training and testing performed on different data recorded on the same day. Each data point corresponds to average CC from a variable number of train-test pairs (for example, there were a total of 15 pairs at interval 0, 10 at interval 1 etc), for a given EMG signal. The dotted horizontal line denotes chance level. (Bottom) Weighted average of CC associated with different train-test intervals, relative to CC at time 0, across all EMG signals. Also shown are the linear least-squares fit, its equation and the correlation coefficient between relative CC and train-test interval.
Figure 39. Effect of train-test interval on decoder performance, for the micro-grid array in monkey X. (Top)

Correlation coefficient (CC) between actual EMG and reconstructed EMG from decoders that were trained with
ECoG and EMG data recorded at different times before or after their testing. Interval "0" corresponds to training
and testing performed on different data recorded on the same day. The dotted horizontal line denotes chance
level. (Bottom) Weighted average of CC associated with different train-test intervals, relative to CC at time 0,
across all EMG signals. Also shown are the linear least-squares fit, its equation and the correlation coefficient
between relative CC and train-test interval.

Figure 40. Performance of decoders trained and tested with data from the same recording session, at different
implant ages, for micro-grid recordings with monkey C. (Top) Correlation coefficient between actual EMG and
reconstructed EMG as a function of implant age, for different EMG signals. Each data point corresponds to the performance of one decoder, trained and tested on different data recorded on the same day. The dotted horizontal line denotes chance level. (Bottom) Average of CC at a given implant age, relative to CC at the earliest time after implantation, across all EMG signals. Also shown are the linear least-squares fit, its equation and the correlation coefficient between relative CC and implant age.

**Discussion**

**EMG activity-related ECoG changes**

We found that different frequency ranges in the ECoG exhibited different behavior relative to EMG activity. Power in low frequencies (LF, <10 Hz) and high frequencies (HF, >30 Hz) increased during times of increased EMG activity, compared to times of rest, whereas the opposite happened with power in intermediate frequencies (IF, 15-25 Hz) (Figure 8). This pattern was seen in both the mini-grid and the micro-grid array (Figure 9), and agrees with the description of movement-related spectral changes seen in human EEG (Pfurtscheller and Lopes da Silva 1999) and ECoG studies (Miller et al. 2007). These changes occurred at around the onset of increased EMG activity and were reversed after the return of the latter to resting levels (Figure 10). Their spatial distribution did not show any preference for specific muscles (compare (Figure 8) and (Figure 11)).

These spectral changes are thought to represent the result of 2 closely associated processes: movement-related desynchronization of the correlated firing of neurons in the beta (15-25 Hz) range, which is manifested as IF suppression, and movement-related increase in neuronal firing rates and/or spiking synchrony that is manifested as an increase in HF power (Zanos 2009) or in a broad-band spectral increase that involves LF as well as HF ECoG components (Miller et al. 2009).

In some electrodes, a rebound of IF power at above resting levels was seen about 200-300 ms after the end of EMG activation (Figure 10); this “post-movement beta rebound” has been described in human
EEG studies (e.g. Pfurtscheller et al. 1996; Salmelin et al. 1995) but, to the best of our knowledge, this is the first time reported in the nonhuman primate. The beta rebound is thought to represent a process of active “inhibition” of the motor cortex and the uncoupling of cell assemblies formed during the planning and execution of movement. In addition to movement, beta rebound follows the termination of motor imagery (Pfurtscheller et al. 2005), and has been suggested as a suitable feature for a “brain switch”, with the aim of detecting a predefined brain state in ongoing brain activity (Pfurtscheller and Solis-Escalante 2009).

Finally, these EMG activity-related spectral changes became less pronounced with time, across all frequencies (Figure 13). This effect must be related to a tissue reaction to the presence of the subdural implant, that has been shown to start developing over a period of 2-4 months after implantation (Griffith and Humphrey 2006; Yuen et al. 1987). Interestingly, no particular frequency range was spared from that effect.

**Correlations between ECoG power and EMG activity**

The tight temporal relationship between EMG activity and ECoG power could be seen in individual trials and was quantified by calculating correlation coefficients (CCs) between the time course of EMG activity in individual muscles and the time course of ECoG power at different frequency ranges (Figure 7). Those CCs were generally negative for IFs (Figure 14) and positive for LFs and HFs (Figure 15).

As was the case with EMG activity-related ECoG changes, discussed earlier, there was no obvious preference of ECoG activity on a given cortical site for one or more upper extremity muscles, neither any evidence for cosine-like tuning of ECoG activity across different muscles (Figure 16). It is known that a cosine tuning function best captures the relationship between cortical activity, including single neuron activity, LFPs and ECoG power, and upper extremity direction in a reaching task (Anderson et al. 2012; Heldman et al. 2006; Moran and Schwartz 1999). However, there is no evidence that the cosine
function is a good approximation for the relationship between cortical activity and EMG activity of upper extremity muscles. In contrast, most studies that attempted to decode EMG activity from cortical signals used linear filters (Carmena et al. 2003; Cherian et al. 2011; Flint et al. 2012b; Nazarpour et al. 2012). The relationship between muscle activity and joint torque or hand position, in a complex, multi-joint task like free reaching and grasping, is far from linear (Brochier et al. 2004; Gonzalez et al. 2010). The linear filter may thus be seen as a “high-level” approximation of a more complex relationship between neural signals and EMG that involves linear and nonlinear components.

**Correlations among ECoG power**

Even though different ECoG frequencies exhibit distinct relationships with EMG activity and movement, they are not themselves independent of each other. We found that there was significant co-linearity in the time courses of different ECoG frequencies, that formed 2 “clusters”: (1) frequencies in the LF and HF ranges were positively correlated among themselves and to each other, and (2) frequencies in the IF range were positively correlated among themselves and negatively correlated to either LFs or HFs (Figure 17 and Figure 18). This suggests that the stereotypical dissociation between IF and LF/HF components seen around movement holds for rest as well. It also suggests that a small number of selected frequency ranges might be enough to capture much of the variability in spectral ECoG changes occurring during naturalistic reaching behavior. Based on these findings, we decided to use power in the following 7 frequency ranges as features for decoding of EMG activity: 2-4 Hz (delta), 4-8 Hz (theta), 8-12 Hz (alpha), 15-25 Hz (beta), 35-50 Hz (low gamma), 70-100 Hz (high gamma).

Such co-linearities were also observed across power signals from separate cortical sites (Figure 19, Figure 20). Power in frequencies in the beta range (15-25 Hz) was the most redundant across both the mini-grid and the micro-grid arrays. Interestingly, peak CCs, at the beta range, in the micro-grid array were smaller than peak CCs in the mini-grid array, which covered a much larger area, even though it is
known that EEG and ECoG signal correlation falls with distance (Nunez 2000; Towle et al. 1999). The mini-grid array electrodes have a large diameter (2 mm) and therefore capture summed activity from large populations of neurons. It is conceivable that when large numbers of neurons are contributing to the ECoG signal, local signal differences among neighboring cortical areas are suppressed “suppressed” implies some active process; isn’t it more that the local signals contributing less to the recorded ECoG? and the common signal components become more prominent. In sensorimotor cortex, these common signal components are mostly comprised by the widespread beta range oscillations (Murthy and Fetz 1992; 1996b), thus the larger peak CCs over the beta range.

Finally, the presence of all these co-linearities among ECoG power time courses poses certain constraints in the attempt to decode EMG activities. In multiple linear regression, co-linearities among the independent variables often cause the estimated coefficients to be unstable and the predictions by the regression models to be poor. In these cases, the partial least squares (PLS) approach is often used, which was the linear modeling method we adopted (Abdi 2010; Wold et al. 1984).

**Decoding of EMG activity**

Using linear models with a maximum of 224 independent variables (7 ECoG features x 32 channels), we were able to reconstruct the time course of EMG activity of several upper extremity muscles, at varying levels of accuracy. The average CC between actual and reconstructed EMG (rEMG), at 25-ms temporal resolution, was \( \sim 0.7 \) (\( R^2=0.49 \)), across all muscles and electrode arrays, with a chance level of 0.2 (\( R^2=0.04 \)). This figure is slightly lower compared to prior studies that used either spikes or LFPs, or both, to reconstruct EMG activity (Carmena et al. 2003; Cherian et al. 2011; Flint et al. 2012b; Flint et al. 2012c; Nazarpour et al. 2012; Pohlmeyer et al. 2007) add Santucci reference , and even lower than studies that used spikes and/or LFPs to reconstruct kinematics (Donoghue 2008; Green and Kalaska 2011; Nicolelis and Lebedev 2009; Santhanam et al. 2006; Schwartz et al. 2006). The lower performance
in EMG decoding than in decoding of kinematic variables may be related to the lower bandwidth of the latter (Mannard and Stein 1973). Similarly, the slightly lower performance than other EMG decoding studies may be, in part, related to the finer temporal resolution used in our study (25 ms, instead of 50 or 100 ms), and therefore higher bandwidth. Another potential reason is the fact that ECoG is probably less representative of neuronal activity, which bears the closest relationship to EMG, than intracortical LFPs; ECoG electrodes lie at a greater distance from cortical neurons and they tend to have larger exposed diameters, which make the recorded fields less spatially specific.

Activities of proximal and distal muscles were decoded at approximately the same accuracy level, in agreement with other similar studies (e.g. Carmena et al. 2003; Flint et al. 2012b). This is compatible with anatomical “mixing” of muscle fields, both in terms of cortical stimulation-elicited muscle responses and of neuronal activity-EMG relationships, for which there is substantial evidence (Craggs et al. 1976; Dum and Strick 2005; Godschalk et al. 1995; He et al. 1995; Raos et al. 2004; Raos et al. 2006; Rathelot and Strick 2006; Sato and Tanji 1989; Senanarong et al. 2004; Stark et al. 2007).

Using an ECoG signal derivation rather than single-ended ECoG signals themselves was deemed important, to avoid contamination by EMG, in high frequencies, or by movement-related artifacts, in low frequencies. Both surface Laplacian (e.g. Fitzgibbon et al. 2013) and common average re-referencing (e.g. Goncharova et al. 2003) are effective at reducing contamination of EEG by non-neural sources. Such re-referencing methods also suppress volume conduction effects (Holsheimer and Feenstra 1977), thereby magnifying the contribution of local cortical activity on the decoding of EMG. We found that these methods were equally effective in that regard.

Maximum decoder performance was reached when a delay of 50-200 ms was introduced between the ECoG and the EMG signals, with ECoG preceding EMG (Figure 24). Several other studies have found that decoder performance is optimal at similar delays between the neural and the kinematic or kinetic
signals, with the neural signal preceding (Chao 2010; Cherian et al. 2011; Flint et al. 2012a; b; Kubanek et al. 2009; Miller et al. 2009; Pohlmeyer et al. 2007; Schalk et al. 2007). This suggests that ECoG from sensorimotor cortex contains information about upcoming movement or EMG activity and can be used to control an effector device in a behaviorally useful manner. The CCs between actual and reconstructed EMG activities observed in our study, around 0.7, are likely sufficient to control FES in a BCI setting. Even though no BCI using FES as the output has been used with arm muscles, there are a few examples of FES applied to lower extremity muscles. In a recent study, effective FES was obtained with EEG features that showed smaller CCs to EMGs of individual muscles, in the range of 0.45-0.6 (Do et al. 2012). Furthermore, it is expected that in the closed-loop case, BCI performance would be higher than in the open-loop case (Carmena et al. 2003).

Contribution of ECoG features to decoder performance

In the linear decoders used in this study, HF (>35 Hz) components of the ECoG were the most informative of the time course of EMG activity, in all 3 arrays (Figure 25). This agrees with similar analyses reported elsewhere (Cherian et al. 2011; Flint et al. 2012a; Flint et al. 2012c; Heldman et al. 2006; Kubanek et al. 2009; Schalk et al. 2007). High frequency ECoG has been hypothesized to reflect, or to be correlated with, localized cortical neuronal activity (Crone et al. 2006). The combination of strong correlation to EMG activity (Figure 15) and relative independence across neighboring cortical areas (Figure 19 and Figure 20) likely underlie the consistently increased contribution of HFs in the decoding of kinetic or kinematic variables.

On the other hand, the contribution of the local motor potential (LMP) to decoder performance was surprisingly small, given findings from other reports (reviewed in Schalk and Leuthardt 2011). The reasons for this discrepancy are unclear. It is likely that the Laplacian derivation used in our study, in contrast to the common average reference used in other studies, could be removing a significant
portion of this low bandwidth feature. The physiological origin of the LMP is unknown and the LMP has not yet been used in closed-loop BMI applications.

Impact of array geometry on decoder performance

The use of 2 different types of subdural arrays, with different dimensions, electrode densities and electrode sizes, in this study allowed us to explore the impact of a number of features related to the arrays’ geometry on the performance of decoders. First, the more electrodes used in the decoders, the better decoder performance was (Figure 26). Interestingly, in all 3 arrays, the inclusion of more than 15 electrodes did not significantly alter performance; the 15 “best” electrodes accounted for about 90% of the latter. Given that the performances of the mini-grid and the micro-grid arrays in monkey X were very similar, it is safe to say that no more than 20 electrodes at a density of 1/mm^2, which was that of the micro-grid array, are needed to decode EMG activity at a reasonable level. Increasing electrode density beyond that level is unlikely to generate significant gains in performance, as the estimated spatial resolution of subdural ECoG is about 1 mm (Freeman et al. 2000). The location of the array might be more important, given that the performance of the micro-grid array in monkey C, which was placed more posteriorly, was inferior to that of the same array type in monkey X.

In both the mini-grid and the micro-grid arrays, medio-lateral (along the central sulcus) coverage of the sensorimotor cortex was more effective than postero-anterior (perpendicular to the central sulcus) (Figure 32) and (Figure 31), suggesting that extensive coverage along the sulcus is more desirable than extensive coverage across the gyrus. This is possibly related to the fact that many cortico-motoneuronal (CM) cells lie along the posterior bank of the central sulcus (Fetz and Cheney 1980) and Smith & Fetz2, and that firing of CM cells has a higher correlation to EMG activity than firing of non-CM cells (Griffin et al. 2008). Furthermore, it has been found that intracortical local field potentials exhibit lower correlation coefficients to each other and, therefore, less redundancy, along the medio-lateral direction than along
the antero-posterior direction (Murthy and Fetz 1996a). This finding suggests that in designing more efficient ECoG arrays for the sensorimotor cortex of the monkey, those should be elongated, and should be placed along the central sulcus.

Finally, we found that small diameter electrodes (75 μm, micro-grid array) were associated with better decoder performance than large diameter electrodes (2 mm, mini-grid array), when electrode count, electrode density and cortical coverage area had been factored out (Figure 33). Larger surface electrodes sum neural activity from larger cortical areas, potentially undersampling the cortical signals. In addition, a large, metal, electrode placed on the cortex will create an equipotential surface underneath the electrode, which may affect the weak electrical fields in the superficial layers produced by neuronal activity.

**Impact of implant age and test-train interval on decoder performance**

The cortical and muscle implants were functional for a total of 4-6 months. During that time, we were able to test the impact of (cortical) implant age, as well as of a wide range of test-train intervals, on decoder performance. We found that performance of the decoders after re-training declined linearly with implant age, decreasing by ~5% per month for the mini-grid array (Figure 34) and by ~8% per month for the mico-grid array (Figure 35). One of the main tissue responses to the presence of subdural arrays is thickening of the dura around and beneath the array (Yuen et al. 1987), essentially encasing the array in connective tissue and increasing its distance from the cortical sources of the recorded signals. Doesn't this affect the high-frequency components, which contribute more to the decoder, more because they become harder to record the lower frequency components? The higher rate of decline for the micro-grid array might be related to the larger impact of source-electrode distance on recordings through small diameter electrodes than through larger diameter electrodes (Nelson et al. 2008). An additional reason for worsening performance with increasing implant age is the declining quality of EMG
signals. Our experience has shown that subcutaneous muscle implants perform well up to 3-6 months after surgery. After that time EMG quality degrades, something that would affect decoder performance independently of age-related changes in the cortical signals.

Decoders trained and tested on separate days performed worse as the train-test interval increased. The linear rate of decline was 0.7-1% per day, resulting in the decoders performing at chance levels after 40-60 days. This performance decline was steeper than that reported in a long-term study in which kinematic parameters were decoded from cortical signals up to 6 months after decoder training (Chao 2010). One of the reasons for such a discrepancy might be related to the much higher bandwidth of EMG compared to that of kinematics. In fitting a high bandwidth, noisy signal with linear decoders with large numbers of independent variables, as in our case, there is good chance for overfitting (Abdi 2010). A decrease of decoder efficacy over time was also observed with neural populations and movement kinematics (Wessberg et al. 2000). Finally, this decay of open-loop decoder accuracy could be countered by closed-loop BMI control (Carmena et al. 2003).
Chapter 3: Effects of repetitive electrical cortical surface stimulation on the electrode-tissue interface, cortical excitability and spontaneous cortical activity

Introduction

Electrical cortical surface stimulation (ECS), the delivery of electrical stimuli to the cortex through subdural or epidural electrodes, has a long history in experimental and clinical neurosciences. It was the first method used to explore the association between cortical location and motor movement. Bartholow was the first to test and document the motor effects of ECS in humans, at the end of 19th century (Morgan 1982). His observations were precursors to more detailed human cortical mapping studies by Penfield (Penfield 1950; Penfield and Boldrey 1937), who coined the term “cortical homunculus”. Sherrington, in the late 19th and early 20th century, first provided a detailed description of the motor responses elicited by ECS in nonhuman primates, compiled response localization maps of the cerebral hemispheres and gave a first account of how stimulation itself alters cortical excitability (Sherrington 1911). At a later time, Woolsey described the primate motor homunculus as a composite of the maps of many individuals and made observations on the inter-subject variability and the temporal stability of those maps (Woolsey et al. 1952).

For several decades, recording and stimulating through surface electrodes has seen primarily clinical use, in the pre-operative planning (Duffau 2007) and intra-operative monitoring (Berger et al. 1990) of cortical resection surgeries for tumor or intractable epilepsy. Over the past decade however there has been increased interest in electrocorticographic (ECoG) potentials, among researchers of human neurophysiology (Hatsopoulos and Donoghue 2009b) and brain-machine interfaces (Schalk and Leuthardt 2011). ECoG has advantages over other commonly used methods for studying brain activity, as it combines minimal invasiveness with increased spatial and temporal resolution, over EEG and fMRI.
respectively. On the other hand, brain stimulation in the context of BMIs has recently emerged as a method to deliver “sensory” feedback signals directly into the brain, by-passing an injured efferent pathway (Dobelle 2000; O’Doherty et al. 2011; O’Doherty et al. 2012; Romo et al. 2000; Romo et al. 1998) or to induce activity-dependent cortical plasticity which could “re-wire” an injured cortical area (Jackson et al. 2006a; Rebesco et al. 2010). Surface electrodes are theoretically an attractive means of accessing the cortex for both recording and stimulation in clinical BMI systems, but the extent to which they can chronically deliver ECS safely and effectively delivered is unknown. There is very little knowledge of the effects of prolonged ECS on the properties of the electrode-tissue interface, on cortical excitability and on cortical activity.

Methods

Experiment timeline

Bipolar stimulation was delivered through subdural or epidural electrodes, with the monkey sitting quietly in a primate chair. Several short-term (6 minutes) and prolonged (30 minutes) stimulation sessions were performed. On each session involving one of the subdural arrays, the tested electrode received stimulation at a constant rate (2, 3, 4 or 5 Hz). Stimulus intensity was at 80% of MEPT, defined as the minimum current intensity at which at least 50% of stimuli led to an identifiable MEP response. A total of 5 electrodes were tested on the mini-grid subdural array, and 4 on the micro-grid subdural array, at all 4 stimulation rates. On each session involving the epidural array, a different electrode received ECoG activity-dependent stimulation for 30 minutes, at a variable rate (average rate across sessions: 1.9-2.7/sec). Stimulus intensity was at 80% of MEPT. A total of 11 epidural electrodes were tested.

Electrode impedance and in some cases, MEPT were measured on most electrodes (stimulating and non-stimulating) of the tested array, before and at various times after stimulation. Ten to thirty minute-long ECoG signal recordings were also performed at those times. In the short-term stimulation sessions,
only impedance was measured, immediately before and after stimulation, and 1, 2 and 3 minutes later. In the prolonged stimulation sessions, impedance was measured and ECoG was recorded immediately after stimulation, and 12-24 and 24-48 hours later. MEP thresholds were determined in a subset of the prolonged stimulation sessions with the micro-grid subdural array (at stimulation rates of 2 and 5/sec).

Four additional stimulation sessions with the micro-grid subdural array were performed, in which suprathreshold stimuli were delivered at a constant rate (2, 3, 4 or 5/sec) for a total of approximately 7500 stimuli, while MEPs were being recorded.

**Behavioral task**

The monkey sat calmly in a primate chair, in front of a computer screen, with both its forearms comfortably resting at the monkey’s sides, flexed at the elbow; both wrists were restrained. In one variation of this task, one hand rested inside a manipulandum connected to a 3-D torque transducer. The transducer registered radial/ulnar deviation, flexion/extension, and pronation/supination wrist torques. The three torque components (R/U, F/E and P/S) controlled the vertical position, the horizontal position and the rotation of a rectangular cursor, respectively. The monkey was rewarded for not producing any wrist torques, by holding the cursor inside a “resting” target box. This setup was used for testing and measuring isometric wrist torques elicited by cortical stimulation through electrodes in the contralateral hemisphere, before and after a conditioning session.

In the second variation of this task the monkey had an accelerometer (MMA7341L, Pololu Robotics and Electronics) taped to the back of each hand. A cursor, one for each hand, represented the root mean squared output of each accelerometer. The monkey was rewarded for not generating arm acceleration, by holding the cursor inside a “resting” target box.
Implants

Details on the arrays, muscle implants, the surgical procedures, and the cortical and EMG recording techniques are given in chapter 1.

Electrical stimulation

Electrical stimuli were delivered to a given cortical electrode through a biphasic stimulus isolator (BSI-1, BAK Electronics, Stanford, FL), driven by a pulse generator (Master-8, A.M.P.I., Jerusalem, Israel). The pulse generator was triggered by a computer running Simulink-based custom-made software. Each stimulus was a biphasic, symmetric pulse, of 0.2ms pulse width. Stimulation was bipolar; neighboring electrodes were always used.

Measurement of electrode voltage

Electrode voltage was monitored by recording the voltage developed by the stimulator between the active electrode and the stimulation return, during delivery of the constant current stimulus pulses (Figure 1). The input resistance of the amplifier was 2 GOhm, much higher than the electrode resistance.

![Figure 41. Voltage developed across a subdural electrode during delivery of constant-current, symmetric, biphasic pulses. Stimulation parameters: pre-stimulation electrode impedance 35 KOhm, current intensity 2.4 mA, pulse...](image-url)
width 0.2 ms, stimulation rate 5 sps. The voltage trace is truncated for reasons of clarity; in this case, peak voltage amplitude was 65 V.

**Measurement of electrode impedance**

A standard technique for performing electrode impedance spectroscopy was used (Barsoukov and Mcdonald 2005). Briefly, a low intensity (1 μA) sinusoid current of slowly changing frequency (from 2 Hz to 1 KHz, covered in 60 sec), was delivered in constant-current mode between the active electrode and the stimulation return. The current trace, as well the trace of the voltage developed between the active electrode and the return were registered by an amplifier. At very low current intensities the electrode can be assumed to operate under linear conditions. The electrode impedance at a specific frequency can then be calculated with Ohm’s law (Figure 2, Figure 3). All impedance values used in this paper were evaluated at 1KHz.

![micro-grid array](image)

*Figure 42. Electrode impedance spectrum for several electrodes of the micro-grid subdural array.*
Figure 43. Electrode impedance spectrum for several electrodes of the micro-grid subdural array.

Stimulation for testing evoked torques/motor-evoked potentials (MEPs)

Stimuli for testing thresholds for evoked torques or MEPs were delivered when the monkey performed the “arm resting” task. Evoked isometric torques were elicited by trains of stimuli delivered to selected electrodes. Each train consisted of 17 biphasic pulses, at 333/sec. Stimulus-evoked torques were registered and digitized by a personal computer, and displayed on a screen. Current intensity was progressively increased; 5-10 stimulus trains per current intensity step were delivered.

Motor-evoked potentials were elicited by single-pulse stimuli delivered to selected electrodes, at a rate of 2/second, at progressively increasing current intensities. Evoked EMG activities from the contralateral arm and forearm were recorded and MEPs were displayed in real-time. A total of 50-75 stimuli per current intensity step were delivered.

In each case, stimulus intensity-response curves were compiled. Response was defined as the peak-to-trough amplitude of the average MEP on a selected muscle (the same for each tested electrode), between 5 and 20ms after the stimulus, or the peak-to-trough amplitude of the average evoked pronation-supination torque, between 30 and 150 ms after the end of the stimulus train. MEP
responses elicited at times when the monkey was generating EMG activity at the time of stimulus
delivery were excluded by the analysis.

**Estimation of ECoG signal power**

The data from each 10 to 30-minute-long ECoG recording were segmented into 5-sec-long epochs
(24000 samples per channel). The power spectral density (PSD) function of the signal from each epoch
was estimated using the periodogram method, between 4 and 100 Hz. Frequencies below 4 Hz were
not included in the analysis because they were particularly affected by movement artifacts; frequencies
above 100 Hz were not included either because they were assumed to be close to the noise floor. The
average power spectrum of a signal from a given electrode across an entire file was generated by taking
the mean of spectra across all epochs. Spectral components around 60 Hz (line noise) were replaced by
linear extrapolation between the corner frequencies 58 and 62 Hz.

In order to quantify the effects of stimulation on ECoG signal power at different frequencies, we
grouped together frequencies that are thought to be generated by distinct physiological mechanisms
(Buzsaki and Draguhn 2004). The PSD function of ECoG signals follows an inverse power law (1/f)
(Freeman et al. 2000) which is thought to be the result of the physical architecture of neuronal networks
and the limits in the speed of neuronal communication imposed by conduction velocity and synaptic
delays(Nunez 1995). The slope of this 1/f relationship depends on ambient noise, recording conditions
and reflects random spectral variability that is not related to electrical stimulation (Figure 4, top).
Figure 44. Spectral whitening reduces random variability in power spectra. (Top) Power spectra of the signal from a subdural array electrode, from 2 consecutive days. No stimulation has occurred between the 2 recordings. (Bottom) Whitened power spectra.

In order to remove the 1/f component from the PSD (spectral whitening), we first fitted the 1/f function to the PSD:

\[
y = a + b \frac{1}{f^n}
\]

Fitting was performed using the Matlab Curve Fitting Toolbox, with a nonlinear least squares regression model; bounds for the value of \( n \) were set to [0,5]. The fit line tracked the 1/f trend in the original PSD (Figure 5, top). The whitened spectrum was generated by subtracting the fit line from the original PSD (Figure 5, middle). The frequency axis was then segmented into 5 frequency ranges: 4-8 Hz (theta), 8-12 Hz (alpha), 15-25 (beta), 25-35 (low gamma), 65-100 (high gamma). The whitened spectrum, at a given frequency, represents the amount of PSD power exceeding or being less than the 1/f component, at that
frequency. Averaging the whitened spectrum across each of these frequency ranges produced one ECoG power value per range (Figure 5, bottom). The random variability introduced by the 1/f slope is minimized in the whitened spectrum (Figure 4, bottom).

Figure 45. Power spectral density (PSD) function and spectral whitening of an ECoG signal. (Top) Log-log plot of the average PSD function of the signal from an ECoG electrode during a 30-min-long recording (blue line), and the 1/f fit to it (red line). For details on the fit function, see text. (Middle) The PSD function after whitening, by subtracting the 1/f component from the original PSD. Shown are the spans of 6 frequency ranges: theta (4-8 Hz), alpha (9-12 Hz), low beta (13-19 Hz), high beta (20-35 Hz), low gamma (40-55 Hz), high gamma (70-100 Hz). (Bottom) Average "whitened" signal power across the 6 ranges. A positive (or a negative) value represents power that exceeds (or is less than) that of the 1/f component at that frequency range.
**Histology**

The animal was sedated with intramuscular Ketamine HCl (20 mg/kg) and Nembutal (100 mg/kg) was administered IV to induce a surgical anesthetic plane. Transcardial perfusion was accomplished using room temperature saline (0.9% normal) followed by 10% neutral buffered formalin via a gravity feed apparatus. The brain was removed; tissues were sectioned, digitally imaged (NIKo Cool-pix), and subsequently processed for histology. Routine histological tissue sections (7μm) were stained with Hematoxylin and Eosin and evaluated. Additional sections were stained with glial fibrillary acidic protein (GFAP) stain and luxol fast blue (LFB) stain. Photomicrographs were obtained using a Nikon Digital Sight DSU1 and were processed through NIS-Elements F 2.20 software.

**Results**

**Transient increase in electrode impedance with short-term stimulation**

During the short-term stimulation sessions, electrode impedance increased transiently. This increase was observed in the micro-grid array (Figure 6), as well as the mini-grid array (Figure 7). These increases involved both stimulated and non-stimulated electrodes. Impedance increase was generally higher for the micro-grid than the mini-grid (Figure 8). Impedance returned to pre-stimulation levels at about 3 minutes after the end of short-term stimulation (Figure 8).
Figure 46. Changes in electrode impedance during short-term (6 min) stimulation, in several electrodes of a micro-grid subdural array. Different colors correspond to different stimulated electrodes.

Figure 47. Changes in electrode impedance during short-term (6 min) stimulation, in several electrodes of a mini-grid subdural array. Different colors correspond to different stimulated electrodes.
Figure 48. Average change in electrode impedance with short-term stimulation, with respect to baseline levels, for the 2 tested subdural arrays. The change in electrode impedance, with respect to baseline levels, was significant immediately after stimulation (p<0.01), at 1 minute post-stimulation (p<0.01) and at 2 minutes post-stimulation (p=0.07). It was not significant at 3 minutes post-stimulation (p NS). The change in impedance for the micro-grid array was significantly larger than for the mini-grid array immediately after stimulation (p<0.01), at 1 minute post-stimulation (p<0.01) and at 2 minutes post-stimulation (p=0.03).

During stimulation, these transient impedance changes manifested themselves as a gradual increase in the peak electrode voltage, with successive stimuli (Figure 9). This increase was more noticeable during stimulation through the micro-grid array, and involved primarily the second, charge-balancing phase (Figure 10). The change in peak electrode voltage reached a plateau after 400-500 stimuli for micro-grid electrodes, whereas no obvious plateau was seen for mini-grid electrodes, within the 6 minutes that these sessions lasted.
Figure 49. Averages of 10 consecutive, electrode voltage sweeps, at different times in a stimulation session through a micro-grid array electrode.

Figure 50. Dependence of peak electrode voltage on the number of stimuli delivered, during short-term stimulation at a constant rate of 5 Hz, through a micro-grid array electrode. Peak voltage is shown separately for the first ("push") phase (top panel), and the second ("pull", or charge-balancing) phase (bottom panel). Each point represents average voltage from 10 successive stimuli. Peak electrode voltage during the second phase seems to plateau after about 400-500 stimuli.
Long-lasting drop in electrode impedance with prolonged stimulation

In prolonged stimulation sessions, electrode impedance dropped, in all electrode arrays. That drop was specific to the stimulating electrode in the epidural array (Figure 11), but occurred on additional, non-stimulating, electrodes in both the mini-grid (Figure 12) and the micro-grid (Figure 13) subdural arrays. There was no difference in the impedance change for prolonged stimulation between the different stimulus rates.

![Diagram](image.png)

**Figure 51.** Average (+/- 2SE) changes in impedance of epidural stimulating and non-stimulating electrodes, at various times after the end of prolonged (>3 hrs) stimulation: immediately after stimulation ("post-stim"), at least 12 hours later and at least 24 hours later. Impedance immediately after stimulation was significantly lower than pre-stimulation at the stimulating electrodes (p<0.001) but not at the non-stimulating electrodes (p NS). There was a statistically significant effect of time of measurement on the impedance of the stimulating electrodes (p<0.001); impedance gradually returned to baseline levels within 24-48 hours after stimulation.
Figure 52. Average (+/- 2SE) changes in impedance of mini-grid subdural electrodes at various distances from the stimulating electrode, at various times after the end of prolonged (>3 hrs) stimulation sessions: immediately after stimulation ("post-stim"), at least 12 hours later and at least 24 hours later. Impedance immediately after stimulation was significantly lower than pre-stimulation, for electrodes at all distances (p between 0.03 and <0.001). Electrodes at smaller distances from the stimulating electrode showed larger impedance changes (p=0.008). There was a statistically significant effect of time of measurement on impedances of electrodes at all distances (p=0.01), with the largest change from baseline occurring immediately after stimulation.
Figure 53. Average (+/- 2SE) changes in impedance of micro-grid subdural electrodes at various distances from the stimulating electrode, at various times after the end of prolonged (>3 hrs) stimulation: immediately after stimulation ("post-stim"), at least 12 hours later and at least 24 hours later. Impedance immediately after stimulation was significantly lower than pre-stimulation, for electrodes at all distances (p between 0.03 and <0.001). Electrodes at smaller distances from the stimulating electrode showed larger impedance changes (p<0.001). There was a statistically significant effect of time of measurement on impedances of electrodes at all distances (p<0.001), with the largest change from baseline occurring immediately after stimulation.
Long-lasting increase in MEP thresholds with prolonged stimulation

Prolonged, repetitive cortical stimulation of the micro-grid subdural array led to a significant increase in MEPT. This increase was maximal immediately after stimulation (35-55%); it became progressively smaller within 48 hours, but had not returned to pre-stimulation levels by the end of that period (Figure 14). It was largest at the stimulating electrodes and became progressively smaller for electrodes at increasing distances from those. A stimulation rate of 2 Hz was associated with a marginally larger MEPT increase than a stimulation rate of 5 Hz; the difference was not statistically significant (Figure 15).

![Figure 54](image)

Figure 54. Change in MEP thresholds (MEPT) during prolonged repetitive cortical stimulation, for different stimulation rates. Average % change in MEPT from pre-stimulation level, for electrodes at different distances from stimulating electrode, for a stimulation rate of 2 Hz (left panel) or 5 Hz (right panel). The change in MEPT was larger for the 2-Hz rate compared to that for the 5-Hz rate, for all electrode distances (p between 0.001 and 0.055).

When cortical stimulation was delivered at threshold-intensity, a progressive decrease in the amplitude of the MEP was seen over the course of 30 minutes (Figure 16). This progressive decrease was seen in all stimulation rates tested (2, 3, 4 and 5 Hz).
Figure 55. Time evolution of MEPs and their amplitude during the duration of repetitive, threshold-intensity, cortical surface stimulation through a subdural array. (Top): Average MEPs during different time periods of a stimulation session, in which stimuli were delivered at a rate of 3Hz. The bright blue sweep was compiled from the first 1286 stimuli, the bright red from the last 1286 stimuli in that session. The two vertical dashed lines denote the segment of the sweep over which MEP amplitude was calculated. (Middle): Average MEP amplitudes during the same stimulus count periods. MEP amplitude was calculated as the sum of the first (negative) and second (positive) phase of the average MEP, for that time period. (Bottom): Average MEP amplitudes during similar stimulus count periods (each bar representing approximately 1280 stimuli), in 3 separate sessions where repetitive stimulation was delivered at rates of 2, 4 and 5 Hz.

Long-lasting changes of spontaneous ECoG signal power with prolonged stimulation

Prolonged repetitive stimulation led to changes in the power of the recorded ECoG signals, in several frequency ranges (Figure 17). Those changes occurred on the stimulating electrodes, as well as on many non-stimulating electrodes (Figure 18).
Figure 56. Power spectrum change on a stimulating electrode, after a prolonged stimulation session. (Top) Power spectra before (pre-stim) and after (post-stim) stimulation. (Middle) Whitened spectra. (Bottom) Average whitened spectral power across 6 frequency ranges, before and after stimulation.
Figure 57. Change in power across an entire array, with bipolar stimulation between 2 neighboring electrodes (arrows, at electrodes 5 and 6). Power changes in three different frequency ranges are shown: 4-8 Hz (bottom), 13-19 Hz (middle), 40-55 Hz (top). Cold colors denote decrease in power, warm colors denote increase in power. Grey squares correspond to electrodes with no ECoG signal. Inter-electrode distance in the mini-grid subdural array is 2 mm. This is from the same experiment as the one in the previous figure.

ECoG power changes on nearly all frequency ranges were maximal immediately after stimulation, and returned closer to pre-stimulation levels 24 hours later. In addition, not all frequencies were affected in the same way. Signal power in the theta (4-8 Hz), alpha (9-12 Hz), low beta (13-19 Hz) and high beta (20-35 Hz) decreased on average, while power in the low gamma (40-55 Hz) and high-gamma (70-100 Hz) ranges increased (Figure 19). Similar effects were seen in the subdural mini-grid and the subdural micro-grid array.
Figure 58. Change in ECoG signal power in an epidural array as a function of time relative to stimulation. Each curve represents the average (+/- 2SEM) change in power relative to its pre-stimulation level, immediately after stimulation (post) and 24 hours later. Each panel corresponds to power in a different frequency range. A total of 27 experiments went into calculating the pre-post change, and 9 into the pre-24 hours change. Power changes immediately after stimulation were significantly different than zero for all frequency ranges (p<0.001). Power changes at 24 hours after stimulation were still significantly different than zero for all ranges (p<0.001), except high gamma (p=0.067).

Finally, ECoG power changes, in all frequency ranges, were maximal on the stimulating electrodes, becoming progressively smaller on electrodes at increasing distances from the stimulating ones. This effect was seen in the epidural (Figure 20), as well in the subdural arrays. Independently of frequency, power change fell to 20% of its peak magnitude, at the stimulating electrodes, at a distance of 5-7 mm from the stimulating electrodes for the epidural array (Figure 20), at a distance of 4-5 mm for the subdural mini-grid array, and at a distance of 2-2.5 mm for the subdural micro-grid array.
Figure 59. Change in ECoG signal power in an epidural array as a function of distance from the stimulating electrodes. Each curve represents the average (+/- 2SEM) change in power at a certain distance from the midpoint between the 2 neighboring stimulating electrodes, normalized by the average change in power on the 2 stimulating electrodes. The different panels correspond to different frequency ranges. The relative power change showed a strong dependence on distance (p<0.001 for all frequency ranges). It fell to the 20% of its peak magnitude at the stimulating electrodes at around 5-7 mm from them.

Histological changes around subdural arrays

Two sets of specimens were examined. One set came from cortex underneath the subdural micro-grid array that had received stimulation, and the second from cortex underneath the subdural micro-grid array that had not been stimulated.

At gross necropsy, both subdural implants were found to be encased by proliferative, fibrous tissues contiguous with the dura (2 cm in length and 0.5 cm in thickness) and epidural space. Inflammatory exudate was present within the calvarial implant and epidural space surrounding the arrays, but it was effectively walled off from the parenchyma of the brain by proliferative tissue. Tissues encasing the older array were thicker than those encasing the newer array. Histology of the para-array proliferative tissue demonstrated marked dural thickening by dense fibrous tissue. Within fibrous tissues, there were multifocal lymphoid aggregates organized into follicles, aggregates of hemosiderin laden macrophages, and regions of severe inflammatory cell infiltrates composed predominantly of plasma cells admixed
with neutrophils, lymphocytes, histiocytes, and multinucleated giant cells (MNGC’s). Implant material present within histological sections demonstrated a MNGC foreign body inflammatory response.

Luxol fast blue staining showed no gross-scale differences in the degree of myelination or neuronal density between the cortical area beneath the electrode array that received stimulation (“lesion”) and cortical tissue underneath the array that had not received stimulation (“control”) (Figure 21). Glial fibrillary acidic protein staining showed slightly increased glial tissue at the lesion (Figure 22), whereas H&E staining showed no gross-scale differences in neuronal density between the lesion and the control (Figure 23).

![Figure 60. Luxol fast blue stain of cortical tissue of sections (A) from immediately beneath the subdural array, and (B) from a distant to the array site. There is no gross difference in myelination or in neuronal density between the two sections. Both taken at effective x100 magnification.](image)
Figure 61. GFAP stain of cortical tissue of sections (A) from immediately beneath the subdural array, and (B) from a distant to the array site. There is increased GFAP reactivity in the section from the implanted site, something that suggests astrocytic activation. Both taken at effective x40 magnification.

Figure 62. H&E stain of cortical tissue of sections (A) from immediately beneath the subdural array, and (B) from a distant to the array site. There is no gross different in neuronal density between the two sections. Both taken at effective x100 magnification.
Discussion

Effect on the electrode-tissue interface

We found that stimulation caused a transient increase in electrode impedance. This change was manifested as a gradual, within 3-4 minutes, increase in the peak voltage developed by the stimulator ($V_{\text{STIM}}$), in order to deliver each current pulse through the stimulated electrode. When the duration of stimulation was short (6 minutes), impedance returned to pre-stimulation levels within 2-3 minutes. This transient increase in impedance likely reflects the gradual charge accumulation across the capacitive element of the stimulating electrode, similar to the “ratcheting” of electrode potential during improperly charge-balanced electrical pulsing (Merrill et al. 2005). In our case, charge balancing was attempted through the delivery of symmetric, biphasic pulses, which is not ideal under stimulation conditions that exceed the charge-buffering capacity of the electrode. Consistent with this hypothesis, these short-term impedance changes on micro-grid electrodes, with an exposed diameter of 75 μm (small charge-buffering capacity) were significantly larger than on mini-grid electrodes, with an exposed diameter of 2 mm (large charge-buffering capacity). The presence of these short-term impedance changes during stimulation might be indicative of non-Faradaic reactions and should ideally be addressed in long-term stimulation studies. The next section (“effect on cortical excitability”) includes additional discussion on this issue.

After prolonged stimulation (>30 minutes), impedance on the stimulating electrode dropped. That drop was sustained, as it lasted for up to 24 hours post-stimulation. This effect has been described both in vitro (Newbold et al. 2004; Newbold et al. 2010; Newbold et al. 2011) and in vivo (Charlet de Sauvage et al. 1997; Lempka 2010; Weiland and Anderson 2000). In all of those studies, impedance dropped rapidly after stimulation and returned to pre-stimulation levels 12-36 hours later. The mechanism for this impedance change is not clear. An increase in cell membrane permeability through electroporation has
been proposed by several authors (Charlet de Sauvage et al. 1997; Ghosh et al. 1993; Newbold et al. 2011; Stolwijk et al. 2011; Wegener et al. 2002). The gradual polarization of the electrode might “clean” the electrode surface of adsorbed proteins and cells, which are considered responsible for causing most of the electrode-tissue interface impedance (Lempka 2010). Electroporation requires large fields, in the order of several hundreds to thousands of V/cm². In our experiments, the maximum peak voltage developed during bipolar stimulation was 60-70 V, for stimulus intensities around 5 mA. Given that the interelectrode distance in the micro-grid was 1mm, the generated field was in the 600-700 V/cm² range, which is compatible with the occurrence of electroporation phenomena.

In experiments conducted with subdural arrays, the impedance drop was not confined to the stimulating electrode pair. It was largest on the stimulating electrodes and became progressively smaller on electrodes at increasing distance from them. In contrast, the impedance drop was specific to the stimulating electrode pair in epidural arrays. Different current spread with subdural and epidural stimulation might explain this difference. In bipolar stimulation, current density under each stimulating electrode depends on electrode separation; larger separations are associated with steeper decline in current density at increasing distance from the stimulating electrode (Nathan et al. 1993a; Nathan et al. 1993b). Since bipolar stimulation was performed always between adjacent electrodes, the larger interelectrode distance in the epidural arrays (3 mm) compared to that in the subdural arrays (1-2 mm) would explain a more specific, to the stimulating electrode pair, pattern of impedance changes. Another reason may be the different volumes at which current densities above the electroporation threshold are distributed in the subdural and epidural case. Simulations have shown that stimulation through epidural disc electrodes generates a much more spatially limited current spread, both in terms of area and depth, than stimulation through subdural electrodes (Kim et al. 2011). This is probably related to the larger radial distance, as well as the presence of dura and CSF-filled subdural space, between the electrode and the cortex, in the epidural case.
The variations in absolute electrode impedance after stimulation could be related to which electrodes impedance was measured at and/or which electrodes received stimulation. Resolving this requires the construction of a multi-variable linear model, with impedance as the independent variable, and electrode IDs (stimulated or non-stimulated) as two of the dependent variables. Further analysis is needed on this issue.

Finally, it is worth noting that the impedance changes described here are unlikely to be confounded by impedance increases that occur on implanted electrodes with time and are related to reactive tissue response (Williams et al. 2007). It has been found that impedance changes related to tissue reaction occur over the first 2-3 weeks after initial implantation (Ludwig et al. 2006; Vetter et al. 2004). In our case, systematic stimulation began after more than 2 months post-implantation, during which time impedance changes due to tissue reaction should have stabilized.

Effect on cortical excitability

We found that motor-evoked potential thresholds (MEPTs) increased on micro-grid electrodes. The increase in MEPT was maximal immediately after the 30-minute-long stimulation and lasted for 48 hours. It is unlikely that the drop in impedance can explain the rise in MEPT. Constant current stimulators adjust stimulation voltage in order to deliver the same amount of current independently of changes in electrode impedance, unless the required stimulation voltage exceeds the voltage compliance of the stimulator. That would be an, unlikely, result of a rise, rather than a drop in electrode impedance.

Sherrington first described how electrical stimulation itself changed the threshold for evoking movement; he attributed those changes to “facilitation” and “fatigue” of a stable cortical representation (Brown and Sherrington 1912; Leyton and Sherrington 1917). The rise in MEP threshold can be explained, at least in part, by a stimulation-induced decrease in neuronal excitability (termed SIDNE).
SIDNE has been demonstrated with intracortical electrodes (McCreery et al. 1990; McCreery et al. 1997) and with retinal electrodes (Ray et al. 2006). In one of those studies, continuous, high-frequency (20 Hz) intracortical stimulation for 24 hours, at charge densities similar to those used in our study, produced depression of the excitability of pyramidal tract neurons lying close to the stimulating electrode; that depression lasted for 1-4 days (McCreery et al. 1986). In a related study (McCreery et al. 2002) reported that this depression of neuronal excitability can be seen after shorter (4-7-hour long) stimulation sessions, when stimulation is delivered simultaneously through several neighboring microelectrodes, but not when a single electrode is pulsed. They theorized that that could be the result of overlapping electric fields. In our experiments, stimulation was delivered through 2 neighboring surface electrodes, a setup that resembles the multi-electrode intracortical stimulation scheme of the previous study. The mechanism for such an effect is unclear, but it has to be acting on a long-term time scale. It might be related to the production of a chemical agent that exerts its inhibitory action when its concentration exceeds a certain threshold, thus the absence of this effect in single-electrode stimulation (McCreery et al. 2002). It might also be related to a stimulation-induced release of glutamate, which is known to lead to excitotoxic phenomena (Lipton and Rosenberg 1994). It might, finally, be related to a direct toxic effect of large electric fields on neurons (see discussion below).

The amplitude of the effect was marginally related to stimulation rate: 2-Hz stimulation was associated with a larger, but marginally significant, increase in MEPT than 5-Hz stimulation. When, in separate sessions, stimuli were delivered at suprathreshold intensity, the amplitude of MEPs at the end of a 2-Hz stimulation session had shown a larger decrease from baseline than a 5-Hz session (Figure 16). The effect of stimulation rate on stimulation-induced cortical inhibition or excitation is not clear. Some studies have shown that stimulation rates below 100-150 Hz lead to increased excitability (Priori and Lefaucheur 2007; Yazdan-Shahmorad et al. 2011a) (but see (McCreery et al. 2002)), whereas higher rates are associated with cortical inhibition (Anderson et al. 2007; Tranchina and Nicholson 1986;
Yazdan-Shahmorad et al. 2011a). In a different cortical stimulation modality, repetitive transcranial magnetic stimulation (rTMS) at very low frequency (1 Hz) causes prolonged depression of cortical excitability (Chen et al. 1997), whereas rTMS at higher rates (>3-5 Hz) leads to cortical excitation (Pascual-Leone et al. 1994). It is unclear, however, whether repetitive cortical surface stimulation has a similar effect on cortical excitability as rTMS.

Our results are compatible with a reduction in cortical excitability seen at low stimulation rates. What could be the mechanism for a rate-dependent effect? According to a model (Tehovnik et al. 2006; Tolias et al. 2005; Tranchina and Nicholson 1986), delivery of a depolarizing stimulus is immediately followed by a brief increase in the probability of firing, and later by a longer lasting decrease in the probability of firing. This could be related to the different local distributions and kinetics of excitatory and inhibitory postsynaptic potentials in the immediate vicinity of single pyramidal cells: local excitatory PSPs appear first after an action potential of a pyramidal cell but last for a brief period, whereas the more numerous inhibitory PSPs appear later but last longer (Douglas and Martin 2004; 2007). Stimulating at very low frequencies would allow more inhibition to manifest itself, whereas at higher frequencies the balance would shift towards excitation. At very high frequencies (>100-150 Hz), synapses might fail to depolarize fast enough to follow the stimulus train, resulting in recurrent hyperpolarization (Anderson et al. 2007).

A long-lasting rise in MEPTs could also be, partially, explained by stimulation-induced loss of cortical neurons. Several studies have examined the effect of chronic electrical stimulation on cortical histology (Geddes and Roeder 2003b; McCreery et al. 2010; McCreery et al. 1990; van Kuyck et al. 2007; Weiland and Anderson 2000; Wilks et al. 2009). They determined that for certain ranges in the stimulation parameters, neuronal injury and loss of neurons close to the stimulating electrodes occur. It has been proposed that neuronal loss might be caused by stimulation-induced production of cytotoxic chemical
species (McCreery 2004). These species are generated when charge injection exceeds the capacitive (charge storage) limit of the electrode and increasingly involves net electrode transfer (charge dissipation) across the electrode-tissue interface. Depending on the electrode material, which determines the kinetics of the electron transfer reactions, the net effect of charge dissipation can be either reversible oxidation, or irreversible corrosion. Both these “Faradaic” reactions are damaging to the tissue.

“Safety margins” for charge injection depend on a variety of factors, including electrode material, exposed electrode area, impedance, stimulus waveform shape, stimulation frequency, duty cycle type (continuous or intermittent) and duration of stimulation (Shannon 1992; Weiland and Anderson 2000). Pure platinum electrodes have been shown to undergo Faradaic reactions at relatively low charge densities, whereas platinum-iridium alloys at higher charge densities (Geddes and Roeder 2003b). Charge densities used in our experiments ranged between 0.0035 and 0.1 Cb/cm² for the micro-grid array (made of platinum-iridium), and between 2.5 \times 10^{-7} and 2 \times 10^{-6} Cb/cm² for the mini-grid array (made of platinum). The charge densities used in the micro-grid stimulation experiments exceeded the safety limits by a wide margin (Shannon 1992). Therefore, it is very likely that the increase in MEP thresholds seen in the micro-grid stimulation experiments was, at least in part, due to stimulation-induced neuronal loss. In contrast, charge densities in the mini-grid experiments were likely within safe limits. Neural injury may have only been a small contributing factor to the moderate increases in MEP thresholds seen in the mini-grid stimulation experiments.

Interestingly, no apparent decrease in neuronal density was seen in the cortical area underneath the micro-grid array, in one of the animals that was examined histologically. It is unclear whether neuronal loss that would lead to increased MEP thresholds would manifest itself histologically. The discrepancy may, however, be due to the stain used; H&E is a cellular stain, and even though it generally stains large
pyramidal cells in the deep layers well, it is missing a larger proportion of the smaller cells in the more superficial molecular and granular layers (Bancroft and Gamble 2007). Those layers might be affected more by cortical stimulation, as they are physically closer to the subdural stimulating electrodes.

**Effect on spontaneous cortical activity**

The immediate, stimulus-evoked, effects of electrical stimulation, especially intracortical, on neuronal activity are well documented (Histed et al. 2009; Jankowska et al. 1975; Logothetis et al. 2010; McCreery et al. 1986; Stoney et al. 1968; Strick 2002; Tehovnik 1996; Tehovnik et al. 2006; Tolias et al. 2005). In short, each pulse activates, both directly and synaptically, cells and fibers within a small volume around the electrode; distant cells can be activated trans-synaptically, provided they have connections to the stimulated site. Regarding the stimulus-evoked effects of ECS, (Gwinn et al. 2008) reported that ECoG power increased immediately after brief, 50-Hz stimulus trains, until about 5 sec later; that increase involved primarily high frequencies (>40 Hz). Similarly, (van ’t Klooster et al. 2011) found that ECS caused a transient (about 50 ms long) increase in the power of high-frequency ECoG. (Valentin et al. 2002) described high-frequency cortical responses, spikes and ripples, evoked by single pulse ECS. Finally, a small number of studies characterized the high-frequency after-discharges that follow ECS (Lesser et al. 1999; Lesser et al. 1984). Here, we report that power of high frequencies increases after prolonged stimulation as well, in which case it is more persistent, as it doesn’t return to pre-stimulation levels until at least 24 hours later. At the same time, power in low frequencies drops.

It has been suggested that high frequency ECoG potentials might be reflecting preferentially neuronal and synaptic activity in the outer cortical layers (e.g. Zanos 2009 and references therein). On the other hand, ECoG signals in frequencies below 30 Hz are thought to reflect activity in longer range cortico-cortical and thalamo-cortical oscillating circuits, both of which involve the large pyramidal cells of the deeper cortical layers (Steriade 2005). According to modeling and experimental studies, cathodal
stimulation of the cortical surface preferentially excites neurons and fibers that extend parallel to the electrode surface and has minimal effect on neural elements that extend perpendicular to the electrode surface (Manola et al. 2007; Nitsche and Paulus 2000; Wongsarnpigoon and Grill 2008; Yazdan-Shahmorad et al. 2011a; Yazdan-Shahmorad et al. 2011b). Superficial layers contain neuronal elements that are oriented mostly parallel to the cortical surface, whereas the deeper, pyramidal layers contain elements that lie mostly perpendicular to the cortical surface (Braitenberg and Schuz 1991; Brodmann 2009).

The pattern of ECoG power changes observed in our experiments could be explained if, in addition to producing SIDNE (discussed in the previous section), the net effect on the underlying cortex of bipolar stimulation resembles that of cathodal stimulation. Cells in superficial layers, contributing to high ECoG frequencies, get excited by surface stimulation and power in those frequencies increases. Cells in deeper layers, contributing to lower ECoG frequencies, are subjected to the effects of SIDNE without receiving sufficient excitatory drive from surface stimulation and, as a result, power in those frequencies decreases.

The effects of bipolar stimulation on the cortex underlying each of the two electrodes resemble those of anodal or cathodal unipolar stimulation, depending on which electrode is used as anode or cathode. In our experiments, bipolar stimulation was delivered through neighboring electrodes (1, 2 or 3 mm apart). In this case the two fields overlap to a large extent and it is harder to predict theoretically what the net effect of stimulation will be on the underlying cortex (Nathan et al. 1993a; Wongsarnpigoon and Grill 2008). Our findings suggest that the effects on cortical physiology of bipolar stimulation through neighboring electrodes, a technique commonly used in clinical practice (Duffau 2007), might resemble those of cathodal, unipolar stimulation.
Finally, it is worth noting that these effects were observed when stimulation was delivered independently of cortical activity and while the monkeys were resting. It is not clear whether similar effects would have occurred had stimulation been delivered during free behavior, in which case some stimuli would have been delivered during movement. The effect of stimulation on cortical excitability is dependent on the level of cortical excitability at the time of stimulation (Pell et al. 2011): larger, percentage-wise, suppression in excitability is seen when excitability is already high. Based on that, stimulation delivered during movement would be expected to produce more pronounced suppression in cortical excitability.
Chapter 4: Changes in cortical connectivity induced by cycle-triggered stimulation during cortical oscillations

Introduction

Cortical plasticity encompasses the molecular, cellular, synaptic and circuit processes that lead to changes in the structure and function of cortical networks and in the functional relationship of those networks with sensory stimuli or motor responses. An essential feature of cortical plasticity is its dependence on modification of synapses between neurons (synaptic plasticity). Synaptic plasticity is neural activity-dependent. That means that sensory stimuli or motor responses, through their associated neural activations, can themselves induce or alter cortical plasticity, by changing the efficacy of synaptic transmission between neurons. At the synaptic level, one type of synaptic plasticity requires tight temporal association between pre- and post-synaptic neuronal activity. Synaptic plasticity can be induced experimentally by appropriate delivery of electrical stimulation of the pre- and/or post-synaptic neurons.

Activity-dependent cortical plasticity is prominent during development, resulting in the normal maturation of neural circuits. It is, however, not limited to development; it persists throughout the organism’s lifetime. It is the substrate for learning and memory, the basis for the organism’s ability to adapt in response to a changing environment. Adult plasticity is also central to functional recovery after an injury that involves the nervous system. In this last case, activity-dependent plasticity is part of an array of adaptive responses that can limit the sensory or cognitive deficit or motor disability caused by the injury.

We are interested in methods for inducing and controlling cortical plasticity in vivo, by delivering electrical stimuli to the cortex, contingent upon the detection of different types of cortical neural
A mode of cortical activity whose function remains controversial is cortical oscillations, the periodically modulated level of activity of neurons in one or more cortical areas. Cortical oscillations have been suggested to play a role in synaptic transmission and in vivo synaptic plasticity. Using oscillatory signals to trigger the delivery of electrical stimulation could elucidate the role of oscillations in cortical function and the in vivo mechanisms of cortical plasticity. In addition, such methods could contribute to the development of treatments for the consequences of neural injury. In order to increase the clinical relevance of these methods, we deploy minimally invasive electrode arrays to record cortical activity and to deliver electrical stimuli to the cortex.

**Background**

**Cortical oscillations and synaptic transmission**

An oscillatory wave in the 8-12 Hz range was the first electroencephalographic pattern described, in Berger’s original work on the human EEG in 1923. Since then, a variety of cortical oscillatory phenomena have been described in different animal species, in almost every cortical and subcortical structure, under different arousal, behavioral, cognitive and pathological conditions (e.g. Niedermeyer 2005). Oscillations can be found in single cell membrane potentials and firing patterns, extracellular local field potentials and potentials recorded from the surface of the brain or from the scalp. The cortex, with its densely interconnected neuronal networks and its extensive recurrent connections with subcortical structures exhibits a wide range of oscillations, from 0.05 Hz to 500 Hz (Buzsaki and Draguhn 2004). The average amplitude of oscillatory components in the cortical field potential is inversely proportional to their frequency (Freeman et al. 2000). This property may be related to the different sizes of cortical networks recruited by oscillations at different frequencies: large neuronal populations at lower frequencies, smaller neuronal ensembles at higher frequencies (Csicsvari et al. 2003; Grenier et al. 2001).
Cortical oscillations can influence computation in local networks (e.g. Havenith et al. 2011) and affect long-range communication between cortical sites (e.g. Fries 2005; Rubino et al. 2006). Depending on their frequency, oscillations may play a role in coordinating the formation of ensembles of neurons across smaller or larger cortical areas that result in the formation of functional neural networks of various scales (Canolty et al. 2010; Engel et al. 1991a; Fetz et al. 1991; Harris 2005; Jackson et al. 2003; Lakatos et al. 2008; Varela et al. 2001). The relationship between oscillations in the extracellular field and ongoing neuronal activity has been documented in various cortical areas, and for oscillations of different frequencies. That relationship is usually that of “phase preference”: cell activity tends to occur during certain, preferred, phases of the ongoing oscillations and to be sparse during other, anti-preferred, phases. Phase of low frequencies, like theta (2-4 Hz), has been found to modulate neuronal activity in the hippocampus and its temporal relationship with activity of cells in the neocortex (Sirota et al. 2008). Phase of higher frequencies, like gamma (>30 Hz), modulate cell activity and cell to cell interactions in the hippocampus (Colgin et al. 2009), parietal cortex (Pesaran et al. 2002) and visual cortex (Engel et al. 1991a; Engel et al. 1991b; Womelsdorf et al. 2007).

Intermediate frequency oscillations, in the beta range (15-25 Hz), have been similarly documented in various cortical areas, including the visual cortex, the primary auditory cortex and, particularly, the sensorimotor (SM) cortex (Engel and Fries 2010). Murthy & Fetz (Murthy and Fetz 1996a; b) were among the first to describe those oscillations in the local field potential from the SM cortex and their association with changes in neuronal activity. First, they found that episodes of phase-coherent beta oscillations occurred across large areas of the SM cortex. During these oscillatory episodes, many SM cells tended to fire at or shortly before the (negative) trough of the field potential. During those episodes, entrained neurons tended to fire synchronously; such cells were often found over large distances in SM cortex, many of them in different hemispheres. Similar findings have been reported by
several groups (Baker et al. 1999; Canolty et al. 2012; Canolty et al. 2010; Donoghue et al. 1998; Rubino et al. 2006).

Even though the cellular and network mechanisms for these oscillations are unclear, coherent oscillatory activity in the beta range may have an effect on synaptic transmission and, possibly, synaptic plasticity. By obtaining simultaneous recordings of extracellular fields and spikes and intracellular membrane potentials in the SM cortex of awake monkeys, (Chen 1993b; Fetz et al. 1991) showed that spike-triggered, subthreshold membrane potentials showed larger deflections when spikes occurred during oscillatory episodes in the beta range than when they occurred outside such episodes. This means that, during oscillations, there was an increased number of synchronous post-synaptic potentials, mostly excitatory. Additionally, LFP cycle-triggered averages of membrane potential trajectories showed that during these oscillatory episodes, the membrane potential of individual cells was generally in-phase with the extracellular oscillatory potential, whereas outside the episodes the correlation between intracellular and extracellular potential was much weaker (Chen 1993a). This again pointed to an increased number of synchronous postsynaptic potentials during oscillatory episodes that entrained cells in the network-wide oscillation. Beta oscillatory episodes might, therefore, represent times when network activity has an enhanced effect on the excitability of single cells, through the temporal summation of synchronous postsynaptic potentials (Okun et al. 2010).

In order to directly test that hypothesis, we triggered the delivery of cortical stimulation at a cortical site ($C_{\text{STIM}}$) on different phases of the ongoing beta oscillation at another, nearby, site ($C_{\text{TRIG}}$), during episodes of increased beta amplitude in two awake macaque monkeys. Repeated association of a negative ("depolarizing") beta phase in $C_{\text{TRIG}}$, indicating increased presynaptic activity, with stimulus-induced postsynaptic depolarization of $C_{\text{STIM}}$, would be expected to produce synaptic potentiation of connections from $C_{\text{STIM}}$ to $C_{\text{TRIG}}$. In contrast, association of a positive ("hyperpolarizing") beta phase in $C_{\text{TRIG}}$ (indicating
decreased presynaptic activity) with stimulus-induced postsynaptic depolarization in \( C_{\text{STIM}} \), would be expected to produce synaptic depression.

In order to estimate changes in the efficacy of synaptic transmission between \( C_{\text{TRIG}} \) and \( C_{\text{STIM}} \), we used two methods, one based on cortical excitability and the other on spontaneous cortical activity.

**Assessing cortical connectivity via cortically-evoked potentials**

Synaptic interactions between 2 neurons (from A to B) can be directly inferred by calculating cross-correlograms (CCs) of spike trains generated by the 2 cells, or by compiling averages of membrane potential of cell B, triggered on spikes from cell A (Fetz et al. 1991). In the latter case, an A→B excitatory synaptic projection would manifest itself as an excitatory post-synaptic potential (EPSP) in cell B, at some time after spikes of A. An indirect way of measuring synaptic interactions is to deliver electrical stimuli in the vicinity of cell A, while recording the membrane potential of cell B, or simply its extracellular spikes. Stimuli will activate cell A, which in turn will generate EPSPs in cell B and increase the probability of cell B firing. This technique has been used to infer mono- or polysynaptic projections between different cortical areas e.g. (Asanuma and Rosen 1973; Curtis 1940; Fanardjian and Papoyan 1995; Hess et al. 1996; Sil'kis and Bogdanova 1999).

Similarly, stimulus-evoked extracellular fields can be used to study projections between cortical areas (Curtis 1940; Kikuchi et al. 2012; Luppino et al. 1993; Matsumoto et al. 2012; Matsumoto et al. 2007; Richardson and Fetz 2012). In nonhuman primates, cortically-evoked potentials (CEPs) have been shown to occur between brain areas that have known anatomical connections, e.g. between homologous motor cortices of the two hemispheres (Curtis 1940; Richardson and Fetz 2012), or between ipsilateral supplementary and primary motor cortices (Luppino et al. 1993; Richardson and Fetz 2012). In humans, CEPs, evoked and recorded through surface cortical electrodes, have also been shown to occur between anatomically connected areas, e.g. between anterior and posterior language
areas (Enatsu et al. 2013), between supplementary and primary motor cortices (Kikuchi et al. 2012; Matsumoto et al. 2007), and between parietal and frontal regions (Matsumoto et al. 2012).

We hypothesized that the occurrence of stimulation-induced changes in the magnitude of such CEPs would imply that stimulation has altered the efficacy of synaptic transmission between the site at which the CEP is elicited towards the site from which the CEP is recorded.

**Assessing cortical connectivity via phase coherence**

Another method for assessing connectivity between two cortical areas, using spontaneously occurring field potentials, is coherence, first applied to scalp EEG recordings (e.g. Freeman 1961; Gevins et al. 1981; Livanov et al. 1964). Coherence is a measure of the similarity between two extracellular field signals at a given frequency, by quantifying how consistent their phase difference at that frequency is, independently of signal power (Carter 1987; Rosenberg et al. 1989; Schlogl and Supp 2006). It provides a measure of the strength of association between neuronal activities at two different sites (Rosenberg et al. 1989; Schlogl and Supp 2006) and, therefore, their effective connectivity. Because, in the classic case, coherence is computed from longer records of spontaneous cortical activity, it allows us to evaluate whether potential connectivity changes have an effect on naturally-occurring, rather than stimulus-evoked, cortical activity and whether they are persistent in time.

We hypothesized that the degree of coherent field activity from two sites is representative of the efficacy of synaptic transmission between them; it follows that stimulation-induced changes in field coherence would reflect concomitant modification of the synaptic connection between these two sites.
Methods

Two animals were used in this study, both of them male pigtailed macaques (Macaca nemestrina), aged 3 and 4 years old and weighing 5.8 and 6.3 kg, respectively.

Behavioral tasks

Each monkey was trained in two tasks that were performed at different stages of the experiment.

Visually-cued bimanual task

The monkey sat in a primate chair, in front of a computer screen, with both its forearms comfortably resting on the sides and flexed at the elbows. Both wrists were restrained and an accelerometer (MMA7341L, Pololu Robotics and Electronics) was taped to the back of each hand. A cursor, one for each hand, represented the root mean squared output of each accelerometer. At the beginning of each trial, both cursors had to be held inside a “rest box” at the bottom of the screen, by not moving either hand. The visual cue consisted of either the left or right rest box moving from the bottom of the screen to the top of the screen. The monkey then had to make a hand movement (usually consisting of a wrist extension) to move the cursor to the target box, without having to hold it in the target: once the cursor was moved into the target box the trial was over. During that time, the monkey had to keep its other hand still with the cursor in its rest box. The monkey needed to successfully complete four trials in a row before it received an applesauce reward. Left- and right-movement trials were randomly interleaved. The monkey performed this task during the baseline ECoG recording sessions, before and after conditioning.

Arm-resting task

The monkey sat calmly in the primate chair and was rewarded for not generating hand movements. That was accomplished by keeping both hand acceleration-controlled cursors inside their respective
“rest boxes” for at least 10 seconds. The monkey performed this task during the conditioning stimulation sessions.

**Surgical procedures and implants**

All procedures were approved by the University of Washington Institute for Animal Care and Use Committee. On the day of surgery, each monkey was anesthetized with sevoflurane gas.

**Epidural implants**

A midline scalp incision was made and the scalp was resected. The epidural electrodes were implanted through individual 0.5mm burr holes drilled with a stereotaxic drill. In monkeys I and K the electrodes were located over the primary motor cortex (M1). In monkey I, there were additional electrodes over the supplementary motor cortex (SMA). Monkey I received a total of 9 M1 electrodes and 3 SMA electrodes on each hemisphere. Monkey K received a total of 9 M1 electrodes on the left hemisphere.

The epidural electrodes were made with 9mm cut length of platinum rod (AM Systems #711000, 0.254 mm diameter) insulated with heat-shrink Pebax (Small Parts #B0013HMWJQ). Pebax was cut so that the exposed tip was ~0.5 mm. Correspondingly, the surface area of the exposed electrode tip was ~0.06 mm².

**Recording**

The ECoG recordings comprised signals from all cortical electrodes. Those were recorded single-ended (relative to tissue ground) using two 16-channel ZC-16 headstages (Tucker-Davis, Alachua, FL) and two 16-channel, DC-coupled g.USB amplifiers (g.tec medical engineering Gmbh, Schiedlberg, Austria). Sampling of signals was done at 24 bit resolution, sampled at 4.8 Ksamples/sec, with no filtering. Data from the amplifiers were streamed to a personal computer through a USB link, then stored and visualized in real-time using a Simulink-based (MathWorks, Natick, MA) graphical user interface,
developed in-house. A trigger signal, sampled simultaneously on each of the amplifier units, was used to align recordings at the analysis stage.

**Electrical stimulation**

Electrical stimuli were delivered to a pair of cortical electrodes (bipolar stimulation) through a biphasic stimulus isolator (BSI-1, BAK Electronics, Stanford, FL), driven by a pulse generator (Master-8, A.M.P.I., Jerusalem, Israel). The pulse generator was triggered by the computer running Simulink-based custom-made software. Each stimulus was a biphasic, symmetric pulse, of 0.2ms pulse width.

**Closed-loop stimulation**

The closed-loop system comprised an amplifier, a personal computer (PC) and the stimulator (Figure 1). ECoG signals were recorded by the amplifier and collected by and stored on a PC. The PC was simultaneously running custom-made Simulink software that implemented a real-time display, a 4th-order band-pass (BP) filter and a dual time-amplitude window discriminator (Figure 2). By selecting the ECoG channel and the corner frequencies of the BP filter, and appropriately setting the timing and amplitude parameters for the discriminator, the investigator was able to program the PC to generate triggers on specific phases of ongoing ECoG oscillations of a specific frequency, on a given channel. Those triggers were used in real-time to trigger the delivery of single-pulse, conditioning stimuli to a pair of cortical electrodes. When no oscillatory episodes occurred, test stimuli, of the same amplitude, duration and shape as the conditioning stimuli, were delivered at a constant rate of 2 Hz (Figure 3). The timing of all conditioning and test stimuli was registered; the exact sequence of those stimuli would then be repeated during a subsequent, control, stimulation session.
Figure 63. Schematic diagram of the closed-loop recording and stimulation system. ECoG signals are recorded on an amplifier, and transferred in real time to a personal computer. The user, in real time, sets the parameters for the detection of ECoG oscillations. Upon the detection of those oscillations, the computer triggers the stimulator which, in turn, delivers stimuli to the monkey’s brain.
Figure 64. Screenshot of the graphical user interface used to set parameters for the detection of ECoG oscillations in real time. At the top, there are settings related to the recording and data transfer. The "discriminator" tab involves a number of settings to the left, a display window in the middle, and a set of switches to the right. The user can select the amplifier channel on which the discriminator operates and set the gain, the corner frequencies of a band-pass filter, a number of variables for the dual time-amplitude window discriminator and the period of test triggers, which are delivered periodically when no detection events occur. In this example, the discriminator generates triggers at the trough of ~17 Hz oscillations that occur on that channel.
Figure 65. Burst of 3 conditioning stimuli, triggered from beta band (~18 Hz) ECoG oscillations from site placed over the SMA. (Top) Raw ECoG signal showing the 3 conditioning stimuli (red vertical lines), occurring around the trough of successive beta band cycles; the test stimuli (blue vertical lines) delivered before and after the burst are also shown. Stimulus artifacts were blanked out from the raw traces. The CEPs occurring immediately after most of the stimuli can be seen as well. (Bottom) Band-pass filtered ECoG (12-25 Hz corner frequencies) as "seen" by the discriminator algorithm. Only oscillatory episodes exceeding a threshold triggered stimuli. Notice the variability in the phases of the beta oscillation at which the conditioning stimuli are delivered.

Experiment timeline

**Activity-dependent conditioning experiments**

Before any conditioning experiment, “CEP connectivity maps” were generated, by identifying on which cortical sites cortical potentials were evoked when a given site was stimulated. That was done to select pairs of C\textsubscript{TRIG}-C\textsubscript{STIM} for the closed-loop experiments: for a given C\textsubscript{STIM}, C\textsubscript{TRIG} site was selected randomly among those sites on which CEPs had been consistently evoked during the “mapping” procedure. Oscillatory activity on C\textsubscript{TRIG} was used to trigger the delivery of single-pulse stimulation of C\textsubscript{STIM}. Each of the stimuli delivered to C\textsubscript{STIM} elicited CEPs at several recording sites, including C\textsubscript{TRIG}. Since the amplitude
of those CEPs reflects the effective connectivity between $C_{\text{stim}}$ and the recording sites with CEPs, we were able to simultaneously perform the conditioning and test its effects.

Each experiment (Figure 4) started with a 15 to 30-minute-long “pre-stimulation” baseline recording session of all ECoG signals, while the monkey was engaged in the cursor-tracking task. The conditioning stimulation session followed, that comprised 3 stages: (1) continuous test stimuli, 2 Hz rate, for 5 min, (2) activity-dependent conditioning (cycle-triggered and test stimuli), for 30 min, (3) continuous test stimuli, 2 Hz rate, for 5 min. ECoG activity at all cortical sites, except the two that received stimulation, was simultaneously recorded. The stimulation session was followed by a 15 to 30-minute-long “post-stimulation” baseline recording. For most of the conditioning sessions, control stimulation sessions were performed on separate days. Control stimulation consisted of the same sequence of stimuli delivered during the associated conditioning session, this time independently of ongoing oscillatory activity.

![Figure 66. Schematic of the timeline of a typical closed-loop experiment. See text for details. Abbreviations: rec: recording session, stim: stimulation session.](image-url)
**Analysis**

**Cortically-evoked potentials**

Stimulus-triggered sweeps of Laplacian-derived ECoG activity on all sites, except the ones that received stimulation, were compiled. From selected subsets of those sweeps, stimulus-triggered averages of evoked ECoG activity (cortically-evoked potentials, CEPs) were generated; those CEPs were then used to assess the effects of conditioning on effective connectivity. To assess the effect of bursts of conditioning stimuli, cortical responses to test stimuli delivered immediately before bursts were compared to responses to test stimuli delivered immediately after bursts. Bursts of 2, 3, 4 or 5 successive stimuli, i.e. with inter-stimulus intervals less than 75 ms, were studied separately. To assess the duration of conditioned effects, we registered cortical responses to test stimuli delivered 0.5, 1, 1.5 and 2 seconds after the conditioning burst.

To assess whether there was a significant difference in the CEP amplitudes between two sets of test stimuli and, if so, at which times after the stimulus, we used a randomization-based, non-parametric method for making within-subject, between-condition, event-related potential comparisons (Greenblatt and Pflieger 2004).

Because of the presence of stimulus artifact in the first 1-4 ms after the stimulus in approximately 30% of the experiments, the amplitude of a CEP was defined as the maximum (positive or negative) deflection from baseline (0 to 5 ms pre-stimulus) between 8 and 30 ms post-stimulus, i.e. the amplitude of the second phase of the CEP (Figure 5).
Figure 67. Typical example of individual cortical responses to cortical stimuli and the cortically-evoked potential calculated by averaging approximately 1400 of those (blue curve). Time $t=0$ corresponds to stimulus delivery. In this example, MEP amplitude was calculated as the maximal positive deflection from baseline at around 15 ms latency.

**Coherence**

Before any analysis, raw ECoG signals were visually inspected and segments affected by artifacts were removed; channels showing artifacts were also excluded. A third-order, zero-phase, band-pass elliptic filter, with corner frequencies between 1 Hz and 1200 Hz was applied, to remove very slow oscillations and prevent aliasing.

Coherence is defined for pairs of signals, recorded at pairs of sites. We first created a pool of trials by arbitrarily segmenting the entire recording into 1-s long segments. We then estimated the magnitude
squared coherence $C_{xy}(f)$ spectrum for a pair of signals, for each trial. The coherence is a function of the power spectral density $P_{xx}(f)$ and $P_{yy}(f)$ and the cross-power spectral density $P_{xy}(f)$:

$$C_{xy}(f) = \frac{|P_{xy}|^2}{P_{xx} * P_{yy}}$$

The power spectral density function was computed using Welch’s averaged periodogram method with 50% overlapping Hamming windows, of 1024 samples each.

By averaging $C_{xy}$ over all trials we obtained an estimate of the coherence spectrum for that pair of sites, across frequencies between 1 Hz and 1200 Hz.

In order to assess the amount of coherence attributed to random signal variability, since for any pair of non-infinite random signals the coherence will on average be non-zero, we used a randomization-based method (Maris et al. 2007). One of the two signals in each pair was shuffled in the time domain, while the other signal was left unchanged. Coherence was then computed as described above. This was performed a total of 100 times, resulting in a population of mean “random” coherence spectra. The lower and upper 95% percentiles of random coherence values for a given frequency were used as the confidence intervals, for that frequency. Coherence values that exceed the confidence intervals were considered significantly different than what would be expected by chance.

We wanted to calculate the difference in the mean coherence spectra of a given pair of sites between recording sessions (i.e. before and after stimulation). At the same time we wanted to assess at what frequencies that difference exceeded chance levels. For that, we initially assigned each trial from each of the two conditions (recording sessions), randomly to one or the other condition. We then computed the random difference spectrum, by subtracting the mean, over all trials, spectra from the two “surrogate” conditions. To construct a distribution of the random difference spectrum we performed
that procedure 100 times; 95% confidence intervals (for all frequencies) were then calculated for the “real” difference in the mean coherence spectra between the two conditions.

We then calculated the scalar coherence (Cs) for a number of frequency ranges: 2-4 Hz (delta), 4-8 Hz (theta), 8-13 Hz (alpha), 15-25 Hz (beta), 30-50 Hz (gamma), for each trial (i) and pair of sites (xy):

\[
Cs(i) = \frac{1}{N} \sum_{\phi=1}^{N} C_{xy}(n)
\]

where \(n=\phi_1, ..., \phi_n\) are the \(N\) discrete coherence values within that frequency range. Scalar coherence is the average of the coherence values at each of the frequencies within a given frequency range.

In order to assess whether conditioning had an effect and, if so, what the time course of that effect was, on scalar coherence of pair of sites, we segmented each of the two recording sessions (before and after conditioning) into 5 time segments, of the same duration. From each of those segments, we extracted as many 1-second-long trials as possible and calculated the scalar coherence for each trial. Using repeated measures ANOVA, we were able to assess whether scalar coherence, at a given frequency range, was stable across all 5 segments of the pre-conditioning recording; likewise, we were able to assess whether scalar coherence changed with time during the duration of the post-conditioning recording. Finally, by comparing scalar coherence during the last pre-conditioning segment with that during the first post-conditioning segment, we were able to assess the effect of conditioning on coherence; that comparison was done using t-test. Since scalar coherence was computed for a total of 5 frequency ranges, the statistical significance level for each comparison was Bonferonni-corrected.

**Stimulus phase difference**

The stimulus phase difference (SPD) for an oscillatory episode, between \(C_{\text{TRIG}}\) and another control site \(C_{\text{CON}}\) was calculated as the average of the phase differences associated with individual stimuli in that
episode (Figure 6). The phase difference for an individual stimulus was calculated using the time shift between the two oscillatory signals, at $C_{TRIG}$ and $C_{CON}$, at the time of stimulation and the average period of the corresponding cycle of the two signals. The average SPD between $C_{TRIG}$ and $C_{CON}$ for a given experiment was then calculated as the mean of SPDs for all bursts in that experiment.

Figure 68. Method for calculating stimulus phase difference between the triggering site ($C_{rec}$) and another, control site ($C_{con}$), for an oscillatory episode. Shown are the (filtered) voltage traces from $C_{rec}$ and $C_{con}$, which lied at a radial distance of 18mm from $C_{TRIG}$, along with the times when 4 stimuli were delivered at a phase of approximately 230 degrees (dark red vertical lines). The time shift between $C_{rec}$ and $C_{con}$ was calculated for each stimulus (shown in regular font, next to each stimulus). The $C_{rec}$-$C_{con}$ phase difference for each stimulus was then computed using the time shift and the average period of the corresponding cycle for $C_{rec}$ and $C_{con}$ (shown in bold font, next to each stimulus). The $C_{rec}$-$C_{con}$ phase difference ($\Delta \phi$) for this oscillatory episode was taken as the average of the phase differences for individual stimuli. In this case $\Delta \phi = 25.05$ deg.
Results

Oscillatory episodes

Synchronous beta band oscillations occurred in both monkeys, over M1 and SMA sites (Figure 7). An average of 1300 (range 780-1870) conditioning and 2940 (range 2580-3360) test stimuli were delivered per experiment. There was an average of 615 bursts per experiment, of which about 85% included 2 or 3 successive stimuli (Figure 8).

Figure 69. A single episode of synchronous, in-phase beta (~19 Hz) oscillations from 4 neighboring sites in M1 (3 mm inter-electrode distance).
Figure 70. Distribution of bursts with different numbers of conditioning stimuli across 31 experiments with monkey I.
Effects on CEPs

In many cases, when conditioning stimuli were triggered from the depolarizing phase (trough) of beta cycles, the CEP response on the triggering site to the test stimulus following a burst was larger compared to that evoked by the test stimulus before the burst; that was especially the case with bursts of more than two consecutive stimuli; this effect was not seen in control experiments (Figure 9). CEP responses to successive test stimuli after a burst became progressively smaller, typically reaching the amplitude of the CEP response before the conditioning burst within 2 seconds (Figure 10).
Figure 71. Effect of conditioning with stimuli triggered from the depolarizing phase (trough) of beta cycles on effective connectivity. (Top) Each panel shows the CEP response, on the triggering site, to test stimuli immediately before (pale blue) and after (bright blue) bursts of 2, 3, 4 or 5 successive conditioning stimuli. In this particular example, the triggering site was in M1, the stimulated site was in SMA, and stimuli were delivered at a beta phase of 320 degrees. The amplitude of the CEP response (maximum positive deflection from baseline, between 8 and 30 ms post-stimulus), for bursts of 3 cycles, increased by a "CEP ratio" of ~3.1. (Bottom) Same figures as top row, but compiled from the control experiment. There was no appreciable change in the amplitude of the CEP (CEP ratio 1.01).
Figure 72. Duration of the potentiating effect on CEP amplitude of conditioning on the depolarizing phase of beta cycles. (Top) Each panel shows the CEP response to the first, second, etc. successive test stimulus after a conditioning burst (bright blue), compared to the CEP response to the last test stimulus before the burst (pale blue). In this particular example, the triggering site was in SMA, the stimulated site was in M1, and stimuli were delivered at a beta phase of 135 degrees. CEP amplitude returned to the level before the conditioning burst after 1.5-2 seconds. (Bottom) Same figures as top row, but compiled from the control experiment.

In some cases, when conditioning stimuli were triggered from the hyperpolarizing phase of the beta cycles, the CEP response was smaller after a conditioning burst. Again, this effect was stronger for bursts of more than two successive stimuli and was absent, or minimal, with control experiments (Figure 11). In these cases, the amplitude of the CEP returned to the level before the conditioning burst within 2 seconds (Figure 12).
Figure 73. Effect of conditioning with stimuli triggered from the hyperpolarizing phase (peak) of beta cycles on effective connectivity.
Figure 74. Duration of the inhibiting effect on CEP amplitude of conditioning on the hyperpolarizing phase of beta cycles.

Across 31 experiments, depolarizing-phase stimulation (DPS) was associated with a CEP ratio (ratio of CEP amplitude after 3-cycle bursts to CEP amplitude before those bursts) of more than 1 (CEP potentiation), whereas hyperpolarizing-phase stimulation (HPS) with a CEP ratio below 1 (CEP depression) (Figure 13). There was an inverse relationship between CEP ratio and the distance between $C_{\text{TRIG}}$ and $C_{\text{STIM}}$: the shorter the distance, the larger the change in CEP amplitude in conditioning experiments, for both DPS (Figure 14) and HPS (Figure 15). The amplitude of the CEP elicited by consecutive test stimuli after the end of a burst progressively approached that of the pre-burst CEP. This was again true for both DPS (Figure 16) and HPS (Figure 17). The duration of the change in CEP was generally between 1.5-2 seconds.
Figure 75. CEP ratio as a function of the phase at which cycle-triggered stimulation was delivered, for all experiments with monkey I. CEP ratio in this case was defined as the ratio of CEP amplitude of the CEP after all 3-cycle bursts in a given experiment, to CEP amplitude before the same bursts. (Top) CEP ratios for the conditioning experiments. Each blue circle corresponds to one experiment. Each red circle corresponds to the average of all experiments for that stimulation phase; red line to the SEM. (Middle) CEP ratios for the control experiments. (Bottom) Stimulation phases used in the conditioning experiments.
Figure 76. CEP ratio as a function of distance of the triggering site from the stimulated site, for DPS experiments (stimulation phase of 225, 270, and 315 degrees). (Left) Conditioning experiments. (Right) Control experiments.
Figure 77. CEP ratio as a function of distance of the triggering site from the stimulated site, for HPS experiments (stimulation phase of 45, 90, 135 and 180 degrees). (Left) Conditioning experiments. (Right) Control experiments.
Figure 78. CEP ratio of consecutive test stimuli delivered after a burst, as a function of time from the end of the burst, in DPS experiments. (Left) Conditioning experiments. (Right) Control experiments.
Figure 79. CEP ratio of consecutive test stimuli delivered after a burst, as a function of time from the end of the burst, in HPS experiments. (Left) Conditioning experiments. (Right) Control experiments.

In addition to C_{TRIG}, cycle-triggered stimulation produced CEP amplitude changes on other sites that had stimulus-evoked CEPs. CEP responses to the 500 test stimuli delivered before any conditioning was performed, at C_{TRIG} had mean amplitude 57±35 μV; CEP responses at control sites had a mean amplitude of 62±38 μV (Wilcoxon rank-sum test, p NS) (Figure 18). The lack of a significant difference in CEP amplitude between C_{TRIG} and control sites was expected, as C_{TRIG} sites were chosen randomly among all sites with CEPs. The number of control sites with CEPs in a given experiment was between 1 and 6 (Figure 19), and they were found at different distances from C_{STIM} (Figure 20). Conditioning-induced changes of CEP amplitude at those control sites generally followed that at C_{TRIG}, i.e. increase (CEP ratio>1) for DPS and decrease (CEP ratio<1) for HPS. At control sites, the magnitude of conditioning-induced change of CEP amplitude was typically smaller, i.e. closer to 1, than on C_{TRIG}. In many cases of
DPS, CEP ratio decreased with increasing stimulus phase difference (SPD) between a control site and \( C_{\text{TRIG}} \) (Figure 21). Accordingly, in HPS experiments, CEP ratio at a control site would increase (towards 1) with increasing SPD (Figure 22).

![Figure 80. CEP amplitudes at triggering sites (Crec) and control sites (Ccon) (mean±SD values). There was no statistically significant difference (Wilcoxon rank-sum test, p NS).](image)

Figure 80. CEP amplitudes at triggering sites (Crec) and control sites (Ccon) (mean±SD values). There was no statistically significant difference (Wilcoxon rank-sum test, p NS).

![Figure 81. Number of control sites (Ccon) with CEPs elicited by Cstim test stimuli, for 25 experiments in monkey I.](image)

Figure 81. Number of control sites (Ccon) with CEPs elicited by Cstim test stimuli, for 25 experiments in monkey I.
Figure 82. Distribution of distances between the triggering sites ($C_{TRIG}$) and either stimulated (Cstim) or control sites (Ccon), in 25 conditioning experiments with monkey I. (Top) Distances between Crec and all Ccon sites, including those with and without CEPs elicited by Cstim test stimuli. (Middle) Distances between Crec and Cstim sites. (Bottom) Distances between Crec and Ccon sites with CEPs elicited by Cstim test stimuli. The distributions of Cstim-Crec and Cstim-Ccon distances were not statistically different.
Figure 83. CEP ratios at the triggering site (Crec) and 2 control sites, from a DPS experiment (stimulation phase of 270 degrees). CEP ratios are also shown as a function of the SPD of each site with respect to Crec (SPD of 0 degrees corresponds to Crec). In this experiment there were 2 control sites. A CEP ratio closer to 1 implies a smaller conditioning-induced change in CEP amplitude.

Figure 84. CEP ratios on the triggering site (Crec) and 2 control sites, from an HPS experiment (stimulation phase of 45 degrees).
Overall, the shift in CEP ratio on a control site away from the CEP ratio on $C_{TRIG}$ was positively correlated with the SPD of that control site from $C_{TRIG}$ (Figure 23). In other words, control sites with similar oscillatory phases at the time of stimulation to the phase of $C_{TRIG}$, had conditioning-induced CEP amplitude changes similar to that of $C_{REC}$. In contrast, there was no correlation to the distance between the control site and $C_{TRIG}$.

Figure 85. The effect of conditioning on control sites depends on their stimulus phase difference (SPD) in respect to $C_{TRIG}$. (Top) Correlation between the difference in CEP ratio on control sites in respect to that on $C_{REC}$ (from the same experiment), and their SPD from $C_{REC}$. The correlation was statistically significant ($p<0.001$). (Bottom) Correlation between the difference in CEP ratio on control sites in respect to that on $C_{TRIG}$, and their distance from $C_{REC}$. The correlation was not significant ($p=0.36$).
Effects on coherence

Coherence spectra usually had peaks over alpha (2-4 Hz) and beta (15-25 Hz) ranges; coherence was higher, across all frequencies, for pairs of nearby sites than for pairs of remote sites (Figure 24).

Figure 86. Coherence spectra of pairs of signals from the triggering site and other electrodes before a conditioning experiment. The panel with no plot in it corresponds to the triggering site; empty panels correspond to noisy signals that were not analyzed. The red curve represents the actual coherence spectrum, between 2 and 55 Hz; the 2 blue curves represent the 95% confidence intervals of the "random" coherence spectrum.
In DPS conditioning experiments, significant coherence changes were observed in pairs involving the triggering and the stimulated sites (T-S pairs), as well as in pairs involving the triggering and non-stimulated sites (T-NS pairs) (Figure 25).

Figure 87. Coherence difference spectra of pairs of signals from the triggering electrode and other electrodes. In this DPS experiment stimulation the triggering site was ML1A (missing panel), and stimulation was delivered between sites ML2C and ML3C. The red curve represents the actual coherence spectrum, between 2 and 55 Hz; the 2 blue curves represent the 95% confidence intervals of the "random" coherence difference spectrum.
In the same example, scalar coherence in the delta (2-4 Hz) (Figure 26), theta (4-8 Hz) (Figure 27) and alpha (8-12 Hz) (Figure 28) ranges increased with conditioning, in T-S as well as in T-NS pairs. In contrast, scalar coherence in the beta range (15-25 Hz) increased significantly in T-S, but not in T-NS pairs (Figure 29).

Figure 88. Changes in delta range (2-4 Hz) coherence between signals from the triggering site and other sites, as a function of time before and after conditioning in a DPS experiment. The 2 red curves correspond to coherence between the triggering and the 2 stimulated electrodes; the black curves to coherence between the triggering and the non-stimulated electrodes. The two p values correspond to the statistical significance of the comparison between pooled (-10 to -2 min) pre-conditioning and immediately post-conditioning (at +2 min) coherence values, for the 2 triggering-stimulated pairs.
Figure 89. Changes in theta range (4-8 Hz) coherence between signals from the triggering site and other sites, as a function of time before and after conditioning in a DPS experiment.
Figure 90. Changes in alpha range (8-12 Hz) coherence between signals from the triggering site and other sites, as a function of time before and after conditioning in a DPS experiment.
Figure 91. Changes in beta range (15-25 Hz) coherence between signals from the triggering site and other sites, as a function of time before and after conditioning in a DPS experiment.

In HPS experiments, coherence in the delta, theta and alpha ranges increased, in both T-S and T-NS pairs, as was the case with DPS experiments. In contrast, scalar coherence in the beta range decreased with stimulation, in both T-S and T-NS pairs (Figure 30).
Figure 92. Changes in beta range (15-25 Hz) coherence between signals from the triggering site and other sites, as a function of time before and after conditioning in an HPS experiment.

Overall, in DPS experiments, scalar coherence for delta, theta and alpha ranges increased for both T-S and T-NS pairs; beta coherence on the other hand increased for T-S pairs (Figure 31) but decreased for T-NS pairs (Figure 32). In HPS experiments, coherence in delta, theta and alpha ranges increased, for both T-S and T-NS pairs, whereas beta coherence decreased (Figure 33)(Figure 34).
Figure 93. Change in scalar coherence for pairs between triggering and stimulated sites as a function of time around conditioning, averaged over all DPS experiments. Each panel corresponds to a different frequency range.

Figure 94. Change in scalar coherence for pairs between triggering and non-stimulated sites as a function of time around conditioning, averaged over all DPS experiments.

Figure 95. Change in scalar coherence for pairs between triggering and stimulated sites as a function of time around conditioning, averaged over all HPS experiments.
Discussion

In this study, we demonstrated that closed-loop stimulation of a cortical site triggered from cycles of beta (15-25 Hz) oscillatory episodes of ECoG recorded at a separate site leads to a change in the effective connectivity between these two sites that outlasts the oscillatory episodes. When stimulation was triggered from the negative (depolarizing) phase of beta cycles, effective connectivity was potentiated, and when triggered from the positive (hyperpolarizing) phase, effective connectivity was suppressed. The potentiation or suppression of connectivity required at least 2-3 conditioning stimuli for its induction and lasted for 1.5-2 sec after the end of each oscillatory episode. Such effects did not occur when the same stimuli were delivered at a later time, with no temporal relationship to ongoing oscillatory activity. In addition to the short-term changes in CEP-resolved connectivity, we found longer-term effects on correlations of spontaneous cortical activity, in the form of coherent beta oscillations between the site whose oscillatory activity triggered the stimulation and the site that received the stimulation; depolarizing-phase stimulation (DPS) caused an increase in beta coherence, whereas hyperpolarizing-phase stimulation (HPS) cased a decrease in beta coherence. This effect was present 5-10 minutes after the end of a 30-min-long conditioning session.
Measures of cortical connectivity

We used two methods for assessing stimulation-induced changes in cortical connectivity.

The first, the measurement of CEPs uses the cortical response to cortical stimulation and rests on the assumption that the presence of CEPs between two cortical sites reflects a direct anatomical connection between them. Stimulation of a cortical site typically activates large numbers of cells and fibers. If some of those fibers form connections with a second cortical site, an extracellular field will be evoked that represents the sum of the postsynaptic potentials and the, synaptically-mediated, activation of cells in the second cortical site.

Single pulses of surface electrical stimulation of small intensity excite, directly and indirectly, neurons and fibers in relatively limited radial distances (<3 mm) from the stimulating electrode (Adrian 1936; Asanuma and Rosen 1973; Bagshaw and Evans 1976; Gustafsson and Jankowska 1976; Stoney et al. 1968). Recruitment of these neurons happens relatively fast: less than 0.5 ms for direct excitation, 0.7-1.5 ms for transsynaptic excitation (Gustafsson and Jankowska 1976; Rosenthal et al. 1967). These observations suggest that single cortical surface stimuli generate a relatively synchronous volley of “presynaptic” action potentials. These action potentials then travel on the fibers extending between the stimulated site and the recording sites, both near and distant (Adrian 1936). The result of the near-simultaneous arrival of those action potentials to a recording site generates the CEP.

Most CEPs in our study had a biphasic pattern (Figure 5): a brief (6-10 ms duration) negative phase that peaked at 5-8 ms post-stimulus, followed by a positive phase, with a greater, and more variable, duration (10-25 ms). Even though the exact generator mechanism of CEPs is not clear, it is likely that the first deflection in CEPs reflects mono- or oligosynaptic responses, in the form of postsynaptic potentials, produced by the near-synchronous arrival of the volley of action potentials from the stimulated site, via cortico-cortical projection fibers (Li and Chou 1962). There have been different
hypotheses for the generator mechanism of the second phase, including delayed local activity at the recording site (El'kina and Trush 1982; Rosenthal et al. 1967) or antidromic activation of presynaptic terminals that originate from the stimulated or other sites (Curtis 1940; Matsumoto et al. 2007). The amplitude of the first phase would be the most direct measure of stimulus-evoked postsynaptic potential response. In practice, we found that the amplitudes of the two phases were highly correlated (CC=0.8, p<0.001). The magnitude of the conditioning effect on the two phases was also very similar (data not shown). We chose to first focus on the second phase because in about 9 experiments (of the 31 reported here) the initial segment of the first phase was partially obscured by the stimulus artifact. A more detailed analysis of the first phase of the CEP responses will have to be performed.

Volume conduction, from nearby activated cortical areas, can also be the source of much of the evoked response (Skrandies et al. 1978). In our study, this was minimized by implementing a Laplacian differential derivation of the field potential signal (Paralikar et al. 2009). Another potential source of a CEP is stimulus activation of a thalamocortical loop. In this case, the CEP arises as a result of activation of the recording site not directly from the stimulated site, but via a thalamic site that is connected to both. In a number of studies, using somatosensory evoked potentials, (Allison et al. 1991; Arezzo et al. 1979; Arezzo et al. 1981; Hayashi et al. 1995; Lemon 1979; Lemon and van der Burg 1979) it was determined that the typical thalamocortical latency in the nonhuman primate is between 3 and 10 ms. In our study, given that the earliest traces of CEP activity occurred at latencies 3-6 ms, CEPs cannot be attributed solely to corticothalamic loops, in which case minimum CEP latencies would have been at least 6 ms.

The second cortical connectivity measure we used is phase coherence. The association between field phase consistency and correlated neuronal firing, which implies a mediating connectivity, is based on a number of assumptions. As discussed in the background section, there is substantial evidence that
neuronal activity and field phase are related; cells tend to fire at certain phases of oscillatory components of the extracellular field, and to be silent at others. In that regard, phase in certain frequencies, including beta, can track temporal changes in cortical excitability and cortical activity. Neurons in two cortical sites that are interconnected will tend to fire together and, therefore, at similar field phases. Likewise, if the fields recorded from two sites exhibit phase consistency, and therefore high coherence, one can infer that they could be interconnected. However, phase consistency between signals from two sites does not necessarily imply the presence of a direct connection between them. A third brain area, in the cortex or thalamus, could be providing common input to both, in which case coherence would still be high, even in the absence of a direct connection between them. Another possibility is volume conduction of activity from a third brain area, which would artificially increase coherence (Srinivasan et al. 1998). Furthermore, the choice of reference in recording of extracellular fields can have a profound effect on coherence (Fein et al. 1988; Srinivasan et al. 1998).

Even in the case that CEP amplitude and coherence do not reflect solely the direct anatomical connectivity between two cortical sites but are confounded by activity at a third site, calculating the change in CEP amplitude or coherence caused by stimulation would significantly reduce the contribution of activity from that third site. Such a calculation removes both the effect of passive tissue volume conduction and the effect of the reference electrode. It also minimizes effects from other brain areas, assuming those are not affected by stimulation.

Change in excitability or synaptic modification?

If the CEP at the triggering site \( C_{\text{TRIG}} \), or a control site, represents the “postsynaptic” response to the incoming volley of action potentials elicited by stimulation of the “presynaptic” site \( C_{\text{STIM}} \), then a conditioning-induced change in the magnitude of the CEP could be explained in three ways: it could reflect a change in the strength of the \( C_{\text{STIM}} \rightarrow C_{\text{TRIG}} \) synaptic connection, a change in the excitability of
cells at $C_{\text{STIM}}$, or a change in the excitability of cells at $C_{\text{REC}}$. In the first case, the same stimulus-evoked presynaptic volley would generate an altered postsynaptic response. In the second, the same stimulus would elicit a larger (or smaller) presynaptic volley, and therefore a larger or smaller postsynaptic response, without synaptic modification. In the third case, the same presynaptic volley would generate an altered postsynaptic response, without synaptic modification, as the same synaptic action would this time elicit larger or smaller activity from more or less excitable postsynaptic cells.

If the conditioning effect is mediated by a change in the excitability of $C_{\text{STIM}}$, we would expect that, for a given experiment, the change in the CEP at $C_{\text{TRIG}}$ would be similar to the change in the CEP at all control sites. Even though in the vast majority of the experiments, control sites did show changes in the CEP, the magnitude of these change was typically smaller than that of the change at $C_{\text{TRIG}}$ (Figure 21)(Figure 22). This differential effect can neither be explained by a possibly larger projection from $C_{\text{STIM}}$ preferentially to $C_{\text{TRIG}}$ because $C_{\text{TRIG}}$ was chosen randomly among all sites with CEPs and the average amplitude of CEPs on $C_{\text{TRIG}}$ was no different than that on control sites (Figure 18).

The conditioning effect could theoretically be mediated by a change in the excitability of $C_{\text{TRIG}}$. Such an effect would be produced either by a direct or by a synaptically-mediated effect of stimulation on $C_{\text{TRIG}}$. The first possibility is unlikely, as conditioning effects were seen at short, as well at long (>15 mm) distances between $C_{\text{STIM}}$ and $C_{\text{TRIG}}$, or between $C_{\text{STIM}}$ and control sites (Figure 20). Based on past experimental (Adrian 1936; El'kina and Trush 1982; Rosenthal et al. 1967) and theoretical studies (Nathan et al. 1993b) and on our own results (discussed in chapter 2), direct effects of cortical surface stimulation at distances >5-10 mm are unlikely. The second possibility requires that CEPs change more at sites that receive a larger projection from $C_{\text{STIM}}$. This can be excluded on the basis that the conditioning effect on $C_{\text{TRIG}}$ was typically of greater magnitude than that on control electrodes, without $C_{\text{TRIG}}$ necessarily receiving a larger projection from $C_{\text{STIM}}$ (Figure 18).
In a very similar experiment to the one described here, Chen (Chen 1993a) showed that repeated intracortical stimulation triggered from the depolarizing phase of field potential oscillations in monkey M1, resulted in an increase in the amplitude of stimulus-evoked excitatory postsynaptic potential (EPSP) responses in nearby single neurons (Figure 35). The stimulus-triggered average EPSP includes two segments: the baseline segment (preceding the stimulus), and the EPSP segment (following the stimulus). The effect on EPSPs is compatible with the effect caused by conditioning on CEP amplitude, and offers further insight into potential mechanisms underlying it. Specifically, it rules out the possibility of increased excitability at CTRIG. Provided that the stimulus-triggered average sweeps accurately reflect the DC level of the baseline segment (i.e. no high-pass filtering), that segment can be thought to be representative the baseline level of depolarization, and therefore neuronal excitability of cells at CTRIG. In regards to that segment, there was no difference between responses to pre- and post-burst test stimuli, something that indicate that conditioning stimulation did not alter CTRIG excitability.

The most likely mechanism for the effect of conditioning stimulation on CEPs is synaptic modification. Typically, the maximal connectivity change for a given triggering phase, and therefore synaptic modification, occurred between CSTIM and CTRIG. This is expected given that neuronal activity at CTRIG bears the tightest temporal relationship to stimulus-evoked activation of CSTIM (as it is beta phase at CTRIG that triggers every stimulus) and that temporal coincidence between presynaptic and postsynaptic activity is a prerequisite for synaptic modification (see discussion below). Connectivity changes occurred also between CSTIM and control sites with CEPs. This is also expected, since during oscillatory episodes cycles at many control sites were in-phase with cycles at CTRIG (Figure 7). The temporal relationship of conditioning stimuli with beta phase at control sites was, however, by necessity more variable than that with beta phase at CTRIG (Figure 6), meaning that stimulus-evoked presynaptic action potentials arrived at control sites at a range of depolarization levels. That would explain why changes in connectivity between CSTIM and control sites were generally of smaller magnitude that those between CSTIM and CTRIG.
In some cases, the stimulus phase difference at a control site would result in that site receiving the presynaptic volley at a more “favorable” phase than $C_{\text{TRIG}}$. For example, if stimuli were triggered from a $C_{\text{TRIG}}$ phase of 180 degrees, a control site with a +30 degree SPD to $C_{\text{TRIG}}$ would experience conditioning stimuli at an average phase of 210 degrees, closer to the (theoretically) optimal depolarizing phase of 270 degrees. At the same time however, the stimulus-by-stimulus variability of phase on the control site would be larger than that on $C_{\text{TRIG}}$. It will be interesting to examine the relative effects of
“favorable” SPDs and stimulus phase variability on the connectivity changes at control electrodes. Such a comparison would test whether optimal phase or maximum temporal coincidence is more important for modifications in connectivity.

It is worth noting that the beta phase that triggers stimulation is only an approximation of the postsynaptic potential at the time the stimulus-evoked presynaptic volley arrives at the synapse. This arrival time can actually be estimated by the latency of the CEP. The latency of the onset of CEPs was typically 3-6 ms (Figure 5), corresponding to a phase delay, relative to the triggering phase, of 20-45 degrees (for a beta cycle period of 50 ms). This means that when, for example, stimuli are triggered from the peak of the beta cycle, at a phase of 90 degrees, the presynaptic volley of action potentials elicited by the stimulation will reach the triggering site at an “effective” phase of 105-125 degrees, still within the hyperpolarizing half of the cycle (0-180 degrees), and therefore, based on the synaptic model proposed, will produce depression (Figure 13). Furthermore, if maximal neuronal activity is associated with the trough (~270 degrees) of the beta cycle (Canolty et al. 2010; Murthy and Fetz 1996b), we expect that the triggering phase producing maximum potentiation would be 225 degrees, for an “effective” phase of 245-270 degrees. Even though only 2 conditioning experiments were performed at that triggering phase, the average CEP ratio in those was the highest among all DSP experiments (Figure 13). This model predicts that triggering at a phase of 90 degrees would produce potentiation, whereas triggering at a phase of 360 degrees would produce depression. More conditioning experiments at those triggering phases are needed.

**A synaptic model for the conditioning effect**

The potentiating or suppressing effect of bursts of stimuli triggered from depolarizing or hyperpolarizing phases of beta cycles can be explained by synaptic potentiation or depression between presynaptic terminals, activated by conditioning stimuli at $C_{STIM}$, and postsynaptic cells at $C_{TRIG}$. When presynaptic
activity is triggered by, and therefore coincides with, postsynaptic depolarization, synaptic potentiation occurs; when presynaptic activity coincides with relative postsynaptic hyperpolarization synaptic depression occurs (Figure 36). The dependence of the sign of synaptic modification, potentiation or depression, on the level of postsynaptic depolarization has been demonstrated in both the hippocampus (Hanse and Gustafsson 1992; Malenka 1991; Ngezahayo et al. 2000; Wigstrom and Gustafsson 1986) and the neocortex (Artola et al. 1990; Sjostrom et al. 2001). The effect of the level of postsynaptic depolarization on the expression of synaptic modification is thought to be mediated by a voltage-dependent occupation of an NMDA receptor (NMDAR) pore by Mg$^{2+}$. Depolarization of sufficient magnitude causes Mg$^{2+}$ to be completely displaced; when NMDARs are then activated by presynaptically released glutamate, the result is a large influx of Ca$^{2+}$ and subsequent downstream changes that will cause synaptic potentiation. When postsynaptic depolarization is moderate, the displacement is partial; in this case presynaptic activity will result in a smaller influx of Ca$^{2+}$ and activation of different downstream signaling pathways that will cause synaptic depression (Malenka and Bear 2004).

Figure 98. A synaptic model for conditioning-induced changes in effective cortical connectivity. (A) When presynaptic activity, caused by the delivery of conditioning stimuli to presynaptic cells, coincides with postsynaptic depolarization, represented by the depolarizing (negative) phase of the beta oscillation, synaptic potentiation occurs. (B) When presynaptic activity coincides with relative postsynaptic hyperpolarization, represented by the hyperpolarizing (positive) phase of the beta oscillation, synaptic depression occurs.
Induction and duration of synaptic modification

Induction of both long-term potentiation (LTP) and depression (LTD), the two classic forms of synaptic plasticity, typically requires a large number and/or high frequency of presynaptic-postsynaptic pairings (e.g. Sjostrom et al. 2001). We found that 3 consecutive stimuli, at an average frequency of about 20 Hz, were sufficient to induce potentiation (Figure 9) or depression (Figure 11). The exact magnitude of neuronal activation by each stimulus is unknown but, given the current intensity and the location of the stimulating electrode, the cortical volume affected is substantial (Nathan et al. 1993b) and a large number of action potentials are probably elicited. A volley of a large number of presynaptic action potentials arriving at the postsynaptic site nearly simultaneously, during a time window of a few ms, could, through spatiotemporal summation, mimic short, high-frequency stimulation trains that are effective at producing synaptic changes when small numbers of synapses are activated (e.g. Bliss and Gardner-Medwin 1973; Bliss and Lomo 1973; Hanse and Gustafsson 1992; Kauer et al. 1988; Kirkwood et al. 1993).

On the other hand, both LTP and LTD typically last minutes to days (Kuba and Kumamoto 1990), much longer than the conditioning effect observed in this study (1.5-2 s). Short-lived synaptic modification has been described in cases when brief trains of impulses (2-40) at moderate or high frequencies (20-400 Hz) were delivered; it was dependent on postsynaptic NMDAR activation and declined very rapidly, a few seconds to a few minutes, after its induction (e.g. Hanse and Gustafsson 1992; Kauer et al. 1988). It has been suggested that this form of synaptic modification could represent a distinct, albeit still NMDAR-dependent, process from LTP, or an inherent, early phase of LTP that stabilizes when additional conditions are met (Hanse and Gustafsson 1994; Zucker 1989). The conditioning effect seen in our study is compatible with such a form of short-lived synaptic modification.
The time course, both the onset and the decay, of the conditioning effect can be explained by NMDAR activation kinetics. NMDARs activate and deactivate slowly, with a rise time of 10-50 ms and a decay constant of 50-500 ms (Blanke and Van Dongen 2009). The slow kinetics of NMDAR-mediated synaptic currents facilitate temporal summation of synaptic inputs. The first 2 stimuli in a conditioning burst, delivered approximately every 50 ms (for a 20 Hz beta cycle), before NMDA currents have decayed, could serve to build up the required Ca^{2+} transient for downstream plasticity processes. After the end of a conditioning burst, which typically lasts between 100 and 200 ms (Figure 8), NMDAR-mediated currents become progressively smaller. The voltage dependence of the NMDAR-mediated current (Blanke and Van Dongen 2009) could also play a role in the decay rate of the conditioning effect, as well as in its direction (potentiation or depression): the amplitude of the NMDA current is maximal at relatively depolarized membrane potentials (e.g. early after a burst of DPS), and drops at more hyperpolarized membrane potentials (e.g. during HPS).

**Short-term synaptic modification**

In our discussion so far, we reasoned that the mechanism of expression of the short-lived conditioning effect is likely postsynaptic, as it depends on the level of postsynaptic depolarization. Could the conditioning effects be explained by purely presynaptic models of short-term synaptic plasticity? These changes in synaptic transmission can occur within less than 1 second and decay within a few seconds (Zucker and Regehr 2002), a time-course compatible with the conditioning effect seen in our study.

The rate of neurotransmitter release from stimulus-activated presynaptic terminals for a given stimulus intensity depends on presynaptic excitability, or neuronal activity at \( \text{C}_{\text{STIM}} \) at the moment of stimulus delivery. Although potentials from \( \text{C}_{\text{STIM}} \) were not recorded during conditioning, it is conceivable that excitability at \( \text{C}_{\text{STIM}} \) wanes and waxes during beta oscillatory episodes, just like in other cortical sites (Figure 7). Assuming that beta phase at \( \text{C}_{\text{STIM}} \) follows, more or less, the beta phase at \( \text{C}_{\text{TRIG}} \), it follows...
that spontaneous (baseline) $C_{STIM}$ activity at the time of stimulation will generally be increased in DPS experiments, and decreased in HPS experiments. Increased baseline presynaptic activity may be associated with an elevated Ca$^{2+}$ concentration at presynaptic terminals; elevated residual presynaptic Ca$^{2+}$ at the time of neurotransmitter release is considered the primary mechanism for short-term potentiation (Zucker and Regehr 2002). It is not clear, however, how decreased baseline presynaptic activity, during HPS, could be associated with STD. Presynaptic STD is thought to arise from neurotransmitter depletion after a strong release event (Zucker and Regehr 2002) and would not be expected to occur under low-level baseline presynaptic activity.

It should, finally, be noted that the CEP measure used in the present study reflects events from a very large population of synapses. Given the variety of short- and long-term synaptic plasticity processes that co-exist in the same populations of synapses (Fisher et al. 1997), this population response likely reflects a mixture of synaptic potentiations and depressions of different induction and decay kinetics.

**Effects of conditioning on phase coherence**

The presence of phase coherence between two sites implies correlated neuronal activity (Rosenberg et al. 1989; Schlogl and Supp 2006). Both the time course of recorded signals (Figure 3) and their coherence spectra (e.g. Figure 24) indicate that the most prominent oscillations are in low frequencies (<10 Hz) and in the beta range (15-25 Hz). It is thought that slow (mainly theta and alpha) cortical oscillations arise from the entrainment of large cortical areas by thalamic networks, via extensive thalamocortical connections (Hughes and Crunelli 2005; Steriade 2005; 2001). In contrast, thalamocortical and intracortical networks mechanisms, as well as active membrane properties of cortical neurons have been implicated in the generation of beta oscillations (Miller 2007; Reimann et al. 2013; Steriade 2005). Conditioning caused coherence changes in both low frequencies and the beta range.
Theoretically, and excluding effects from the reference electrode and volume conduction, two factors could contribute to a change in coherence between two cortical sites (Nunez 2000): (a) a change in the degree of correlation between activities at each of the two sites and at a third (e.g. thalamic) site connected to both, (b) a change in the degree of correlation between activities at the two cortical sites.

The nonspecific effect of conditioning on coherence across both stimulated and non-stimulated sites at low frequencies suggests that cortical stimulation may have enhanced the entrainment of cortical activity by thalamic systems. A substantial body of research has documented a “synchronizing” effect of repetitive transcranial magnetic stimulation (rTMS) on slow oscillations across wide cortical areas, believed to represent increased thalamocortical synchrony (e.g. Azila Noh and Fuggetta 2012; Brignani et al. 2008; Fuggetta et al. 2005; Fuggetta and Noh 2013; Johnson et al. 2010; Klimesch et al. 2003; Paus et al. 2001). Ours is the first demonstration of such an effect arising from cortical surface stimulation.

The effect of conditioning on beta range coherence was more specific. In DPS experiments beta coherence between $C_{TRIG}$ and $C_{STIM}$ increased (Figure 31), whereas beta coherence between $C_{TRIG}$ and control sites decreased (Figure 32). In contrast, HPS caused a drop in beta coherence between $C_{TRIG}$ and $C_{STIM}$ (Figure 33), as well as between $C_{TRIG}$ and control sites (Figure 34). This effect, at least for DPS, cannot be explained by an overall increase in cortical excitability or in cortico-cortical or thalamo-cortical synchrony, as beta coherence between $C_{TRIG}$ and control electrodes did not follow this pattern. It is more likely that this change reflects enhancement of cortical connectivity, and hence synaptic transmission, between $C_{TRIG}$ and $C_{STIM}$. This effect persists until several minutes after the end of the conditioning session, which is considerably longer than the duration of the conditioning effect on CEP amplitude. If the fast decay of effect on CEPs is related to NMDAR kinetics, the much slower decay of the effect on coherence might instead reflect the kinetics of a later stage in the synaptic plasticity cascade, such as dendritic $Ca^{2+}$ currents, or AMPA receptor changes (Malenka and Bear 2004).
**Beta oscillations and synaptic plasticity**

During episodes of beta oscillations in the sensorimotor cortex, activity of cells across widely separated sites becomes synchronized to the beta cycles. Since many forms of synaptic plasticity rely on the temporal association between presynaptic and postsynaptic activity, beta oscillatory episodes could be a mechanism for ongoing selection of the neuronal populations that will take part in synaptic plasticity events, and at which time windows. In this study, we demonstrated that when activity of large populations of neurons is triggered from spontaneously occurring beta oscillations, it can lead to a short-term modification in cortico-cortical connectivity and synaptic transmission. That modification was maximal between sites whose activity had the highest synchrony, and its direction, potentiation or depression, was determined by the timing of the triggered presynaptic activity relative to the phase of the beta oscillation. Induction of this form of plasticity suggests that one of the functions of ongoing beta oscillations in sensorimotor cortex might be the selection of subsets of synapses that will, under the continuous drive of spatiotemporal patterns of cortical activity (Canolty et al. 2010; Rubino et al. 2006), form, maintain or change functional neuronal ensembles (Engel and Fries 2010).

Beta oscillations have been implicated in attentional top-down processing in various cortical areas (Buschman and Miller 2009; 2007; Fetz 2013; Pesaran et al. 2008) and sensorimotor beta oscillations have been documented in tasks that require attention and involve visuomotor coordination, in both monkeys (Murthy and Fetz 1996a) and humans (Aoki et al. 1999). Since attention is closely associated with successful motor learning (Hikosaka et al. 2002), it will be interesting to examine whether activity-dependent, long-term synaptic plasticity in the motor cortex (Jackson et al. 2006a) can be modulated by beta oscillations.
Chapter 5: Conclusions

Electrocorticography (ECoG) is now a widely used recording modality for cortical activity, in both human subjects and experimental animals. The number of ECoG-related papers indexed on PubMed has been steadily increasing in the past 50 years (Figure 1). The high signal-to-noise ratio of ECoG signals, the capability of ECoG arrays to sample small, as well as large cortical areas, and the increased clinical relevance of much of ECoG research are some of the reasons why this technique will likely be used increasingly as a brain “imaging” tool.
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*Figure 1. Number of ECoG-related papers indexed on PubMed, across the last 70 years; shown is the total number of papers (human and nonhuman subjects), and the number of papers with human subjects only.*

The use of ECoG signals in decoding variables of motor and imagined movement in acute experiments is well established. Our finding, that such ECoG decoders can perform in open-loop mode over long periods of time with a relatively slow drop in performance, indicates that ECoG is compatible with chronic BCI applications. The gradual drop we observed in the signal-to-noise ratio of high-frequencies
with advancing implant age is probably due to the development of reactive gliosis which, after about 6-12 months, was significant. Novel engineering solutions are being investigated to minimize the effect of gliosis on ECoG recordings (e.g. Schendela et al. 2013). Reduced tissue response when the pia remains intact is an important advantage of ECoG arrays over intracortical implants that needs to be further exploited.

Research using cortical surface electrodes today is still concentrated around their use as a method for recording from the cortex, rather than stimulating it. Despite the surge of interest on ECoG and its use in BCI applications, most papers discussing stimulation with ECoG electrodes outside of clinical cortical stimulation mapping were published before 1975 (e.g. Adrian 1936; Burns 1954; Craggs et al. 1976; Curtis 1940; Graham Brown and Sherrington 1912; Rosenthal et al. 1967). However, this situation is likely to change soon. A recent study reported that human subjects implanted with ECoG arrays for clinical reasons were able to discriminate between high- and low-frequency trains of stimuli delivered through the subdural electrodes (Johnson et al. 2013). This observation raises the possibility of using invasive electrical cortical surface stimulation (ECS) as a method for delivering sensory feedback directly into the brain, in the context of by-passing an injured efferent pathway. Another field in which ECS has recently seen some limited use is that of neurorehabilitation. A number of basic and clinical studies explored the use of repetitive, invasive ECS as a method for facilitating adaptive neuroplastic changes in animal models of stroke and in stroke patients (reviewed in Edwardson et al. 2013; Plow et al. 2009). Our own observations on the spatial extent and the time course of the effects of prolonged, repetitive, invasive ECS on the electrode-tissue interface, cortical excitability and spontaneous cortical activity will be useful in the design of safe and effective chronic invasive cortical stimulation systems.

Given that cortical surface electrodes can be used both for recording potentials from the cortex and delivering stimulation to the cortex, they are suitable for use in recurrent BCI (rBCI) systems. Such
systems can be used to bridge two sites in the nervous system whose communication has been interrupted; for example, ECoG activity patterns that can be volitionally controlled could drive functional electrical stimulation (FES) of different muscles to generate movement, much like volitionally-controlled single unit activity drove FES of flexor and extensor muscles in a cursor tracking task (Moritz et al. 2008). An rBCI with cortical surface electrodes can also find application in activity-dependent stimulation protocols aiming at promoting plasticity between cortical sites, much like spike-triggered (Jackson et al. 2006a; Nishimura et al. (in press); Rebesco et al. 2010) or EMG-triggered (Lucas and Fetz 2013) intracortical stimulation leads to reorganization of functional maps of motor cortical areas. The development of the Neurochip2 (Zanos et al. 2011), which can record ECoG potentials, process them in real-time and deliver ECS triggered by different ECoG features will allow many of these possibilities to be explored.

Our finding that certain phases of ongoing, large-scale oscillations in the sensorimotor cortex are associated with short-term synaptic modification induced by closed-loop stimulation provides insight into what one of the physiological functions of these oscillations may be and how to harness it to control cortical plasticity. The fact that the effect of conditioning was dependent on the phase difference between cycles at different cortical sites indicates that, depending on the sites, there are different optimal time delays for the induction of activity-dependent plasticity. This raises the possibility that patterned cortical stimulation, with appropriate trigger-stimulus time delays, might be effective at producing plasticity across large cortical areas during the same conditioning session. This would be particularly relevant to models of cortical plasticity after ischemic stroke, where large cortical areas around the infarct need to be stimulated to promote functional reorganization (e.g. Adkins et al. 2008). The Neurochip2, with its independently controlled output channels, can implement such stimulation patterns.
A population pattern like the beta oscillation might correlate with a temporal window during which stimulation-induced synaptic plasticity is more likely, but its precise temporal relationship to underlying neuronal activity may be too variable to produce the long-lasting connectivity changes that occur with spike-triggered stimulation (Jackson et al. 2006a; Nishimura et al. (in press)). It is instead possible that each cycle-triggered stimulus leads to a combination of synaptic potentiation and depression, of which the net effect is a short-lasting change in cortical connectivity. Triggering cortical stimulation on a joint contingency of beta cycles and spike timing, or an ECoG-signature of localized neuronal activity like high-gamma power, might maximize the effectiveness of conditioning and increase the duration of its effects. On the other hand, cortical activity complexes, such as those occurring during certain sleep stages, have also been associated with increased potential for cortical plasticity (e.g. Chauvette et al. 2012), and stimulation triggered by sleep-associated cortical patterns might offer new insights into the temporal and spatial organization of sleep-related plasticity and memory consolidation (Ngo et al. 2013). A new version of the Neurochip, that will implement such combined contingencies, is under construction at the Fetz lab. Experiments like these will make use of cortical surface rBCIs in order to probe cortical function in ways unattainable by single unit-based studies.
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