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We present results for testing and estimation in the context of separable covariance models. We concentrate on two types of data: relational data and cross-classified data. Relational data is frequently represented by a square matrix and we are often interested in identifying patterns of similarity between entries in the matrix. Under the assumption of a separable covariance, a natural model for such data is based on the matrix-variate normal distribution. In the context of this model we develop a likelihood ratio test for testing for row and column dependence based on the observation of a single relational data matrix. We provide extensions of the test to accommodate common features of such data, such as undefined diagonal entries, a non-zero mean, multiple observations, and deviations from normality. We then develop an estimation procedure for mean and covariance parameters under this model. In the context of cross-classified data, the separable covariance structure plays a role in relating the different effects in an ANOVA decomposition. Specifically, for many types of categorical factors, it is plausible that levels of a factor that have similar main-effect coefficients may also have similar coefficients in higher-order interaction terms. We introduce a class of hierarchical prior distributions based on the array-variate normal that can adapt to such similarities and hence borrow information from main effects and lower-order interactions in order to improve estimation of higher-order interactions.
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Chapter 1

INTRODUCTION

This thesis is concerned with the study of separable covariance structures, chiefly by considering the matrix-variate and array-variate normal distributions. In the first part of the Introduction we will provide a construction for the matrix-variate normal distribution and discuss some properties that will be employed in the remaining chapters. A summary of the chapter organization follows.

Constructing the matrix-variate normal distribution

One of the most versatile, and by far the most commonly encountered, distribution in statistics is the normal distribution. Its introduction is attributed to Gauss in his “Theoria motus corporum coelestium in sectionibus conicis solem ambientium” in 1809 where he proposed the normal law of errors as

\[ \phi \Delta = \frac{h}{\sqrt{\pi}} \exp \left( -hh \Delta \Delta \right), \quad (1.1) \]

where \( h \) was the measure of precision of the observation of \( \Delta \). Employing slightly more interpretable notation than Gauss, we say that \( z \sim N(0, 1) \) is a univariate standard normal variable with density function

\[ f_z(z) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2}z^2 \right). \quad (1.2) \]

We can then define a normal variable with mean \( \mu \) and variance \( \sigma^2 \) as \( x \sim N(\mu, \sigma^2) \) via the linear transformation (\( \mu \in \mathbb{R} \) and \( \sigma \in \mathbb{R}^+ \)) on \( z : \mu + \sigma z \).

We can extend the univariate standard normal to a vector-variate random variable, termed the multivariate standard normal, \( \tilde{z} = (z_1, \ldots, z_m) \sim N_m(0, I) \). Each \( z_i \) is distributed as a univariate standard normal and due to the independence of the \( z_i \)s their jointy
density is given by

\[ f_{\tilde{z}}(\tilde{z}) = (2\pi)^{-\frac{m}{2}} \exp \left( -\frac{1}{2} \tilde{z}^t \tilde{z} \right). \]

We can define a linear transformation on the vector, \( \tilde{z} \), that is similar to the univariate case: \( \tilde{z} : \mu + A\tilde{z} \), where \( \mu \in \mathbb{R}^m \) and \( A \) is a (symmetric) square root of a symmetric positive definite matrix \( \Sigma = AA^t \) of dimension \( m \times m \). The random variable that results from this linear map is \( \tilde{x} \sim N_m(\mu, AA^t) \), a multivariate normal variable with mean \( E[\tilde{x}] = \mu \) and covariance matrix \( \text{cov}[\tilde{x}] = \Sigma \).

The matrix-variate normal distribution is a special subfamily of the multivariate normal, possessing a separable covariance matrix. While it is possible to gain insight into the Kronecker covariance structure from the above construction of the multivariate normal, a more intuitive construction is available. As the matrix-variate normal distribution is the main focus of this dissertation we state these results formally.

**Definition 1.** Let \( Z \sim N_{m_r \times m_c}(0, I_{m_r}, I_{m_c}) \) be a matrix where each entry is an independent standard normal variable. Due to the independence of the entries in the matrix, the density of all the entries in the matrix is a product of the individual densities. Using the standard normal density from Equation [1.2] we have

\[
 f_Z(Z) = (2\pi)^{-\frac{m_r m_c}{2}} \exp \left( -\frac{1}{2} \sum_{ij} z_{ij}^2 \right) \\
 = (2\pi)^{-\frac{m_r m_c}{2}} \exp \left( -\frac{1}{2} \text{etr} \left( -\frac{1}{2} \text{vec}(Z) \text{vec}(Z)^t \right) \right) \\
 = (2\pi)^{-\frac{m_r m_c}{2}} \exp \left( -\frac{1}{2} \text{etr} \left( -\frac{1}{2} ZZ^t \right) \right),
\]

where \( \text{etr} = \exp \text{tr} \) is the exponentiation of the matrix trace. The second and third equalities are direct consequences of basic properties of the matrix trace. We call this the standard matrix-normal distribution.

**Definition 2.** Define the random variable \( Y \sim N_{m_r \times m_c}(M, \Sigma_r, \Sigma_c) \) via the bilinear map \( Z : M + AZB^t \) where \( Z \) has a standard matrix-variate normal distribution and \( \Sigma_r = AA^t \).
and $\Sigma_c = BB^t$ are symmetric positive definite matrices of dimensions $m_r \times m_r$ and $m_c \times m_c$, respectively. The matrix $M$ is an arbitrary $m_r \times m_c$ matrix. We call $Y$ a mean $M$ matrix variate normal variable with Kronecker covariance $\Sigma_c \otimes \Sigma_r$. The Jacobian of the bilinear map is given by $|\Sigma_c \otimes \Sigma_r|^{-\frac{m_r m_c}{2}}$ and so the density of $Y$ is

$$f_Y(Y) = (2\pi)^{-\frac{m_r m_c}{2}} |\Sigma_r|^{-\frac{m_c}{2}} |\Sigma_c|^{-\frac{m_r}{2}} \text{etr} \left(-\frac{1}{2} \Sigma_r^{-1} (Y - M) \Sigma_c^{-1} (Y - M)^t\right).$$ \hspace{1cm} (1.3)

As mentioned above, the matrix normal distribution is a subfamily of the multivariate normal. The two can be related as follows:

$$Y \sim N_{m_1 \times m_2}(M, \Sigma_r, \Sigma_c) \iff \text{vec}(Y) \sim N\left(\text{vec}(M), \Sigma_c \otimes \Sigma_r\right).$$ \hspace{1cm} (1.4)

To interpret this covariance structure, we note that the covariance between two entries in $Y$ is given by $\text{cov}(y_{ij}, y_{kl}) = \Sigma_{r,ik} \Sigma_{c,jl}$. The covariance between $y_{ij}$ and $y_{kl}$ is a product of a contribution from $\Sigma_r$ (the $ik$ entry, which corresponds to the rows of $Y$ that $y_{ij}$ and $y_{kl}$ belong to), and a contribution from $\Sigma_c$ (the $jl$ entry, which corresponds to the columns of $Y$ that $y_{ij}$ and $y_{kl}$ belong to). This provides an intuitive interpretation for the two matrices $\Sigma_r$ and $\Sigma_c$ as representing the covariance among the rows and among the columns of a matrix $Y$, respectively (hence the suggestive subscripts “r” and “c”). Furthermore, it is straightforward to show that the second moments of $Y$ are

$$E[Y Y^t] = \Sigma_r \text{tr}(\Sigma_c)$$

$$E[Y^t Y] = \Sigma_c \text{tr}(\Sigma_r).$$

These identities provide further justification for the interpretation of $\Sigma_r$ and $\Sigma_c$ as the covariance of the rows of $Y$ and of the columns of $Y$.

Matrix variate distributions play an important role in statistics, and the matrix variate normal is no exception. The earliest considerations of the matrix normal concentrated on special cases of the distribution. James [1954] provided a characterization for the matrix normal with $\Sigma_r = I$, that is when $Y$ is left-spherical. Further treatments of left- and right- spherical distributions are available in Dawid [1977, 1981]. The first mention of a
matrix-variate normal distribution with row and column covariance matrices in the form that we have provided above appears in [Dawid 1978]. In the 1980s, results on high order expectations of matrix variate distributions appeared in the literature [Neudecker and Wansbeek 1987, Von Rosen 1988]. These results were closely related to the study of the distribution function of quadratic forms of the matrix variate normal as well as the notion of Wishartiness [Khatri 1959, 1962]. Many of these results are summarized in [Gupta and Nagar 1999].

A brief mention is now given to a natural extension of the matrix-variate normal distribution to the array normal distribution which is discussed in Chapters 2 and 4 of this thesis. The array normal distribution exhibits a separable covariance structure akin to the matrix normal described above. While the matrix normal distribution has only two modes (rows and columns), the array normal can accommodate any number of modes, where the covariance along all the modes is combined via the Kronecker product to form the covariance of the whole array. This is best described via an equivalence to the multivariate normal (as in (1.4)):

\[ Y \sim N_{m_1, \ldots, m_p}(M, \Sigma_1, \ldots, \Sigma_p) \iff \text{vec}(Y) \sim N(\text{vec}(M), \Sigma_p \otimes \cdots \otimes \Sigma_1). \]

Many of the properties of the matrix-variate normal distribution extend to the array-variate normal. For example, second moments (where second moments are conveniently written via the matricization operator of [Kolda 2006]) lend similar interpretation to the covariance matrices along each mode. The distribution has recently been treated in detail by [Hoff 2011].

**Summary of chapter organization**

The next two chapters concentrate on the study of relational data within the framework of a square matrix variate normal distribution. Relational data are often represented as a square matrix, the entries of which record the relationships between pairs of objects. Many statistical methods for the analysis of such data assume some degree of similarity or dependence between objects in terms of the way they relate to each other. However, formal
tests for such dependence have not been developed. In Chapter 2 we provide a test for such dependence using the framework of the matrix normal model, a type of multivariate normal distribution parameterized in terms of row- and column-specific covariance matrices. We develop a likelihood ratio test (LRT) for row and column dependence based on the observation of a single relational data matrix. We obtain a reference distribution for the LRT statistic, thereby providing an exact test for the presence of row or column correlations in a square relational data matrix. Additionally, we provide extensions of the test to accommodate common features of such data, such as undefined diagonal entries, a non-zero mean, multiple observations, and deviations from normality.

The rejection of the null hypothesis by the test of Chapter 2 leads to an inference problem: how does one account for the row and column correlation that is evident in the data? In Chapter 3 we provide a framework for estimating the separable covariance structure in the context of a single observation from a matrix-variate normal distribution. We first describe covariance estimators in the known mean case. We concentrate on the classes of maximum likelihood estimators and maximum penalized likelihood estimators. We present theoretical results for several subproblems and develop a novel penalty for the similarity between the covariance matrices for the rows and columns of the relational data matrix. Next we extend these results to the case of an unknown mean. In the case of the unpenalized estimators of the covariance, a one-step feasible GLS approach is presented, as the likelihood is unbounded when estimating mean parameters and full row and column covariance matrices. On the other hand, for the penalized methods an iterative estimation procedure is proposed. Theoretical guarantees for the convergence of the optimization procedure and for the unbiasedness of the estimates of the mean parameters are conjectured.

In Chapter 4 we leave the realm of relational data to discuss an application of matrix-variate and array-variate normal distributions to ANOVA decompositions. ANOVA decompositions are a standard method for describing and estimating heterogeneity among the means of a response variable across levels of multiple categorical factors. In such a decomposition, the complete set of main effects and interaction terms can be viewed as a collection of vectors, matrices and arrays that share various index sets defined by the factor levels. For many types of categorical factors, it is plausible that an ANOVA decomposition exhibits
some consistency across orders of effects, in that the levels of a factor that have similar main-effect coefficients may also have similar coefficients in higher-order interaction terms. In such a case, estimation of the higher-order interactions should be improved by borrowing information from the main effects and lower-order interactions. To take advantage of such patterns, this chapter introduces a class of hierarchical prior distributions for collections of interaction arrays that can adapt to the presence of such interactions. These prior distributions are based on a type of array-variate normal distribution, for which a covariance matrix for each factor is estimated. This prior is able to adapt to potential similarities among the levels of a factor, and incorporate any such information into the estimation of the effects in which the factor appears. In the presence of such similarities, this prior is able to borrow information from well-estimated main effects and lower-order interactions to assist in the estimation of higher-order terms for which data information is limited.

A discussion and directions for future work are presented in Chapter 5. Appendix A provides proofs for the theorems of Chapter 2 and Appendix B provides a brief introduction to metrics on the space of positive definite matrices.
Chapter 2

TESTING FOR NODAL DEPENDENCE IN RELATIONAL DATA MATRICES

2.1 Introduction

Networks or relational data among \( m \) actors, nodes or objects are frequently presented in the form of an \( m \times m \) matrix \( Y = \{ y_{ij} : 1 \leq i, j \leq m \} \), where the entry \( y_{ij} \) corresponds to a measure of the directed relationship from object \( i \) to object \( j \). Such data are of interest in a variety of scientific disciplines: Sociologists and epidemiologists gather friendship network data to study social development and health outcomes among children [Fletcher et al., 2011, Pollard et al., 2010, Potter et al., 2012, Van De Bunt et al., 1999], economists study markets by analyzing networks of business interactions among companies or countries [Westveld and Hoff, 2011, Lazzarini et al., 2001], and biologists study gene-gene interaction networks to better understand biological pathways [Bergmann et al., 2003, Stuart et al., 2003].

Often of interest in the study of such data is a description of the variation and similarity among the objects in terms of their relations. Similarities among rows and among columns in empirical networks have long been observed [Sampson, 1968, Leskovec et al., 2008], leading to the development of statistical tools to summarize such patterns. CONCOR (CONvergence of iterated CORrelations) is an early example of a procedure that partitions the rows (or columns) of \( Y \) into groups based on a summary of the correlations among the rows (or columns) of \( Y \) [White et al., 1976, McQuitty and Clark, 1968]. The procedure yields a “blockmodel” of the objects, a representation of the original data matrix \( Y \) by a smaller matrix that identifies relationships among groups of objects. While this algorithm is still commonly used [Lincoln and Gerlach, 2004, Lafosse and Ten Berge, 2006], it suffers from a lack of statistical interpretability [Panning, 1982], as it is not tied to any particular statistical model or inferential goal.

Several model-based approaches presume the existence of a grouping of the objects such
that objects within a group share a common distribution for their outgoing relationships. This is the notion of stochastic equivalence, and is the primary assumption of stochastic blockmodels, a class of models for which the probability of a relationship between two objects depends only on their individual group memberships [Holland et al., 1983, Wang and Wong, 1987, Nowicki and Snijders, 2001, Rohe et al., 2011, Airoldi et al., 2008] extend the basic blockmodel by allowing each object to belong to several groups. In this model the probability of a relationship between two nodes depends on all the group memberships of each object. This and other variants of stochastic blockmodels belong to the larger class of latent variable models, in which the probability distribution of the relationship between any two objects $i$ and $j$ depends on unobserved object-specific latent characteristics $z_i$ and $z_j$ [Hoff et al., 2002]. Statistical models of this type all presume some form of similarity among the objects in the network. However, while such models are widely used and studied, no formal test for similarities among the objects in terms of their relations has been proposed.

Many statistical methods for valued or continuous relational data are developed in the context of normal statistical models. These include, for example, the widely-used social relations model [Kenny and La Voie, 1984, Li and Loken, 2002] and covariance models for multivariate relational data [Li, 2006, Westveld and Hoff, 2011, Hoff, 2011]. Additionally, statistical models for binary and ordinal relational data can be based on latent normal random variables via probit or other link functions [Hoff, 2005b, 2008]. In this chapter we propose a novel approach to testing for similarities between objects in terms of the row and column correlation parameters of the matrix normal model. The matrix normal model consists of the multivariate normal distributions that have a Kronecker-structured covariance matrix [Dawid, 1981]. Specifically, we say that an $m \times m$ random matrix $Y$ has the mean-zero matrix normal distribution $N_{m\times m}(0, \Sigma_r, \Sigma_c)$ if vec $(Y) \sim N_{m^2}(0, \Sigma_c \otimes \Sigma_r)$ where “vec” is the vectorization operator and “$\otimes$” denotes the Kronecker product. Under this distribution, the covariance between two relations $y_{ij}$ and $y_{kl}$ is given by $\text{cov}(y_{ij}, y_{kl}) = \Sigma_{r,ik} \Sigma_{c,jl}$. Furthermore, it is straightforward to show that

$$E[YY^t] = \Sigma_r \text{tr}(\Sigma_c) \text{ and } E[Y^tY] = \Sigma_c \text{tr}(\Sigma_r).$$
These identities suggest the interpretation of \( \Sigma_r \) and \( \Sigma_c \) as the covariance of the objects as senders of ties and as receivers of ties, respectively. In this chapter, we evaluate evidence for similarities between objects by testing for non-zero correlations in this matrix normal model. Specifically, we develop a test of

\[
H_0 : (\Sigma_r, \Sigma_c) \in \mathcal{D}_+^m \times \mathcal{D}_+^m \text{ versus } H_1 : (\Sigma_r, \Sigma_c) \in (\mathcal{S}_+^m \times \mathcal{S}_+^m) \backslash (\mathcal{D}_+^m \times \mathcal{D}_+^m)
\]

where \( \mathcal{D}_+^m \) is the set of \( m \times m \) diagonal matrices with positive entries and \( \mathcal{S}_+^m \) is the set of \( m \times m \) positive definite symmetric matrices. Model \( H_0 \), which we call the Kronecker variance model, represents heteroscedasticity among the rows and the columns while still maintaining their independence. Model \( H_1 \), which we call the full Kronecker covariance model, allows for correlations between all of the rows and all the of columns. Rejection of the null of zero correlation would support further inference via a model that allowed for similarities among the objects, such as a stochastic blockmodel, some other latent variable model or the matrix normal model. Acceptance of the null would caution against fitting such a model in order to avoid spurious inferences.

This goal of evaluating the evidence for row or column correlation is in contrast to that of the existing testing literature for matrix normal distributions. This literature has focused on an evaluation of the null hypothesis that \( \text{cov}(\text{vec}(Y)) = \Sigma_c \otimes \Sigma_r \) (our \( H_1 \)) against an unstructured alternative [Roy and Khattree 2005, Mitchell et al. 2006, Lu and Zimmerman 2005, Srivastava et al. 2008]. The tests proposed in this literature are likelihood ratio tests that, in the case of an \( m \times m \) square matrix \( Y \), require at least \( n > m^2 \) replications to estimate the covariance under the fully unstructured model. Such tests are not applicable to most relational datasets, which typically consist of at most a few observed relational matrices.

In the next section we derive a hypothesis test of \( H_0 \) versus \( H_1 \) in the context of the matrix normal model. We show that given a single observed relational matrix \( Y \), the likelihood is bounded under both \( H_0 \) and \( H_1 \) and so a likelihood ratio test of \( H_0 \) against \( H_1 \) can be constructed. We further show how the null distribution of the test statistic can be approximated with an arbitrarily high precision via a Monte Carlo procedure. In Section
we extend these results to the general class of matrix variate elliptically contoured distributions. The power of the test in several different situations is evaluated in Section 2.3.

Although the development of our testing procedure is based on the mean-zero matrix normal distribution, it is straightforward to extend the test to several other scenarios commonly encountered in the study of relational data, including missing diagonal entries, non-zero mean structure, multiple heteroscedastic observations and binary networks. These extensions and two data examples are discussed in Section 2.4. A discussion follows in Section 5.

2.2 Likelihood ratio test

In this section we propose a likelihood ratio test (LRT) for evaluating the presence of correlations among the rows and correlations among the columns of a square matrix. The data matrix \( Y \) is modeled as a draw from a mean zero matrix normal distribution \( N_{m \times m}(0, \Sigma_r, \Sigma_c) \).

The parameter space under the null hypothesis \( H_0 \) is \( \Theta_0 = D_+^m \times D_+^m \), the space of all pairs of diagonal \( m \times m \) matrices with positive entries. Under the alternative \( H_1 \), the parameter space is \( \Theta_1 = (S_+^m \times S_+^m) \backslash (D_+^m \times D_+^m) \), the collection of all pairs of positive definite matrices of dimension \( m \) for which at least one is not diagonal. To derive the LRT statistic, we first obtain the maximum likelihood estimates (MLEs) under the unrestricted parameter space \( \Theta = \Theta_0 \cup \Theta_1 \) and under the null parameter space \( \Theta_0 \). From these MLEs, we construct several equivalent forms of the LRT statistic. While the null distribution of the test statistic is not available in closed form, the statistic is invariant under diagonal rescalings of the data matrix \( Y \), implying that the distribution of the statistic is constant as a function of \((\Sigma_r, \Sigma_c) \in \Theta_0 \). This fact allows us to obtain null distributions and \( p \)-values via Monte Carlo simulation.

2.2.1 Maximum likelihood estimates

The density of a mean zero matrix normal distribution \( N_{m \times m}(0, \Sigma_r, \Sigma_c) \) is given by

\[
p(Y|\Sigma_r, \Sigma_c) = (2\pi)^{-m^2/2}|\Sigma_c \otimes \Sigma_r|^{-1/2} \exp\left(-\frac{1}{2} \text{tr} \left( \Sigma_r^{-1} Y \Sigma_c^{-1} Y^t \right) \right),
\]
where “tr” is the matrix trace and “⊗” is the Kronecker product. Throughout the chapter we will write \( l(\Sigma_r, \Sigma_c; Y) \) as minus two times the log likelihood minus \( m^2 \log 2\pi \), hereafter referred to as the scaled log likelihood:

\[
l(\Sigma_r, \Sigma_c; Y) = -2 \log p(Y|\Sigma_r, \Sigma_c) - m^2 \log 2\pi = \text{tr} \left[ \Sigma_r^{-1} Y \Sigma_c^{-1} Y^t \right] - \log |\Sigma_c^{-1} \otimes \Sigma_r^{-1}|.
\]

We will state all the results in this paper in terms of \( l(\Sigma_r, \Sigma_c; Y) \). For example, an MLE will be a minimizer of \( l(\Sigma_r, \Sigma_c; Y) \) in \((\Sigma_r, \Sigma_c) \). The following result implies that if \( Y \) is a draw from an absolutely continuous distribution on \( \mathbb{R}^{m \times m} \), then the scaled likelihood is bounded from below, and achieves this bound on a set of nonunique MLEs:

**Theorem 1.** If \( Y \) is full rank then \( l(\Sigma_r, \Sigma_c; Y) \geq m^2 + m \log |YY^t/m| \) for all \((\Sigma_r, \Sigma_c) \in \Theta\), with equality if \( \Sigma_r = Y \Sigma_c^{-1} Y^t/m \), or equivalently, \( \Sigma_c = Y^t \Sigma_r^{-1} Y/m \).

**Proof.** We first look for MLEs at the critical points of \( l(\Sigma_r, \Sigma_c; Y) \). Setting derivatives of \( l \) to zero indicates that critical points satisfy

\[
\hat{\Sigma}_r = Y \Sigma_c^{-1} Y^t/m \quad (2.1)
\]

\[
\hat{\Sigma}_c = Y^t \hat{\Sigma}_r^{-1} Y/m. \quad (2.2)
\]

Note that these equations are redundant: If \((\hat{\Sigma}_r, \hat{\Sigma}_c) \) satisfy Equation 2.1 then these values satisfy Equation 2.2 as well. The value of the scaled log likelihood at such a critical point is

\[
l \left( Y \hat{\Sigma}_c^{-1} Y^t/m, \hat{\Sigma}_c; Y \right) = \text{tr} \left[ \left( Y \Sigma_c^{-1} Y^t/m \right)^{-1} Y \hat{\Sigma}_c^{-1} Y^t \right] + \log |\hat{\Sigma}_c \otimes Y \Sigma_c^{-1} Y^t/m|
\]

\[
= m \text{tr} \left[ Y^{-t} \hat{\Sigma}_c Y^{-1} Y \hat{\Sigma}_c^{-1} Y^t \right] + m \log |\hat{\Sigma}_c|
\]

\[
- m \log |\hat{\Sigma}_c| + m \log |YY^t/m|
\]

\[
= m \text{tr} [I] + m \log |YY^t/m|. \quad (2.3)
\]

In the second and third lines, \( Y^{-1} \) exists and \(|YY^t/m| > 0 \) since \( Y \) is square and full rank.
Now we compare the scaled log likelihood at a critical point to its value at any other point.

\[
l(\Sigma_r, \Sigma_c; Y) - l(Y \hat{\Sigma}_c^{-1}Y^t/m, \hat{\Sigma}_c; Y) = \text{tr} \left[ \Sigma_r^{-1} Y \Sigma_c^{-1} Y^t \right] + m \log (|\Sigma_r|/|\Sigma_c|)
- m^2 - m \log |YY^t/m|
= m^2 \frac{1}{m} \text{tr} \left[ \Sigma_r^{-1} Y \Sigma_c^{-1} Y^t/m \right]
- m^2 \left[ \frac{1}{m} \log |\Sigma_r^{-1} Y \Sigma_c^{-1} Y^t/m| - 1 \right]
\]

(2.4)

The first equality is a simple combination of equations 2.1 and 2.3. The second equality is a rearrangement of terms that combines all the determinant in the log terms. This difference can be written as \( m^2 (a - \log g - 1) \), where \( a \) is the arithmetic mean and \( g \) is the geometric mean of the eigenvalues of \( (\Sigma_r^{-1/2} Y \Sigma_c^{-1} Y^t \Sigma_r^{-1/2})/m \). To complete the proof we show that \( a - \log g - 1 \geq 0 \). Consider \( f(x) = x - 1 - \log x \) and its first and second derivatives with respect to \( x \): \( f'(x) = 1 - \frac{1}{x} \), and \( f''(x) = \frac{1}{x^2} \). The second derivative is positive at the critical point \( x = 1 \), so \( f(1) = 0 \) is a global minimum of the function. Thus \( x - \log x - 1 \geq 0 \).

Now let \( \lambda_1, \ldots, \lambda_m \) be the eigenvalues of \( (\Sigma_r^{-1/2} Y \Sigma_c^{-1} Y^t \Sigma_r^{-1/2})/m \) and so \( a = \frac{1}{m} \sum \lambda_i \) and \( g = (\prod \lambda_i)^{1/m} \). We then have

\[
a \geq \log a + 1 = \log \left( \frac{1}{m} \sum x_i \right) + 1 \geq \log \left( \prod x_i^{1/m} \right) + 1 = \log g + 1
\]

as \( a \geq g \) since \( \lambda_i \geq 0 \, \forall i \). Since \( a - 1 - \log g \geq 0 \) we have the desired result. \( \square \)

Note that the MLE is not unique, nor is the MLE of \( \Sigma_c \otimes \Sigma_r \). For example, \( I \otimes YY^t/m \) is an MLE of \( \Sigma_c \otimes \Sigma_r \), as is \( Y^tY \otimes I/m \). Moreover, there is an MLE for each \( \Sigma_r \in S^m_+ \) given by \( (\Sigma_r, Y^t\Sigma^{-1}_r Y/m) \), and similarly there is an MLE for each \( \Sigma_c \in S^m_+ \) given by \( (Y \Sigma^{-1}_c Y^t/m, \Sigma_c) \).

Theorem 1 also implies that the likelihood is bounded under the null. Unlike the unrestricted case, the MLE under the null is unique up to scalar multiplication:

**Theorem 2.** If \( Y \) is full rank then the MLE \( \hat{D}_c \otimes \hat{D}_r \) under \( H_0 \) is unique, while \( \hat{D}_r \) and \( \hat{D}_c \) are unique up to a multiplication and division by the same positive scalar.

A proof is given in the Appendix. To find the MLE under the null model, we obtain
the derivatives of the scaled log likelihood $l$ with respect to $(\Sigma_r, \Sigma_c) \in \Theta_0$. For notational convenience, we will refer to diagonal versions of $\Sigma_r$ and $\Sigma_c$ as $D_r$ and $D_c$ respectively. Setting these derivatives equal to zero, we establish that the critical points of $l$ must satisfy

\begin{align*}
D_r &= YD_c^{-1}Y^t \circ I/m \quad (2.5) \\
D_c &= Y^tD_r^{-1}Y \circ I/m \quad (2.6)
\end{align*}

where “$\circ$” is the Hadamard product. The MLE can be found by iteratively solving equations (2.5) and (2.6). This procedure can be seen as a type of block coordinate descent algorithm, decreasing $l$ at each iteration [Tseng, 2001].

\subsection{Likelihood ratio test statistic and null distribution}

Since the scaled log likelihood is bounded below, we are able to obtain a likelihood ratio statistic that is finite with probability 1 when $Y$ is sampled from an absolutely continuous distribution on $\mathbb{R}^{m \times m}$. As usual, a likelihood ratio test statistic can be obtained from the ratio of the unrestricted maximized likelihood to the likelihood maximized under the null. We take our test statistic to be

$$T(Y) = l(\hat{D}_r, \hat{D}_c; Y) - l(\hat{\Sigma}_r, \hat{\Sigma}_c; Y),$$

where $(\hat{\Sigma}_r, \hat{\Sigma}_c)$ is any unrestricted MLE and $(\hat{D}_r, \hat{D}_c)$ is the MLE under $\Theta_0$. Since the scaled log likelihood $l$ is minus two times the likelihood, our statistic is a monotonically increasing function of the likelihood ratio.

In Theorem 1 we showed that $l(\hat{\Sigma}_r, \hat{\Sigma}_c; Y) = m^2 + m \log |YY^t/m|$ for any unrestricted
MLE $\left( \hat{\Sigma}_r, \hat{\Sigma}_c \right)$. Similarly, letting $\left( \hat{D}_r, \hat{D}_c \right)$ be an MLE under $H_0$, we have

$$l(\hat{D}_r, \hat{D}_c; Y) = \text{tr} \left[ Y^t \hat{D}_r^{-1} Y \hat{D}_c^{-1} \right] + \log \left| \hat{D}_c \otimes \hat{D}_r \right|$$

$$= \text{tr} \left[ (Y^t \hat{D}_r^{-1} Y)(Y^t \hat{D}_r^{-1} Y/m \circ I)^{-1} \right] + \log \left| \hat{D}_c \otimes \hat{D}_r \right|$$

$$= \sum_i (Y^t \hat{D}_r^{-1} Y)_{ii} (Y^t \hat{D}_r^{-1} Y/m \circ I)^{-1} \left[ \hat{D}_c \otimes \hat{D}_r \right]$$

$$= m \sum_i (Y^t \hat{D}_r^{-1} Y)_{ii} / (Y^t \hat{D}_r^{-1} Y)_{ii} + \log \left| \hat{D}_c \otimes \hat{D}_r \right| = m^2 + \log \left| \hat{D}_c \otimes \hat{D}_r \right|,$$

where the second equality stems from MLE satisfying $\hat{D}_c = Y^t \hat{D}_r^{-1} Y/m \circ I$ (Equation (2.6)). The third equality relies on the following identity for traces: for a diagonal matrix $A$ and unstructured matrix $B$ of the same dimension, $\text{tr} [AB] = \sum_i A_{ii} B_{ii}$. The final line is due to the following identity for Hadamard products: if $I$ is the identity matrix and $B$ is an unstructured matrix, then $(B \circ I)^{-1}_{ii} = 1/B_{ii}$.

The maximized likelihoods under the null and alternative give

$$T(Y) = \log \left| \hat{D}_c \otimes \hat{D}_r \right| - m \log |YY^t/m|$$

$$= m \left( \log \left| \hat{D}_c \right| + \log \left| \hat{D}_r \right| - \log |YY^t/m| \right). \quad (2.7)$$

Since no closed form solution exists for $\hat{D}_r$ it is not clear how to obtain the null distributions of $T$ in closed form. However, it is possible to simulate from the null distribution of $T(Y)$, as the distribution of the test statistic is the same for all elements of the null hypothesis. To see this, we show that the test statistic itself is invariant under left and right transformations of the data by positive diagonal matrices. Let $\bar{Y} = D_1 Y D_2$ for positive diagonal matrices $D_1$ and $D_2$. Since the MLE $\hat{D}_c \otimes \hat{D}_r$ is unique it is an equivariant function of any matrix $Y$ with respect to left and right multiplication by diagonal matrices (see Eaton [1983] Prop 7.11). In particular, writing $\hat{\theta}(Y)$ for the estimate of $\hat{D}_c \otimes \hat{D}_r$ based on a data matrix $Y$, we have

$$\hat{\theta} \left( \bar{Y} \right) = \left( D_2^{1/2} \otimes D_1^{1/2} \right) \hat{\theta}(Y) \left( D_2^{1/2} \otimes D_1^{1/2} \right).$$
Since the determinant is a multiplicative map, we can write the determinant of the above
as
\[ \left| \hat{\theta}(\tilde{Y}) \right| = \left| (D_2 \otimes D_1) \right| \left| \hat{\theta}(Y) \right|. \]

Using the above, the \( T(\tilde{Y}) \) can be written as in Equation (2.7):
\[
T(\tilde{Y}) = m \log \left| \hat{\theta}(\tilde{Y}) \right| - m \log \left| \tilde{Y}^{\top}/m \right|
= m \log \left| \hat{\theta}(Y) \right| + m \log |D_2 \otimes D_1| - m \log |YY^{\top}/m| - m \log |D_2 \otimes D_1| = T(Y).
\]

Since for a matrix normal random variable \( Y \sim N_{m\times m}(0, \Sigma_1, \Sigma_2) \) we have \( Y \overset{d}{=} \Sigma_1^{1/2} Y_0 \Sigma_2^{1/2} \) for \( Y_0 \sim N_{m\times m}(0, I, I) \), the above argument implies that \( T(Y) \overset{d}{=} T(Y_0) \) under the null. Therefore, the null distribution of \( T \) can be approximated via Monte Carlo simulation of \( Y \) from any distribution in \( H_0 \). For example, a Monte Carlo approximation to the \( q^{th} \) quantile, \( T_q \) can be obtained from the following algorithm:

1. Simulate \( Y_0^1, \ldots, Y_0^S \sim \text{i.i.d } N_{m\times m}(0, I, I); \)

2. Let \( \hat{T}_q = \min \{ T(Y_0^q) : \sum_{s=1}^S 1[T(Y_0^q) \geq T(Y_0^s)]/S \geq q \} \).

2.2.3 Matrix variate elliptically contoured distributions

The results of the previous subsection are immediately extendable to the general class of matrix variate elliptically contoured distributions. In this section we show that under minor regularity conditions on the distributions, the likelihood for a matrix variate elliptically contoured distribution is bounded when the matrix normal distribution is bounded. We provide the form of an MLE for the general class of mean zero square matrix variate elliptically contoured distributions and demonstrate that the likelihood ratio test between \( H_0 \) and \( H_1 \) has the same form as in Equation (2.7).

We use the notation of Gupta and Varga [1994] for the matrix variate elliptically contoured distribution. We say that \( Y \) has a mean zero square matrix variate elliptically
countoured distribution and write $Y \sim E_{m \times m} (0, \Sigma_r, \Sigma_c, h)$ if its density has the form

$$f_Y(Y) = \frac{1}{|\Sigma_r|^{m^2/2} |\Sigma_c|^{m^2/2}} h \left( \text{tr} \left[ Y^t \Sigma_r^{-1} Y \Sigma_c^{-1} \right] \right) = \frac{1}{|\Sigma_r|^{m^2/2} |\Sigma_c|^{m^2/2}} h \left( \text{vec}(Y)^t \left( \Sigma_c^{-1} \otimes \Sigma_r^{-1} \right) \text{vec}(Y) \right).$$

(2.8)

For $h(w) = (2\pi)^{m^2/2} \exp \left( -\frac{1}{2} w \right)$, $Y$ is a mean zero matrix variate normal variable. Gupta and Varga [1994] show that if $Y \sim E(0, \Sigma_r, \Sigma_c, h)$ then $AYB \sim E(0, A\Sigma_r A^t, B\Sigma_c B^t, h)$ and if second moments exist, then $\text{cov}(\text{vec}(Y)) = c_h (\Sigma_c \otimes \Sigma_r)$. In Gupta and Varga [1995], the authors showed that when $\Sigma_r$ and $h$ are known, the MLE of $\Sigma_c$ is proportional to the MLE under normality, but they do not provide results for the boundedness of the likelihood or existence of MLEs for the case where only $h$ is known. To find the form of the MLE in this case we state a simplified version of Theorem 1 of Anderson et al. [1986]:

**Theorem.** Let $\Omega$ be a set in the space of $S_{+}^{m^2}$, such that if $V \in \Omega$ then $cV \in \Omega \forall c > 0$ (that is $\Omega$ is a cone). Suppose $h$ is such that $h(y^t y)$ is a density in $\mathbb{R}^{m^2}$ and $x^{m^2/2} h(x)$ has a finite positive maximum $x_h$. Suppose that on the basis of an observation $y$ from $|V|^{-1/2} h(y^t V^{-1} y)$ an MLE under normality $\hat{V} \in \Omega$ exists and $\hat{V} > 0$ with probability 1. Then an MLE for $h$ is $\hat{V} = (m^2/x_h) \hat{V}$ and the maximum of the likelihood is $|\hat{V}|^{-1/2} h(x_h)$.

In the previous subsection we proved that for the mean zero square matrix normal distribution, the likelihood is bounded for a single observation. A direct application of the above theorem with $\Omega = S_+^m \times S_+^m \subset S_{+}^{m^2}$ and $y = \text{vec}(Y)$ proves that for the likelihood of a generic matrix variate elliptically contoured distribution with $h$ defined as in (2.8), the likelihood is bounded and the MLE of $\Sigma_c$ is proportional to the MLE under normality. Clearly the theorem hold for a smaller space $\omega = D_+^m \times D_+^m \subset S_{+}^{m^2}$ as well, and thus the likelihood ratio statistic can be constructed as follows

$$T(Y) = 2 \log \left| \hat{V}_{\Omega} \right| - 1/2 h(x_h) - 2 \log \left| \hat{V}_{\omega} \right| - 1/2 h(x_h)$$

$$= \log |\hat{V}_\omega| - \log |\hat{V}_\Omega| = \log |\hat{V}_\omega| - \log |\hat{V}_\Omega|$$

(2.9)

where $\hat{V}_\omega$ and $\hat{V}_\Omega$ are the MLEs under normality that were previously derived. Equation
Table 2.1: 95% quantile of the null distribution of the test statistic for testing $H_0$ versus $H_1$. Approximation from 100,000 simulated values.

Equation (2.9) is identical to the original form of the test (e.g. Equation (2.7)). As such, to conduct the test for any elliptically contoured distribution, we can construct a reference distribution for the null based on a mean zero matrix variate distribution.

2.3 Power calculations

In this section we present power calculations for three different types of covariance models. The three covariance models we consider are: (1) Exchangeable row covariance and exchangeable column covariance; (2) Maximally sparse Kronecker structured covariance; and (3) the covariance induced by a nonseparable stochastic blockmodel with two row groups and two column groups. For each covariance model, we consider the power as a function of parameters that control the total correlation within a covariance matrix as well as in terms of $m$, the dimension of the matrix. In Table 2.1 we present the 95% quantiles based on the null distributions required for performing level $\alpha = 0.05$ tests.

2.3.1 Exchangeable row and column covariance structure

We first consider a submodel of the matrix normal model in which $\Sigma_r$ and $\Sigma_c$ have exchangeable covariance structure. In this structure, the correlation between any two rows is a constant $\rho_r$ and the correlation between any two columns is a constant $\rho_c$. Specifically, $\text{cov} (\text{vec}(Y)) = \Sigma_c \otimes \Sigma_r$ where

$$\Sigma_r = (1 - \rho_r) I + \rho_r \mathbf{1}\mathbf{1}^t$$

and $\Sigma_c = (1 - \rho_c) I + \rho_c \mathbf{1}\mathbf{1}^t$,

and $\mathbf{1}$ is a vector of ones of length $m$. We first consider a network with $m = 10$ nodes and present the power as a function of $\rho_r$ and $\rho_c$ ranging from $-1/9$ to $1$, where the lower bound
guarantees that the covariance matrices are positive definite. We calculate the power on a \(25 \times 25\) grid in \([-1/9, 1]^2\) and use a bivariate interpolation to construct the heatmap in the top left panel of Figure 2.1. From the plot it is evident that the power is an increasing function in \(|\rho_r|\) and \(|\rho_c|\). In particular, keeping \(\rho_r\) constant, the power is an increasing function of \(|\rho_c|\) and vice versa.

In the top left panel of Figure 2.1 we observed that while keeping \(\rho_c\) constant, the power is an increasing function of \(|\rho_r|\). To study the power for higher dimensional matrices, we set \(\rho_c = 0\) and vary \(m\) and \(\rho_r\). The dashed line in the top left panel of Figure 2.1 traces the power function for \(m = 10\) and \(\rho_c = 0\). This corresponds to the same style dashed line in the top right hand panel of Figure 2.1. The other four lines in the right hand panel represent the calculated power as a function of \(\rho_r\) for different dimensions \(m\), holding \(\rho_c = 0\). As is expected, for each \(m\), the power is an increasing function of \(|\rho_r|\). Similarly, for each fixed \(\rho_r\) value, the power is an increasing function of \(m\). This latter phenomenon is due to the increase in the amount of data information with the increase in the dimension of the sociomatrix.

### 2.3.2 Maximally sparse Kronecker covariance structured correlation

While the previous example demonstrates the power of the test in the presence of many nonzero off-diagonal entries in the correlation matrices, it is of interest to see if the test has any power against alternatives that do not exhibit a large amount of correlation. For this purpose we consider a maximally sparse Kronecker covariance structure. We set the columns to be independent and only the first two rows to be correlated. This can be written compactly as \(\Sigma_c = I\) and \(\Sigma_r = I + \rho E_{12} + \rho E_{21}\), where \(E_{ij}\) is the 0 matrix with a 1 in the \((i,j)^{th}\) entry. For each of the matrix sizes \(m \in \{5, 10, 25, 50, 100\}\) we computed power functions for values of \(\rho\) ranging between -1 and 1. Monte Carlo approximations to the corresponding power functions are presented in the bottom left panel of Figure 2.1. We plot the results for \(m = 5\) and \(m = 100\) and see that the power increases monotonically as a function of \(|\rho|\) for both dimensions. While the power of the test for a fixed \(\rho\) appears to decrease as the size of the network \(m\) increases, the two curves are nearly identical. We
Figure 2.1: The top row of panels displays the power of the test under the exchangeable covariance model of Section 2.3.1. The bottom left panel displays the power of the test for the maximally sparse covariance model of Section 2.3.2 and the bottom right panel displays the power of the test for the nonseparable stochastic blockmodel of Section 2.3.3.

explain this as follows: while one expects that as the dimension \( m \) increases there is an increase in data information for identifying the correlation \( \rho \), the power curve is influenced more heavily by the fact that the difference between \( \Sigma_r \) and the identity matrix becomes less pronounced. Additional power curves for a range of \( m \) values between 5 and 100 were approximated. All the curves were between the \( m = 5 \) and \( m = 100 \) curves that are presented in the plot. For all the power calculations, the lowest calculated power for values of \( \rho \) close to 0 was always within two Monte Carlo standard errors of 0.05.
2.3.3 Misspecified covariance structure

In the Introduction we discussed a popular model for relational data with an underlying assumption of stochastically equivalent nodes called the stochastic blockmodel. Straightforward calculations show that in general the covariance induced by a stochastic blockmodel is nonseparable, but still induces correlations among the rows and among the columns. As such, we are interested in evaluating the power of our test against such nonseparable alternatives.

A stochastic blockmodel can be represented in terms of multiplicative latent variables. Specifically, we can write the relationship $y_{ij} = u_i^t W v_j + \epsilon_{ij}$ where $u_i$ and $v_j$ are latent vectors representing the row group membership of node $i$ and the column group membership of node $j$. $W$ is a matrix of means for the different group memberships and $\epsilon_{ij}$ is iid random noise.

For the purposes of this power calculation we consider a simple setup where each node belongs to one of two row groups and one of two column groups with equal probability. We let $W = \begin{pmatrix} 0 & -\mu \\ \mu & 0 \end{pmatrix}$ depend on a single parameter $\mu > 0$. Under this choice of $W$, we have $E[Y] = 0$ and $E[1^t Y 1] = 0$. Since there are only two groups, the latent group membership vectors can be written as $u_i = (u_{i1}, 1 - u_{i1})$ and $v_j = (v_{j1}, 1 - v_{j1})$ where $u_{i1}$ and $v_{j1}$ are independent Bernoulli$(1/2)$ random variables.

The bottom right panel of Figure 2.1 presents the power calculations for dimensions $m \in \{5, 10, 25, 50, 100\}$ and $|\mu| \in [0, 4]$. The power of the level $\alpha = 0.05$ test is increasing in $|\mu|$ which is a desirable property for this blockmodel since as $|\mu|$ grows the difference in the means for the groups becomes greater. The power of the test also increases with the dimension $m$.

2.4 Extensions and Applications

In this section we develop several extensions of the proposed test, and illustrate their use in the context of two data analysis examples. In the first example, we show how the test can be extended to accommodate a missing diagonal, an unknown non-zero mean, and heteroscedastic replications. The second example illustrates the use of the test for binary network data, a common type of relational data.
2.4.1 Extensions and continuous data example

International trade data on the value of exports from country to country is collected by the UN on a yearly basis and disseminated through the UN Comtrade website: \url{http://comtrade.un.org}. In this section we consider measures of total exports between twenty-six mostly large, well developed countries with high gross domestic product collected from 1996 to 2009 (measured in 2009 dollars). Specifically, we are interested in evaluating evidence for correlations among exporters and among importers. As trade between countries is relatively stable across years, we analyze the yearly change in log trade values, resulting in thirteen measurements (for the fourteen years of data) for every country-country pair. The data takes the form of a three way array \( Y = \{Y_{ijk} : i, j \in \{1, \ldots, 26\}, k \in \{1, \ldots, 13\}\} \) where \( i \) and \( j \) index the exporting and importing countries respectively and \( k \) indexes the year. Exports from a country to itself are not defined, and so entries \( Y_{iik} \) are “missing”.

We consider a model for trade of the form,

\[
Y_{ijk} = \beta_1 x_{ik} + \beta_2 x_{jk} + \epsilon_{ijk}, \tag{2.10}
\]

where \( x_{ik} \) is the difference in log gross domestic product of country \( i \) between years \( k \) and \( k - 1 \) (theoretical development of this model is available in the economics literature, see \cite{Tinbergen:1962, Bergstrand:1985, Bergstrand:1989}). We use GDP data collected by the World Bank through \url{http://data.worldbank.org/} to obtain OLS estimates of \( \beta_1 \) and \( \beta_2 \). To investigate the correlations among importers and among exporters we collect the residuals \( \epsilon_{ijk} = Y_{ijk} - \hat{Y}_{ijk} \) into thirteen matrices, \( E_{-k} \) for \( k = 1, \ldots, 13 \). Figure 2.2 plots the first two eigenvectors of moment estimates of pairwise row and column correlation matrices based on \( E_{-1}, \ldots, E_{-13} \). We observe systematic geographic patterns in both panels of the figure suggesting evidence that the \( \epsilon_{ijk} \) are not independent. To evaluate this evidence formally by testing for dependence of the \( \epsilon_{ijk} \) we extend the conditions under which the test developed in this chapter is applicable. Specifically, we must accommodate the following features of this data: a missing diagonal (\( Y_{iik} \) is not defined for all \( i \) and \( k \)), multiple observations (13 data points), and a nonzero mean structure (of the form (2.10)).
Figure 2.2: Plots of the first two eigenvectors of the estimates $\hat{R}_{\text{row}}$ and $\hat{R}_{\text{col}}$ of the row and column correlation matrices. Proximity of countries in the eigenspace indicates a positive correlation.

**Missing diagonal:** In relational datasets, the relationship of an actor to himself is typically undefined, meaning that the relational matrix $Y$ has an undefined diagonal. It is common to treat the entries of an undefined diagonal as missing at random and to use a data augmentation procedure to recover a complete data matrix, applying the analysis to the complete data. In the context of this chapter, this approach would allow us to treat the whole data matrix as a draw from a matrix normal distribution and perform our test exactly as outlined in Section 2.2. In this section we describe an augmentation procedure that does not require distributional assumptions for the diagonal elements. The procedure produces a data matrix $\tilde{Y}$ that we use to calculate the test statistic $T(\tilde{Y})$. Specifically, $\tilde{Y}$ replaces the undefined diagonal of $Y$ with zeros, keeping the rest of the data matrix the same. We show that $T(\tilde{Y})$ is invariant under diagonal transformations and thus we can approximate the null distribution of the test statistic based on for data drawn from a matrix normal distribution where the diagonal entries are replaced with zeros.

Consider square matrices $Y$ and $\tilde{Y}$ where $Y \sim N_{m \times m}(0, D_r, D_c)$ while $\tilde{Y}$ is distributed identically to $Y$ except the diagonal entries are replaced with zeros. Similarly define square matrices $Y_0 \sim N_{m \times m}(0, I, I)$ and $\tilde{Y}_0$. We showed in Section 2.2 that the distribution of the
likelihood ratio test statistic is invariant under transformations by diagonal matrices on the left and right, that is \( T(Y) \overset{d}{=} T(Y_0) \). We now show that \( T(\hat{Y}) \overset{d}{=} T(\hat{Y}_0) \). It is immediate that since \( Y \overset{d}{=} D^{1/2}_r Y_0 D^{1/2}_c \) we have \( \hat{Y} \overset{d}{=} D^{1/2}_r \hat{Y}_0 D^{1/2}_c \), as zeros on the diagonal are preserved by left and right diagonal transformations and the off diagonal entries \((i, j)\) are normally distributed with variance \( D_{r,i} D_{c,j} \). As in Section \ref{sec:equi} we appeal to the equivariance of a unique MLE to show that \( T(\hat{Y}) = T(\hat{Y}_0) \). The argument is identical to the one appearing in the paragraph following Equation (2.7) on page \ref{page:14} and so we do not reproduce it here. Since \( T(\hat{Y}) \overset{d}{=} T(\hat{Y}_0) \), we can approximate the null distribution and calculate the relevant quantiles for the test statistic with a simple update to the algorithm at the end of Section \ref{sec:equi}.

1. Simulate \( \tilde{Y}_0^1, \ldots, \tilde{Y}_0^S \overset{iid}{\sim} L(\tilde{Y}_0) \), where \( L(\tilde{Y}_0) \) denotes the distribution of \( \tilde{Y}_0 \);

2. Let \( \hat{T}_q = \min\{T(\hat{Y}_0^q) : \sum_{s=1}^S 1[T(\hat{Y}_0^q) \geq T(\hat{Y}_0^s)]/S \geq q \} \).

**Repeated observations:** The test we discussed in this chapter is designed for a single observation. However, the test conveniently generalizes to the situation in which multiple observations are available. We will consider two types of additional observations: independent homoscedastic observations and independent heteroscedastic observations. First, if there are \( p \) independent identically distributed observations, we note that likelihood equations of Section 2 can be rewritten as

\[
mp\hat{D}_r = \sum Y_i \hat{D}_c^{-1} Y_i^t \circ I \\
mp\hat{D}_c = \sum Y_i^t \hat{D}_r^{-1} Y_i \circ I \\
mp\hat{\Sigma}_r = \sum Y_i \hat{\Sigma}_c^{-1} Y_i^t \\
mp\hat{\Sigma}_c = \sum Y_i^t \hat{\Sigma}_r^{-1} Y_i.
\]

The likelihood remains bounded and the form of the test statistic is identical to Equation \ref{eq:2.7}. When the observations are heteroscedastic the likelihood equations (included in the proof of Theorem \ref{thm:3} in the Appendix) are more complicated because of the need to estimate the variability along the replications (we refer the reader to \cite{Hoff2011} for an exposition on the general class of array normal distributions and estimation procedures).
Theorem 3. Let $Y_1, \ldots, Y_p$ be independent random matrices distributed as $N_{m \times m}(0, d_i \Sigma_r, \Sigma_c)$. Then $\forall p \geq 1$ the likelihood is bounded as a function of the covariance matrices $\Sigma_r$ and $\Sigma_c$ and the variance parameters $d_1, \ldots, d_p$.

A proof is in the Appendix. Theorem 3 extends the literature on maximum likelihood estimation for proportional covariance models from natural exponential families to the matrix normal family which is a curved exponential family \cite{Eriksen1987, Flury1986, Jensen1987, Jensen1987, Jensen2004}. Due to Theorem 3 we can modify the test statistic to test $H'_0 : D_{obs} \in D^p_+, \Sigma_c, \Sigma_r \in S^m_+$ vs $H'_1 : D_{obs} \in D^p_+, \Sigma_c, \Sigma_r \in S^m_+$:

$$T(Y_1, \ldots, Y_p) = l(\hat{D}_{\text{null}}^{\text{alt}}, \hat{\Sigma}_r, \hat{\Sigma}_c; Y) - l(\hat{D}_{\text{obs}}^{\text{null}}, \hat{\Sigma}_r, \hat{\Sigma}_c; Y)$$

$$= \log |\hat{D}_{\text{obs}}^{\text{null}} \otimes \hat{D}_c \otimes \hat{D}_r| - \log |\hat{D}_{\text{obs}}^{\text{alt}} \otimes \hat{\Sigma}_c \otimes \hat{\Sigma}_r|.$$

We can again approximate the null distribution of the test statistic due to the invariance of the test statistic $T(Y_1, \ldots, Y_p)$ under diagonal transformations of the data along all three modes. The results on missing diagonal elements (above) and a non-zero mean (below) are also immediately applicable to $T(Y_1, \ldots, Y_p)$ above.

Relaxing the mean zero assumption: The reference distributions for the test statistics developed in Section 2.2 are based on the assumption that $\mathbb{E}[Y] = 0$, a strong assumption that is unlikely to be true for any observed dataset. While treating the mean as a nuisance parameter is tempting, the likelihood function under the alternative model is unbounded when estimating a mean matrix and two covariance matrices simultaneously. We propose to first fit a regression based mean to the data assuming the entries in the data matrix are independently distributed with the same variance parameter and to then perform the test based on the demeaned data. We consider the following regression framework for the mean: $y_{ij} = \beta^t x_{ij} + \epsilon_{ij}$. The regressor $x_{ij}$ is a $p$-dimensional vector that can include features of node $i$, features of node $j$ and dyadic features for nodes $i$ and $j$. The $\epsilon_{ij}$ are assumed to be independent and identically distributed errors. Writing this in vector notation as $\text{vec}(Y) = X\beta + \text{vec}(\epsilon)$ where $X = \left(x_{12}^t \cdots x_{(m-1)m}^t\right)^t$ and $\epsilon$ is an $m \times m$ matrix, the OLS estimate of $\beta$ is $\hat{\beta} = (X^t X)^{-1} X^t \text{vec}(Y)$. Under mild regularity conditions on the distribu-
tion of the explanatory variables $X$ and the row and column variances for new nodes, the OLS estimate $\hat{\beta}$ is a consistent estimate of $\beta$. This motivates us to base the test statistic on $\text{vec}(\hat{\epsilon}) = \text{vec}(Y) - X\hat{\beta}$, the residuals of the regression, as we expect the distribution of $\text{vec}(\hat{\epsilon})$ to be close to the distribution of $\text{vec}(\epsilon)$ for large $m$. The null distribution of the test statistic $T$ based on the residuals from the regression is not identical to the one derived in Section 2.2 and no explicit computation of the new null distribution is readily available. However, we have observed via simulation that the level of the test based on the estimated residuals $\hat{\epsilon}$ appears to be asymptotically correct and that the test statistic based on $\epsilon$ and $\hat{\epsilon}$ appear to have the same limiting distributions.

**Application to international trade data:** Figure 2.2 suggested that there is evidence of residual dependence among exporters and among importers based on additional information about the data (the relative geographic positions of the countries). Above we developed the tools to test for independence of $\epsilon_{ijk}$ in (2.10) using the likelihood ratio test proposed in Section 2.2. Formally, we are testing the null hypothesis $H'_0 : D_{\text{time}} \in \mathcal{D}_+^{13}, D_{\text{imp}}, D_{\text{exp}} \in \mathcal{D}_+^{26}$ versus the alternative hypothesis $H'_1 : D_{\text{time}} \in \mathcal{D}_+^{13}, \Sigma_{\text{imp}}, \Sigma_{\text{exp}} \in \mathcal{S}_+^{26}$. The approximate 95% quantile of the distribution of the test statistic when the data are missing diagonal entries under the null is 729.8. Setting $E_{iik} = 0$ for all $i$ and $k$, the test statistic for the data is $T(E_{ij1}, \ldots, E_{ij13}) = 3354$. This value is much greater than the 95% quantile confirming that we should reject the independence of the $\epsilon_{ijk}$. It is thus inappropriate to assume that the exporters and importers are independent.

### 2.4.2 Application to binary protein-protein interaction network

So far we have developed a testing procedure for the presence of row and column correlations in relational matrices within the framework of matrix normal and general matrix variate elliptically contoured distributions. In this section we propose a methodology that allows us to evaluate the presence of row and column correlations for binary relational data, where the observed network is represented by a sociomatrix matrix $A$ where $a_{ij}$ describes the relationship from node $i$ to node $j$. When the entries of $a_{ij}$ are binary indicators of a relationship from $i$ to $j$, the matrix $A$ can be viewed as the adjacency matrix of a directed
graph. In this example we use the protein-protein interaction data of Butland et al. [2005], which consists of a record of interactions between \( m = 270 \) essential proteins of \( E. \ coli \). The data are organized into a \( 270 \times 270 \) binary matrix \( A \), where \( a_{ij} = 1 \) if protein \( j \) binds to protein \( i \) and \( a_{ij} = 0 \) otherwise. The network has one large connected component with 234 nodes as shown in the left hand side of Figure 2.3. In this case diagonal elements of the matrix \( A \) are meaningful since proteins may bind to themselves.

A popular class of models for the analysis of such data is based on representing the relations \( a_{ij} \) as functions of latent normal random variables [Hoff, 2005b, 2008]. For the protein-protein interaction data we propose to use an asymmetric version of the eigenmodel of [Hoff, 2008], a type of reduced rank latent variable model where the relationship between nodes \( i \) and \( j \) is characterized by multiplicative latent sender and receiver effects. The model can be written as:

\[
a_{ij} = 1[y_{ij} > \gamma], \quad y_{ij} = u_i^t v_j + \epsilon_{ij}, \quad Y = UV^t + E,
\]

where \( \epsilon_{ij} \overset{\text{iid}}{\sim} N(0, 1) \) and \( u_i, v_j \in \mathbb{R}^R \) for \( R < 270 \). Considering \( Y \) as a matrix variate normal variable it is immediate that \( E[YY^t] = U(V^t V)U^t + I \) and \( E[Y^t Y] = V(U^t U)V^t + I \) and so the heterogeneity in \( U \) describes the row covariance \( \Sigma_r \) while the heterogeneity in \( V \) describes the column covariance \( \Sigma_c \).

We propose using the test developed in this chapter to evaluate how well models of rank \( R \) capture the dependence in the data. Specifically, we fit the above model for multiple values of \( R \), and for each value we approximate the posterior distribution of the test statistic. If the rank-\( R \) model is sufficient for capturing the row and column correlations found in the data, we do not expect to have evidence to reject the null of independence. Hoff [2008] outlines a Markov chain Monte Carlo algorithm for fitting the above model. Following the procedure described in Thompson and Geyer [2007] we apply the testing procedure to draws from the posterior distribution of \( Y - UV^t \) constructed via MCMC and for each test statistic we calculate a \( p \)-value. These \( p \)-values are termed “fuzzy \( p \)-values” as their distribution provides a description of the uncertainty about the \( p \)-value that results from not observing \( Y, U \) and \( V \).
As this is a very sparse network (the interaction rate is $\bar{A} = 0.03$), we expect a low rank approximation to be appropriate. In fact, analysis using cross validation of a symmetrized version of this data identified $R = 3$ to be an appropriate rank in [Hoff 2008]. In the right hand side of Figure 2.3 we present the distributions of the fuzzy $p$-values for $R \in \{0, 1, 2, 3\}$. A visual inspection of the the fuzzy $p$-values in the four panels of the figure provides evidence about the rank of the latent factors. For example, under the $R = 0$ model, the $y_{ij}$s are independent and identically distributed, and so the graph represented by the adjacency matrix $A$ is a simple random graph. The fuzzy $p$-values are concentrated at a value lower than 0.05 suggesting a high probability of rejecting the null if $Y$ were observed. For $R \in \{1, 2\}$ the fuzzy $p$-values are no longer concentrated lower than 0.05, but the distribution is skewed to the right, which we take as evidence that there is correlation in $Y$ that is not captured by the rank 1 and rank 2 models. The fuzzy $p$-values provide little evidence of residual dependence in $Y$ for models of rank $R \geq 3$. 

Figure 2.3: Protein-protein interaction data and histograms of fuzzy $p$-values for models of ranks $R \in \{0, 1, 2, 3\}$. The bins have a width of 0.05.
2.5 Discussion

In this chapter we presented a likelihood ratio test for relational datasets. Unlike the previous testing literature for matrix normal models that required multiple observations, and concentrated on testing a null of separable covariances versus an unstructured alternative, we proposed testing a null of no row or column correlations versus an alternative of full row and column correlations using a single observation of a network. While the form of the null distribution of the test statistic is intractable, we are able to simulate a reference distribution for the test statistic under the null due to its invariance to left and right diagonal transformations of the data. In the power simulations of Section 2.3 we demonstrated the power of the test against maximally sparse and nonseparable alternatives.

This test can be applied to a wide variety of relational data. While the test was developed using the matrix-normal model, we have shown that this distributional assumptions can be greatly relaxed. Specifically, if we consider a data matrix $Y$ with an arbitrary matrix variate elliptically contoured distribution that is centered at the zero matrix, the test statistic for testing for correlation among the rows and among the columns of $Y$ is identical to that of the matrix normal case. We have also demonstrated that the test can accommodate frequently observed features of relational data such as non-zero mean, missing diagonal and multiple observations. In Section 2.4.2 we demonstrated an application of the theory developed in this paper to binary network data where the matrix $Y$ is an adjacency matrix. The method we describe for binary data can be extended to ordinal and discrete data that can be modeled via a latent matrix variate elliptically contoured distribution.

Once we reject the null hypothesis of independence among the rows and among the columns of a relational matrix, we are faced with the challenge of modeling the dependence in the data. As shown in Section 2.2.1 for a mean zero matrix normal distribution, the MLE is not unique. Specifically, there is an MLE for each $\Sigma_r \in S^m_+$ given by $(\Sigma_r, Y^t \Sigma_r^{-1}Y/m)$. We have observed in separate work that it is possible to distinguish between MLEs by considering their risk. However, other than in very specialized cases (such as equal eigenvalues of $\Sigma_r$ and $\Sigma_c$), obtaining analytic results for identifying risk optimal MLEs is difficult. The presence of a non-zero mean leads to an unbounded likelihood and further complicates the
problem of estimation. Several authors have recently considered Bayesian and penalized likelihood approaches this estimation problem. Bonilla et al. [2008] and Yu et al. [2007] studied hierarchical Gaussian Process priors in the context of a classification problem. In our context, this approach results in a matrix normal prior for the mean parameters and inverse Wishart priors for the row and column covariance matrices. A second approach based on a mixture of independent $L_1$ and $L_2$ penalties on the row and column precision matrices was proposed by Allen and Tibshirani [2010].

Computer code and data for the results in Sections 3 and 4 are available at the authors’ websites.
Chapter 3

COVARIANCE AND MEAN PARAMETER ESTIMATION FOR THE SQUARE MATRIX NORMAL

3.1 Introduction

In Chapter 2 we developed a test for dependence among the rows and among the columns of a relational dataset within the framework of matrix-variate elliptically contoured distributions. The rejection of the null hypothesis by this test leads to an inference problem: how does one account for the row and column correlation that is evident in the data? This problem can be further broken down into cases: the simple case where the mean is known (and without loss of generality will be assumed to be zero) and the more difficult one, where the mean is unknown and needs to be estimated.

This chapter discusses several methods for estimating covariances (and means and covariances) in the context of a square matrix-variate normal distribution. Section 2 describes covariance estimators in the known mean case. We concentrate on the classes of maximum likelihood estimators and maximum penalized likelihood estimators. We present theoretical results for several subproblems and develop a novel penalty for the similarity between the covariance matrices for the rows and columns of the relational data matrix. In Section 3 we extend these results to the case of an unknown mean. In the case of the unpenalized estimators of Section 2, a one-step feasible GLS approach is presented, as the likelihood is unbounded when estimating mean parameters and full row and column covariance matrices. On the other hand, for the penalized methods an iterative estimation procedure is proposed. Theoretical guarantees for the convergence of the optimization procedure and for the unbiasedness of the estimates of the mean parameters are conjectured. We conclude with a simulation that studies the risks of three estimators: OLS, feasible GLS based on the risk optimal MLE of Section 2, and our penalized estimator. A discussion follows in Section 4.
3.2 Covariance estimation when the mean is known

In this section we discuss estimating covariances for the known mean case for a single
observation of a square matrix normal variable. We provide the form of the maximum
likelihood estimators and describe a subclass of MLEs that is equivariant. The remainder
of the section is dedicated to penalized likelihood approaches. We propose two types of
penalties: one that penalizes differences in the eigenvalues of the covariance matrices and
one that penalizes the differences between the full covariance matrices. In the former case
we demonstrate that there exists an equivariant MLE for which any symmetric penalty
on the eigenvalues is zero. This estimator is then shown to be Bayes risk optimal in a
special class of equivariant MLEs as well as being the one to minimize the Kullback Leibler
divergence from the moment estimators of the row and column covariances. For the penalty
on the similarity between the full covariance matrices we describe a reparametrization of the
likelihood in terms of fixed-trace row and column covariance matrices and an overall scale
term. We propose the use of a penalty function based on the symmetrized Kullback Leibler
divergence between the two covariance matrices and develop an optimization procedure for
finding the optimizer of the penalized likelihood function. We conclude by describing a
procedure for selecting the penalty term.

3.2.1 Maximum likelihood estimators

In this subsection we reproduce the results on the maximum likelihood estimator (MLE)
from Chapter 3. Recall, that the density of a mean zero matrix normal distribution
$N_{m \times m}(0, \Sigma_r, \Sigma_c)$ is given by

$$p(Y|\Sigma_r, \Sigma_c) = (2\pi)^{-m^2/2} |\Sigma_c \otimes \Sigma_r|^{-1/2} \exp(-\frac{1}{2} \text{tr}(\Sigma_r^{-1}Y\Sigma_c^{-1}Y^t)),$$

where “tr” is the matrix trace and “$\otimes$” is the Kronecker product. Throughout this chapter
we will write $l(\Sigma_r, \Sigma_c; Y)$ as minus two times the log likelihood minus $m^2 \log 2\pi$, hereafter
referred to as the scaled log likelihood:

$$l(\Sigma_r, \Sigma_c; Y) = -2 \log p(Y|\Sigma_r, \Sigma_c) - m^2 \log 2\pi = \text{tr} \left[ \Sigma_r^{-1}Y\Sigma_c^{-1}Y^t \right] - \log |\Sigma_c^{-1} \otimes \Sigma_r^{-1}| .$$
We will state all the results in this chapter in terms of \( l(\Sigma_r, \Sigma_c; Y) \). For example, an MLE will be a minimizer of \( l(\Sigma_r, \Sigma_c; Y) \) in \((\Sigma_r, \Sigma_c)\). The following result implies that if \( Y \) is a draw from an absolutely continuous distribution on \( \mathbb{R}^{m \times m} \), then the scaled likelihood is bounded from below, and achieves this bound on a set of nonunique MLEs:

**Theorem 4.** If \( Y \) is full rank then \( l(\Sigma_r, \Sigma_c; Y) \geq m^2 + m \log |YY^t/m| \) for all \((\Sigma_r, \Sigma_c) \in \Theta\), with equality if \( \Sigma_r = Y\Sigma_c^{-1}Y^t/m \), or equivalently, \( \Sigma_c = Y^t\Sigma_r^{-1}Y/m \).

**Proof.** We first look for MLEs at the critical points of \( l(\Sigma_r, \Sigma_c; Y) \). Setting derivatives of \( l \) to zero indicates that critical points satisfy

\[
\hat{\Sigma}_r = Y \hat{\Sigma}_c^{-1}Y^t/m \quad (3.1)
\]
\[
\hat{\Sigma}_c = Y^t\hat{\Sigma}_r^{-1}Y/m. \quad (3.2)
\]

Note that these equations are redundant: If \((\hat{\Sigma}_r, \hat{\Sigma}_c)\) satisfy Equation 3.1 then these values satisfy Equation 3.2 as well. The value of the scaled log likelihood at such a critical point is

\[
l \left( Y\hat{\Sigma}_c^{-1}Y^t/m, \hat{\Sigma}_c; Y \right) = \text{tr} \left[ \left( Y\hat{\Sigma}_c^{-1}Y^t/m \right)^{-1} Y\hat{\Sigma}_c^{-1}Y^t \right] + \log |\Sigma_c \otimes Y\Sigma_c^{-1}Y^t/m| \]
\[
= m\text{tr} \left[ Y^{-1}\hat{\Sigma}_c^{-1}Y^t \right] + m \log |\Sigma_c| - m \log |\hat{\Sigma}_c|
\]
\[
+ m \log |YY^t/m| \]
\[
= m\text{tr} [I] + m \log |YY^t/m|. \quad (3.3)
\]

In the second and third lines, \( Y^{-1} \) exists and \( |YY^t/m| > 0 \) since \( Y \) is square and full rank.

Now we compare the scaled log likelihood at a critical point to its value at any other point.

\[
l(\Sigma_r, \Sigma_c; Y) - l(Y\hat{\Sigma}_c^{-1}Y^t/m, \hat{\Sigma}_c; Y) = \text{tr} \left[ \Sigma_r^{-1}Y\Sigma_c^{-1}Y^t \right] + m \log (|\Sigma_r| |\Sigma_c|)
\]
\[
- m^2 - m \log |YY^t/m|
\]
\[
= m^2(\text{tr} \left[ \Sigma_r^{-1}Y\Sigma_c^{-1}Y^t \right] /m)
\]
\[
- m^2 \log |\Sigma_r^{-1}Y\Sigma_c^{-1}Y^t/m| /m - m^2
\]

The first equality is a simple combination of equations 3.1 and 3.3. The second equality is a
rearrangement of terms that combines all the determinant in the log terms. This difference can be written as \( m^2(a - \log g - 1) \), where \( a \) is the arithmetic mean and \( g \) is the geometric mean of the eigenvalues of \((\Sigma_r^{-1/2}Y\Sigma_c^{-1}Y^t\Sigma_r^{-1/2})/m\). To complete the proof we show that \( a - \log g - 1 \geq 0 \). Consider \( f(x) = x - 1 - \log x \) and its first and second derivatives with respect to \( x \): \( f'(x) = 1 - \frac{1}{x} \), and \( f''(x) = \frac{1}{x^2} \). The second derivative is positive at the critical point \( x = 1 \), so \( f(1) = 0 \) is a global minimum of the function. Thus \( x - \log x - 1 \geq 0 \).

Now let \( \lambda_1, \ldots, \lambda_m \) be the eigenvalues of \((\Sigma_r^{-1/2}Y\Sigma_c^{-1}Y^t\Sigma_r^{-1/2})/m\) and so \( a = \frac{1}{m} \sum \lambda_i \) and \( g = (\prod \lambda_i)^{1/m} \). We then have

\[
a \geq \log a + 1 = \log \left( \frac{1}{m} \sum \lambda_i \right) + 1 \geq \log \left( \prod \lambda_i \right)^{1/m} + 1 = \log g + 1
\]
as \( a \geq g \) since \( \lambda_i \geq 0 \) \( \forall i \). Since \( a - 1 - \log g \geq 0 \) we have the desired result.

Note that the MLE is not unique, nor is the MLE of \( \Sigma_c \otimes \Sigma_r \). For example, \( I \otimes YY^t/m \) is an MLE of \( \Sigma_c \otimes \Sigma_r \), as is \( Y^tY \otimes I/m \). Moreover, there is an MLE for each \( \Sigma_r \in S^m_+ \) given by \((\Sigma_r, Y^t\Sigma_r^{-1}Y/m, \Sigma_c)\), and similarly there is an MLE for each \( \Sigma_c \in S^m_+ \) given by \((Y\Sigma_c^{-1}Y^t/m, \Sigma_c)\).

**Maximum likelihood estimators as equivariant estimators**

In full exponential families maximum likelihood estimators are equivariant [Eaton, 1983]. When dealing with curved exponential families where MLEs might not be unique, this property is not guaranteed. For the matrix normal distribution, orthogonal equivariance of the covariance estimators implies that

\[
\hat{\Sigma}_r(UYV^t) = U\hat{\Sigma}_r(Y)U^t \tag{3.4}
\]
\[
\hat{\Sigma}_c(UYV^t) = V\hat{\Sigma}_c(Y)V^t. \tag{3.5}
\]

It is easy to see that the MLE formed from \( \hat{\Sigma}_r(Y) = Y^tY \) does not satisfy equation \(3.4\): \( \hat{\Sigma}_r(UYV^t) = (UYV^t)^t(UYV^t) = VY^tYV^t \). As such not all MLEs derived above are equivariant. However equivariance is a desirable property that we might wish to impose on an estimator.
**Theorem 5.** If Y is full rank with a singular value decomposition given by $Y = ADB^t$, then the set of orthogonally equivariant estimators that minimize the scaled log likelihood is

$$\{ (AL_rA^t, BL_cB^t) : L_rL_c = D^2/m \}$$

**Proof.** It is easy to verify that any element of this set is an MLE that satisfies the likelihood equations (3.1) and (3.2). We now show that all orthogonally equivariant MLEs are contained in this set. Recall the definition of equivariance from Equations (3.4) and (3.5). Since the estimators must be symmetric positive definite matrices, there exist $\tilde{U}$ and $\tilde{V}$ orthogonal such that $\tilde{U}\tilde{\Sigma}_r(Y)\tilde{U}^t = \Delta_r$ and $\tilde{V}\tilde{\Sigma}_c(Y)\tilde{V}^t = \Delta_c$. We now substitute this identity into the likelihood equation (3.1)

$$\Delta_r = \tilde{\Sigma}_c(\tilde{U}Y\tilde{V}^t) = (\tilde{U}Y\tilde{V}^t)\tilde{\Sigma}_c(\tilde{U}Y\tilde{V}^t)^{-1}(\tilde{U}Y\tilde{V}^t)^t/m = (\tilde{U}Y\tilde{V}^t)\Delta_c^{-1}(\tilde{U}Y\tilde{V}^t)^t/m.$$ 

Since the above must hold for any data matrix $Y$, let $Y$ be a diagonal matrix $D$ then we must have $\Delta_r = (\tilde{U}D\tilde{V}^t)\Delta_c^{-1}(\tilde{U}D\tilde{V}^t)^t$. Since $\Delta_r$, $\Delta_c$ and $D$ are diagonal matrices by definition, $\tilde{U}D\tilde{V}^t$ must be a weighted permutation matrix and in turn $\tilde{U}$ and $\tilde{V}$ are permutation matrices. This means that $\tilde{\Sigma}_r(D)$ and $\tilde{\Sigma}_c(D)$ are diagonal. Now, for a (non-diagonal) matrix $Y = ADB^t$ we have that $\tilde{\Sigma}_r(ADB^t) = A\tilde{\Sigma}_r(D)A^t$ and $\tilde{\Sigma}_c(ADB^t) = B\tilde{\Sigma}_c(D)B^t$. By using the orthogonal equivariance of the estimator and the fact that $\tilde{\Sigma}_r(D)$ is diagonal we have (by plugging into Equation (3.1)) that $\tilde{\Sigma}_r(D) = D\tilde{\Sigma}_c(D)^{-1}D/m$. This shows that all orthogonally equivariant MLEs must belong to the set $\{ (A\tilde{\Sigma}_r(D)A^t, B\tilde{\Sigma}_c(D)B^t) : \tilde{\Sigma}_r(D)\tilde{\Sigma}_c(D) = D^2/m \}$. 

\(\square\)

### 3.2.2 Penalized methods

Penalized methods are prevalent in statistics. They have been developed to assist in estimating probability density functions [Silverman, 1982], regression coefficients [Green, 1987, 1990, Tibshirani, 1996] and for inducing sparsity in covariance and precision matrices [Friedman et al., 2008, Allen and Tibshirani, 2010]. Furthermore, many Bayesian procedure can
be viewed as a penalty approach to estimation. The benefit of penalized methods is the regularization that they induce in the estimator via the penalty.

We propose two novel penalties that take into account the particular structure of relational data (that of square matrices) and the special relationship between the index sets of the rows and the columns. Specifically, we note that in a relational dataset the rows and columns have the same index sets. Recall that the row covariance matrix describes the relationships among the rows of the relational data matrix, that is the similarity in the distribution of the relations for different senders. Similarly, the column covariance matrix describes the similarity in distribution of the relations for different receivers. Since the senders and the receivers are the same, it is plausible that if two individuals are similar as senders they will also be similar as receivers. This would imply a similarity in the row and column covariance matrices. We propose two types of penalties: the first penalty states that the similarity between the row and column covariance matrices is only in their scale - that is they have similar eigenvalues. The second type of penalty is much more flexible and penalizes dissimilarities between the full row and column covariance matrices. We discuss the exact penalty functions in detail below.

Whenever discussing penalized methods we will consider minimizing the augmented objective function

\[ f(\Sigma_r, \Sigma_c; Y) = l(\Sigma_r, \Sigma_c; Y) + \theta d(g(\Sigma_r), g(\Sigma_c)), \]  

(3.6)

where \( l(\Sigma_r, \Sigma_c; Y) \) is the scaled log likelihood, \( d(g(\Sigma_r), g(\Sigma_c)) \) is a (symmetric) penalty function that is zero only when \( g(\Sigma_r) = g(\Sigma_c) \) and \( \theta \) is a positive penalty parameter. We choose to only consider penalty functions that are invariant to inversion, that is \( d(A, B) = d(A^{-1}, B^{-1}) \) as we have no apriori preference for penalizing similarity among the precision or among the covariance matrices. Under mild conditions, the penalty function \( \theta d(g(\Sigma_r), g(\Sigma_c)) \) can be interpreted as a proper prior on the covariances. While the penalty functions that we consider define proper priors, we cannot easily simulate from them as they do not correspond to standard distributions. If the choice of \( \theta \) can be made from the data then the penalty is called adaptive, as is the case in our development.
Consider the augmented objective function (3.6) and let \( g(\Sigma) \) be the function that extracts the eigenvalues of the symmetric positive definite matrix \( \Sigma \). We note that the estimator is identical for all symmetric penalties on the eigenvalues \( d(g(\Sigma_r), g(\Sigma_c)) \). To see this write \( \Sigma_r = U\Lambda U^t \) for the eigenvalue decomposition of \( \Sigma_r \) and \( Y = ADB^t \) for the singular value decomposition of the data matrix \( Y \) and consider the first derivative of the augmented objective function with respect to \( \Sigma_r^{-1} \):

\[
\frac{\partial f(\Sigma_r, \Sigma_c; Y)}{\partial \Sigma_r^{-1}} = \frac{\partial l(\Sigma_r, \Sigma_c; Y)}{\partial \Sigma_r^{-1}} + \theta \frac{\partial d(g(\Sigma_r), g(\Sigma_c))}{\partial \Sigma_r^{-1}}
\]

\[
= Y\Sigma_c^{-1} Y^t - m\Sigma_r + \theta \sum \frac{\partial d(g(\Sigma_r^{-1}), g(\Sigma_c^{-1}))}{\partial g(\Sigma_r^{-1})_i} \frac{\partial g(\Sigma_r^{-1})_i}{\partial \Sigma_r^{-1}}
\]

\[
= Y\Sigma_c^{-1} Y^t - m\Sigma_r + \theta \sum \frac{\partial d(g(\Sigma_r^{-1}), g(\Sigma_c^{-1}))}{\partial g(\Sigma_r^{-1})_i} u_i u_i^t
\]

The second equality follows from the invariance of the penalty function to inversions. The third equality is an application of the chain rule, while the fourth equality is due to Magnus [1985]. The final equality aggregates the derivative into matrix form. Setting this equal to 0, it is immediate that letting \( U = A \) satisfies this equation (similarly, letting the eigenvectors of \( \Sigma_c \) be equal to \( B \) in the partial derivative with respect to \( \Sigma_c^{-1} \) yields the same result). Thus we have determined the eigenvectors of the penalized estimator of the row and column covariance matrices. We also note that the equivariant maximum likelihood estimators discussed in Section 2.1 have this eigenstructure. Among these MLEs, there exists a unique MLE for which the eigenvalues of the row and column covariances are equal which leads to the penalty term \( d(g(\Sigma_r), g(\Sigma_c)) \) vanishing completely. This MLE is of the form \((A(D/\sqrt{m})A^t, B(D/\sqrt{m})B^t)\) and is both Bayes risk optimal among a subclass of equivariant MLEs and it is the MLE that minimizes the KL divergence from the moment estimators of the row and column covariances. We show these properties below.
**Bayes risk optimality.** We are able to demonstrate that the estimator derived above minimizes the Bayes risk among a class of equivariant MLEs. We show this for a general class of loss functions and for exchangeable priors on the covariance matrices. We first define a useful operator:

**Definition 3.** The switch operator on Kronecker products acts as $r(A \otimes B) = B \otimes A$.

**Theorem 6.** Let $Y \sim N_{m \times m}(0, \Sigma_r, \Sigma_c)$ and define a class of estimators $\Delta(Y) = \{\delta_s(Y) = (Y^tY/m)^s \otimes (YY^t/m)^{1-s} : s \in [0, 1]\}$. For the general class of switch invariant losses that are convex in $s$ and exchangeable priors on the covariance matrices $\Sigma_r$ and $\Sigma_c$, the estimator $\delta_{1/2}(Y)$ minimizes the Bayes risk among the class $\Delta(Y)$.

**Proof.** We first note that $\delta_{1-s}(Y) = r(\delta_s(Y^t))$. This allows us to write the loss functions as follows:

$$L(\delta_{1-s}(Y), \Sigma_c \otimes \Sigma_r) = L(r(\delta_s(Y^t)), \Sigma_c \otimes \Sigma_r)$$

$$= L(\delta_s(Y^t), \Sigma_r \otimes \Sigma_c),$$

where the first equality is due to the definition of the estimator and the switch operator (that leads to $\delta_{1-s}(Y) = r(\delta_s(Y^t))$). The second equality is due to the invariance of the loss function under the switch operator (as the switch operator is applied to both arguments). To prove the theorem we need to show that

$$E_{Y, \Sigma_c \otimes \Sigma_r}[L(\delta_{1-s}(Y), \Sigma_c \otimes \Sigma_r)] = E_{Y, \Sigma_c \otimes \Sigma_r}[L(\delta_s(Y), \Sigma_c \otimes \Sigma_r)],$$

since if the loss function is convex in $s$, then so is the Bayes risk and so the above equality would imply a symmetry about $s = 1/2$, which would have to be the minimizer. The expectation on the left hand side of (3.8) is equal to the expectation of (3.7). This means that it is enough to show that

$$E_{Y, \Sigma_c \otimes \Sigma_r}[L(\delta_s(Y^t), \Sigma_r \otimes \Sigma_c)] = E_{Y, \Sigma_c \otimes \Sigma_r}[L(\delta_s(Y), \Sigma_c \otimes \Sigma_r)].$$

This equality is guaranteed if the joint distribution of $\{Y, \Sigma_c \otimes \Sigma_r\}$ is equal to the joint
distribution of \( \{Y^t, \Sigma_r \otimes \Sigma_c\} \). To show this equality in distribution we note that for a matrix-variate normal distribution, the following equality in conditional distributions holds: \( Y|\Sigma_c \otimes \Sigma_r \overset{d}{=} Y^t|\Sigma_c \otimes \Sigma_r \) \cite{Gupta and Nagar 1999}. Also, by the assumption of the exchangeability we have \( \Sigma_c \otimes \Sigma_r \overset{d}{=} \Sigma_r \otimes \Sigma_c \). By the definition of conditional distributions, the above two equalities in distribution are sufficient for having the joint equality in distribution that we need. We have shown that the Bayes risk is symmetric about \( s = 1/2 \) which means that \( \delta_{1/2}(Y) \) minimizes the Bayes risk in the class of estimators \( \Delta(Y) \) as desired.

This result suggests that lacking any outside information about the eigenvalues of the row and column covariance matrices, one should choose the estimator \( \delta_{1/2}(Y) \) to estimate the covariance structure for an observation from a matrix-variate normal distribution.

**MLE minimizing the KL divergence to the moment estimators.** We now show that the above estimator minimizes the Kullback Leibler (KL) divergence from the moment estimators of the row and column covariance (\( YY^t \) and \( Y^tY \) respectively) in the complete class of equivariant MLEs. The KL divergence between two normal distributions is given by

\[
\text{tr} \left( \hat{\Sigma}_r^{-1}_{\text{mom}} \hat{\Sigma}_r^{\text{mle}} \right) - m \log \left| \hat{\Sigma}_c^{-1}_{\text{mom}} \hat{\Sigma}_c^{\text{mle}} \right| - m \log \left| \hat{\Sigma}_r^{-1}_{\text{mom}} \hat{\Sigma}_r^{\text{mle}} \right|.
\]

We can write the estimators in terms of the SVD of the data matrix \( \sqrt{m}Y = ADB^t \) as \( \hat{\Sigma}_r_{\text{mom}} = AD^2A^t \) and \( \hat{\Sigma}_r_{\text{mle}} = A\hat{\Sigma}_r_{\text{mle}}(D)A^t \).

\[
\text{tr} \left( \hat{\Sigma}_r^{-1}_{\text{mom}} \hat{\Sigma}_r^{\text{mle}} \right) = \text{tr} \left( AD^{-2}A^tA\hat{\Sigma}_r_{\text{mle}}(D)A^t \right) = \text{tr} \left( D^{-2}\hat{\Sigma}_r_{\text{mle}}(D) \right)
\]

and

\[
\log \left| \hat{\Sigma}_r^{-1}_{\text{mom}} \hat{\Sigma}_r^{\text{mle}} \right| = \log \left| AD^{-2}A^tA\hat{\Sigma}_r_{\text{mle}}(D)A^t \right| = \log \left| D^{-2}\hat{\Sigma}_r_{\text{mle}}(D) \right|
\]
and so

\[
KL\left(\hat{\Sigma}_{\text{mom}}, \hat{\Sigma}_{\text{mle}}\right) = \text{tr}\left(D^{-2}\hat{\Sigma}_{\text{r,mle}}(D)\right) - m \log \left|D^{-2}\hat{\Sigma}_{\text{r,mle}}(D)\right| - m \log \left|D^{-2}\hat{\Sigma}_{\text{c,mle}}(D)\right| \quad (3.9)
\]

\[
= \sum_{ij} \hat{d}_{r,i} \hat{d}_{c,i} - m \sum \log \frac{\hat{d}_{r,i}}{d_i^2} - m \sum \log \frac{\hat{d}_{c,i}}{d_j^2} \quad (3.10)
\]

where \(\hat{\Sigma}_{\text{r,mle}}(D) \hat{\Sigma}_{\text{c,mle}}(D) = D^2/m\). If \(\hat{\Sigma}\) is a power transformation, that is, each element of \(D^2/m\) is raised to the power \(p_i\) for \(\hat{\Sigma}_{\text{r,mle}}\) and \(q_i = 1 - p_i\) for \(\hat{\Sigma}_{\text{c,mle}}\) it is clear that the choice of \(p_i = \frac{1}{2}\) yields the minimal KL distance since Eq 3.9 simplifies to \(\frac{1}{m} \text{tr} \left( D^{2(p-1)} \right) \text{tr} \left( D^{-2p} \right) - m \sum \log d_i^{2(p_i-1)} - m \sum \log d_i^{-2p_i}\) which is symmetric in \(p\) about \(p = (1/2,...,1/2)\). If \(\hat{\Sigma}\) is allowed to include multiplicative transformations, that is \(\hat{\Sigma}_{\text{r,mle},i} = (d^2/m)/s_i\) and \(\hat{\Sigma}_{\text{c,mle}} = (d^2/m) \times s_i\) it is clear that the minimizer of the KL divergence is going to be \(s_i = 1\) since Eq 3.9 simplifies to \(\frac{1}{m} \text{tr} (S) \text{tr} (S^{-1})\) where \(S\) is the diagonal matrix of \(s_i\) (arithmetic mean is equal to the harmonic mean only if all the entries over which the mean is taken are equal). This demonstrates that the orthogonally equivariant MLE closest to the moment estimators in terms of KL divergence must be of the form \(((YY^t/m)^{1/2}, (Y^tY/m)^{1/2})\).

**Similar covariance matrices**

In cases where we want to penalize the dissimilarity between the row and column covariances beyond the magnitude of the eigenvalues, we must consider a penalty function \(d(g(\Sigma_r), g(\Sigma_c))\) that jointly penalizes the eigenvalues and the eigenvectors of the two matrices (we now drop the dependence of the penalty on the function \(g\) as we will only consider penalties where \(g\) is the identity map). The first problem that we must consider is the scale nonidentifiability of the Kronecker structured covariance. Specifically, any penalty we consider must either respect the nonidentifiability (that is \(d(\Sigma_r, \Sigma_c) = d(a\Sigma_r, \Sigma_c/a)\)) or we must decouple the scale of the individual covariance matrices. We will reparametrize the problem in the following way: let \(\text{cov}(\text{vec}(Y)) = \Sigma\) and write \(\Sigma = \Sigma_c \otimes \Sigma_r \sigma^2\) where \(\text{tr}(\Sigma_r) = \text{tr}(\Sigma_c) = 1\). In this parametrization there is no longer a scale nonidentifiability for the covariance matrices. However, this introduces a new scale parameter, \(\sigma^2\), that needs to
be estimated, and possibly penalized.

We rewrite the augmented objective function using this new parametrization (previously Equation [3.6]):

$$ f(\Sigma_r, \Sigma_c, \sigma^2) = l(\Sigma_r, \Sigma_c, \sigma^2) + \theta_1 d(\Sigma_r, \Sigma_c) + \theta_2 m(\sigma^2), \quad (3.11) $$

where $d(\Sigma_r, \Sigma_c)$ is a symmetric penalty function on trace 1 symmetric positive definite matrices that is zero only when the matrices are identical and $m(\sigma^2)$ is some penalty function on the magnitude of the total covariance matrix. The choice of penalty function for the scale parameter is reasonably straightforward. Specifically, there exist a plethora of functions $\theta_2 m(\sigma^2)$ that correspond to proper priors on the positive real line and so a choice of any of those yields a penalty on the scale that has been studied in detail in the Bayesian literature. For the purposes of our exposition, we will write $\theta_2 m(\sigma^2) = \theta_2 / \sigma^2$ corresponding to an exponential prior on $1/\sigma^2$ with scale parameter $\theta_2$.

The choice of penalty function $d$ is less obvious. We propose using the symmetrized Kullback Leibler divergence between two mean zero multivariate normal distributions. The form for this is

$$ d(\Sigma_r, \Sigma_c) = \text{tr}(\Sigma_r \Sigma_c^{-1} + \Sigma_c \Sigma_r^{-1} - 2). \quad (3.12) $$

This penalty function possesses several qualities that are desirable when comparing two covariance matrices. First, the function is invariant to inversion, that is $d(\Sigma_r, \Sigma_c) = d(\Sigma_r^{-1}, \Sigma_c^{-1})$. Secondly, the function is invariant to transformations by the general linear group: for $A$ an invertible matrix, $d(A \Sigma_r A^t, A \Sigma_c A^t) = d(\Sigma_r, \Sigma_c)$. The first property implies that this metric penalizes the distance between the row and column covariance matrices as well as similarly penalizing the distance between the row and column precision matrices. The second property indicates the dependence of the distance function on the eigenvalues of $\Sigma_r^{-1/2} \Sigma_r \Sigma_r^{-1/2}$ (simply let $A = \Sigma_r^{-1/2}$) and provides an indication that this penalty is somewhat reasonable for the space of positive definite matrices. Specifically, it turns out that there are several natural metrics on the space of symmetric positive definite matrices.
which depend exclusively on the eigenvalues of $\Sigma^{-1/2}_r \Sigma_c \Sigma^{-1/2}_r$, chief among them being the natural Riemannian metric. The discussion of this and several other distance functions is reserved for Appendix B, but the similarity between the proposed penalty function and these geometrically and algebraically motivated distances suggests that the measurements of similarity that we acquire via our penalty correspond to the geometry of the space. Having defined the augmented objective function including all the parameters, we develop an optimization procedure.

**Direct Optimization**

We write the augmented objective function explicitly (we abuse notation a bit by writing its arguments as the precision matrices):

$$
f(\Sigma^{-1}_r, \Sigma^{-1}_c, \sigma^2) = l(\Sigma_r, \Sigma_c, \sigma^2) + \theta_1 d(\Sigma_r, \Sigma_c) + \theta_2 / \sigma^2
$$

$$
= \text{tr}(\Sigma^{-1}_r Y \Sigma^{-1}_c Y^t \sigma^{-2}) - m \log |\Sigma^{-1}_r| - m \log |\Sigma^{-1}_c| - m^2 \log \sigma^{-2}
$$

$$
+ \theta_1 \text{tr}(\Sigma_r \Sigma^{-1}_c + \Sigma^{-1}_r \Sigma_c - 2) + \theta_2 / \sigma^2,
$$

where $\text{tr} (\Sigma_r) = \text{tr} (\Sigma_c) = 1$. The optimization problem is convex in each of the arguments individually and we propose optimizing sequentially, first in $\Sigma^{-1}_r$, then in $\Sigma^{-1}_c$ and then in $\sigma^2$. For fixed values of $\Sigma^{-1}_c$ and $\sigma^2$, write the augmented objective as

$$
f(\Sigma^{-1}_r, \Sigma^{-1}_c, \sigma^2) = \text{tr}(\Sigma^{-1}_r Y \Sigma^{-1}_c Y^t \sigma^{-2}) - m \log |\Sigma^{-1}_r| + \theta_1 \text{tr}(\Sigma_r \Sigma^{-1}_c + \Sigma^{-1}_r \Sigma_c - 2)
$$

$$
+ \text{const}(\Sigma_c, \sigma^2).
$$

In order to minimize this function we must construct the Lagrangian with a Lagrange term for the constraint $\text{tr}(\Sigma_r) = 1$: $h(\Sigma^{-1}_r) = f(\Sigma^{-1}_r, \Sigma^{-1}_c, \sigma^2) + \eta_1 (\text{tr} (\Sigma_r) - 1)$. Taking a derivative with respect to $\Sigma^{-1}_r$ and setting it equal to zero we are able to construct a quadratic equation
in matrix argument that is solveable for $\Sigma_r$ in terms of $\eta_1, \Sigma_{c*}$ and $\sigma^2$.

\[
\frac{\partial h}{\partial \Sigma_r^{-1}} = Y\Sigma_c^{-1}Y' / \sigma^2 - m\Sigma_r + \theta_1 \Sigma_c - \theta_1 \Sigma_r \Sigma_c^{-1} \Sigma_r - \eta_1 \Sigma_r^{-2} = 0 \quad (3.14)
\]

\[
0 = (Y\Sigma_c^{-1}Y' / \sigma^2 + \theta_1 \Sigma_c) - m\Sigma_r - \Sigma_r (\theta_1 \Sigma_c^{-1} + \eta_1 I) \Sigma_r \quad (3.15)
\]

\[
0 = \Sigma_r^{-1}(Y\Sigma_c^{-1}Y' / \sigma^2 + \theta_1 \Sigma_c)\Sigma_r^{-1} - m\Sigma_r^{-1} - (\theta_1 \Sigma_c^{-1} + \eta_1 I), \quad (3.16)
\]

where in Equation (3.15) we combined terms and in Equation (3.16) we multiply on the left and right by $\Sigma_r^{-1}$. We observe that $W := (Y\Sigma_c^{-1}Y' / \sigma^2 + \theta_1 \Sigma_c)$ necessarily admits a square root and so we can rewrite (3.16) by multiplying on the left and right by $W^{1/2}$ (unique symmetric square root of $W$):

\[
0 = (W^{1/2}\Sigma_r^{-1}W^{1/2})(W^{1/2}\Sigma_r^{-1}W^{1/2}) - mW^{1/2}\Sigma_r^{-1}W^{1/2} - W^{1/2}(\theta_1 \Sigma_c^{-1} + \eta_1 I)W^{1/2}.
\]

We can now define a new variable $X := (W^{1/2}\Sigma_r^{-1}W^{1/2})$ and note that the above is a quadratic equation in $X$: $0 = X^2 - mX - W^{1/2}(\theta_1 \Sigma_c^{-1} + \eta_1 I)W^{1/2}$. It is well known that a matrix quadratic equation with a leading identity matrix has a unique root if the matrix coefficient on the “linear” term commutes with the constant term and the “discriminant” of the quadratic equation admits a matrix square root [Higham and Kim, 2001]. These conditions are satisfied for the above equation and the unique solution is given by $2X = mI + (m^2 I + 4W^{1/2}(\theta_1 \Sigma_c^{-1} + \eta_1 I)W^{1/2})^{1/2}$. We can map this solution back to $\Sigma_r$ via the map $\Sigma_r = W^{1/2}X^{-1}W^{1/2}$. Plugging this into the constraint, $\text{tr}(\Sigma_r) = 1$, allows us to solve for the Lagrange multiplier $\eta_1$ via numerical optimization. Following this optimization we can recover $\Sigma_r$. An equivalent step can be defined for $\Sigma_c$.

We can update $\sigma^2$ via a similar approach: take derivatives of the objective function with respect to $\sigma^{-2}$ and set equal to zero,

\[
\frac{\partial f}{\partial \sigma^{-2}} = \text{tr}(\Sigma_r^{-1}Y\Sigma_c^{-1}Y') - m^2 \sigma^{-2} + \theta_2
\]

\[
0 = \text{tr}(\Sigma_r^{-1}Y\Sigma_c^{-1}Y') - m^2 \sigma^2 + \theta_2
\]

\[
\sigma^2 = (\text{tr}(\Sigma_r^{-1}Y\Sigma_c^{-1}Y') + \theta_2)/m^2.
\]
By iterating the steps for $\Sigma_r$, $\Sigma_c$ and $\sigma^2$ we define a procedure that finds the minimum of the augmented objective function. Since the scaled log likelihood is bounded below, this iterative procedure is guaranteed to converge.

**Selecting the penalty terms $\theta_1$ and $\theta_2$**

To choose $\theta_1$ and $\theta_2$ we propose to perform cross validation by excluding 20% of the data, and estimating the covariance parameters using a data augmentation step to account for the missing data. We perform this for multiple $(\theta_1, \theta_2)$ pairs and select the pair with the smallest cross validation error. For this approach to find the optimizer of the objective function by integrating over the missing values we would need to implement an EM algorithm. The EM algorithm for this particular problem requires calculating $E[\text{tr}(Y\Sigma_c^{-1}Y^t\Sigma_r^{-1})|Y_{\text{observed}}, \Sigma_r, \Sigma_c]$. Simplifying the above expression by considering $\text{tr}(E[Y\Sigma_c^{-1}Y^t|Y_{\text{observed}}, \Sigma_r, \Sigma_c]\Sigma_r^{-1})$ we note that the computation still requires conditional second moments. Allen and Tibshirani [2010] have previously derived this E step and provide a compact form for this expectation. However, even in its’ compact form it requires the construction of $m^2 m \times m$ sparse matrices at each iteration. This is effectively intractable for most matrix sizes. Instead of performing a full E step, we propose to perform an approximation: at each iteration we update the unobserved values by setting them equal to their conditional expectations. A one step version of this is used by Allen and Tibshirani [2010] and they demonstrate that it performs similar to the complete EM.

We demonstrate the performance of this method for choosing the penalty parameter in the context of an unknown mean below.

### 3.3 Mean model

Known mean problems are rarely available outside the realm of classroom exercises. As such, it is desirable to incorporate mean parameter estimation in any estimation procedure we develop for the covariance parameters. We illustrate the importance of accounting for the covariance parameters when estimating the mean in the context of a matrix normal
distribution with a single mean parameter $\mu$. Specifically, let

$$Y = \mu \mathbf{1} \mathbf{1}^T + E$$

$$E \sim N_{m \times m}(0, \Sigma_r, \Sigma_c),$$

where $\mu$ is a scalar, $\mathbf{1}$ is a vector of ones of dimension $m$, and $\Sigma_r$ and $\Sigma_c$ are $m \times m$ positive definite matrices. A naive unbiased estimate of the mean parameter $\mu$ is given by the moment estimator $\hat{\mu}^{(0)} = \bar{Y}$. Alternatively, when $\Sigma_r$ and $\Sigma_c$ are known, the oracle estimator of $\mu$ is

$$\hat{\mu}^{(ora)} = \frac{\mathbf{1}^T \Sigma^{-1}_r Y \Sigma^{-1}_c \mathbf{1}}{\mathbf{1}^T \Sigma^{-1}_r \mathbf{1} \mathbf{1}^T \Sigma^{-1}_c \mathbf{1}}.$$

This estimator is also unbiased, but has lower variance than $\hat{\mu}^{(0)}$:

$$\text{var}(\hat{\mu}^{(0)}) = \text{E}[\hat{\mu}^{(0)} \hat{\mu}^{(0)}] - \text{E}[\hat{\mu}^{(0)}]^2 = \text{E}[\mathbf{1}^T Y \mathbf{1} \mathbf{1}^T \mathbf{1}]/m^4 - (\mathbf{1}^T \mathbf{1} \mu)^2/m^4 = \mathbf{1}^T \Sigma_c \mathbf{1} \mathbf{1}^T \Sigma_r \mathbf{1}/m^4,$$

versus

$$\text{var}(\hat{\mu}^{(ora)}) = \text{E}[\hat{\mu}^{(ora)} \hat{\mu}^{(ora)}] - \text{E}[\hat{\mu}^{(ora)}]^2$$

$$= \text{E}[\frac{\mathbf{1}^T \Sigma^{-1}_r Y \Sigma^{-1}_c \mathbf{1}}{\mathbf{1}^T \Sigma^{-1}_r \mathbf{1} \mathbf{1}^T \Sigma^{-1}_c \mathbf{1}}] - (\mathbf{1}^T \Sigma^{-1}_r \mathbf{1} \mathbf{1}^T \Sigma^{-1}_c \mathbf{1} \mu)^2$$

$$= \frac{\mathbf{1}^T \Sigma^{-1}_r \text{E}[\mathbf{1} \mathbf{1}^T Y \mathbf{1} \mathbf{1}^T \mathbf{1} \Sigma^{-1}_c \mathbf{1}]}{(\mathbf{1}^T \Sigma^{-1}_r \mathbf{1} \mathbf{1}^T \Sigma^{-1}_c \mathbf{1})^2} - \mu^2$$

$$= \frac{\mathbf{1}^T \Sigma^{-1}_r \mathbf{1} \mathbf{1}^T \Sigma^{-1}_c \mathbf{1} \Sigma^{-1}_r \mathbf{1} + \mu^2 \mathbf{1}^T \Sigma^{-1}_c \mathbf{1} \mathbf{1}^T \Sigma^{-1}_r \mathbf{1} \mathbf{1}^T \Sigma^{-1}_c \mathbf{1}}{(\mathbf{1}^T \Sigma^{-1}_r \mathbf{1} \mathbf{1}^T \Sigma^{-1}_c \mathbf{1})^2} - \mu^2$$

$$= 1/(\mathbf{1}^T \Sigma^{-1}_r \mathbf{1} \mathbf{1}^T \Sigma^{-1}_c \mathbf{1}).$$

In the more general regression framework we consider models of the form

$$Y = < \mathbf{X}, \beta > + E$$

$$E \sim N_{m \times m}(0, \Sigma_r, \Sigma_c),$$

where $\mathbf{X}$ is an $m \times n$ matrix, $\beta$ is an $n \times 1$ vector, and $E$ is an $m \times 1$ vector.
where \(< \mathbf{X}, \beta >\) is the inner product of the array of fixed covariates \(\mathbf{X}\) and the vector of coefficients \(\beta\) (i.e. \(y_{ij} = x_{ij}^t \beta + \epsilon_{ij}\)). In this setting, the oracle estimator of \(\beta\) when \(\Sigma_r\) and \(\Sigma_c\) are known is given by

\[
\hat{\beta}^{(ora)} = \left(\text{mat}(\mathbf{X})^t(\Sigma_c^{-1} \otimes \Sigma_r^{-1})\text{mat}(\mathbf{X}))^{-1}\text{mat}(\mathbf{X})\text{vec}(\mathbf{Y}),
\]

where mat is the matricization operator of Kolda [2006] and vec is the vectorization operator. This can also be viewed as the generalized least squares (GLS) estimator as \(\hat{\beta}^{(ora)}\) is the value that optimizes the function \(\text{vec}(\mathbf{Y} - \langle \mathbf{X}, \beta \rangle)^t(\Sigma_c^{-1} \otimes \Sigma_r^{-1})\text{vec}(\mathbf{Y} - \langle \mathbf{X}, \beta \rangle)\).

We will write \(\hat{\beta}^{(gls)}\) to indicate this explicitly. The variance of this estimator is given by \((\text{mat}(\mathbf{X})^t(\Sigma_c^{-1} \otimes \Sigma_r^{-1})\text{mat}(\mathbf{X}))^{-1}\) and it is an immediate consequence of the Gauss-Markov theorem that this estimator is the best linear unbiased estimator of \(\beta\).

In the particular case of relational data, we are able to explore the properties of \(\hat{\beta}^{(gls)}\) for specific types of covariates. It is common in relational data analysis to have covariates that are specific to the rows of the data matrix (called sender covariates), the columns of the data matrix (called receiver covariates) or to each element of the matrix (called dyadic covariates). The covariates array \(\mathbf{X}\) is thus an \(m \times m \times p\) array where each \(m \times m\) slice corresponds to a specific covariate. The different types of covariates correspond to the following slices of \(\mathbf{X}\):

- Overall mean: \(\mathbf{X}_1 = \mathbf{1}^t\)
- Row: \(\mathbf{X}_r = x_r \mathbf{1}^t, x_r \in \mathbb{R}^m\)
- Column: \(\mathbf{X}_c = \mathbf{1} \mathbf{x}_c^t, x_c \in \mathbb{R}^m\)
- Dyadic (multiplicative): \(\mathbf{X}_{md} = x_{rd} \mathbf{x}_{cd}^t\)
- Dyadic (general): \(\mathbf{X}_{dyad}\) is an unstructured \(m \times m\) matrix.

It is well known that the oracle GLS estimator for the regression parameters (when the covariance matrices are known) is more efficient than the OLS estimator. Specifically, it is easy to see that \(\text{var}(\hat{\beta}^{(ols)}) - \text{var}(\hat{\beta}^{(gls)}) \geq 0\). However, this requires conditioning on both the covariates \(\mathbf{X}\) and the covariance matrices \(\Sigma_r\) and \(\Sigma_c\). Figure (3.1) explores this relative efficiency of OLS to GLS for independent normally distributed covariates and
Figure 3.1: Relative efficiency of OLS to oracle GLS estimator. For both panels, the covariates are independent and identically distributed normal and the two covariance matrices are distributed as inverse Wishart variables concentrated around the same matrix $A$ with concentration parameter $\nu$ (the matrix $A$ is in turn also generated from a Wishart with concentration parameter $m + 1$ centered around the identity).

varying degrees of similarity among the trace 1 covariance matrices $\Sigma_r$ and $\Sigma_c$. Each point in the figure corresponds to the average across 100,000 simulated datasets of the ratio of \( \text{var}(\hat{\beta}_{\text{ols}})/\text{var}(\hat{\beta}_{\text{gls}}) \) where for each simulated dataset we have:

1. $A \sim \text{Wish}(I, m + 2),$

2. $\hat{\Sigma}_r, \hat{\Sigma}_c \sim \text{inverseWish}(A, \nu)$, $\Sigma_r = \hat{\Sigma}_r/\text{tr}(\hat{\Sigma}_r)$ and $\Sigma_c = \hat{\Sigma}_c/\text{tr}(\hat{\Sigma}_c)$

3. $x_c, x_r \sim N_m(0, I)$

4. Calculate

\[
\begin{align*}
\text{var}(\hat{\beta}_{\text{ols}}) &= \frac{(1^t \Sigma_r 1)(x_r^t \Sigma_c x_c)}{(x_r^t x_c)(x_r^t x_r)^2 m^2}, \\
\text{var}(\hat{\beta}_{\text{gls}}) &= \frac{1}{(1^t \Sigma_r^{-1} 1)(x_r^t \Sigma_c^{-1} x_c)} \\
\end{align*}
\]

\[
\begin{align*}
\text{var}(\hat{\beta}_{\text{dyad}}) &= \frac{1}{(x_r^t \Sigma_c^{-1} x_r)(x_r^t \Sigma_c^{-1} x_c)^2}, \\
\end{align*}
\]

The panels of Figure (3.1) provide the relative efficiency of OLS to GLS in percents. We note that the two panels, representing the relative efficiencies of a column covariate and a
multiplicative dyadic covariate (left and right panels respectively), are very similar suggesting that the estimators are expected to perform similarly for different types of covariates. We note that there is a reduction in the relative efficiency of GLS as the parameter $\nu$, which controls the similarity between the two covariance matrices, increases. However this is greatly tampered by an increase in the matrix size from $m = 10$ to $m = 30$. It is clear that when the covariance matrices themselves need to be estimated, the efficiency of the estimator of the regression parameters will not be as high as that of GLS. We explore the behavior of several such estimators below.

**Feasible GLS**

A feasible GLS estimator involves substituting an estimate of the covariance matrix into the formula for the estimate of the regression parameters. For example, for the overall mean from before, the FGLS estimator based on some estimates of the row and column covariances $\hat{\Sigma}_r$ and $\hat{\Sigma}_c$ is given by

$$\hat{\mu}^{(\text{gls})}_{(\hat{\Sigma}_r, \hat{\Sigma}_c)} = \frac{1^t \hat{\Sigma}_r^{-1} Y \hat{\Sigma}_c^{-1} 1}{1^t \hat{\Sigma}_r^{-1} 11^t \hat{\Sigma}_c^{-1} 1}.$$

We will explicitly denote dependence on an estimate of the covariances via a subscript. As such, to assess the quality of the FGLS estimator, we must specify the estimators of the covariance. It is important to note that if the form of the estimator is incorrectly specified, the FGLS estimator might be less efficient than the OLS estimator (see for example Amemiya and Fuller [1967]). However, if there exists a consistent estimator of the covariance matrix, the FGLS estimator and the oracle GLS estimator have the same distribution asymptotically [Maddala, 1971; Zellner, 1962]. Similarly, approximate normality [Rothenberg, 1984], convergence of iterative procedures and unbiasedness of estimates of regression parameters [Andrews, 1986; Henk Don and Magnus, 1980] have all been demonstrated under different regularity conditions (the most important condition being that the likelihood is bounded).

In the case of relational data, when there is only one observed matrix, the regression problem in Equation (3.18) has an unbounded likelihood if $\Sigma_r, \Sigma_c$ are full matrices and $\beta$ must be jointly estimated. A possible estimator for $\beta$ in this case is a one step feasible GLS
estimator. The procedure for it is as follows:

1. Construct the FGLS estimator, $\hat{\beta}^{(0)}$, based on an initial estimate of the covariance matrices (for example, independence).

2. Estimate the covariance matrices based on $Y - <X, \hat{\beta}^{(0)}>$.

3. Construct the new FGLS estimator $\hat{\beta}_{\Sigma_r, \Sigma_c}^{(gls)}$ based on the estimates from 2.

When step 2 above is based on the likelihood equations (3.1) and (3.2) for the covariances, it is not possible to repeat the procedure indefinitely for the relational data problem (hence calling an estimator based on a single run through steps 1-3 a “one step” estimator). It does not appear that there are any theoretical guarantees for these estimators. If instead of full covariance matrices, the covariance matrices can be written in terms of only a few parameters, then iterating steps 2 and 3 (where step 2 is again based on the likelihood equations) yields an iterative procedure that finds the maximum likelihood estimators. A similar result holds when step 2 is based on a single step of the the penalized likelihood approach of Section 2. We note that while we cannot verify all of the assumptions of Henk Don and Magnus [1980] to guarantee the convergence of the iterative estimation procedure for the penalized approach, in practice our algorithm converges. As such we have the following conjecture about the iterative penalized procedure:

**Conjecture 7.** For the iterative procedure defined above with step 2 based on the penalized likelihood of Section 2 we have:

1. The distribution of the estimator at the $j$th iteration of step 3, denoted by $\hat{\beta}_{\Sigma_r, \Sigma_c}^{(gls), j}$, is symmetric about the true parameter $\beta$.

2. If the expectation of $\hat{\beta}_{\Sigma_r, \Sigma_c}^{(gls), j}$ exists then it is an unbiased estimator of $\beta$.

3. If the ratio of the maximal to minimal eigenvalues of the Kronecker structured covariance matrix is bounded with probability 1, then the iterative procedure converges to a minimum of the augmented objective function and the estimator of $\beta$ at convergence is unbiased.
Part 1 of the Conjecture is an immediate consequence of Proposition 1 of Henk Don and Magnus [1980] and can be easily verified by noting that the estimator of the covariance matrices at step \( j - 1 \) is an even function of the residual \( Y - \langle X, \hat{\beta}^{(gls)}_{\hat{\Sigma}_r, \hat{\Sigma}_c, j-1} \rangle \). Parts 2 and 3 are complicated: To verify part 2, we must show that the expectation of the trace of the estimate of the precision matrices is finite at each iteration of the iterative procedure. Part 3 of the Conjecture rests on demonstrating that the penalty that we proposed keeps the ratio of eigenvalues bounded. To verify these two parts we would need to find the explicit form of the eigenvalues of the precisions and covariance matrices or verify Assumption 5 of Henk Don and Magnus [1980] which the authors describe as being effectively impossible to verify in practice (and we have not been able to verify in this case).

Simulation We now demonstrate that the penalized procedure proposed above performs well in terms of the risk of estimating mean parameters (under quadratic loss) when compared to OLS and a one step FGLS estimator. We simulate datasets from the following model:

- Let \( (\beta_0, \beta_r, \beta_c, \beta_{dyad}) = (5, 1, 1, 1) \).
- Generate \( x_r = x_c \sim N_m(0, I) \) and \( X_{dyad} \sim N_{m \times m}(0, I) \).
- Generate the covariance matrices:
  - Generate \( A \sim \text{Wish}(I, m + 2) \),
  - Generate \( \hat{\Sigma}_r, \hat{\Sigma}_c \sim \text{inverseWish}(A, \nu) \), \( \Sigma_r = \hat{\Sigma}_r / \text{tr}(\hat{\Sigma}_r) \) and \( \Sigma_c = \hat{\Sigma}_c / \text{tr}(\hat{\Sigma}_c) \)
  - Generate \( \sigma^{-2} \sim \text{Gamma}(10, 1) \)
- Generate \( E \sim N_{m \times m}(0, I) \)
- Set \( Y = \beta_0 1^T + \beta_r x_r 1^T + \beta_c 1 x_c^T + \beta_{dyad} X_{dyad} + \sigma \Sigma_r^{1/2} E \Sigma_c^{1/2} \)

We conduct the simulation for \( m \in \{10, 20\} \) and different parameters \( \nu \) that control the similarity between the two covariance matrices. For example, for \( m = 10 \), when \( \nu = 11 \), the
average distance (according to the symmetric KL penalty we use for estimation) between two covariance matrices is 1300 while when $\nu = 50$ the average distance is 5.6.

Recall from Section 2 that we must choose penalty parameters $\theta_1$ and $\theta_2$ in order to perform the penalized procedure. We note that there is abundant data information for estimating $\sigma^2 = \text{tr} (\text{cov}(Y))$ and propose to use a plug-in estimate of $\sigma^2$, thus eliminating the need for choosing a parameter $\theta_2$. In this case, rather than solving the equation for $\sigma^2$ on page 44 we let $\hat{\sigma}^2$ be the moment estimate of the scale of the variability based on a one step estimator of the mean parameters: $\hat{\sigma}^2 = \text{tr} ((Y - \langle X, \hat{\beta} \rangle)^t (Y - \langle X, \hat{\beta} \rangle))$. We have observed that this simplification performs well in practice.

As such we are required to pick $\theta$ (we drop the subscript as there is now only one penalty parameter). To do so we perform the cross validation procedure described at the end of Section 2. Figure 3.2 illustrates the results of the cross validation for a single dataset with $m = 10$ and $\nu = 11$. We chose the range of $\theta$ to be big (10 to 10000) as we have not established any criteria that would provide an apriori magnitude for $\theta$. For this particular dataset the cross validation error is smallest for $\theta = 200$.

Following the proper choice of $\theta$ for each dataset based on cross validation, we reran the analysis on the full data. For each dataset we then constructed estimates $\hat{\beta}^{(ols)}, \hat{\beta}^{(FGLS)}$ and
Figure 3.3: 95% confidence intervals of the estimated log risk under quadratic loss for each regression parameter. Each confidence interval in the top row of panels is based on 50 simulated 10 × 10 datasets while each confidence interval in the bottom row of panels is based on 35 20 × 20 datasets.

\( \hat{\beta}_{\text{pen}} \). The feasible GLS estimator was based on a one step FGLS where the covariances were estimated from the OLS errors, \( \hat{E} \), as \( ((\hat{E}^t \hat{E}^t / m)^{1/2}, (\hat{E}^t \hat{E} / m)^{1/2}) \) - which is the estimator that was discussed in detail in Section 2. We then calculate the quadratic loss for each individual coefficient. Figure 3.3 plots the 95% confidence intervals of the log transformed quadratic losses for each dataset and each term in \( \beta \). We use the log transformed risk as the distribution of the untransformed risk is highly skewed. The leftmost bar in each series of three represents the risk for the penalized estimates and we see that those are consistently smaller than those for the FGLS and OLS estimator. Since the penalized estimates outperform FGLS and OLS for both large and small \( \nu \), it appears that the procedure for choosing the penalty parameter \( \theta \) is reasonable, as it appropriately adapts to scenarios where the
true matrices are very similar (the right hand column of the Figure) or very dissimilar (the left hand column of the Figure). We note that the improvement presented by the penalized procedure appears to be greater when the matrices are dissimilar, which confirms what was suggested by Figure 3.1 that the relative efficiency of GLS methods decreases as the covariance matrices become more similar.

In all four panels we see that the grand mean is estimated very well by all the estimators (with the upper bounds of the 95% confidence intervals all being less than 0). These plots do not provide strong evidence that the one step estimator provides an improvement over the naive OLS estimator.

3.4 Discussion

In this chapter we developed a procedure for estimating mean parameters and covariance matrices for relational data. We leverage the fact that the rows and columns of a relational data matrix share the same index set. As such, similarity among rows or a relational data matrix might reasonably imply a similarity among the corresponding columns of the relational data matrix. This structure suggests modeling the row and column covariance matrices of a relational dataset as similar. We propose incorporating this similarity into the estimation procedure via two different penalties. The first penalty acts on the eigenvalues of the two matrices and leads to a unique maximum likelihood estimator of the covariances (for any choice of penalty) in the case when the mean of the distribution is known. This MLE minimizes the Bayes risk among a class of equivariant MLEs for a general class of priors and is the MLE that minimizes the Kullback Leibler divergence from the moment estimators in this class. The second type of penalty deals directly with similarity between the two covariance matrices via the symmetric Kullback Leibler divergence. The estimation procedure based on this penalty does not yield a maximum likelihood estimator. However, this procedure is adaptive, in the sense that a penalty parameter can be used to vary the influence of the penalty and so affect the similarity of the two covariance matrices. Thus, by letting the penalty parameter approach zero, we can recover the set of MLEs when the mean is known. We demonstrated that when the mean parameters of the relational data is unknown, estimators of the mean parameters that do not take account of the covariance
structure are inefficient. We then outline an iterative procedure for constructing the feasible generalized least squares estimator for the mean parameters using the dissimilarity penalty we developed in Section 2. The estimates based on this procedure are shown to have smaller risk than the naive OLS estimates or estimates based on a one step procedure.

Frequently relational data is not measured on a continuous scale. In these cases it is common to model this data via a continuous latent variable \cite{NowickiSnijders2001, Hoff2002, Hoff2005a}. The approach developed in this chapter can be naturally extended to these latent variable models via a Bayesian procedure. Recall that the proposed penalty corresponds to a proper prior on the product space of two symmetric positive definite matrices. As such, after establishing the proper likelihood to use for the non-continuous relational data, we can incorporate this prior into the Markov chain Monte Carlo procedure outlined in \cite{Hoff2012}. We note that the prior distribution for the covariance matrices does not have a familiar form and so sampling from it currently requires rejection sampling or a Metropolis-Hastings step. This is an ongoing area of research.
Chapter 4
HIERARCHICAL ARRAY PRIORS FOR ANOVA DECOMPOSITIONS

4.1 Introduction

Cross-classified data are prevalent in many disciplines, including the social and health sciences. For example, a survey or observational study may record health behaviors of its participants, along with a variety of demographic variables such as age, ethnicity and education level, by which the participants can be classified. A common data analysis goal in such settings is the estimation of the health behavior means for each combination of levels of the demographic factors. In a three-way layout, for example, the goal is to estimate the three-way table of population cell means, where each cell corresponds to a particular combination of factor levels. A standard estimator of the table is provided by the table of sample means, which can alternatively be represented by its ANOVA decomposition into additive effects and two- and three-way interaction terms.

The cell sample means provide an unbiased estimator of the population means, as long as there are observations available for each cell. However, if the cell-specific sample sizes are small then it may be desirable to share information across the cells to reduce the variance of the estimator. Perhaps the simplest and most common method of information sharing is to assume that certain mean contrasts among levels of one set of factors are equivalent across levels of another set of factors, or equivalently, that certain interaction terms in the ANOVA decomposition of population cell means are exactly zero. This is a fairly large modeling assumption, and can often be rejected via plots or standard $F$-tests. If such assumptions are rejected, it still may be desirable to share information across cell means, although perhaps in a way that does not posit exact relationships among them.

As a concrete example, consider estimating mean macronutrient intake across levels of age (binned in 10 year increments), ethnicity and education from the National Health and Nutrition Examination Survey (NHANES). Table 4.1 summarizes the cell-specific sample
sizes for intake of overall carbohydrates as well as two subcategories (sugar and fiber) by age, ethnicity, and education levels for male respondents (more details on these data are provided in Section 4). Studies of carbohydrate intake have been motivated by a frequently cited relationship between carbohydrate intake and health outcomes [Chandalia et al., 2000, Moerman et al., 1993]. Studies of obesity in the US, have shown an overall increase in caloric intake primarily due to a drastic increase in carbohydrate intake from 44 to 48.7 percent of total calories from 1971 to 2006 [Austin et al., 2011]. Recently, the types of carbohydrates that are being consumed has become of primary interest. For example, in the study of cardiovascular disease, simple sugars are associated with raising triglycerides and overall cholesterol while dietary fiber has been associated with lowering triglycerides [Albrink and Ullrich, 1986, Yang et al., 2003]. Total carbohydrates and the types of carbohydrates have also been targeted in recent studies of effective weight loss (e.g. sugar consumption in the form of HFCS in drinks, [Nielsen et al., 2004]).

However, these studies generally report on marginal means of carbohydrate intake across demographic variables, and do not take into account potential non-additivity, or interaction terms, between them [Park et al., 2011, Montonen et al., 2003, Basiotis et al., 1989, Verly Junior et al., 2010, Johansson et al., 2001]. In a study where non-additivity was considered, the authors only tested for the presence of a small subset of possible interactions and did not consider any interactions of more than two effects [Austin et al., 2011]. A more detailed understanding of the relationship between mean carbohydrate intake and the demographic variables can be obtained from a MANOVA decomposition of the means array into main-effects, two- and three-way interactions. Evidence for interactions for multivariate data can be assessed with approximate $F$-tests based on the Pillai trace statistics [Olson, 1976].

For our data, the $F$-tests presented in Table 4.2 indicate strong evidence that the two- and three-way interactions are not zero. Based on these results, standard practice would be to retain the full model and describe the interaction patterns via various contrasts of cell sample means. Often this is done by visual examination of interaction plots, that is, plots of cell means by various combinations of factors. For example, Figure 4.1 gives the age by education interaction plots for each of the four ethnicity groups. The three-way interaction between ethnicity, age and education can be described as the inconsistency of
Table 4.1: Cross-tabulation of the sample sizes for the demographic variables. "Hispanic" is coded as "Hispanic, not Mexican."

<table>
<thead>
<tr>
<th>Age Range</th>
<th>Mexican</th>
<th>Hispanic</th>
<th>White</th>
<th>Black</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>31-40</td>
<td>16</td>
<td>10</td>
<td>11</td>
<td>7</td>
<td>44</td>
</tr>
<tr>
<td>41-50</td>
<td>26</td>
<td>10</td>
<td>19</td>
<td>14</td>
<td>60</td>
</tr>
<tr>
<td>51-60</td>
<td>29</td>
<td>11</td>
<td>10</td>
<td>14</td>
<td>64</td>
</tr>
<tr>
<td>61-70</td>
<td>31</td>
<td>7</td>
<td>5</td>
<td>11</td>
<td>54</td>
</tr>
<tr>
<td>71-80</td>
<td>27</td>
<td>12</td>
<td>14</td>
<td>6</td>
<td>59</td>
</tr>
</tbody>
</table>
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Figure 4.1: Three-way interaction plot of fiber cell means by ethnicity, age, and education level.
the two-way interactions across levels of ethnicity. Visually, there is some indication that Mexican respondents have a different age by education interaction than the other ethnicities, but it is difficult to say anything more specific. Indeed, it is difficult to even describe the two-way interactions, due to the high variability of the cell sample means.

Much of the heterogeneity in these plots can be attributed to the low sample sizes in many cells and the resulting sampling variability of the cell sample means. A cleaner picture of the three-way interactions could possibly be obtained via cell mean estimates with lower variability. A variety of penalized least squares procedures have been proposed in order to reduce estimate variability and mean squared error (MSE), such as ridge regression and the lasso. Recent variants of these approaches allow for different penalties on ANOVA terms of different orders, including the ASP method of Beran [2005], and grouped versions of the lasso [Yuan and Lin, 2007; Friedman et al., 2010]. Corresponding Bayesian approaches include Bayesian lasso procedures [Yuan and Lin, 2005; Genkin et al., 2007; Park and Casella, 2008] and multilevel hierarchical priors [Pittau et al., 2010; Park et al., 2006; Hodges et al., 2007; Cui et al., 2010].

While these procedures attain a reduced MSE by shrinking linear model coefficient estimates towards zero, they do not generally take full advantage of the structure that is often present in cross-classified datasets. In the data analysis example above, two of the three factors (age and education) are ordinal, with age being a binned version of a continuous predictor. Considering factors such as these more generally, suppose a categorical factor \( x \) is a binned version of some underlying continuous or ordinal explanatory variable \( \tilde{x} \) (such as

<table>
<thead>
<tr>
<th>Interaction</th>
<th>approx ( F )</th>
<th>num df</th>
<th>den df</th>
<th>( p )-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education</td>
<td>11.15</td>
<td>15</td>
<td>6102</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>18.07</td>
<td>9</td>
<td>6102</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Age</td>
<td>21.38</td>
<td>12</td>
<td>6102</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Education:Ethnicity</td>
<td>1.67</td>
<td>36</td>
<td>6102</td>
<td>0.01</td>
</tr>
<tr>
<td>Education:Age</td>
<td>1.60</td>
<td>48</td>
<td>6102</td>
<td>0.01</td>
</tr>
<tr>
<td>Ethnicity:Age</td>
<td>2.05</td>
<td>36</td>
<td>6102</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Education:Ethnicity:Age</td>
<td>1.44</td>
<td>144</td>
<td>6102</td>
<td>&lt; 0.01</td>
</tr>
</tbody>
</table>

Table 4.2: MANOVA testing of interaction terms via Pillai’s trace statistic.
income, age, number of children or education level). If the mean of the response variable $y$ is smoothly varying in the underlying variable $\tilde{x}$, we would expect that adjacent levels of the factor $x$ would have similar main effects and interaction terms. Similarly, for non-ordinal factors (such as ethnic group or religion) it is possible that two levels represent similar populations, and thus may have similar main-effects and interaction terms as well. We refer to such similarities across the orders of the effects as order consistent interactions.

Figure 4.2: Plots of main effects and interaction correlations for the three outcome variables (carbohydrates, sugar and fiber). The first row of plots gives OLS estimates of the main effects for each factor. The second row of plots gives correlations of effects between levels of each factor, with white representing 1 and black representing -1. The interactions are calculated based on OLS estimates of the main effects and two-way interactions of each factor.

Returning to the NHANES data, Figure 4.2 summarizes the OLS estimates of the main effects and two-way interactions for the three outcome variables (carbohydrates, sugar and fiber). Not surprisingly, the main effects for the ordinal factors (age and education) are
“smooth,” in that the estimated main effect for a given level is generally similar to the
effect for an adjacent level. Additionally, some similarities among the ethnic groups appear
consistent across the three outcome variables. To assess consistency of such similarities
between main effects and two-way interactions, we computed correlations of parameter
estimates for these effects between levels of each factor. For example, there are $3 \times 10 = 30$
main-effect and two-way interaction estimates involving each level of age: For each of the
three outcome variables, there is 1 main-effect estimate for each age level, 4 estimates from
the age by ethnicity interaction and 5 estimates from the age by education interaction. We
compute a correlation matrix for the five levels of age based on the resulting $30 \times 5$ matrix
of parameter estimates, and similarly compute correlations among levels of ethnicity and
among levels of education. The second row of Figure 4.2 gives grayscale plots of these
correlation matrices. The results suggest some degree of order consistent interactions: For
the ordinal factors, the highest correlations are among adjacent pairs. For the ethnicity
factor, the results suggest that on average, the effects for the Mexican category are more
similar to the Hispanic (not Mexican) category than to the other ethnic categories, as we
might expect.

The OLS estimates of the main effects and three-way interactions presented above, along
with the fact that two of the three factors are ordinal, suggest the possibility of order consis-
tent interactions among the array of population cell means. More generally, order consistent
interactions may be present in a variety of datasets encountered in the social and health
sciences, especially those that include ordinal factors, or factors for which some of the levels
may represent very similar populations. In this paper, we propose a novel class of hier-
archical prior distributions over main effects and interaction arrays that can adapt to the
presence of order consistent interactions. The hierarchical prior distribution provides joint
estimates of a covariance matrix for each factor, along with the factor main effects and
interactions. Roughly speaking, the covariance matrix for a given factor is estimated from
the main effects and interactions in which the factor appears. Conversely, an estimate of
a factor’s covariance matrix can assist in the estimation of higher-order interactions, for
which data information is limited. We make this idea more formal in the next section,
where we construct our prior distribution from a set of related array normal distributions
with separable covariance structures [Hoff, 2011], and provide a Markov chain Monte Carlo algorithm for inference under this prior. In Section 3 we provide a simulation study comparing estimation under our proposed prior to some standard estimators. As expected, our approach outperforms others when the data exhibit order consistent interactions. Additionally, for data lacking any interactions, our approach performs comparably to the OLS estimates obtained from the additive model (i.e. the oracle estimator). In Section 4 we extend this methodology to MANOVA models in order to analyze the multivariate NHANES data presented above. In addition to estimates of main effects and interactions, our analysis provides measures of similarity between levels of each of the factors. We conclude in Section 5 with a summary of our approach and a discussion of possible extensions.

4.2 A hierarchical prior for interaction arrays

In this section we introduce the hierarchical array (HA) prior, and present a Markov chain Monte Carlo (MCMC) algorithm for posterior approximation and parameter estimation. The HA prior is constructed from several semi-conjugate priors, and so the MCMC algorithm can be based on a straightforward Gibbs sampling scheme.

4.2.1 The hierarchical array prior

For notational convenience we consider the case of three categorical factors, and note that the HA prior generalizes trivially to accommodate a greater number of factors. Suppose the three categorical factors have levels \{1, \ldots, m_1\}, \{1, \ldots, m_2\} and \{1, \ldots, m_3\} respectively. The standard ANOVA model for a three-way factorial dataset is

\[
y_{ijkl} = \mu + a_i + b_j + c_k + (ab)_{ij} + (ac)_{ik} + (bc)_{jk} + (abc)_{ijk} + \epsilon_{ijkl} \tag{4.1}
\]

\[\{\epsilon_{ijkl}\} \sim \text{i.i.d. normal}(0, \sigma^2).\]

Let \(a\) denote the \(m_1 \times 1\) vector of main effects for the first factor, \((ab)\) denote the \(m_1 \times m_2\) matrix describing the two-way interaction between the first two factors, \((abc)\) denote the \(m_1 \times m_2 \times m_3\) three-way interaction array, and let \(b, c, (ac),\) and \((bc)\) be defined similarly. Bayesian inference for this model proceeds by specifying a prior distribution for the ANOVA
decomposition $\theta = \{\mu, a, b, c, (ab), (ac), (bc), (abc)\}$ and the error variance $\sigma^2$.

As described in the Introduction, if two levels of a factor represent similar populations, we would expect that coefficients of the decomposition involving these two levels would have similar values. For example, suppose levels $i_1$ and $i_2$ of the first factor correspond to similar populations. We might then expect $a_{i_1}$ to be close to $a_{i_2}$, the vector $\{(ab)_{i_1,j}, j = 1, \ldots, m_2\}$ to be close to the vector $\{(ab)_{i_2,j}, j = 1, \ldots, m_2\}$, and so on. We represent this potential similarity between levels of the first factor with a covariance matrix $\Sigma_a$, and consider a mean zero prior distribution on the ANOVA decomposition such that

$$
\text{Cov}[a] = \mathbb{E}[a a^T] = \Sigma_a,
$$

$$
\mathbb{E}[(ab)(ab)^T] = k_{ab}\Sigma_a,
$$

$$
\mathbb{E}[(ac)(ac)^T] = k_{ac}\Sigma_a,
$$

$$
\mathbb{E}[(abc)_{(1)}(abc)^T_{(1)}] = k_{abc}\Sigma_a,
$$

where $k_{ab}$, $k_{ac}$ and $k_{abc}$ are scalars. Here, $(abc)_{(1)}$ is the matricization of the array $(abc)$, which converts the $m_1 \times m_2 \times m_3$ array into an $m_1 \times (m_2m_3)$ matrix \cite{kolda2009tensor}. To accommodate similar structure for the second and third factors, we propose the following prior covariance model for the main effects and interaction terms:

$$
\text{Cov}[a] = \Sigma_a \quad \text{Cov}[b] = \Sigma_b \quad \text{Cov}[c] = \Sigma_c
$$

$$
\text{Cov}[\text{vec}(ab)] = \Sigma_b \otimes \Sigma_a / \gamma_{ab} \quad \text{Cov}[\text{vec}(bc)] = \Sigma_c \otimes \Sigma_b / \gamma_{bc} \quad \text{Cov}[\text{vec}(ac)] = \Sigma_c \otimes \Sigma_a / \gamma_{ac}
$$

$$
\text{Cov}[\text{vec}(abc)] = \Sigma_c \otimes \Sigma_b \otimes \Sigma_a / \gamma_{abc},
$$

where “$\otimes$” is the Kronecker product. The covariance matrices $\Sigma_a$, $\Sigma_b$ and $\Sigma_c$ represent the similarities between the levels of each of the three factors, while the scalars $\gamma_{ab}$, $\gamma_{ac}$, $\gamma_{bc}$, $\gamma_{abc}$ represent the relative (inverse) magnitudes of the interaction terms as compared to the main effects. Further specifying the priors on the ANOVA decomposition parameters as being mean-zero and Gaussian, the prior on $a$ is then the multivariate normal distribution $N_{m_1}(0, \Sigma_a)$, and the prior on $\text{vec}(ab)$ is $N_{m_1m_2}(0, \Sigma_b \otimes \Sigma_a / \gamma_{ab})$. This latter distribution is sometimes referred to as a matrix normal distribution \cite{dawid1981matrix}. Similarly, the prior on
$\text{vec}(abc)$ is $N_{m_1m_2m_3}(0, \Sigma_c \otimes \Sigma_b \otimes \Sigma_a / \gamma_{abc})$, which has been referred to as an array normal distribution [Hoff 2011].

In classical ANOVA decompositions, it is common to impose an identifiability constraint on the different effects. In a Bayesian analysis it is possible to place priors over identifiable sets of parameters, but this is cumbersome and not frequently done in practice [Gelman and Hill 2007, Kruschke 2010]. The priors we propose for the effects in the ANOVA decomposition in this chapter induce a prior over the cell means, which are identifiable. These priors have an intuitive interpretation and do not negatively affect the convergence of MCMC chains generated by the proposed procedure as can be seen in the Simulation and Application sections.

In most data analysis situations the similarities between the levels of a given factor and magnitudes of the interactions relative to the main effects will not be known in advance. We therefore consider a hierarchical prior so that $\Sigma_a$, $\Sigma_b$, $\Sigma_c$ and the $\gamma$-parameters are estimated from the data. Specifically, we use independent inverse-Wishart prior distributions for each covariance matrix, e.g. $\Sigma_a \sim \text{inverse-Wishart}(\eta_a, S_a^{-1})$ and gamma priors for the $\gamma$-parameters, e.g. $\gamma_{ab} \sim \text{gamma}(\nu_{ab}/2, \tau_{ab}^2/2)$, where $\eta_a$, $S_a$, $\nu_{ab}$ and $\tau_{ab}^2$ are hyperparameters to be specified (some default choices for these parameters are discussed at the end of this section). This hierarchical prior distribution can be viewed as an adaptive penalty, which allows for sharing of information across main effects and interaction terms. For example, estimates of the three-way interaction will be stabilized by the covariance matrix $\Sigma_c \otimes \Sigma_b \otimes \Sigma_a$, which in turn is influenced by similarities between levels of the factors that are consistent across the main effects, two-way and three-way interactions.

4.2.2 Posterior approximation

Due to the semi-conjugacy of the HA prior, posterior approximation can be obtained from a straightforward Gibbs sampling scheme. Under this scheme, iterative simulation of parameter values from the corresponding full conditional distributions generates a Markov chain having a stationary distribution equal to the target posterior distribution. For computational simplicity, we consider the case of a balanced dataset in which the sample size in
each cell is equal to some common value \( n \), in which case the data can be expressed as an \( m_1 \times m_2 \times m_3 \times n \) four-way array \( Y \). A modification of the algorithm to accommodate unbalanced data is discussed in the next subsection.

Derivation of the full conditional distributions of the grand mean \( \mu \) and the error variance \( \sigma^2 \) are completely standard: Under a \( N(\mu_0, \tau^2_0) \) prior for \( \mu \), the corresponding full conditional distribution is \( N(\mu_1, \tau^2_1) \), where \( \tau^2_1 = (1/\tau^2_0 + nm_1m_2m_3/\sigma^2)^{-1} \) and \( \mu_1 = \tau^2_1(\mu_0/\tau^2_0 + nm_1m_2m_3 \bar{r}/\sigma^2) \), where \( \bar{r} = \sum_{ijkl} (y_{ijkl} - [a_i + b_j + c_k + (ab)_{ij} + (ac)_{ik} + (bc)_{jk} + (abc)_{ijk}])/n \).

Under an inverse-gamma \( \left( \nu_0/2, \nu_0\sigma^2_0/2 \right) \) prior distribution, the full conditional distribution of \( \sigma^2 \) is an inverse-gamma \( \left( \nu_1/2, \nu_1\sigma^2_1/2 \right) \) distribution, where \( \nu_1 = \nu_0 + nm_1m_2m_3 \), \( \nu_1\sigma^2_1 = \nu_0\sigma^2_0 + \sum_{ijkl} (y_{ijkl} - \mu_{ijk})^2 \) and \( \mu_{ijk} = \mu + a_i + b_j + c_k + (ab)_{ij} + (ac)_{ik} + (bc)_{jk} + (abc)_{ijk} \).

Derivation of the full conditional distributions of parameters other than \( \mu \) and \( \sigma^2 \) is straightforward, but slightly non-standard due to the use of matrix and array normal prior distributions for the interaction terms. In what follows, we compute the full conditional distributions for a few of these parameters. Full conditional distributions for the remaining parameters can be derived in an analogous fashion.

**Full conditionals of \( a \) and \( (abc) \):** To identify the full conditional distribution of the vector \( a \) of main effects for the first factor, let

\[
\begin{align*}
    r_{ijkl} &= y_{ijkl} - \left( \mu + b_j + c_k + (ab)_{ij} + (ac)_{ik} + (bc)_{jk} + (abc)_{ijk} \right) \\
    &= a_i + \epsilon_{ijkl},
\end{align*}
\]

i.e., \( r_{ijkl} \) is the “residual” obtained by subtracting all effects other than \( a \) from from the data. Since \( \{\epsilon_{ijkl}\} \sim \text{i.i.d. normal}(0, \sigma^2) \), we have

\[
p(Y|\theta, \sigma^2) \propto_a \exp \left\{ -\frac{m_2m_3n}{2\sigma^2} (a^T a - 2a^T \bar{r}) \right\},
\]

where \( \bar{r} = (\bar{r}_1, \ldots, \bar{r}_{m_1}) \) with \( \bar{r}_i = \sum_{jkl} r_{ijkl}/(m_2m_3n) \), \( \theta = \{a, b, c, (ab), (ac), (bc), (abc)\} \) and “\( \propto_a \)” means “proportional to as a function of \( a \).” Combining this with the \( N_{m_1}(0, \Sigma_a) \)
prior density for \( a \), we have
\[
p(a|Y, \theta_{-a}, \sigma^2) \propto a \exp \left( -\frac{m_2 m_3 n}{2\sigma^2} \left[ a^T a - 2a^T \bar{r} \right] - \frac{1}{2} a^T \Sigma_a^{-1} a \right)
\]
and so the full conditional distribution of \( a \) is multivariate normal with
\[
\begin{align*}
\text{Var}[a|Y, \theta_{-a}, \sigma^2] &= (\Sigma_a^{-1} + Im_2 m_3 n/\sigma^2)^{-1} \\
\text{E}[a|Y, \theta_{-a}, \sigma^2] &= (\Sigma_a^{-1} + Im_2 m_3 n/\sigma^2)^{-1} \bar{r} \times (m_2 m_3 n/\sigma^2),
\end{align*}
\]
where \( I \) is the \( m_1 \times m_1 \) identity matrix.

Derivation of the full conditional distributions for the interaction terms is similar. For example, to obtain the full conditional distribution of \((abc)\) let \( r_{ijkl} \) be the residual obtained after subtracting all other components of \( \theta \) from the data, so that \( r_{ijkl} = (abc)_{ijk} + \epsilon_{ijkl} \). Let \( \bar{r} \) be the three-way array of cell means of \( \{r_{ijkl}\} \), so that \( \bar{r}_{ijk} = \sum_l r_{ijkl} / n \). Combining the likelihood in terms of \( \bar{r} \) with the \( N_{m_1 m_2 m_3}(0, \Sigma_c \otimes \Sigma_b \otimes \Sigma_a / \gamma_{abc}) \) prior density for \( \text{vec}(abc) \) gives
\[
p\left((abc)|Y, \sigma^2, \Sigma_a, \Sigma_b, \Sigma_c, \gamma_{abc}, \theta_{-(abc)}\right) \propto_{(abc)} \exp \left( -\frac{n}{2} \left[ \text{vec}(abc)^T \text{vec}(abc) - 2\text{vec}(abc)^T \text{vec}(\bar{r}) \right] \right) \times \\
\exp \left( -\frac{1}{2} \text{vec}(abc)^T (\Sigma_c \otimes \Sigma_b \otimes \Sigma_a / \gamma_{abc})^{-1} \text{vec}(abc) \right)
\]
and so \( \text{vec}(abc) \) has a multivariate normal distribution with variance and mean given by
\[
\begin{align*}
\text{Var}[\text{vec}(abc)|Y, \theta_{-(abc)}, \sigma^2] &= \left( (\Sigma_c \otimes \Sigma_b \otimes \Sigma_a / \gamma_{abc})^{-1} + In/\sigma^2 \right)^{-1} \\
\text{E}[\text{vec}(abc)|Y, \theta_{-(abc)}, \sigma^2] &= \left( (\Sigma_c \otimes \Sigma_b \otimes \Sigma_a / \gamma_{abc})^{-1} + In/\sigma^2 \right)^{-1} \text{vec}(\bar{r}) \times n/\sigma^2.
\end{align*}
\]
Full conditional distributions for the remaining effects can be derived analogously.

**Full conditional of \( \Sigma_a \):** The parameters in the ANOVA decomposition whose priors depend on \( \Sigma_a \) are \( a \), \((ab)\), \((ac)\) and \((abc)\). For example, the prior density of \((ab)\) given \( \Sigma_a \),
\(\Sigma_b\) and \(\gamma_{ab}\) can be written as

\[
p((ab)|\Sigma_a, \Sigma_b, \gamma_{ab}) = |2\pi \Sigma_b \otimes \Sigma_a / \gamma_{ab}|^{-1/2} \exp \left( -\text{vec}(ab)^T [\Sigma_b \otimes \Sigma_a / \gamma_{ab}]^{-1} \text{vec}(ab) / 2 \right) \\
\propto_{\Sigma_a} |\Sigma_a|^{-m_2/2} \text{etr} \left( -\Sigma_a^{-1} \gamma_{ab}(ab)^T \Sigma_b^{-1} (ab) / 2 \right) \\
= |\Sigma_a|^{-m_2/2} \text{etr}(-\Sigma_a^{-1} S_{ab}/2),
\]

where \(S_{ab} = \gamma_{ab}(ab)^T \Sigma_b^{-1}(ab)\) and \(\text{etr}(A) = \exp\{\text{trace}(A)\}\) for a square matrix \(A\). Similarly, the priors for \(a\), \((ac)\) and \((abc)\) are proportional to \(|\Sigma_a|^{-d_i/2} \text{etr} \left(-\Sigma_a^{-1} S_i/2\right)\) (as a function of \(\Sigma_a\)) for \(i \in \{a, ac, abc\}\) where

\[
S_a = aa^T \\
S_{ac} = \gamma_{ac}(ac)^T \Sigma_c^{-1}(ac) \\
S_{abc} = \gamma_{abc}(abc)_{(1)}(\Sigma_c \otimes \Sigma_b)^{-1}(abc)_{(1)}
\]

and \(d_a = 1, d_{ac} = m_3\) and \(d_{abc} = m_2m_3\). The inverse-Wishart\((\eta_0, S_0^{-1})\) prior density for \(\Sigma_a\) can be written in a similar fashion: it is proportional to \(|\Sigma_a|^{-(\eta_0 + m_1 + 1)/2} \text{etr} \left(-\Sigma_a^{-1} S_0/2\right)\).

Multiplying together the prior densities for \(a\), \((ab)\), \((ac)\), \((abc)\) and \(\Sigma_a\) and simplifying by the additivity of exponents and the linearity of the trace gives

\[
p(\Sigma_a|\theta, \Sigma_b, \Sigma_c, \gamma) \propto |\Sigma_a|^{-(1 + m_1 + \eta_0 + 1 + m_2 + m_3 + m_2m_3)/2} \text{etr} \left(-\Sigma_a^{-1} (S_0 + S_a + S_{ab} + S_{ac} + S_{abc})/2\right).
\]

It follows that the full conditional distribution of \(\Sigma_a\) is inverse-Wishart\((\eta_{a1}, S_{a1}^{-1})\) where \(\eta_{a1} = \eta_0 + (1 + m_2 + m_3 + m_2m_3)\) and \(S_{a1} = S_0 + S_a + S_{ab} + S_{ac} + S_{abc}\). The full conditional expectation of \(\Sigma_a\) is therefore \(S_{a1}/(\eta_{a1} - m_1 - 1)\), which combines several estimates of the similarities among the levels of the first factor, based the main effects and the interactions.

**Full conditional of \(\gamma_{abc}:\)** The full conditional distribution of \(\gamma_{abc}\) depends only on the \((abc)\) interaction term. The normal prior for \((abc)\) can be written as

\[
p((abc)|\Sigma_a, \Sigma_b, \Sigma_c, \gamma_{abc}) \propto_{\gamma_{abc}} \gamma_{abc}^{m_1m_2m_3/2} \exp\{ -\gamma_{abc} \text{vec}(abc)^T [\Sigma_c \otimes \Sigma_b \otimes \Sigma_a]^{-1} \text{vec}(abc)^T / 2 \}
\]
Combining this density with a gamma(\(\nu_{abc}/2, \tau^2_{abc}/2\)) prior density yields a full conditional for \(\gamma_{abc}\) that is gamma(\(\nu_{abc}/2, \tau^2_{abc}/2\)), where

\[
\begin{align*}
\nu_{abc} & = \nu_{abc0} + m_1m_2m_3 \\
\tau^2_{abc} & = \tau^2_{abc0} + \text{vec}(abc)^T[\Sigma_c \otimes \Sigma_b \otimes \Sigma_a]^{-1}\text{vec}(abc).
\end{align*}
\]

### 4.2.3 Balancing unbalanced designs

For most survey data we expect the sample sizes \(\{n_{ijk}\}\) to vary across combinations of factors. As a result, the full conditional distributions of the ANOVA decomposition parameters are more difficult to compute. For example, the conditional variance of the three-way interaction \(\text{vec}(abc)\) changes from \(\left(\gamma_{abc}(\Sigma_c \otimes \Sigma_b \otimes \Sigma_a)^{-1} + I_n/\sigma^2\right)^{-1}\) in the balanced case to \(\left(\gamma_{abc}(\Sigma_c \otimes \Sigma_b \otimes \Sigma_a)^{-1} + D/\sigma^2\right)^{-1}\) in the general case, where \(D\) is a diagonal matrix with diagonal elements \(\text{vec}(\{n_{ijk}\})\). Even for moderate numbers of levels of the factors, the matrix inversions required to calculate the full conditional distributions in the unbalanced case can slow down the Markov chain considerably. As an alternative, we propose the following data augmentation procedure to “balance” an unbalanced design. Let \(\bar{Y}^o\) be the three-way array of cell means based on the observed data, i.e. \(\bar{y}^o_{ijk} = \sum y_{ijkl}/n_{ijk}\). Letting \(n = \max(\{n_{ijk}\})\), for each cell \(ijk\) with sample size \(n_{ijk} < n\) and at each step of the Gibbs sampler, we impute a cell mean based on the “missing” \(n - n_{ijk}\) observations as \(\bar{y}^m_{ijk} \sim \text{normal}(\mu_{ijk}, \sigma^2/[n_{\text{max}} - n_{ijk}]\)), where \(\mu_{ijk}\) is the population mean for cell \(ijk\) based on the current values of the ANOVA decomposition parameters. We then combine \(\bar{y}^o_{ijk}\) and \(\bar{y}^m_{ijk}\) to form the “full sample” cell mean \(\bar{y}^f_{ijk} = (n_{ijk}\bar{y}^o_{ijk} + (n - n_{ijk})\bar{y}^m_{ijk})/n\). This array of cell means provides the sufficient statistics for a balanced dataset, for which the full conditional distributions derived above can be used.

### 4.2.4 Setting hyperparameters

In the absence of detailed prior information about the parameters, we suggest using a modified empirical Bayes approach to hyperparameter selection based on the maximum likelihood estimates (MLEs) of the error variance and mean parameters. Priors for \(\mu\) and \(\sigma^2\)
can be set as unit information priors \cite{KassWasserman95}, whereby hyperparameters are chosen so that the prior means are near the MLEs but the prior variances are set to correspond roughly to only one observation’s worth of information. For the covariance matrices $\Sigma_a$, $\Sigma_b$ and $\Sigma_c$, recall that the prior for the main effect $a$ of the first factor is $N_{m_1}(0, \Sigma_a)$. Based on this, we choose the prior for $\Sigma_a$ to be inverse-Wishart($\nu_{a0}, S_{a0}^{-1}$) with $\nu_{a0} = m_1 + 2$ and $S_{a0} = \|\hat{a}\|^2 I_{m_1}/m_1$, where $\hat{a}$ is the MLE of $a$ and $\|\hat{a}\|$ is the $L_2$ norm of $\hat{a}$. Under this prior, $\mathbb{E}[\text{tr}(\Sigma_a)] = \|\hat{a}\|^2$, and so the scale of the prior matches the empirical estimates. Finally, the $\gamma$-parameters can be set analogously, using diffuse gamma priors but centered around values to match the magnitude of the OLS estimates of the interaction terms they correspond to, relative to the magnitude of the main effects. For example, in the next section we use a gamma($\nu_{ab0}/2, \tau_{ab0}^2/2$) prior for $\gamma_{ab}$ in which $\nu_{ab0} = 1$ and $\tau_{ab0}^2 = \|\hat{a}\|^2 \|\hat{b}\|^2 / ||(ab)||^2$, where $\hat{a}$, $\hat{b}$ and $(ab)$ are the OLS estimates.

The above procedure can be modified to accommodate an incomplete design, where not all the OLS estimates are available for a complete model. For example, in a two-way example, if exactly one cell is empty then the OLS estimates are available for all effect levels except for the two-way interaction for the missing cell. Abusing notation a bit, let $||(\hat{ab})||$ be the $L_2$ norm of available OLS estimates for the two-way interaction. There are $m_1 m_2 - 1$ of these. Note, that this will likely underestimate $||(ab)||$ as it is missing the component contributed by the missing cell. To correct for this underestimate we propose the following modification for setting the hyperparameters: $||(\hat{ab})||^2 = ||(\hat{a})||(m_1 m_2)/(m_1 m_2 - 1)$. The choice of $\tau_{ab0}^2$ above becomes $||\hat{a}||^2 ||\hat{b}||^2 / ||(\hat{ab})||^2$.

### 4.3 Simulation study

This section presents the results of four simulation studies comparing the HA prior to several competing approaches. The first simulation study uses data generated from a means array that exhibits order consistent interactions. Estimates based on the HA prior outperform standard OLS estimates as well as estimates from a standard Bayesian approach that is similar to the one in \cite{Gelman05}, and is also related to a grouped version of the lasso procedure \cite{YuanLin06}. The second simulation study uses data from a means array that exhibits “order inconsistent” interactions, i.e. interactions without consistent
similarities in parameter values between levels of a factor. In this case the HA prior still
outperforms the OLS and standard Bayes approaches, although not by as much as in the
presence of order consistent interactions. In the third simulation we study the Bayes risk
of the HA procedure when data is generated directly from the SB prior. Unlike the second
simulation study, where interactions were “order inconsistent” but had potential similarities,
in this case all effects were completely independent and so the oracle SB approach that
imposes independence on the interaction effects outperforms HA, though not by much.
The fourth simulation study uses data from a means array that has an exact additive
decomposition, i.e. there are no interactions. The HA prior procedure again outperforms
the standard Bayes and OLS approaches, although it does not do as well as OLS and Bayes
oracle estimators that assume the correct additive model.

We ran our analysis on a 16 node cluster with 128 cores, with a total of 128GB RAM.
The additive Bayes approach is significantly faster than the other two Bayesian procedures
since it contains the fewest parameters. The other two procedures are comparable, but with
SB being somewhat faster than HA on average. However, the relative speed of SB decreased
with sample size, with HA running an estimated 21%, 17%, 10% and 7% slower than SB
for sample sizes 400, 1000, 5000 and 10000, respectively.

4.3.1 Data with order consistent interactions

The data in this simulation study is generated from a model where the means array exhibits
order consistent interactions. The dimensions of the means array $M$ were chosen to be
$m_1 \times m_2 \times m_3 = 15 \times 7 \times 3$, which could represent, for example, the number of categories
we might have for age, education level and political affiliation in a cross-classified survey
dataset. The means array was generated from a cubic function of three variables that was
then binned. Figure 4.3 plots the mean array across the third factor, demonstrating the
nonadditivity present in $M$. By decomposing $M$ into the main, two-way and three-way
effects in the same manner as described in Section 4.2 we can summarize the nonadditivity
of $M$ through the magnitudes of the different sums of squares. The magnitudes of the main
effects, given by the squared $L_2$ norm of the effects, $\|a\|^2 / m_1$, $\|b\|^2 / m_2$, and $\|c\|^2 / m_3$ are
5.267, 0.012, 0.004 respectively. The magnitudes of the two-way interactions \( \|ab\|^2 / (m_1 m_2) \), \( \|ac\|^2 / (m_1 m_3) \), and \( \|bc\|^2 / (m_2 m_3) \) are 1.365, 1.312, and 0.384, and the magnitude of the three-way interaction \( \|abc\|^2 / (m_1 m_2 m_3) \) is 0.474. For each sample size \{400, 1000, 5000, 10000\}, we simulated 50 datasets using the mean array \( M \) and independent standard normal errors. In order to make a comparison to OLS possible, we first allocated one observation to each cell of the means array. We then distributed the remaining observations uniformly at random (with replacement) among the cells of the means array. This leads to a complete but potentially unbalanced design. The average number of observations per cell under the sample sizes \{400, 1000, 5000, 10000\} was \{1.3, 3.2, 15.9, 31.7\}.

For each simulated dataset we obtained estimates under the HA prior (using the hyper-parameter specifications described in Section 2.4), as well as ordinary least squares estimates (OLS) and posterior estimates under a standard Bayesian prior (SB). The SB approach is essentially a simplified version of the HA prior in which the parameter values are conditionally independent given the hyperparameters: \( \{a_i\} \sim \text{i.i.d.} \ N (0, \sigma_a^2) \), \( \{(ab)_{ij}\} \sim \text{i.i.d.} \ N (0, \sigma_{ab}^2) \) and \( \{(abc)_{ijk}\} \sim \text{i.i.d.} \ (0, \sigma_{abc}^2) \) and similarly for all other main effects and interactions. To facilitate comparison to the HA prior, the hyperpriors for these \( \sigma^2 \)-parameters are the same as the hyperpriors for the inverses of the \( \gamma \)-parameters in the HA approach. As a result, this standard Bayes prior can be seen as the limit of a sequence of HA priors where the inverse-Wishart prior distributions for the \( \Sigma \)-matrices converge to point-masses
on the identity matrices of the appropriate dimension.

For each simulated dataset, the Gibbs sampler described in Section 4.2 was run for 11,000 iterations, the first 1,000 of which were dropped to allow for convergence to the stationary distribution. Parameter values were saved every 10th scan, resulting in 1,000 Monte Carlo samples per simulation. Starting values for all the mean effects were set to zero and all variances set to identity matrices of the proper dimensions. We examined the convergence and autocorrelation of the marginal samples of the error variance $\sigma^2$ using Geweke’s z-test and the effective sample size. The minimum effective sample size across all simulations was 233 out of the 1000 recorded scans, and the average effective sample size was 895. Geweke’s z-statistic was less than 2 in absolute value in 93, 93, 97, and 95 percent of the Markov chains for the four sample sizes (with the percentages being identical for both Bayesian methods). While the cases in which $|z| > 2$ were not extensively examined, it is assumed that running the chain longer would have yielded improved estimation.

For each simulated data set, the posterior mean estimates $\hat{M}_{HA}$ and $\hat{M}_{SB}$ were obtained by averaging their values across the 1,000 saved iterations of the Gibbs sampler. The average squared error (ASE) of estimation was calculated as $\text{ASE}(\hat{M}) = \|\hat{M} - M\|^2/(m_1m_2m_3)$ where $M$ is the means array that generated the data. These values were then compared across the three approaches. The left panel of Figure 4.4 demonstrates that the SB estimator
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Figure 4.4: Comparison of ASE for different estimation methods when the true means array exhibits order consistent interactions.
provided a reduction in ASE when compared to the OLS estimator for all data sets with sample sizes 400 and 1000, 96% of the data sets with sample size 5000 and 90% of data sets with sample size 10000. The second panel demonstrates that the HA estimator provides a substantial further reduction in ASE for all data sets. As we would expect, the reduction in ASE is dependent on the sample size and decreases as the sample size increases.

These results are not surprising: By estimating the variances $\sigma^2_a, \sigma^2_{ab}$, etc. from the data, the SB approach provides adaptive shrinkage and so we expect these SB estimates to outperform the OLS estimates in terms of ASE. However, the SB approach does not use information on the similarity among the levels of an effect, and so its estimation of higher order interactions relies on the limited information available directly in the corresponding sufficient statistics. As such, we expect the SB estimates to perform less well than the HA estimates, which are able to borrow information from well-estimated main effects and low-order interactions to assist in the estimation of higher-order terms for which data information is limited.

This behavior is further illustrated in Figure 4.5 that provides an ASE comparison for the effects in the decomposition of the means array. To produce these plots we decomposed each estimated means array and considered the ASE for each effect when compared to the decomposition of the true means array. It is immediate that the gains in ASE are primarily from improved estimation of the higher order interaction terms. The top row of Figure 4.5 demonstrates that the SB estimator performs at least as well as the OLS estimator in terms of ASE for the main effect $a$, and provides a significant reduction in ASE for two- and three-way interactions. The reduction in ASE for the higher order terms is due to the shrinkage provided by SB. The second row of Figure 4.5 demonstrates that the HA estimator provides a moderate reduction in ASE for the main effect $a$ and a substantial further reduction in ASE for the higher order terms. This is exactly the behavior we expect as the HA procedure is able to borrow information from lower order terms in order to further shrink higher order interactions. We have also evaluated the width and coverage of nominal 95% confidence intervals for the cell means. The results for HA and SB are presented in Table ?? The confidence intervals for the entries in the means array were smaller for the HA procedure than for SB, while the coverage was approximately 95% for both.
Figure 4.5: ASE comparisons for the main effect, a two-way interaction and a three-way interaction that involve $a$ are in the three columns respectively. The first row compares ASE between SB and OLS and the second row compares ASE between HA and SB.

Table 4.3: Actual coverage and interval widths of 95% nominal confidence intervals for the cell means as estimated by HA and SB when order consistent interactions are present.

<table>
<thead>
<tr>
<th>OBS</th>
<th>Coverage</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HA</td>
<td>SB</td>
</tr>
<tr>
<td>400</td>
<td>0.94</td>
<td>0.93</td>
</tr>
<tr>
<td>1000</td>
<td>0.93</td>
<td>0.95</td>
</tr>
<tr>
<td>5000</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>10000</td>
<td>0.95</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Recall that the parameters in the mean array $M$ were generated by binning a third-degree polynomial, and were not generated from array normal distributions, i.e. the HA prior is “incorrect” as a model for $M$. Even so, the HA prior is able to capture the similarities
between adjacent factor levels, resulting in improved estimation. However, we note that
not all of the improvement in ASE achieved by the HA prior should be attributed to the
identification of order-consistent interactions. The simulation study that follows suggests
some of the performance of the HA prior is due to additional parameter shrinkage provided
by the inverse-Wishart distributions on the Σ-matrices.

4.3.2 Data with order inconsistent interactions
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Figure 4.6: The means array $M$ for the second simulation study, across levels of the third
factor.

In this subsection we evaluate the HA approach for populations which exhibit interac-
tions that are order inconsistent. The means array $M$ is constructed by taking the means
array from Section 4.3.1 decomposing it into main effects, two- and three-way interactions,
permuting the levels of each factor within each effect, and reconstructing a means array.
That is, if $\{a_i : i = 1, \ldots, m_1\}$ is the collection of parameters for the first main effect and
$\{(ab)_{ij} : i = 1, \ldots, m_1, j = 1, \ldots, m_2\}$ is the collection of parameters for the two way in-
teraction between the first and second factors in Section 4.3.1 then $\{a_{\pi_1(i)}\}$ and $\{(ab)_{\pi_2(i)\pi_3(j)}\}$
are the main effect and two-way interaction parameters for the means array in this section,
where $\pi_1, \pi_2$ and $\pi_3$ are independent permutations. The remaining effects were permuted
analogously. Due to this construction, the magnitudes of the main effects, two- and three-
way interactions remain the same, but the process becomes less “smooth,” as can be seen
in Figure 4.6

Again, 50 data sets were generated for each sample size, and estimates \( \hat{M}_{HA}, \hat{M}_{SB} \) and \( \hat{M}_{OLS} \) were obtained for each data set, where the Bayesian estimates were obtained using the same MCMC approximation procedure as in the previous subsection. Figure 4.7 compares ASE across the different approaches. The left panel of Figure 4.7, as with the left panel of Figure 4.4, demonstrates that the SB estimator provides a reduction in ASE when compared to the OLS estimator. As expected, since neither of these approaches take advantage of the structure of the order consistent interactions, this plot is nearly identical to the corresponding plot in Figure 4.4.

The second panel demonstrates that the HA estimator provides a further reduction in ASE for all data sets, although this reduction is less substantial than in the presence of order consistent interactions. The lower ASE of the HA estimates may be initially surprising, as there are no order consistent interactions for the HA prior take advantage of. We conjecture that the lower ASE is due to the additional shrinkage on the parameter estimates that the inverse-Wishart priors on the \( \Sigma \)-parameters provide. For example, under both the SB and HA priors we have \( \text{Cov}[\text{vec}(ab)] = \Sigma_b \otimes \Sigma_a / \gamma_{ab} \), but under the former the covariance matrices are set to the identity whereas under the latter they have inverse-Wishart distributions.

As with the previous simulation, we evaluated the width and coverage of nominal 95%
confidence intervals for the cell means. The results for HA and SB are presented in Table ?? As in the previous simulation, the coverage for both procedures is approximately 95%. The confidence intervals are wider for SB than for HA, but the differences between the two procedures are much smaller in this simulation as compared to the previous one.

<table>
<thead>
<tr>
<th>OBS</th>
<th>Coverage HA</th>
<th>Coverage SB</th>
<th>Width HA</th>
<th>Width SB</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>0.95</td>
<td>0.94</td>
<td>2.26</td>
<td>2.98</td>
</tr>
<tr>
<td>1000</td>
<td>0.95</td>
<td>0.95</td>
<td>1.56</td>
<td>2.15</td>
</tr>
<tr>
<td>5000</td>
<td>0.96</td>
<td>0.95</td>
<td>0.73</td>
<td>0.98</td>
</tr>
<tr>
<td>10000</td>
<td>0.96</td>
<td>0.94</td>
<td>0.53</td>
<td>0.69</td>
</tr>
</tbody>
</table>

Table 4.4: Actual coverage and interval widths of 95% nominal confidence intervals for the cell means as estimated by HA and SB when order inconsistent interactions are present.

4.3.3 Data with order inconsistent interactions: Bayes risk

The surprising outcome of the previous section requires further study of the behavior of the HA approach when order inconsistent interactions are present. To get a more complete picture of this behavior, we evaluate the Bayes risk of the procedure when data is generated directly from the SB prior. We construct 200 means arrays \( M_1, \ldots, M_{200} \) of the same dimensions as in the previous subsections using the following procedure:

1. Generate \( \gamma_a, \gamma_b, \gamma_c, \gamma_{ab}, \gamma_{ac}, \gamma_{bc}, \gamma_{abc} \overset{iid}{\sim} \text{gamma} \left( \frac{\nu}{2}, \frac{\tau^2}{2} \right) \) with shape parameter \( \nu = 4 \) and rate parameter \( \tau^2 = 2 \). These are the precision components for the 3 main effects, 3 two-way interactions, and 1 three-way interaction respectively.

2. Generate effect levels as follows: \( \{a_1, \ldots, a_{15}\} \sim N(0, I/\gamma_a), \{ab_1,1, \ldots, ab_{15,7}\} \sim N(0, I/\gamma_{ab}) \), and similarly for the remaining 5 effects.

3. Combine the effects from (2) into a means array \( M_i \) according to Equation (4.1).

For each sample size \( \{400,1000,5000,10000\} \) we generated 50 datasets, each using a unique means array \( M_i \), in the same manner as in the previous two simulation studies. We obtained
estimates $\hat{M}_{\text{HA}}$, $\hat{M}_{\text{SB}}$ and $\hat{M}_{\text{OLS}}$ for each data set, where the Bayesian estimates were obtained using the same MCMC procedure as in the previous two subsections.

ASE represents the posterior quadratic loss of an estimation procedure for a particular dataset, and so by varying the true means array $M_i$ between simulated datasets, we can estimate the Bayes risk of an estimation procedure by taking the average of ASE across simulated datasets. The Bayes risk for the SB procedure is guaranteed to be smaller than that for OLS and HA for all sample sizes and so we report the results of the simulation study as ratios of estimated Bayes risk for SB to the estimated Bayes risk of the other procedures in Table 4.5. For example, the first entry in the top row of Table 4.5 states that the Bayes risk for SB is 41% lower than the Bayes risk for the OLS procedure for a sample size of 400. As is expected, the difference in Bayes risk shrinks with increasing sample size for both OLS and HA. The results of this simulation study suggest that even for moderately sized datasets, the relative risk of using the HA procedure when compared to SB is rather small even when all effects are completely independent. Additionally, the posterior estimates of all of the effects in the decomposition of the means array had similar variances under both SB and HA priors. This suggests that using the HA procedure is not detrimental even when the “order consistency” of the interactions cannot be verified.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>400</th>
<th>1000</th>
<th>5000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>0.59</td>
<td>0.69</td>
<td>0.93</td>
<td>0.97</td>
</tr>
<tr>
<td>HA</td>
<td>0.78</td>
<td>0.91</td>
<td>0.97</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Table 4.5: Ratio of estimated Bayes risk for SB to OLS and HA by sample size.

4.3.4 Data without interactions

In this subsection we evaluate the HA approach for populations in which interactions are not present. The data in this simulation is generated from a model where the means array $M$ is exactly additive, and was constructed by binning a linear function of three variables. As in the previous simulations, $M$ is of dimension $m_1 \times m_2 \times m_3 = 15 \times 7 \times 3$. The magnitudes of the three main effects are $\|a\|^2/m_1 = 3.0$, $\|b\|^2/m_2 = 1.3$ and $\|c\|^2/m_3 = 0.3$ while
all interactions are exactly zero. In addition to the SB and OLS estimators, we compare the HA approach to two “oracle” estimators: the additive model least squares estimator (AOLS) and Bayes estimator under the additive model (ASB). The prior used by the ASB approach is the same as the SB prior, but does not include terms other than main effects in the model.

As before, 50 data sets were generated for each sample size, and estimates $\hat{M}_{HA}$, $\hat{M}_{SB}$, $\hat{M}_{OLS}$, $\hat{M}_{ASB}$ and $\hat{M}_{AOLS}$ were obtained for each data set, where the Bayesian estimates were obtained using the same MCMC approximation procedure as in the previous two subsection. Some results are shown in Figure 4.8, which compares ASE across the different approaches. In the top row of Figure 4.8 we see that the performance of the HA estimates
is comparable to but not as good as the the oracle least squares and Bayesian estimates in terms of ASE. Specifically, the ASE for the HA estimates is 24.2, 18.6, 20.1 and 17.4 percent higher than for the AOLS estimates for data sets with sample sizes 400, 1000, 5000 and 10000 respectively. Similarly, the ASE for the HA estimates is 25, 19.7, 20.3 and 17.8 percent higher than for the ASB estimates for data sets with sample sizes 400, 1000, 5000 and 10000 respectively. However, the bottom row of Figure 4.8 shows that the HA prior is superior to the other non-oracle OLS and SB approaches that attempt to estimate the interaction terms.

These results, together with those of the last two subsections, suggest that the HA approach provides a competitive method for fitting means arrays in the presence or absence of interactions. When order consistent interactions are present, the HA approach is able to make use of the similarities across levels of the factors, thereby outperforming approaches that cannot adapt to such patterns. Additionally, the HA approach does not appear to suffer when interactions are not order consistent. Finally, in the absence of interactions altogether, the HA approach adapts well, providing estimates similar to those that assume the correct additive model.

4.4 Analysis of carbohydrate intake

In this section we estimate average carbohydrate, sugar and fiber intake by education, ethnicity and age using the HA procedure described in Section 4.2. Our estimates are based on data from 2134 males from the US population, obtained from the 2007-2008 NHANES survey. Nutrient intake is self reported on two non-consecutive days. Each day’s data concerns food and beverage intake from the preceding 24 hour period only, and is calculated using the USDA’s Food and Nutrient Database for Dietary Studies 4.1 [USDA 2010]. All intake was measured in grams, and we average the intake over the two days to yield a single measurement per individual. When intake information is only available for one day, we treat that as the observation (we do not perform any reweighing to account for this partial information). We are interested in relating the intake data to the following demographic variables:
• Age: \( (31 - 40), (41 - 50), (51 - 60), (61 - 70), (71 - 80) \).

• Education: Primary (P), Secondary (S), High School diploma (HD), Associates degree (AD), Bachelors degree (BD).

• Ethnicity: Mexican (Hispanic), other Hispanic, white (not Hispanic) and black (not Hispanic).

Sample sizes for age-education-ethnicity combination were presented in Table 4.1 in Section 1. Of the 2234 male respondents within the above demographic groups, 100 were missing their nutrient intake information for both days, with similar rates of missingness across the demographic variables and were excluded from the analysis. For the 2134 individuals included in the analysis, 291 were missing nutrient intake information one of the two days. For those individuals, the available day’s information was used as their nutrient intake, while for the remaining 1843 individuals an average over the two days was used.

The data on the original scale are somewhat skewed and show heteroscedasticity across the demographic variables. Since different variances across groups can lead to bias in the sums of squares, making \( F \)-tests for interactions anti-conservative [Miller and Brown, 1997], stabilizing the variance is desirable. Figure 4.9 provides two-way scatterplots of the response variables after applying a quarter power transformation to each variable, which we found stabilized the variances across the groups better than either a log or square-root transformation. Additionally, following the quarter power transformation, we centered and scaled each response variable to have mean zero and variance one.

### 4.4.1 MANOVA model and parameter estimation

As presented in Table 4.2 of Section 1, \( F \)-tests indicate evidence for the presence of interactions in the array of population cell means. However, 12% of all age-education-ethnicity categories have sample sizes less than 5, and so we are concerned with overfitting of the OLS estimates. As an alternative, we extend the HA methodology described in Section 4.2 to accommodate a MANOVA model. Our MANOVA model has the same form as the ANOVA model given by Equation (4.1), except that each effect listed there is a three-dimensional
vector corresponding to the separate effects for each of the three response variables. Additionally, the error terms now have a multivariate normal distribution with zero-mean and unknown covariance matrix $\Sigma_y$.

We extend the hierarchical array prior discussed above to accommodate the $p$-variate MANOVA model as follows: Our prior for the $m_1 \times p$ matrix $a$ of main effects for the first factor is $\text{vec}(a) \sim N_{m_1 p}(0, I \otimes \Sigma_a)$ where $\Sigma_a$ is as before. Our prior for the $m_1 \times m_2 \times p$ array $(ab)$ of two-way interaction terms is given by $\text{vec}(ab) \sim N_{m_1 m_2 p}(0, \Gamma_{ab}^{-1} \otimes \Sigma_b \otimes \Sigma_a)$. Here, $\Gamma_{ab}$ is a $p \times p$ diagonal matrix whose terms determine the scale of the two-way interactions for each of the $p$ response variables. If we consider only the first response, then $(\Gamma_{ab})_{11}$ is exactly the $\gamma_{ab}$ scalar described in the ANOVA setup. Similarly, our prior for the four-way array $(abc)$ of three-way interaction terms is $\text{vec}(abc) \sim N_{m_1 m_2 m_3 p}(0, \Gamma_{abc}^{-1} \otimes \Sigma_c \otimes \Sigma_b \otimes \Sigma_a)$. Priors for other main effects and interaction terms are defined similarly. The hyperpriors for each diagonal entry of $\Gamma$ are independent gamma distributions, chosen as in Section 2.4 so that the prior magnitude of the effects for each response is centered around the sum of squares of the effect from the OLS decomposition.

An alternative prior would be to include a covariance matrix representing similarities of effects across the three variables. This would be achieved by replacing $I \otimes \Sigma_a$ in the prior for $a$ with $\Sigma_p \otimes \Sigma_a$, $\Gamma_{ab}^{-1}$ with $\Sigma_p \Gamma_{ab}^{-1}$ in the prior for $ab$, and so on. Such a covariance term might be appropriate for data in which marginal correlations between the $p$ response
variables were driven by similarities in the cell means, rather than by within-cell correlations. In such a case we would expect, for example, that if \( a_1 \), the main effects for variable 1, were positively correlated with \( a_2 \), the main effects for variable 2, then \( b_1 \) and \( b_2 \) would be positively correlated, as would \( c_1 \) and \( c_2 \), as well as any other pair of effects in the decompositions of variables 1 and 2. However, such consistency does not appear in our NHANES data: For example, considering correlations between the ANOVA decomposition parameters for sugar and carbohydrates, we observe positive correlations for the main effects of age and education and negative correlations for the interaction terms age \( \times \) ethnicity and age \( \times \) ethnicity \( \times \) education. These observations support the choice of \( \Sigma_p = I \) in the prior for the analysis of these data, although estimating \( \Sigma_p \) might be warranted for other datasets.

A Gibbs sampling scheme similar to the one outlined in Section 4.2 was iterated 200,000 times with parameter values saved every 10 scans, resulting in 20,000 simulated values of the means array \( M \) and the covariance matrices \( \{\Sigma_{\text{eth}}, \Sigma_{\text{age}}, \Sigma_{\text{edu}}\} \) for posterior analysis. Mixing of the Markov chain for \( M \) was good: Figure 4.10 shows MCMC samples of 4 out of 300 entries of \( M \) (chosen so that their trace plots were visually distinct). The autocorrelation across the saved scans was low, with the lag-10 autocorrelation for the thinned chain less than 0.14 in absolute value for each element of \( M \) (97.3% of entries have lag-10 autocorrelation less than 0.07 in absolute value) and effective sample sizes between 1929 and 13520. The mixing for the elements of the covariance matrices \( \Sigma_{\text{eth}}, \Sigma_{\text{age}}, \Sigma_{\text{edu}} \) is not as good as that of the means array \( M \): The maximum absolute value of lag-10 autocorrelation of the saved scans for the three rescaled covariance matrices is 0.18, 0.12, and 0.19 respectively. The effective sample sizes for the elements of the covariance matrices are at least 1684.

4.4.2 Posterior inference on \( M \) and \( \Sigma s \)

We obtain a Monte Carlo approximation to \( \hat{M} = E[M|Y] \) by averaging over the saved scans of the Gibbs sampler. Figure 4.11 provides information on the shrinkage and regularization of the estimates due to the HA procedure, as compared to OLS. The first panel plots the difference between the OLS and Bayes estimates of the cell means versus cell-specific
sample sizes. For small sample sizes, the Bayes estimate for a given cell is affected by the data from related cells, and can generally be quite different from the OLS estimate (the cell sample mean). For cells with large sample sizes the difference between the two estimates is generally small. The second panel of the figure plots the OLS estimates of the cell means for carbohydrate intake of black survey participants across age and education levels. Note that there appears to be a general trend of decreasing intake with increasing age and education level, although the OLS estimates themselves are not consistently ordered in this way. In contrast, these trends are much more apparent in the Bayes estimates plotted in the third panel. The HA prior allows the parameter estimates to be close to additive, while not enforcing strict additivity in this situation where we have evidence of non-additivity via the $F$-tests. The smoothing provided by the HA prior is attributed to its ability to share information across levels of an effect and across interactions. When more levels are present for a particular effect, the smoothing of the HA prior closely resembles the behavior one would expect from an unbinned continuous effect. On the other hand, OLS will continue to model each cell-specific mean separately, ignoring the similarities among levels and failing to recognize the continuous nature of the effect. The third panel of the figure was also more consistently ordered than a similar analysis performed with the SB prior, suggesting that the added shrinkage due to the inverse-Wishart priors and the ability to share information across effect levels leads to more realistic behavior of the estimates.
The range of cell means for the standardized effects is -0.58 to 0.4 for carbohydrates, -0.38 to 0.38 for sugar and -1 to 0.51 for fiber. The average standard errors for the cell means for the three responses are 0.08, 0.09 and 0.13 respectively. When fitting the data with the SB prior (analysis not included here), the average standard errors for the cell means were substantially larger: 0.12, 0.13 and 0.15 for the three responses, respectively. The first row of Figure 4.12 provides the estimates of the main effects from the HA procedure. The second row of Figure 4.12 summarizes covariance matrices \( \{ \Sigma_{eth}, \Sigma_{age}, \Sigma_{edu} \} \) via the posterior mean estimates of the correlation matrices \( \{ C_{d,ij} \} = \{ \Sigma_{d,ij} / \sqrt{\Sigma_{d,ii} \Sigma_{d,jj}} \} \) for \( d \in \{ eth, age, edu \} \).

In this figure, the diagonal elements are all 1, and darker colors represent a greater departure from one. The range of the estimated correlations was -0.34 to 0.42 for age categories, -0.30 to 0.35 for ethnic groups, and -0.17 to 0.38 for educational categories. For the two ordered categorical variables, age and education, we see that closer categories are generally more positively correlated than ones that are further apart. While the ethnicity variable is not ordered, its correlation matrix informs us of which categories are more similar in terms of these response variables. The middle panel of the second row of Figure 4.12 confirms the order-consistent interactions we observed in Figure 4.12. Mexican survey participants are more similar to Hispanic participants in terms of carbohydrate intake patterns than to...
For fiber intake, the top row of Figure 4.13 gives age by education interaction plots for each level of ethnicity, using cell mean estimates obtained from the HA procedure. Comparing these plots to the analogous plots for the OLS estimates presented in Figure 4.1, we see that the smoother HA estimates allow for a more interpretable description of the three-way interaction. Recall that a three-way interaction can be described as the variability of a two-way interaction across levels of a third factor. Based on the plots, the two-way age by education interactions for the Mexican and Black groups seem quite small. In contrast, the White and Other Hispanic groups appear to have interactions that can be described as heterogeneity in the education effect across levels of age. For both of these groups, this
heterogeneity is ordered by age: For the Other Hispanic group, the education effects seem similar for the three youngest age groups. For the White group, the education effects seem similar for the two youngest age groups.

This similarity in education effects for similar levels of age is more apparent in these HA estimates than in the corresponding parameter estimates from the SB procedure, presented in the second row of Figure 4.13, particularly for the White ethnicity. In contrast to the SB approach, the HA procedure was able to recognize the similarity of parameters corresponding to adjacent age levels, and use this information to assist with estimation. Our expectations that age effects are likely to be smooth, as well as the good performance of the HA procedure in the simulation study of the previous section, give us confidence that the HA procedure is providing more realistic and interpretable cell mean estimates than either the OLS or SB approaches.

4.5 Discussion

This chapter has presented a novel hierarchical Bayes method for parameter estimation of cross-classified data under ANOVA and MANOVA models. Unlike least-squares estimation, a Bayesian approach provides for regularized estimates of the potentially large number of parameters in a MANOVA model. Unlike the non-hierarchical Bayesian approach, the hierarchical approach provides a data-driven method of regularization, and unlike the standard hierarchical Bayes, the hierarchical array prior can identify similarities among categories and share this information across interaction effects to assist in the estimation of higher-order terms for which data information is limited. In a simulation study the HA approach was able to detect interactions when they were present, and to estimate the means array better than a full least squares or standard Bayesian approaches (in terms of mean squared error). When the true means array was completely additive, the HA prior was able to adapt to this smaller model better than the other full model estimation approaches under consideration.

An immediate extension to our approach modifies the priors on the covariance matrices to incorporate known structure. For example, in the case of observations for different time periods, an autoregressive covariance model might be desirable. In the simplest case of an AR(1) model, Berger and Yang [1994] suggest the use of a reference prior $\pi_R(\rho)$
Figure 4.13: HA and SB interaction plots of estimated mean fiber intake by ethnicity, age and education level. HA and SB estimates are in the top and bottom rows, respectively.
for the single parameter $\rho$. We also note that due to the scale nonidentifiability of the Kronecker product we can assume that the variance parameter is equal to 1. The posterior approximation follows the outline of Section 4.2.2: the full conditionals for the effects and the full conditionals for the covariance matrices that do not exhibit a specific structure remain the same. The only difference is in the posterior approximation procedure for the structured covariance matrix, where a posterior sample of $\rho$ can be obtained by importance sampling. The HA procedure can easily accommodate other structured covariances as well, with the only changes to the posterior approximation steps reflecting this additional prior information for the covariance matrix.

Generalizations of the HA prior are applicable to any model whose parameters consist of vectors, matrices and arrays for which some of the index sets are shared. This includes generalized linear models with categorical factors, as well as ANCOVA models that involve interactions between continuous and categorical explanatory variables. As an example of the latter case, suppose we are interested in estimating the linear relationship between an outcome and a set of explanatory variables for every combination of three categorical factors. The regression parameters then consist of an $m_1 \times m_2 \times m_3 \times p$ array, where $m_1, m_2, m_3$ are the numbers of factor levels and $p$ is the number of continuous regressors. The usual ANCOVA decomposition can be used to parametrize this array in terms of main effects and interactions arrays, for which a hierarchical array prior may be used.

Computer code and data for the results in Sections 4.3 and 4.4 are available at the authors’ websites.
This thesis has provided novel insight into the study of relational datasets and ANOVA decomposition by leveraging properties of the matrix-variate and array-variate normal distributions. In Chapter 2 we presented a likelihood ratio test for relational datasets. In contrast to the previous testing literature for matrix normal models that required multiple observations and concentrated on testing a null hypothesis of separability versus an unstructured alternative, we proposed testing a null of no row or column correlations versus an alternative of full row and column correlations using a single observation of a relational dataset. Two natural extensions exist to this treatment: First, there is a growing literature for an asymptotic treatment of network data Bickel and Chen [2009], Rohe and Yu [2012], and so studying the asymptotic properties of the proposed test is of interest. Secondly, while the test is developed for square data matrices, a great number of applications have rectangular data matrices and testing for independence among the rows and columns of those is of interest. Chapter 3 developed a framework for answering the inference problem of how to account for the row and column correlation in relational data in case the test of Chapter 2 rejects the null. We discussed in detail the class of maximum likelihood estimators for the square matrix normal and extended these results to estimating mean parameters and covariance parameters jointly. This was all done in the context of the square matrix normal, and just as with the testing framework, it is desirable to extend the results to rectangular data matrices. In the remainder of this chapter we propose several avenues for developing the aforementioned open questions:

**Asymptotic treatment of the likelihood ratio test.** When studying likelihood ratio tests it is frequently of interest to study their asymptotic behavior. Knowing the asymptotic distribution of the likelihood ratio test statistic in the case of Chapter 2 could reduce the
computational burden for conducting the test as we would be able to rely on the asymptotic approximation to the quantiles rather than constructing the null distribution for every sample size. We are interested in the asymptotic behavior of the test for a single relational data matrix as the number of actors (the dimension of the matrix) increases:

**Conjecture 8.** Let $Y \sim N_{m \times m}(0, I, I)$, and write the likelihood ratio statistic as $T_m(Y) = m \left( \log \left| Y^t \hat{D}_r^{-1} (Y) Y \circ I \right| - \log \left| Y^t \hat{D}_r^{-1} (Y) Y \right| \right)$. Then

$$\frac{T_m(Y) - m ((m + 1) \log m - \log m!)}{m \sqrt{\log m}} \xrightarrow{d} Q$$

for some random variable $Q$.

We have observed that for the case of increasing $m$, the centering and scaling values proposed in Conjecture 8 stabilize the asymptotic distribution of the LRT statistic under the null from Chapter 2. The centering and scaling values are motivated by the the mean and variance of $m(\log |Y^t Y \circ I| - \log |Y^t Y|)$ where $Y \sim N_{m \times m}(0, I, I)$.

**Testing for independence along the rows and columns of rectangular data matrices.** Other than in the case of relational data where the data is frequently bound to square matrices due to the restriction that the index sets of the rows and columns must be the same (that is, senders in the network must also be receivers), data matrices are frequently rectangular. Classical statistics considered the problem of inference for $n$ independent observations of $p$ attributes where the assumption was that $n > p$. In modern data streams both the assumption of independent observations and of more replicates than attributes is frequently violated (for example in the study of microarrays [Leek and Storey, 2008] and [Efron, 2009]). It is thus desirable to test for independence among the rows and among the columns of these non-square datasets to determine proper inference approaches. Since the likelihood of the rectangular full matrix normal distribution is unbounded for a single observation, the likelihood ratio test developed in Chapter 2 cannot be applied immediately. This problem can be approached either by restricting the alternative model such that the likelihood of the restricted model is bounded or by considering a penalized likelihood ratio test. For the first approach, a possible restriction of the alternative model is to a class of separable factor
analytic models Fosdick and Hoff [2012]. For the second approach, recent literature has employed penalties that induce sparsity in the row and column precision matrices [Allen and Tibshirani 2010]. Since the estimator under the null hypothesis of independence can be viewed as the limiting case for sparse estimators, it would appear natural to consider a test based on the ratio of the likelihood under the null and the penalized likelihood under the alternative. It remains to be shown that a test based on the penalized likelihood ratio in this case is properly behaved, but results of Fan and Peng [2004] on the asymptotic behavior of a penalized likelihood ratio test with a growing number of parameters are encouraging.

**Maximum likelihood estimation for rectangular matrix-variate normal distributions.** As mentioned, many types of data do not come in square matrix form and so the theory we developed for maximum likelihood estimation must be extended to these rectangular matrices. The first step in this direction is the development of necessary and sufficient conditions for the existence of maximum likelihood estimates for rectangular matrix normal distributions. The current results in the literature do not appear to be correct. Potential avenues for finding the necessary and sufficient conditions appear to rely on arguments from linear algebra. In personal communication, Peter Hoff proposed that finding the minimal rank of a specific matrix product is equivalent to determining if the matrix normal likelihood for a particular triplet \((n, m_r, m_c)\), the number of observations, the number of rows and the number of columns respectively, is bounded. This condition appears to be difficult to verify in practice. When these results are available they should be extendable to the array-variate normal distribution.

**Beyond maximum likelihood estimators** Consider the regression framework of Chapter 3, but with a single observation from a rectangular matrix normal distribution. In this case, the likelihood is unbounded and so other approaches must be employed. One such approach would be to leverage the results of Chételat and Wells [2012] on estimating the mean of a multivariate normal distribution when the covariance is unknown and there are more features than independent observations \((p > n)\) to improve the estimates of our regression parameters. The estimators proposed in Chételat and Wells [2012] employ a low
rank estimate of the covariance matrix to improve the estimation of the mean. As such, it is plausible that a similar approach using low rank estimates of the row and column covariance matrices can yield improved estimates of regression parameters.
BIBLIOGRAPHY


Gregory L. Austin, Lorraine G. Ogden, and James O. Hill. Trends in carbohydrate, fat, and protein intakes and association with energy intake in normal-weight, overweight, and


**Proof of Theorem** To show that the solutions to the likelihood equations provide a unique minimizer to the scaled log likelihood function (Equation 2.1) we will show that the Hessian of \( l \) evaluated at the solutions is strictly positive definite and then demonstrate that only a single solution is possible. We rewrite Equation 2.1 here, explicitly stating that we will be considering diagonal matrices

\[
l (D_r, D_c; Y) = -2 \log L (D_r, D_{col}; Y) = \text{tr} \left[ D_r^{-1} Y D_c^{-1} Y^t \right] - \log |D_c^{-1} \otimes D_r^{-1}| + c,
\]

writing for simplicity \( \Psi = D_r^{-1} \) and \( \Gamma = D_c^{-1} \) we take first derivatives with respect to the diagonal matrices of \( \Gamma \) and \( \Psi \):

\[
\frac{\partial l (D_r, D_c; Y)}{\partial \Psi} = Y \Gamma Y^t \circ I - m \Psi^{-1} \quad \tag{A.1}
\]

\[
\frac{\partial l (D_r, D_c; Y)}{\partial \Gamma} = Y^t \Psi Y \circ I - m \Gamma^{-1}, \quad \tag{A.2}
\]

yielding the familiar equations used to find the maximizers of the likelihood. Considering the singular value decomposition of \( Y = ALB^t \), the above can also be written as partial derivatives with respect to the entries of \( \Psi \) and \( \Gamma \) (since these are diagonal matrices, the index \( k \) refers to the \( k^{th} \) row, \( k^{th} \) column entry in the matrix):

\[
\frac{\partial l (D_r, D_c; Y)}{\partial \Psi_{ij}} = \sum_{ikm} L_i L_m \Gamma_k (A_{jm} A_{ji} B_{km} B_{ki}) - \frac{m}{\Psi_{ij}} \quad \tag{A.3}
\]

\[
\frac{\partial l (D_r, D_c; Y)}{\partial \Gamma_{ik}} = \sum_{ijm} L_i L_m \Psi_j (A_{jm} A_{ji} B_{km} B_{ki}) - \frac{m}{\Gamma_{ik}} \quad \tag{A.4}
\]
To compute the Hessian, we take derivatives of equations \(A.3\) and \(A.4\) yielding the second partial derivatives of \(l_D\):

\[
\frac{\partial l(D_r, D_c; Y)}{\partial \Psi_j \Gamma_k} = f(j, k) = \sum_{im} L_i L_m (A_{jm} A_{ji} B_{km} B_{ki}) = Y_{jk}^2
\]

\[
\frac{\partial l(D_r, D_c; Y)}{\partial \Psi_j \Psi_l} = 0
\]

\[
\frac{\partial l(D_r, D_c; Y)}{\partial \Gamma_k \Gamma_m} = m
\]

\[
\frac{\partial l(D_r, D_c; Y)}{\partial \Gamma_k \Gamma_m} = m \Psi_j^2
\]

\[
\frac{\partial l(D_r, D_c; Y)}{\partial \Gamma_k \Gamma_m} = m \Gamma_k^2
\]

As such, we can write the Hessian matrix \(H\) as

\[
H = \begin{bmatrix}
    m \Psi^{-2} & F \\
    F^t & m \Gamma^{-2}
\end{bmatrix}
\]

where \(F = [f(j, k)]_{j,k}\). Our first observation is that \(F\) is an everywhere positive matrix since \(f(j, k) = Y_{jk}^2 > 0 \forall j, k\) (since \(P(Y \neq 0) = 1\)).

To show that \(l_F\) is minimized at the solutions to the likelihood equations \(A.1\) and \(A.2\) we will show that the Hessian \(H\) is strictly positive definite at the solutions. For that, we will verify Sylvester’s criterion: a matrix \(H\) is positive definite if and only if all of its leading minors are positive (or equivalently its trailing minors). First we note that the Kronecker product of the covariances leads to a nonidentifiability in the scale of the individual matrices, and so WLOG we let \(\Psi_1 = 1\). We consider the reparametrized problem and its’ Hessian \(\tilde{H} = H_{-1,-1}\), the Hessian of the original problem with the first row and column removed. Now, the boundedness of the likelihood function implies that the \(m - 1\) leading minors are positive (since \(\hat{\Psi}\) is a positive diagonal matrix) and so we are left with verifying that the remaining \(m\) minors are positive. Abusing notation a bit and writing \(\Psi\) to correspond to the reparametrized version of row precisions, we get the first minor that includes entries
other than those in $\Psi$ is
\[
\begin{vmatrix}
    m\hat{\Psi}^{-2} & F_{1,1} \\
    F_{1,\cdot} & m\Gamma_{1}^{-2}
\end{vmatrix} = \begin{vmatrix}
    m & \hat{\Psi}^2 \\
    \Gamma_{1}^2 & mF_{1,1}
\end{vmatrix} m\hat{\Psi}^{-2} := |a||b|
\]
Clearly, $|b| > 0$ as it is simply the previous minor. Now, $a$ does not satisfy the first derivative of $l(D_r, D_c; Y)$ with respect to $\Gamma_1$ (Equation A.4) and more so we note that
\[
\frac{m}{\Gamma_{1}^{2}} = \frac{1}{m} \left( \sum_{j} \hat{\Psi}_{j}^{2}F_{j,1} \right)^{2} = \frac{1}{m} \left( F_{1,1} \hat{\Psi}^{2}F_{1,1} + c \right)
\]
where $c$ is always positive since it is a sum of positive values. Thus, $|a| = c/m > 0$. We can apply this approach to the remaining $m - 1$ minors, where the $k$th minor is given by $M_k = |a|M_{k-1}$ where $|a| > 0$. Thus we have verified Sylvester’s criterion and have demonstrated that the Hessian of $l(D_r, D_c; Y)$ is strictly positive definite at the solution to the likelihood equations which means we have a local minimum of the scaled log likelihood function (or a local maximum of the likelihood function).

To show uniqueness we apply the Mountain Pass Theorem [page 223 of Courant, 1950]: Since $l(D_r, D_c; Y)$ is smooth, differentiable and coercive (that is $l(D_r, D_c; Y) \to \infty$ as $|D_c \otimes D_r| \to \infty$), we have that if there are two critical points $x_1$ and $x_2$ that are strict minima (strictly positive definite Hessian), then there must be another critical point, distinct from $x_1$ and $x_2$, that is not a relative minimizer of $l$. This contradicts the above notion that the Hessian is strictly positive definite for every critical point.

Proof of Theorem 3 For $p$ random variables $Y_1, \ldots, Y_p$ where $Y_i \sim N_{m \times m}(0, d_i \Sigma_r, \Sigma_c)$, we write $D = (d_1, \ldots, d_p)$ and the scaled log likelihood function as
\[
l(D, \Sigma_r, \Sigma_c|Y_1, \ldots, Y_p) \propto \sum_{i=1}^{p} \frac{1}{d_i} \text{tr} \left( Y_i \Sigma_c^{-1}Y_i^t \Sigma_c^{-1} \right) - mp \log |\Sigma_c^{-1}| - mp \log |\Sigma_r^{-1}| - m^2 \log |D^{-1}|.
\]
Taking first derivatives with respect to $\Sigma_r^{-1}, \Sigma_c^{-1}$ and $d_i^{-1}$ and setting them equal to zero
yields the likelihood equations:

\[
mp \Sigma_r = \sum d_i \frac{1}{Y_i \Sigma_r^{-1} Y_i^t} \\
mp \Sigma_c = \sum d_i \frac{1}{Y_i \Sigma_r^{-1} Y_i} \\
m^2 d_i = \text{tr} (Y_i \Sigma_c^{-1} Y_i \Sigma_r^{-1}) .
\]

We note that when holding \( \Sigma_r \) and \( \Sigma_c \) constant, \( l(D, \Sigma_r, \Sigma_c) \) is a strictly convex function of \( D^{-1} \) and so with probability 1 it attains a global minimum at points that satisfy the first derivative condition \( m^2 d_i = \text{tr} (Y_i \Sigma_c^{-1} Y_i \Sigma_r^{-1}) \). We define the profile likelihood

\[
g (\Sigma_r^{-1}, \Sigma_c^{-1}) = \inf_{D^{-1} \in \mathbb{R}^p_+} l(D, \Sigma_r, \Sigma_c) = m^2 p - mp \log |\Sigma_r^{-1}| - mp \log |\Sigma_c^{-1}| + m^2 \sum \log |\text{tr} (Y_i \Sigma_c^{-1} Y_i \Sigma_r^{-1})| + c.
\]

There are two nonidentifiabilities in the scaled log likelihood given by \( l(D, \Sigma_r, \Sigma_c) = l(aD, b\Sigma_r, \frac{1}{ab} \Sigma_c) \) for \( a, b > 0 \) and so we restrict our domain to consider minimization the of \( l(D, \Sigma_r, \Sigma_c) \) over \( \mathbb{R}^p_+ \times S_2 \times S_2 \) where \( S_2 \) is the bounded subset of \( S_m^+ \) of positive definite matrices whose largest eigenvalue is 1. This makes the model identifiable. Since minimization of \( l(D, \Sigma_r, \Sigma_c) \) is equivalent to minimization of \( g (\Sigma_r^{-1}, \Sigma_c^{-1}) \), we restrict minimizing \( g (\Sigma_r^{-1}, \Sigma_c^{-1}) \) to \( S_2 \times S_2 \). The continuity of \( g \) on \( S^+_m \times S_2^+ \supset S_2 \times S_2 \) guarantees that it will attain a minimum on \( S_2 \times S_2 \) as long as for \( \overline{\Sigma_r^{-1}}, \overline{\Sigma_c^{-1}} \in S_2 \)

\[
\lim_{\Sigma_r^{-1} \rightarrow \overline{\Sigma_r^{-1}}} g (\Sigma_r^{-1}, \Sigma_c^{-1}) = g (\overline{\Sigma_r^{-1}}, \Sigma_c^{-1}) \\
\lim_{\Sigma_c^{-1} \rightarrow \overline{\Sigma_c^{-1}}} g (\Sigma_r^{-1}, \Sigma_c^{-1}) = g (\Sigma_r^{-1}, \overline{\Sigma_c^{-1}}) \\
\lim_{\Sigma_c^{-1} \rightarrow \overline{\Sigma_c^{-1}}} \lim_{\Sigma_r^{-1} \rightarrow \overline{\Sigma_r^{-1}}} g (\Sigma_r^{-1}, \Sigma_c^{-1}) = g (\overline{\Sigma_r^{-1}}, \overline{\Sigma_c^{-1}}).
\]

All three conditions are met for positive definite boundary points, so all that remains to show is that \( g (\Sigma_r^{-1}, \Sigma_c^{-1}) \rightarrow \infty \) when a subset of the eigenvalues of \( \Sigma_r^{-1} \) or \( \Sigma_c^{-1} \) approach 0 (behavior near positive semidefinite boundary points). It is immediate that when the eigenvectors of \( \Sigma_r^{-1} \) do not match the left eigenvectors of \( Y_i \) and the eigenvectors of \( \Sigma_c^{-1} \)
do not match the right eigenvectors of $Y_i$, $\text{tr} \left( Y_i \Sigma_c^{-1} Y_i^t \Sigma_t^{-1} \right) \to c_i > 0$, thus the $\log \text{tr} \left( \cdot \right)$ term converges to a finite constant. As such, the behavior of $g \left( \Sigma_t^{-1}, \Sigma_c^{-1} \right)$ when subsets of eigenvalues approach zero is completely governed by the log determinant terms, both of which will converge to $+\infty$. \qed
Appendix B

METRICS ON SYMMETRIC POSITIVE DEFINITE MATRICES

An important task in studying covariance matrices is the ability to determine if two covariance matrices are similar. Symmetric positive definite matrices can be embedded in Euclidean space, and traditional Euclidean distances can be employed. However, Euclidean distance ($L_2$ norm for example) does not respect the non-Euclidean geometry of symmetric positive definite matrices.

Positive definite matrices form a “self-dual convex cone whose strict interior is a Riemannian manifold” [Sra, 2011]. This manifold comes with a natural distance function

$$\delta_R(X,Y) := \|\log(Y^{-1/2}XY^{-1/2})\|_F,$$  \hspace{1cm} (B.1)

where $X, Y > 0$ and $\log(\cdot)$ is the matrix logarithm. Note that the above can be viewed as the sum of squared logarithms of the generalized eigenvalues of $X$ and $Y$. This distance is the Riemannian metric on the manifold of positive definite matrices. Alternative distances have been proposed for evaluating “nearness” that respect the geometric properties of the manifold. A distance that has been getting a lot of attention in the machine learning literature is the Symmetric Stein Divergence (or Jensen-Bregman LogDet Divergence) of Cherian et al. [2011],

$$\delta_S^2(X,Y) := \log|(X + Y)/2| - \log|X||Y|/2.$$  \hspace{1cm} (B.2)

[Sra, 2011] proves that $\delta_S(X,Y)$ is in fact a metric.

The reason for introducing Stein Divergence reflects the needs in machine learning to speed up computation. Computing the natural distance of Equation (B.1) requires the computation of generalized eigenvalues whereas to compute the Stein divergence of Equation (B.2) requires computing three Cholesky decompositions. In Cherian, 2013, the author
suggests that the computational burden of the former is 12 times greater (though both remain of order $O(m^3)$ for $m$ the dimension of the matrix).

Some similarities among the two functions were enumerated in Sra [2011], which proves these results for $\delta_S$. Some properties that hold for both are stated below ($\delta$ represents either metric):

1. GL($m$) invariance: For $A$ invertible, $\delta(AXA^t, AYA^t) = \delta(X, Y)$ (the map $X \to AXA^t$ is an isometry for the metric).

2. Inversion: $\delta(X^{-1}, Y^{-1}) = \delta(X, Y)$ (inversion is an involutive isometry on SPD for this metric).

3. Kronecker expansion: For $A > 0$ we have $\delta(A \otimes X, A \otimes Y) = m\delta(X, Y)$.

4. Matrix geometric mean $X \# Y := X^{1/2}(X^{-1/2}YX^{-1/2})^{1/2}X^{1/2}$ has the variational characterization $X \# Y = \arg \min_{A > 0} \delta^2(X, A) + \delta^2(Y, A)$.

5. Power relationship: For $t \in [0, 1]$, $\delta(X^t, Y^t) \leq t\delta(X, Y)$

A possibly undesirable property of $\delta_S^2$ is its limited convexity/concavity. That is (Corollary 3 of Sra [2011]), for fixed $Y$, $\delta_S^2(X, Y)$ is convex in $X$ when $X \leq (1 + \sqrt{2})Y$ and concave if $X \geq (1 + \sqrt{2})Y$. More so, it is not geodesically convex (unlike $\delta_R$).

The “log-Euclidean” distance proposed by Arsigny et al. [2007] is given by

$$\delta_L(X, Y) := \|\log X - \log Y\|_F.$$  \hfill (B.3)

The authors argue that this is necessary in order to fully benefit from the structure of symmetric positive definite matrices. However, it can be seen that this definition is not extremely useful for truly understanding the similarity between two matrices. Specifically, Equation (B.3) maps the symmetric positive definite matrices to a flat Riemannian manifold (that is a manifold that looks like Euclidean space in terms of distance). By doing so it only provides a lower bound for the Riemannian metric $\delta_R$ with equality of the two metrics only for commuting matrices.
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