Experiments on a strongly correlated material: photoresponse, phase diagram and hydrogen doping of VO₂

T. Serkan Kasırğa

A dissertation
submitted in partial fulfillment of the requirements for the degree of

Doctor of Philosophy

University of Washington
2013

Reading Committee:
David H. Cobden, Chair
Xiaodong Xu
Boris Spivak

Program Authorized to Offer Degree:
Department of Physics
Abstract

Experiments on a strongly correlated material: photoresponse, phase diagram and hydrogen doping of VO₂

T. Serkan Kasırga

Chair of the Supervisory Committee:
Prof. David H. Cobden
Department of Physics

The metal-insulator transition (MIT) in vanadium dioxide (VO₂) has attracted waves of attention after its first observation by Morin in 1959[1]. There are several reasons for the interest in this material. First, its metal-insulator transition is at an easily accessible temperature which allows investigators to study the effect of strong electronic correlations with little effort. Second reason is VO₂ offers many applications, although most of them are mundane, a few may have significant effects on different areas of technology. However, even after over half a century there is still a debate about the nature of the MIT and non of the applications proposed have been realized. The main culprit for this is the difficulties in studying the bulk crystals of VO₂. In bulk crystals, defects in the crystal, impurities and domain structure causes irreproducible results. This combined with the theoretical challenges made studying VO₂ and realization of applications impractical. However, recent discovery of the growth technique for growing the nano-scale crystals[2], revitalized the interest in VO₂.

In this dissertation I present the experimental studies that we performed on VO₂. I
discussed the findings from three major studies we performed; photoresponse, finding the strain-temperature phase diagram and hydrogen doping of VO\textsubscript{2}. We used scanning photocurrent microscopy technique to reveal the light-matter interaction in VO\textsubscript{2}. Suspended nanobeam devices\textsuperscript{*} are used in the experiments and results revealed that photoresponse of VO\textsubscript{2} is dominated by the thermal effects and there is no photovoltaic contribution. Results are published in *Nature Nanotechnology* in 2012 [3].

In the second study, we determined the strain-temperature phase stability diagram of VO\textsubscript{2}. This is the first ever determination of the phase diagram of a solid state phase transition. Also our studies revealed that the triple point coincides with the critical point, which has important implications for both theoretical studies of the MIT in VO\textsubscript{2} and for its applications. Results of this study is published in *Nature* in 2013. Last study presented here is the hydrogen doping of VO\textsubscript{2}. There is not much known about hydrogenation of VO\textsubscript{2}. However our initial studies revealed very high anisotropy of diffusion and mechanism other than diffusion effecting the hydrogen motion in the VO\textsubscript{2} crystal. There is also a chapter on previous studies and a general introduction to the MIT in VO\textsubscript{2}. Appendices contain detailed information about the experiment setups, crystal growth techniques and device fabrication techniques. I believe studies presented here with the recent advances in the field had an important contribution to our understanding of the MIT in VO\textsubscript{2} and brought us closer to the realization of tantalizing applications.

\*See chapter 2 and appendix B for further details.
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1.1 The metallic rutile phase of VO$_2$. (a) Schematic showing the unit cell of metallic VO$_2$ taken from Ref. [36]. (b) Electrical conductivity of VO$_2$ from Ref. [11]. (c) Unit cell with only Vanadium atoms depicted.  

1.2 The insulating M1 phase of VO$_2$. (a) Schematic showing the unit cell of the M1 phase taken from Ref. [36]. (b) TEM image and selected area electron diffraction patterns from different phases. Provided by Richard Beanland of University of Warwick. 

1.3 Raman spectra of the insulating phases of VO$_2$ Spectra is taken from Ref. [41], where M1, M2 and T phases are stabilized by chromium doping. 

1.4 The insulating M1 phase of VO$_2$. (a) Schematic showing the unit cell of the M1 phase taken from Ref. [36]. (b) TEM image and selected area electron diffraction patterns from different phases. Provided by Richard Beanland of University of Warwick. 

1.5 Raman spectra of the insulating phases of VO$_2$ Spectra is taken from Ref. [43]. Different phases are stabilized by strain along the rutile c-axis unlike Fig. 1.3. 

2.1 Scanning photocurrent experiment setup. (a) Laser beam at 800 nm is chopped and directed by scanning mirrors to the microscope and focused by an 40x long working distance objective. (b) Laser beam imposed on an SEM image showing the raster scan on a wire at coexistence. As mentioned in the text bias is connected to the left and the current pre-amp is connected to the right contact. Reflection image and corresponding photocurrent map is generated as described in the text.
2.2 **SPCM at 30 °C.** (a) Reflection image of a suspended nanobeam is shown in gray scale with the scale bar representing 5 µm. Below the reflection image, corresponding photocurrent maps under different $V_{SD}$ biases are presented. Except for the 0 mV bias, k denoting the range of the color scale is 30 and for 0 mV bias it is 5. (b) Upper panel shows photocurrent along the center of the nanobeam, shown by a dashed line in (a), under different biases. The lower panel shows the photoconductance measured (solid lines) and calculated (circles).  

2.3 **SEM image with definitions.** The nanobeam has been colored dark on the right to indicate a metallic domain, though in reality there is no I-M contrast in the electron microscope.  

2.4 **Evidence for laser heating** (a) Insulating fraction versus stage temperature (red circles) and laser power (black circles) is given. Comparing the two gives a local temperature rise of the lattice with the laser near the middle is $\sim 1.5 °C$ per $\mu W$ of laser power for the device presented here. (b) Reflection images showing the effect of laser beam on the interphase boundary.  

2.5 **Photoresponse above $T_C$** Panel i show reflection image, ii is the zero bias photocurrent map, iii line traces along the uniaxial direction of the nanobeam and iv shows photoconductance, $G_{ph}$ for both (a) and (b). (a) Photoresponse at 75 °C. Complicated behavior of the photoconductance can be explained by the change in resistivity $\rho(T)$ (See the main text). (b) Photoresponse at 95 °C. This time photoconductance is peaked at the phase boundary with a small hint of a hump on the insulating side as opposed to 75 °C. This can be understood from the fact that as the laser gets close to the gold contacts $\delta T_\ell$ decreases.
2.6 Understanding the photoresponse above $T_C$ (a) In our measurements different laser wavelengths result in very similar results. Here, wavelength dependence of $I_0$ to 800 nm and 532 nm excitation is shown. Different powers were used for the two lasers and both lasers essentially have the same photocurrent profile along the nanobeam when scaled by the power difference. This implies similar absorption coefficient at both wavelengths. The bump in the insulating phase is due to relatively high laser powers used in here. (b) Upper panel shows the amplitude of the photocurrent, $I_0$ at the phase boundary as a function of stage temperature $T_0$. In the lower panel, red circles show the derived value of emf, $V_0$ from $I_0$ and dark resistance measurements as a function of stage temperature. Solid line shows the calculated value for the emf. (c) Red and blue lines show the profile of $V_0$ along the uniaxial direction the nanobeam as a function of the laser position. The emf is peaked at the phase boundary for both 75 and 95 °C. Dashed lines are the expected emf from the analytical model. The excellent agreement of measurements to the expected values indicates the photothermal contribution of the photoresponse is the most dominant contribution.

2.7 Optical control of the photocurrent and imaging the evolution of the insulating phase (a) Reflection and zero-bias photocurrent images at 70 °C with $P = 1 \mu$W, without (above) and with (below) a second laser ($P = 2.4 \mu$W) focused at the location of the dashed circle. (b) Reflection and photocurrent images of an unsuspended nanobeam ($P = 0.6 \mu$W) (c) Reflection (left) and photocurrent (right) measured by repeatedly scanning along the centerline of a nanobeam while ramping the temperature up to and beyond the transition at 68.2 °C. Horizontal black arrows indicate where the conversion of $I_{M1}$ to $I_{M2}$ begins (lower) and completes (upper). Scale bars are 2 µm for (a)-(b) and 5 µm for (c).

3.1 Apparatus used to apply strain on nano-objects (a) Top view of the setup’s temperature stage. There are two PT-100 temperature sensors, one surface mounted with a high thermal conductive epoxy and the other one embedded into the invar stage, both uses 4-wire measurement. Part of the stage is removed to allow the tube that cases laser beam to get as close to the chip as possible. (b) Side view of the setup with piezo strage in and the temperature stage is shown. The stage is not bolted down. On the background beam splitter and components of the laser measurement system is visible. Scale bars are 1 cm.
3.2 **Expected phase diagram of VO$_2$** (a) Expected phase stability diagram of VO$_2$ based on the literature. Transition is thought to be between M1 and R under no stress. (b) L – T phase stability diagram.

3.3 **Fixed L measurements** (a) Motion of the phase boundary with temperature at certain fixed length. Upper panel shows the transition form M1+M2 coexistence to M2+R coexistence and lower panel shows R+M1 to R+M2. Insets show the path followed in the expanded phase diagram. (b) Histogram of transition temperatures cycled many times with 0.1 °Cmin$^{-1}$ rate. Notice how $T_{R\rightarrow M1}$ and $T_{M2\rightarrow M1}$ accumulated around 65.0 °C. (c) Sequence of images showing the expansion of M1 wedge between R and M2 while cooling down through 65.0 °C taken in less than a second. Gap length is 20 µm.

3.4 **Interface position vs. L Measurements** Slopes of interface position vs. L measurements give us the lattice constants of each phase consistent with the literature showing us the boundary motion is due to interconversion of phases only.

3.5 **R vs. L Measurements** (a) Motion of the phase boundary with temperature at certain fixed length. Upper panel shows the transition form M1+M2 coexistence to M2+R coexistence and lower panel shows R+M1 to R+M2. Insets show the path followed in the expanded phase diagram. (b) Histogram of transition temperatures cycled many times with 0.1 °Cmin$^{-1}$ rate. Notice how $T_{R\rightarrow M1}$ and $T_{M2\rightarrow M1}$ accumulated around 65.0 °C. (c) Sequence of images showing the expansion of M1 wedge between R and M2 while cooling down through 65.0 °C taken in less than a second. Gap length is 20 µm.

3.6 **Finding the critical temperature and the effect of thermal expansion** (a) The transition temperature $T_c$ at zero stress is measured by finding the temperature above which the metallic phase becomes stable in a cantilever, as illustrated here. (b) Measurements of length change needed to maintain a fixed M2-R interface position yielding a difference in thermal expansion coefficients $K_R - K_{M2} \approx 0.17 \times 10^{-4}$ °C.

3.7 **Phase stability diagram of VO$_2$** Deduced stress-temperature phase diagram. The small black filled circles are for the superheated M1 phases. The grey shaded strip is where a metastable T phase can occur.

3.8 **Gibbs free energy of phases** At triple point free energies of the phases become degenerate.

4.1 **Hydrogen Doping of VO$_2$** Graphs from Wei et al. [37] showing (a) Raman measurements of both hydrogenated and normal crystals, (b) electronic conductivity change with hydrogenation and (c) selected area electron diffraction of M1 phase.
4.2 **Anisotropy of hydrogen diffusion and the effect of Pd evaporation** (a) Crystals showing anisotropic diffusion. There is no color change in the middle part of the crystal as well as from the sides. However, facets leading to the rutile c-axis shows dark regions after 15 min exposure to hydrogen gas at 150 °C. (b) Pd is evaporated i- slanted, to one side of the beam only as depicted by a black line. Only the part of the (201) facet is covered. ii shows Pd evaporation to a cantilevered beam and iii shows evaporation on top directly. (c) Pd evaporated on to top surface of the crystal on PDMS and the right picture shows bottom of it. Black arrows indicate hydrogenated regions and after flipping the crystal upside down these regions look insulating. This confirms that Pd only covers a small part at the top of the crystal and hydrogen doesn’t diffuse in other directions as fast as it diffuses along the rutile c-axis. (c) Top picture shows Scale bars are 10 μm.

4.3 **Preliminary measurement of the diffusion coefficient** Graph shows the length of the metallic region stabilized by the hydrogen vs square root of exposure time. Using Fick’s law in 1D, we derived the diffusion coefficient of hydrogen at 100 °C. Inset shows the images after series of hydrogenation ranging from half an hour to 4 hours, increasing from left to right indicated by the black arrow. Scale bar is 10 μm.

4.4 **Supercooling of the hydrogenated metallic phase.** All pictures are taken at room temperature and hydrogenation is performed at 100 °C. (a) Before hydrogenation, (b) after half an hour no supercooling, (c) after total of 1 hour. Upper picture is right after doping, lower picture is after cooling down to -10 °C. (d) After 2 hours total, this time insulator appears below -20 °C and (e) after 4 hours insulator is retrieved by dipping the sample into liquid nitrogen, so it is somewhere between -20 °C to -196 °C.

4.5 **Formation of stripes on cantilevered nanobeams.** (a) 1.2 nm of Pd layer is evaporated to the tip of the nanobeam only. Sequence of images shown at the left is after exposure to hydrogen for three hours and the sequence on the right shown same nanobeam after 1 more hour of hydrogenation at the same conditions, 90 °C and same hydrogen concentration. To show how stripes evolve sequences of images are shown at different temperatures. (b) Comparison between stripes after 3 and 4 hours of exposure. After 3 hours stripe separation is 0.9 μm while after 4 hours it is 1.3 μm. Length of the free part of the beam is 27.5 μm.
4.6 **Position of the stripes over a temperature cycle.** Graph shows the change of positions of the stripes with temperature. Cycle starts from 58 °C and after cooling down, we ramp up to 64.9 °C.  

4.7 **Hysteresis of the metallic length** (a) 1 nm of Pd layer is evaporated to the tip of the nanobeam only. Hydrogenation is performed at 120 °C for 10 mins. and 15 mins. Optical and SEM images are shown. Flakes seen in the SEM image are due to an exploded indium contact. (b) Graph on the left is change of the metallic length from the tip of the nanobeam with temperature after 10 mins and the graph on the right after 15 mins. Red lines indicate warming and blue lines indicate cooling. There are two cycles in both graphs. Inset shows the change of metallic region with temperature after 10 mins. of hydrogenation. Free beam length is 37.5 µm.  

4.8 **Effect of the beam dimensions on hydrogenation.** Graph shows the change of metallic length $L_T$ with temperature of three different nanobeams on the same substrate as shown in the inset. All three beams essentially show same temperature dependence. Only coexistence regime is shown for clarity.  

A.1 **Growth setup** (a) A schematic of the growth setup. The source crucible and the substrate is placed in to the center of the tube furnace few centimeters apart. Red coils denote the hot zone of the furnace where temperatures can reach up to 1100 °C. Vacuum pump evacuates the quartz tube and argon and oxygen gases are flown through the tube. (b) Picture of the furnace with upper lid open. Length of the ruler is 30 cm. Diameter of the outer tube is 2.5 cm and the inner tube is 1.8 cm. Total length of the outer tube without flanges is 78 cm.  

A.2 **Figure from Strelcov et. al.** [122] showing the stages of growth based on the data from [124] and [125]. Optical images shows the transformation of source material as the growth proceeds. $V_2O_5$ powder turns darker as temperature increases as a result of chemical reduction. Then the powder melts around 670 °C, and forms small droplets (picture 4). Intermediate $V_6O_{13}$ crystalline nanowires start nucleating after melting by consuming the liquid (picture 5-9). Around 710 °C, the $V_6O_{13}$ crystalline melts (picture 10) and $VO_2$ crystals start forming (picture 10-12). The dark and light green lines show the evolution of the system described as motion of the figurative point along two distinct trajectories.  

A.3 Different $VO_2$ crystal types.
B.1 **Suspended Nanobeam Devices** (a) Comparison between cantilevered nanobeam (upper) and doubly clamped suspended VO$_2$ nanobeam (lower) before and after the phase transition indicated by down arrows. Vanadium chain axis (pseudo-rutile c-axis) denoted by an horizontal arrow. When the nanobeam is fixed on both ends it is energetically more favorable to go into coexistence. (b) SEM micrographs of two suspended nanobeam devices at room temperature. The image on the lower panel shows a buckled beam.  

B.2 **Fabrication of Suspended Nanobeam Devices** (a) Fabrication steps from growth of VO$_2$ nanobeams on oxidized Si chip to etching the oxide layer. Details of the steps are described in the text. (b) SEM micrographs of bad devices. Details are explained in the text.  

B.3 **Importance of Sample Orientation** Top, side where Pd evaporation performed, and bottom side of the same nanoplate is shown in (a)-(b) respectively. (c) and (d) are cartoon showing the Pd accumulation on VO$_2$ depending on the orientation of the crystal.  

B.4 **Device for Strain Measurements** (a) A device with gold pads is shown. (b) A two paddled design is shown. (c) An SEM image of a nanobeam contacted by indium and glued down, ready for measurements.  

D.1 **Hydrogen doping setup** (a) Close-up view of the chamber. Essential components are marked on the image. Viton o-ring from Marco Rubber is used to seal the chamber with when aluminum lid is closed. Peltier plate (PP) is fixed down with a high thermal conductivity epoxy. Pt-100 temperature sensor attached to 4-wires is glued onto the stage with very high thermal conductive epoxy. Water cooling base is essentially a copper heat exchanger to dissipate excess heat during cooling operation of the Peltier plate. Cable connections to the PP and the temperature sensor is made through a vacuum feed-through from Fischer scientific. Multiple pins of the feed-through is used to separate the maximum 4 ampere current. (b) Gas and water ins and outs. (c) General view of the setup. Water chiller, gas tanks, vacuum pump, on the ground and the setup and the computer controls are on the table. There is an optical table to dampen the vibrations. (d) Close-up view of the flow controllers, the pressure sensor and the daq card with the water chiller on the background.
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Chapter 1

Introduction

“Measure what is measurable, and make measurable what is not so.”

— Galileo Galilei

Many interesting phenomena like colossal magnetoresistance [4], high temperature superconductivity (HTSC), heavy fermion effects [5] and metal-insulator transition (MIT) [6] result from the strong physical interactions via spin, charge, lattice, and/or orbital degrees of freedoms (DoFs) between the electrons. The interplay between these degrees of freedoms of the $d$ and $f$ electrons makes strongly correlated materials extremely sensitive to small changes in external parameters such as pressure, temperature, or doping. In an ordinary material with interaction between electrons not much smaller compared to electrons’ average kinetic energy, it is simpler to model the system. Since strength of the interactions between the electrons are weak, these interactions can be either ignored in the model or incorporated to model as small perturbations. For instance, classical model of metals such as Drude theory and it’s quantum mechanical counterpart, Sommerfeld theory assumes that electrons flow freely inside the crystal. Free electron gas models can predict certain properties of the metals accurately but fails to capture many others such as magnetoresistance, temperature dependence of dc electrical
conductivity, cubic term in the specific heat and field strength dependence of the 
Hall coefficient. More advanced theories like the band structure model and asso-
ciated Fermi liquid theory model can incorporate interactions between electrons 
with other electrons and/or lattice to predict most of the observed phenomena in 
a large class of materials. For strongly correlated systems, however, such models 
fail to provide satisfactory insight and fail to explain observed phenomena for 
most of the cases and even the simplest models of strongly correlated materials 
are difficult to solve theoretically.

Studying strongly correlated materials experimentally, turns out to be difficult 
as well. The difficulty arises from the fact that there are different competing or-
ders in the materials both at microscopic(due to strong correlations) and macro-
scopic(classical interactions) scales. This often leads to domain structure which 
appear as inhomogeneities at nano-scales. Measurements on bulk samples fail 
to provide an understanding of intrinsic properties or behavior of the underlying 
homogeneous forms. Moreover, strongly correlated materials in interest are usu-
ally complicated oxides and some of them are chemically unstable, while some 
other are extremely sensitive to stoichiometric variations, impurities and crystal 
defects.

These theoretical and experimental challenges limits our understanding for most 
of the strongly correlated materials. The classical example is HTSC. Despite 
the fact that three decades past over it is discovery [7] there is only some ele-
mentary understanding about the nature of HTSC and a generally agreed micro-
scopic model like BCS model for conventional superconductors is still missing[8].

Another common example is the metal-insulator transition in a simple binary 
metal-oxide, VO$_2$, reported by Morin in 1959[1]. While decreasing the temper-
ature, the metallic rutile VO$_2$ turns to one of the insulating monoclinic phases 
at around 65 °C. This phase transition is brings 4 orders of magnitude change 
in electrical conductivity as well as dramatic changes in thermal conductivity[9],
Seebeck coefficient[10], specific heat[11], dielectric coefficient[12] and, magnetic
susceptibility[13]. After more than half a century over the first observation of
the phenomena in VO₂, there is still a fierce debate on the exact nature of this
solid state phase transition[14, 15, 16, 17]. There are several reasons for the lack
of understanding of the true nature of the MIT in VO₂. Mechanical degradation
of the bulk samples due to change in the crystal structure during the phase
transition presented a serious challenge leading to sample to sample variations
during the early studies of VO₂ [18]. In film samples, poly-crystalline nature of
the film resulted in broadened and hysteric characteristics. These experimental
difficulties combined with theoretical challenges[19] in highly polar strongly cor-
related VO₂ hindered our understanding of the true nature of the MIT in VO₂
and realization of the possible applications.

Exotic phenomena observed in strongly correlated materials offer many excit-
ing applications, yet only few of these applications are realized, mainly due to
difficulties mentioned above. Among the realized applications for instance, incor-
poration giant magnetoresistance, discovered in 1988 by Albert Fert and Peter
Grnberg, has led to dramatic capacity increase in magnetic data storage tech-
nologies. Another example is high temperature superconductors. They are very
important for areas like medical imaging, particle acceleration for high energy
experiments and magnetically levitated vehicles. Strongly correlated materials
can be employed and they have to potential to revolutionize almost any area of
technology. Inclusion of degrees of freedom other than electronic charge existing
in strongly correlated materials may revolutionize our information processing
technologies.

Quite recently single crystal nanobeams of VO₂ become available with the in-
troduction of the physical vapor deposition growth technique of VO₂ by Guiton
et.al.[2]. Since these nanocrystals are smaller than the characteristic domain size
and defect free, almost none of the problems in the bulk crystals and the poly-
crystalline films are present. Moreover, VO\textsubscript{2} is stable under ambient conditions, its metal-insulator transition is at a very convenient temperature and it offers many possible applications. Among those applications Mott field effect transistor [20], novel memory devices[21], ultrafast optical switches[22], nano-actuators[23], intelligent coatings[24], hydrogen sensors are few notable ones. These unique properties and possible applications, make VO\textsubscript{2} an excellent exemplary among other strongly correlated materials. In this thesis I present our studies on VO\textsubscript{2} nanocrystals. By studying nanocrystals, intrinsic properties of the VO\textsubscript{2} can be extracted from the experiments and findings from these experiments may shed light on development of new models for the MIT in VO\textsubscript{2} as well as may result in better understanding of similar systems.

1.1 First Order Phase Transitions

In equilibrium, a homogeneous thermodynamic system is defined by any pair of the thermodynamic quantities such as the pressure and the temperature. However, some systems may exhibit coexistence of different states at the given pair of thermodynamic quantities. These states that can coexist in contact with each other and in equilibrium are called phases of the system. Probably the most intuitive of all the thermodynamic phase transitions is the transition of H\textsubscript{2}O, although it is not the most straightforward of them. For instance, water in a closed vessel (i.e. fixed volume) is in equilibrium with its gas phase, vapor in the air space in the vessel. In this system evaporation process, escaping of the water molecules with enough kinetic energy to break the intermolecular attraction in the liquid phase, is in equilibrium with the condensation.

For the phases to be in equilibrium, the temperatures (T\textsubscript{i}) of the two phases and the pressures (P\textsubscript{i}) in the two phases must be equal. From here it can be shown that chemical potentials, \( \mu_1(T_1, P_1) = \mu_2(T_2, P_2) \), of the two phases in equilibrium must be equal. This is also true for phase equilibrium of more than two
1.2 Properties of VO\textsubscript{2} phases. If we differentiate both sides of the equation with respect to temperature, Gibbs-Duhem relation will give us

\[
\frac{\partial \mu_1}{\partial T} + \frac{\partial \mu_1}{\partial T} \frac{dP}{dT} = \frac{\partial \mu_2}{\partial T} + \frac{\partial \mu_2}{\partial T} \frac{dP}{dT} \tag{1.1}
\]

Using the Maxwell relations and the latent heat of the transition \( L = T(s_1 - s_2) \) we can show

\[
\frac{dP}{dT} = \frac{L}{T(v_1 - v_2)} \tag{1.2}
\]

where \( s_i \) and \( v_i \) are the specific entropy and the specific volume respectively for the phases in equilibrium. This is the Clausius-Clapeyron equation for the phase equilibrium. Using this equation phase equilibrium boundaries can be determined. This equation defines a first-order phase transition since by definition, first-order phase transitions involve a latent heat and they show an abrupt changes in physical quantities.

First order phase transitions exist in many systems in many different forms. Most common examples are eutectic transformations, order-disorder transitions, transitions between the ferromagnetic and the paramagnetic phases at the Curie temperature and changes in the crystallographic and the electronic structures as in VO\textsubscript{2}.

1.2 Properties of VO\textsubscript{2}

Vanadium dioxide is a binary transition metal oxide with vanadium atoms in V\textsuperscript{+4} valance state. In such 3d\textsuperscript{1} system, conventional electron-counting rules would give a half-filled outer shell resulting in a metallic ground state, which contradicts with existence of the MIT at 65 °C. VO\textsubscript{2} undergoes a first order phase transition from the high temperature metallic phase to low temperature insulating phase. This electronic phase transition is accompanied by a structural one. Although there are some reports about de-linking of the electronic and the structural phase
transition [25], there is no definite demonstration. There are five known phases
of VO$_2$ of which four of them are well known. One of them is the metallic
tetragonal rutile phase, remaining three are identified to be insulating phases,
where two of them are monoclinic, M1 and M2, and the remaining one is triclinic,
T, phase. VO$_2$ displays dramatic changes during this phase transition in broad
range of parameters such as thermal conductivity, dielectric coefficients, Seebeck
coefficient, etc. Following subsections will provide a detailed view of all four
phases.

1.2.1 The Metallic Rutile Phase

The metallic phase of VO$_2$ is a poor conductor with electrical conductivity along
the rutile c-axis of $\sim 2 \times 10^5$ S m$^{-1}$ * decreases slowly with increasing $T$ [26].
The tetragonal lattice has a space group $P4_2/mnm$[27] with lattice constants
$a_R \approx 4.55$ Å and $c_R \approx 2.85$ Å [28, 27]. Figure 1.1 shows the crystal structure of
the metallic rutile VO$_2$. Metal ions in the crystal are surrounded by a octahedron
with oxygen ions are at the corners of it. Looking through the c-axis channels
formed by oxygen ions extend through the crystal uninterruptedly. Moreover the
VO$_6$ octahedra share edges in the c-axis direction. The separation between vanad-
dium ions is $c_R \approx 2.85$ Å whereas off c-axis separation is 3.52 Å[28, 27, 29]. This
separation leads to anisotropy in electronic conductivity by roughly a factor of
two, where conductivity is higher along the c-axis [29, 30]. There has been several
measurements of carrier density in the metallic phase using the Hall effect, yet
almost all of the measurements are either performed on bulk[11, 31, 32] or film
[33, 34, 35] samples. The problem for the bulk samples is, as reported in some ref-
ences, cracking gives irreproducible results for the carrier density. The problem
for the film samples, polycrystalline nature of the sputtered film may have inho-
mogeneous phase distribution and epitaxial films are typically under strain which

*For reference silver is $6.30 \times 10^7$ S m$^{-1}$
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effect the carrier density. Typical carrier densities for the metallic phase along the c-axis is reported about $10^{24}$ and roughly $10^{23}$ along perpendicular to the c-axis and dominant carriers are electrons. Thermal conductivity of the metallic phase is found to be $\sim 6$ W m$^{-1}$ K$^{-1}$ in a recent paper[9] although Berglund et al. reports a range from $4$ W m$^{-1}$ K$^{-1}$ to $7$ W m$^{-1}$ K$^{-1}$ [11]. Indeed results from Oh et al. is consistent from what is expected from the Wiedemann-Franz law

$$\kappa_e = \frac{1}{3} \pi^2 \left( \frac{k_B}{e} \right)^2 \sigma T$$  \hspace{1cm} (1.3)

where $\kappa_e$ is the electronic contribution to the thermal conductivity, $k_B$ is the Boltzmann constant, $e$ is the electronic charge and $T$ is the crystal temperature. However, ratio of the contributions of the lattice thermal conductivity to the elec-
tronic thermal conductivity is unknown. The Seebeck coefficient for the metallic phase is about -20µV/°C with little temperature dependence [11].

Metallic VO$_2$ is paramagnetic with magnetic susceptibility of about $8 \times 10^{-6}$ emu/g and there is a small anisotropy between parallel to the c-axis and perpendicular to the c-axis. This value is quite large and it cannot be attributed to conduction electrons only. The reason is extremely large density of states at the Fermi surface. However there is no evidence in the photoemission data showing such a high density of states and a narrow band near the Fermi level[11].

1.2.2 The Insulating M1 Phase

![Figure 1.2: The insulating M1 phase of VO$_2$. (a) Schematic showing the unit cell of the M1 phase taken from Ref. [36].(b) TEM image and selected area electron diffraction patterns from different phases. Provided by Richard Beanland of University of Warwick.](image)

The monoclinic M1 phase is an insulator with an optical gap of about 0.59 eV[37, 38]. Its resistivity depends on temperature $T$ with an Arhenius type of equation, $\rho(T) = \rho_0 \exp(E_a/k_BT)$, where $E_a$ is the activation energy, $k_B$ is the Boltzmann constant and $\rho_0$ is the proportionality constant. Similar to the metallic phase, anisotropy in resistivity is observed in the insulating phases but the measurements in the cited reports are insensitive to the phase insulating VO$_2$. 
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Same is also true for carrier density measurements [11, 31, 32, 33, 34, 35, 39]. A phase sensitive measurements is lacking for the Hall effect and anisotropy of the resistivity in the insulating phases. Another aspect related to the resistivity of the insulating phases is existence of constant resistivity upon heating above the transition temperature in suspended nanobeam devices[26, 40].

For M1 phase constant resistivity is reported to be $\rho_{th} = 7 \pm 2 \ \Omega \text{cm}$. Existence of a constant resistivity implies that the transition temperature is closely linked to the metal-insulator transition temperature. The monoclinic structure has a space group $P2_1/c$ with lattice constants $a_{M1} \approx 5.75 \ \text{Å}, \ b_{M1} \approx 4.54 \ \text{Å}, \ c_{M1} \approx 5.38 \ \text{Å},$ and $\beta_{M1} \approx 122.65 ^\circ$[36]. Figure 1.2 shows the crystal M1 structure. Metal ions in the M1 phase are displaced with respect to their positions in the R phase in a zigzag pattern and they form pairs, while oxygen atoms stays relatively at a fixed position. M1 phase has a very small magnetic susceptibility[11] and shows van Vleck paramagnetism[14]. Thermal conductivity of M1 phase is not known accurately. For insulating phase it is found to be $\sim 3 \ \text{W m}^{-1} \ \text{K}^{-1}$ in a recent paper[9] although Berglund et al. reports a range from $4 \ \text{W m}^{-1} \ \text{K}^{-1}$ to $7 \ \text{W m}^{-1} \ \text{K}^{-1}$[11]. Similarly the Seebeck coefficient is not precisely known for M1 phase. Berglund et al. reports a wide range from -$30$ to -$400 \ \mu \text{V/K}$ while Cao et al. reported about -$350 \ \mu \text{V/K}$ with a slight temperature dependence[11, 10]. The M1 phase is charac-
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terized by 18 Raman active modes with 9A_g and 9B_g [42]. Major Raman active modes that differ in other insulating phases are 610 cm$^{-1}$ V-O, 223 cm$^{-1}$ and 191 cm$^{-1}$ V-V[41, 43, 42]. Figure 1.3 shows the Raman spectra in the insulating phases taken from Ref. [41].

1.2.3 The Insulating M2 Phase

The major difference between the crystal structures of the M1 phase and the M2 phase is the vanadium chain running along the center of the unit cell. In M1 phase V-V pairs both have zigzag pattern and also they are dimerized, yet for the M2 phase there is no dimerization, V-V pairs along the center are equally spaced as shown in Figure 1.4. M2 phase has a lattice space group $C2/m$[28]. Lattice constants are $a_{M2} \approx 9.07$ Å, $b_{M2} \approx 4.54$ Å, $c_{M2} \approx 4.53$ Å, and $\beta_{M2} \approx 91.88^\circ$[28]. Another difference between the M1 and the M2 phase is although they have the same activation energy of about 0.59 eV, resistivity ratios of M2 to M1 is $\rho_{M2}/\rho_{M1} = 2.3 \pm 0.2$ and temperature dependence is less than 5% [38]. There is no well established study on the carrier density of M2 phase. As stated before, all the measurements are either done on bulk or film samples and no report provides details for the phase that the insulating phase is in. Our photocurrent studies indicate a slight difference in the Seebeck coefficients of the two insulating phases [3]. If we assume these phases to be nondegenerate semiconductors with a electrons as the charge carrier than either the Fermi energy relative to the conduction band minimum is located at slightly different energy for M1 and M2 or electron scattering mechanisms are slightly different. Yet there is not enough information to draw a conclusive picture.

M2 phase can be stabilized by doping with dopants such as chromium[44] and aluminum[45], and by strain [43, 38, 46] along the rutile c-axis. Two monoclinic phases otherwise indistinguishable optically, can be distinguished from each other under polarized light. The difference between birefringence of M1 and M2 allows
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Figure 1.4: **The insulating M1 phase of VO$_2$**. (a) Schematic showing the unit cell of the M1 phase taken from Ref. [36]. (b) TEM image and selected area electron diffraction patterns from different phases. Provided by Richard Beanland of University of Warwick.

This useful property which we benefited in our phase diagram experiments[38]. M2 phase does not rotate polarization upon reflection while M1 rotates[47, 48].

1.2.4 The Triclinic Phase

The triclinic phase of VO$_2$ has been reported in many different studies. In one of the earliest reports on existence of triclinic phase Kawada et al.[49] reported lattice constants of $a_T \approx 5.71$ Å, $b_T \approx 4.49$ Å, $c_T \approx 4.53$ Å, and $\alpha_T \approx 88.26$, $\beta_T \approx 122.50$, $\gamma_T \approx 90.18$ from the x-ray diffraction measurements of VO$_{2.07}$ crystals. These numbers are in close agreement in with the first report from Mitsuishi[50, 51, 52]. Detailed studies on the chromium doped VO$_2$ done by Pouget et al.[44] elucidate several aspects of the triclinic phase. The crystal structure of the triclinic phase is similar to that in M2 phase, where vanadium atoms are paired along the rutile c-axis but not tilted, for the inner chain they are tilted perpendicular to the rutile c-axis but not paired[28, 43]. Transitions from M1 to T is shown to be a second order phase transition, while M2 to T or T to M2 is first order determined by latent heat measurements[44], Raman spectroscopy[41, 43, 48] and electrical resistance measurements[38]. These studies also showed that there
is no R-T boundary in the phase stability diagram. Other properties of the T phase hasn’t been studies in detail as it is studied for other phases. However, our studies show that resistivity of the T phase is more than the M1 phase. Yet more detailed studies are required to have a better understanding of this phase.

There are claims about the existence of a monoclinic metallic phase[25] and another monoclinic phase identified phase is the M4 phase[53]. However more detailed studies are required to confirm and extend the understanding from these studies.

**1.3 The Metal-Insulator Transition in VO₂**

VO₂ and the metal-insulator transition is one the most commonly studied transition-metal oxide that shows MIT. During this first order phase transition, VO₂ goes from metallic rutile phase to one of the insulating monoclinic phases depending on stress, doping and temperature. Although it has been more than five decades over its first discovery by Morin, exact nature of this phase transition is not clear. Yet recent experiments indicate toward a Peierls-Mott type of transition is more probable where electron-electron correlations and dimerization of V-V pairs both play a role. There are several reasons for this. First of all, density functional theory and dynamic mean field theory(DMFT) calculations do not give the desired energy gap in the insulating phases[16] despite the fact that the molecular-orbital

---

†Please see chapter 3.
picture of Goodenough seems to provide a successful explanation to the energy
gap formation in the insulating phase. Even inclusion of electron-electron and
electron-phonon interactions into DMFT with local density approximation fails
to predict the energy gap opening in the M2 phase [16]. These findings, espe-
cially M2 phase being insulating, suggest that a pure Peierls type of transition is
not possible. Second, ultrafast spectroscopy in optical [54, 55, 56, 57], terahertz
[58, 59, 60] and x-ray [61] regions has revealed that both electronic and structural
changes play an important role in the phase transition. In these experiments, it
has been shown that the metal-insulator transition can be induced non-thermally
by shining pump beam above a critical flux depending on the sample temperature.
The reason is consistent with the Mott=Hubbard picture since photoexcitation
of the bonding d_{∥} state of the insulator, increases the free carriers. At certain
critical density of free carriers excitonic interactions due to strong correlations
are screened. Third, existence of critical resistivity upon reaching the transition
temperature indicates [26, 40] existence of a critical free carrier density enough
to screen the electronic correlations. Last but not least, very short mean free
path and electron mobility in the metallic phase also suggests strong electronic
correlations in the metallic phase.

The critical temperature of the transition is at 65 °C which is the same as the
triple temperature within 0.1 °C [38]. Implications of this is not clear yet however
a Landau phase transition theory may elucidate the underlying reason for this
coincidence and predict new features about the nature of the transition.

1.4 Advantages of Studying Single Crystal VO_{2} Nanobeams

There are several different methods to grow VO_{2} crystals. Early studies on VO_{2}
used bulk crystals, often in single crystal form, and epilayers on rutile single crys-
tals such as TiO\textsubscript{2} grown by solution growth, chemical vapor transport with TeCl\textsubscript{4}
and epitaxial deposition epitaxial deposition from VOCl\textsubscript{3} [62]. More recent growth
methods involve pulsed laser deposition[63, 64], atomic layer deposition[65, 66] and reactive sputtering[67]. These methods produce thin films of VO\textsubscript{2}, as polycrystalline for reactive sputtering and usually epitaxial layers for other methods depending on the substrate and substrate preparation.

There are several problems associated with the bulk crystals. Twinning and domain structure combined with crystal defects result in cracking results in sample to sample variations upon cycling through the transition temperature[11, 18]. For the polycrystalline films, it is almost impossible to determine any intrinsic quantity since during the phase transition depending on the stress and purity of each crystallite there is a different phase. This means coexistence of different phases at a given temperature which smears the sharp features such as changes in conductivity[12]. In the case of the epitaxial films, depending on the lattice constant mismatch between the single crystal substrate and VO\textsubscript{2} there is a stress on the VO\textsubscript{2} film which alters the transition properties. In some cleverly designed experiments, this can be used in favor [68] but in most cases this control is limited and the effects of the strain on the phase transition is dramatic.

Nanocrystals of VO\textsubscript{2} grown on SiO\textsubscript{2} is superior to other types of crystals in many aspects. First of all, nanocrystals are very straightforward to grow[2]. Second, they are smaller than the typical domain sizes, pure and defect free. This allows a reproducible investigation of the phenomena observed in VO\textsubscript{2}. Third, crystals thermodynamically favor growing along the rutile c-axis where most dramatic changes during the MIT happens along this axis. Fourth, unlike film samples, these crystals can be easily transferred on to other substrates or can be manipulated to make novel devices[38]. Finally, nanocrystals are more suitable for optical studies[3].
Chapter 2

Scanning Photocurrent Studies on VO₂

“If the result confirms the hypothesis, then you’ve made a measurement. If the result is contrary to the hypothesis, then you’ve made a discovery.”

— Enrico Fermi

In this chapter results from the scanning photocurrent measurements (SPCM) on VO₂ nanobeams are presented. SPCM measurements on suspended nanobeam devices* has revealed that photoresponse of VO₂ above and below the MIT is governed by photothermal currents and conductivity changes. Consistent with the strong correlations, this photothermal response implies that carrier relaxation to a local equilibrium is fast. Temperature dependent measurements reveal subtle phase changes within the insulating state elucidating the changes in the configuration of the different insulating phases, IM₁ and IM₂. We further demonstrate switching of the photocurrent by optical control of the metal-insulator boundary arrangement. These results are important for realization of the optoelectronic

*see Appendix B for detailed description and fabrication steps of devices used in this chapter.
applications using the peculiar properties of VO$_2$ as well as development of the
correct theory of the MIT in VO$_2$. Results of the studies presented in this chapter
are published in Nature Nanotechnology [3].

2.1 Introduction

2.1.1 Scanning Photocurrent Microscopy

Studying the local excitations in a semiconducting systems provides a route for
probing the internal electric fields emerging from band offsets, surface states, de-
fects, contacts or thermal gradients. Understanding and mastering the physics of
free charge carriers under such intentional or unintentional fields had significant
effect in the development of current semiconductor technology. Same approach
will also have impact on transfer of novel material systems to practical applica-
tions[69, 70]. Spatially resolved detection of the electric current under a local
perturbation is one way of observing the effects of the internal fields. Applying
a local gate[71, 72, 73, 74, 75, 76, 77, 78] or exciting non-equilibrium carriers by
focused light or electron beam[79, 80] are among the techniques that have been
developed for studying the carrier dynamics in semiconducting systems. For in-
stance, in scanning photocurrent microscopy (SPCM) by scanning a focused laser
beam on a target sample, the current generated is detected as a function of the
laser position via electrical contacts to the sample and mapped out[81]. A great
variety of semiconducting structures and devices have been studied employing this
technique[39, 82, 83, 84, 85, 86, 87, 88, 89, 90, 91, 92, 93]. The photoresponse of
semiconducting systems in which electron-electron and/or electron-phonon cor-
relations are negligible, it is clear that the photoresponse will be composed by
the drift and diffusion of the non-equilibrium carriers created by the laser beam
as well as a contribution from the photothermal effects due to heating caused by
the laser beam. Total electric current generated can be described through the
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local electric current density, which is given by

\[ \mathbf{j} = \sigma \mathbf{E} - e D \nabla n(x) + \sigma S \nabla T(x) \]  

(2.1)

where the first term is the Ohm’s law for a material with conductivity of \( \sigma \) under the electric field \( \mathbf{E} \), the second term is the diffusion of the carriers with \( e \) denoting the charge of the charge carriers, \( D \) being the diffusion coefficient for the given carrier type and \( n(x) \) being the charge carrier density. The third term is the current due to emf generated by the thermopower with \( S \) being the Seebeck coefficient and \( T(x) \) is the temperature distribution on the material. For most semiconducting systems, however, photovoltaic effects dominate the photoresponse thus, the dominant terms are the first two terms in equation 2.1. Nature of the photoresponse is determined by the relaxation pathways of the photoexcited charge carriers. Typical lifetimes of the nonequilibrium charge carriers in an undoped indirect band gap semiconductor is on the order of milliseconds, thus nonequilibrium carriers can be collected under a source-drain bias while some of the energy is lost as heat. Modifying the relaxation pathways via electron-electron and electron-phonon correlations lead to novel photocurrent generation mechanisms. For instance, in graphene hot-carriers dominate the photoresponse since electron-electron scattering and optical phonon emission slows down the electron-lattice relaxation speed[92, 94]. Thus, thermal equilibrium between the lattice and electrons is not reached over length scales of several microns[95]. Similarly, due to impact excitation in single walled carbon nanotubes, multiple carriers are generated with extreme efficiency [89]. It is not clear what physics dominates the photoresponse of systems with strong electron-electron and electron-phonon correlations. As outlined in the first chapter of this thesis, materials with such strong correlations offer great variety of applications and rich physics. Again, as advertised in the first chapter, VO\(_2\), which is known as the drosophila of the strongly correlated materials, offers applications in optoelectronic detection and ultrafast
switching up to ultraviolet wavelengths[21, 22, 56, 57, 96, 97]. Henceforth, studying the physics of photoresponse in VO$_2$ is important both for understanding the mechanisms of photocurrent generation in similar strongly correlated materials and their application in optoelectronic devices.

### 2.1.2 Experimental Setup

Figure 2.1: **Scanning photocurrent experiment setup.** (a) Laser beam at 800 nm is chopped and directed by scanning mirrors to the microscope and focused by an 40x long working distance objective. (b) Laser beam imposed on an SEM image showing the raster scan on a wire at coexistence. As mentioned in the text bias is connected to the left and the current pre-amp is connected to the right contact. Reflection image and corresponding photocurrent map is generated as described in the text.

The scanning photocurrent setup we use for this study is a home-made setup with ultra-fast pump-probe measurement and Raman spectroscopy capabilities. An ultrafast Ti:Sapphire laser (Coherent Mira 900) pumped by an 18 watt frequency
doubled green laser at 532 nm (Coherent Verdi V18) is used to get continuous wave or 250 fs pulsed wave at 800 nm. As shown in Figure 2.1(a) the laser beam chopped at 1 kHz is directed to the microscope (modified Olympus BW51) and focused onto the sample with a diffraction limited spot size. The sample is placed on an small invar temperature stage, with a DT670 silicon diode temperature sensor from Lakeshore embedded, to minimize the effects of thermal expansion. The temperature of the stage is controlled by a Lakeshore 340 controller. The current generated is collected by a DL instruments 1211 current preamplifier which is connected to an Stanford Research SR830 digital lock-in amplifier referenced by the chopper. The reflected light is collected by a Si photodiode which is also connected to another lock-in amplifier. Outputs of the lock-in amplifiers are recorded by a Labview program generates a synchronous map of the photocurrent and the reflected light. Same program controls the scanning mirrors. Throughout this chapter, for the sake of clarity and consistency we will stick with the conventions that the bias is applied from the left contact and the current pre-amp is connected to the opposite contact as shown in Figure 2.1(b)

Raman spectroscopy is performed using the 532 nm output of the pump laser directed to same beam path as the 800 nm beam. The reflected light is passed through a notch filter at the excitation beam wavelength collected by a monochromator (Princeton Research Acton) and recorded by a liquid nitrogen cooled CCD array. Whole setup rests on an optical table. The laser intensity is controlled by nd filters and power measurements are taken by a calibrated portable Si detector from Thorlabs.
2.2 Experiments

2.2.1 SPCM on Nanobeams in M1 Phase

We first start with performing experiments on the nanobeams at room temperature or slightly above the room temperature. Depending on the gap length between the contacts and the growth conditions of the nanobeams, nanobeams could be in either M1 phase and unbuckled or in M2 phase and buckled or some mixture of both M1 and M2 phases. For this part of the study we choose nanobeams that are completely in insulating M1 phase determined by Raman and resistance vs. temperature measurements.

Under no source-drain\(^\dagger\) bias \(V_{SD}\), the photocurrent, \(I_{ph}\), is negligibly small, less than few picoamperes with positive sign on pre-amp side and negative sign at the ground side (Figure 2.2(a)). When \(V_{SD}\) is not zero, there is a photocurrent generation along the entire nanobeam, increasing toward the middle of the beam. This change in the photocurrent can be described entirely in terms of a bias independent photoconductance. Figure 2.2(b) shows the photocurrent along the center of the nanobeam in the upper panel, and the photoconductance derived from that, \(G_{ph} = (I_{ph} - I_{0})/V_{DC}\), in the lower panel.

As it is shown clearly in the following section, laser heating plays a significant role in these measurements even with very small (\(~ 0.3 \mu W\)) laser powers and these measurements can be explained by the heating caused by the laser beam. The circles in Figure 2.2(b) lower panel denotes the calculated photoconductance emerging from a thermal resistance change. In the calculations we define \(x\) to be the fractional position along the suspended part of the nanobeam, running from 0 at the left contact to 1 at the right contact, which is 15 to 20 \(\mu m\) length depending on device. As it is depicted in Figure 2.3 the laser is focused at position \(x_l\). The temperature at point \(x\) is \(T(x) = T_0 + \delta T(x)\) where \(T_0\) is the stage

\(^\dagger\) Here, unlike semiconductor industry, source designates the contact current applied and drain is the contact for measurement.
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Figure 2.2: **SPCM at 30 °C.** (a) Reflection image of a suspended nanobeam is shown in gray scale with the scale bar representing 5 μm. Below the reflection image, corresponding photocurrent maps under different $V_{SD}$ biases are presented. Except for the 0 mV bias, $k$ denoting the range of the color scale is 30 and for 0 mV bias it is 5. (b) Upper panel shows photocurrent along the center of the nanobeam, shown by a dashed line in (a), under different biases. The lower panel shows the photoconductance measured (solid lines) and calculated (circles).

The measured change in conductance when the laser is applied

$$\Delta G = \Delta \left( \frac{1}{R} \right) = \frac{1}{R_{\text{laser on}}} - \frac{1}{R_{\text{laser off}}},$$

where $R$ is the resistance of the nanobeam.

For small temperature rise $\delta T(x)$

$$\Delta G = \Delta \left( \frac{1}{R} \right) \approx - \frac{1}{R^2} \Delta R \approx \frac{1}{R^2} \frac{L}{A} \int_0^1 \frac{d\rho}{dT} \delta T(x) dx = - \frac{1}{R^2} \frac{dR}{dT} \delta T_{av}$$

Here $L$ is the length of the suspended part of the nanobeam, $A$ is the cross-sectional area of the nanobeam, $\rho(T)$ is the resistivity of the nanobeam. Thus the negative temperature coefficient of $\rho(T)$ leads to a positive $\Delta G$ proportional to the average temperature rise $\delta T_{av} = \int_0^1 \delta T(x) dx$ along the nanobeam, with dependence of the laser position that follows this quantity, $\Delta G(x_l) \propto \delta T_{av}(x_l)$. To calculate $\delta T_{av}(x_l)$ we first assume that all the heat flows along the nanobeam since for these studies typically shorter nanobeams are used. Then $\delta T(x)$ simply drops linearly from a maximum value of $\delta T_l = \delta T(x_l)$ at the laser spot to zero at each of the gold contacts and as a result $\delta T_{av} = \delta T_l / 2$. By symmetry $\delta T_l / 2$ is maximum when $x_l = 0.5$, and making the heat current to left and right sum
to a constant (the absorbed laser power) gives $\delta T_l \propto x_l (1 - x_l)$. Thus $\Delta G(x_l) \propto \delta T_{av}(x_l) \propto \delta T_l \propto x_l (1 - x_l)$.

This variation fits the measurements of $G_{ph}$ vs $x_l$ very well as seen in Figure 2.2(b).

Figure 2.3: **SEM image with definitions.** The nanobeam has been colored dark on the right to indicate a metallic domain, though in reality there is no I-M contrast in the electron microscope.

### 2.2.2 SPCM on Nanobeams in Coexistence of Metallic and Insulating Phases

In order to quantify the rise in the temperature we exploited the coexistence of the two phases above $T_c$. The fraction $x_b$ of insulator ($I_{M2}$) in the nanobeam depends on the lattice temperature $T_b$ at the boundary, since $x_b$ determines the axial tension, which must be appropriate for the two phases to coexist at $T_b$. $x_b$ decreases with the increasing stage temperature $T_0$, as shown by the red circles in Figure 2.4. It also decreases with increasing laser power $P$ at fixed $T_0$, as shown by black circles. By comparing the effects of increasing $P$ and $T_0$, we deduce that for device 1 the local temperature rise of the lattice with the laser near the middle is $\sim 1.5 \, ^\circ C$ per $\mu W$ of laser power. Consistent with the laser heating as $P$ increases interface boundary has a curved appearance in the reflection image shown in figure 2.4(b). This is due to as the laser beam passes through the middle of the nanobeam, heat absorbed becomes the largest. As the laser beam moves
to the sides of the nanobeam absorbed heat decreases leading to less temperature rise at $x_b$.

Next we looked at the photocurrent generated in coexistence of metallic and insulating phases above the transition temperature. In contrast to SPCM at low temperatures, this time we observe a relatively strong photoresponse when $V_{SD} = 0$. Also for $V_{SD} \neq 0$ we observe changes in the photoresponse. Figure 2.5 shows reflection image, photoresponse and photoconductance $G_{ph}$ of a device at 75 and 90 °C.

Both at 75 and 90 °C, zero-bias photocurrent is peaked at the metal-insulator interface as shown by reflection images in panel ii of Fig. 2.5 (a) and (b). This is also evident in line trace along the uniaxial direction of the nanobeam shown in panel iii. As we apply bias, $V_{SD}$ we observe a slightly different photoresponse for 75 and 90 °C. Yet, as in the below $T_c$ case we see that $G_{ph}$ is same for different $V_{SD}$, for both temperatures. This can again be understood as the result of the temperature rise of the lattice with no hint of other contribution. The decrease in the insulating fraction $x_b$, which is determined by the boundary temperature since the axial stress needs to be appropriate for two phases to coexist, with boundary temperature rise $\delta T_b \equiv T_b - T_0$ results in a conductance increase that is largest when $\delta T_b$ is maximum. In 95 °C, it is when $x_i = x_b$. The more com-
Complicated photoresponse at 75 °C is a result of change in resistivity $\rho(T)$ of the insulating part which is comparable to the effect interface movement. However, it is difficult to model accurately. These observations are consistent with photothermal effects. Moreover, since we don’t observe any nonequilibrium carrier response for time scales greater than our setup’s minimum pulse width of 250 fs in the pump-probe experiments (data not presented here) and photoresponse has no laser wavelength dependence, consistent with a photothermal mechanism in which only the absorbed laser power is relevant (Fig. 2.6(b)), we can start our analysis with assuming that the carrier relaxation to complete equilibrium with the lattice is fast. The lattice temperature difference $\delta T_b$ between the I-M boundary and the gold contacts will generate a thermoelectric electromotive force (emf) $V_{th} = -\Delta S_{IM} \delta T_b$, due to difference in

![Figure 2.5: Photoresponse above $T_C$](image)

Panel i show reflection image, ii is the zero bias photocurrent map, iii line traces along the uniaxial direction of the nanobeam and iv shows photoconductance, $G_{ph}$ for both (a) and (b). (a) Photoresponse at 75 °C. Complicated behavior of the photoconductance can be explained by the change in resistivity $\rho(T)$ (See the main text). (b) Photoresponse at 95 °C. This time photoconductance is peaked at the phase boundary with a small hint of a hump on the insulating side as opposed to 75 °C. This can be understood from the fact that as the laser gets close to the gold contacts $\delta T_l$ decreases.
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Seebeck coefficients of $I_{M2}$ and M phases. From the literature [11, 10] $S_I \approx -350 \mu V \, ^\circ C^{-1}$ (for $I_{M2}$) and $S_M \approx -20 \mu V \, ^\circ C^{-1}$, so $\Delta S_{IM} = -330 \mu V \, ^\circ C^{-1}$. Result of this emf is expected to be $V_{th} \approx 500 \mu V$ for a 1 $\mu$W laser focused near the middle since as found for the device studied above it gives $\delta T_b \approx 1.5 \, ^\circ C$. Figure 2.6 (a) shows $I_0$ as a function of temperature and the corresponding emf, $V_0 = I_0R$. $V_0$ reaches up to about 450 $\mu V$, in excellent agreement with $V_{th}$ considering the uncertainty in the knowledge of the Seebeck coefficients of different phases. We can calculate the variation of $V_0$ as a function of stage temperature as well as variation of $V_{th}$ with laser position, allowing for different thermal conductivities $\kappa_M$ and $\kappa_{IM2}$ of the two phases and for heat loss $\beta \delta T$ through the air.

As before, shown in Fig. 2.3, we define $x$ to be the fractional position along the nanobeam ranging from 0 at the left contact and 1 at the right contact. Insulating phase is positioned to be on the left and position of the boundary, $x_b$, is equal to the length of the insulating phase. For the sake of simplicity we are going to assume that $x_b$ is not effected by the laser since laser power $P$ is small (indeed, effects on $x_b$ will be quadratic in $P$). The laser is focused at the position $x_l$. Here, our aim is to find an analytic expression between $\delta T_b$ and $x_l$ so that we can get the line shape of $I_0$ as a function of $x_l$ using $V_{th} = -\Delta S_{IM} \delta T_b$. Again as in the fully M1 case, we assume $\delta T(0) = \delta T(1) = 0$ at the gold contacts and $\delta T_i \equiv \delta_T(x_l)$ is due to absorbed power $\gamma P$ with $\gamma$ being a constant. $\delta T$ will satisfy a one-dimensional steady state heat equation with a Newtonian cooling factor $\beta \delta T(x)$ (heat loss per unit length to substrate through the air by conduction), of the form

$$\frac{\kappa A}{L^2} \frac{d^2 \delta T(x)}{dx^2} - \beta \delta T(x) = 0 \quad (2.3)$$

or, by rearranging all the constants in to a single constant

$$\frac{d^2 \delta T(x)}{dx^2} - \alpha^2 \delta T(x) = 0 \quad (2.4)$$
Figure 2.6: Understanding the photoresponse above $T_C$ (a) In our measurements different laser wavelengths result in very similar results. Here, wavelength dependence of $I_0$ to 800 nm and 532 nm excitation is shown. Different powers were used for the two lasers and both lasers essentially have the same photocurrent profile along the nanobeam when scaled by the power difference. This implies similar absorption coefficient at both wavelengths. The bump in the insulating phase is due to relatively high laser powers used in here. (b) Upper panel shows the amplitude of the photocurrent, $I_0$ at the phase boundary as a function of stage temperature $T_0$. In the lower panel, red circles show the derived value of emf, $V_0$ from $I_0$ and dark resistance measurements as a function of stage temperature. Solid line shows the calculated value for the emf. (c) Red and blue lines show the profile of $V_0$ along the uniaxial direction the nanobeam as a function of the laser position. The emf is peaked at the phase boundary for both 75 and 95 °C. Dashed lines are the expected emf from the analytical model. The excellent agreement of measurements to the expected values indicates the photothermal contribution of the photoresponse is the most dominant contribution.

where $\alpha = \sqrt{\beta L^2/\kappa A}$ and $\kappa$ is the c-axis thermal conductivity which differs for insulating and metallic phases, where $\kappa = \kappa_{IM2}$ for $x < x_b$ and $\kappa = \kappa_M$ otherwise. We take $\gamma$ to be the same for both phases since it creates and step in the photoresponse which we don’t observe in our measurements, possibly due to the finite size of the laser spot such sharp features are smeared.

Equation 2.4 can be solved in there regions piecewise, region $I$ $(0, x_l)$, region $II$ $(x_l, x_b)$ and region $III$ $(x_b, 1)$. Using the general solution with appropriate choice
of constants $\alpha_I$ or $\alpha_M$ and boundary conditions we get

$$
\delta T(x) = \begin{cases} 
\frac{\delta T_i \sinh \alpha_I x}{\sinh \alpha_I x_I} & 0 \leq x \leq x_I \\
\frac{1}{\sinh \alpha_I (x_I - x_b)} \left[ \delta T_i \sinh \alpha_I (x - x_b) - \delta T_b \sinh \alpha_I (x - x_I) \right] & x_I \leq x \leq x_b \\
\frac{\delta T_b \sinh \alpha_M (1-x)}{\sinh \alpha_M (1-x_b)} & x_b \leq x \leq 1
\end{cases}
$$

To find the values of $\delta T_I$ and $\delta T_b$ we apply the boundary conditions between regions $I$, $II$ and $III$ corresponding to conserving energy flow at $x = x_I$. So, we get

$$
\kappa_I A \frac{dT}{dx} \bigg|_{x_I, I} - \kappa_I A \frac{dT}{dx} \bigg|_{x_I, II} = \gamma P \tag{2.5}
$$

and at $x = x_b$ we get

$$
\kappa_I \frac{dT}{dx} \bigg|_{x_I, I} - \kappa_M \frac{dT}{dx} \bigg|_{x_I, II} = 0 \tag{2.6}
$$

After making use of the expression above and eliminating $\delta T_I$ we obtain the required expression to calculate the boundary temperature as a function of laser position

$$
\delta T_b(x_I) = \frac{\delta T_i(x_I)}{C_1} = T_p \frac{\sinh \alpha_I (x_b - x_I)}{C_1 C_2 - 1} \tag{2.7}
$$

where $T_p = \gamma P / \sqrt{\kappa_I \beta A}$, $C_1 = \cosh \alpha_I (x_b - x_I) + \sqrt{\kappa_M / \kappa_I} \coth \alpha_M (1-x_b) \sinh \alpha_I (x_b - x_I)$ and $C_2 = \cosh \alpha_I (x_b - x_I) + \coth \alpha_I x_I \sinh \alpha_I (x_b - x_I)$.

For the case where $x_I > x_b$ we obtain similar equations where $x$ is replaced by $1 - x$, $x_b$ by $1 - x_b$, $x_I$ by $1 - x_I$ and, $\kappa_I$ and $\kappa_M$ are interchanged. Finally, using equation 2.7 at $x_I = x_b$ in the expression $V_{th} = -\Delta S_{IM} \delta T_b$, we can find the dependence of $V_0$ to the stage temperature. $x_b(T_0)$ is determined from the reflection images at each temperature presented in figure 2.6 (b). Solid line on
the lower panel is a plot of function

$$V_0 = V_P \frac{1}{\coth \alpha x_b(T_0) + \sqrt{\kappa_M/\kappa_I} \coth \alpha_M (1 - x_b(T_0))}$$  \hspace{1cm} (2.8)$$

where $V_P = -\Delta S_{IM} P/\sqrt{\kappa_I} A$, with values of the parameters $L = 18 \mu m$, $A = 0.2 \mu m^{-1}$, $\Delta S_{IM} = -330 \mu V \cdot ^\circ C^{-1}$, $\kappa_I = 3.5 W/m^\circ C$[9] and $\kappa_M/\kappa_I = 2$. We treat $T_P$ and $\beta$ as fitting parameters. The best fit is obtained for $\beta \approx 0.03$ W/m°C and $T_P \approx 2.8 ^\circ C$. From these we get $\alpha_I = 3.7$ and $\alpha_M = 2.6$. For this device $\gamma = 0.6$ and $\beta$ is consistent with thermal conduction through the air ($\kappa_{air} \approx 0.03 W/m^\circ C$ at 80 °C) between the bottom of the nanobeam which is of width $\sim 1 \mu m$ and the substrate distance $\sim 1 \mu m$ beneath it.

For $V_{th}$ as a function of the laser position we, again, use equation 2.7 in $V_{th} = -\Delta S_{IM} \delta T_b$. For this device we used same parameters as above to get the best fit to the experiment data except $\gamma \approx 0.5$. This difference between the absorption coefficients of two devices could be as a result of differences in the cross-sections of the two nanobeams. Dashed lines in figure 2.6 (c) shows the excellent fit of calculations to the experiment data depicted by solid lines at two different temperatures, 75 and 95 °C.

### 2.2.3 Investigation of Additional Contributions to the Photoresponse

In the previous sections we have established that the predominant contribution to photocurrent is photothermal and have given the hints of fact that it is indeed purely photothermal. Although we employ very small laser powers, there is no dependence to the excitation wavelength and we see no evidence of separation of the non-equilibrium carriers from the ultra-fast pump-probe experiments, we further investigate this possibility as it might be expected in a band semiconductor like silicon[98, 99]. Such contribution is not possible for excitation in the metallic phase, because electron-lattice relaxation occurs in picoseconds in all metals since there is no gap to block the low-energy recombination process. Thus
photocurrent signal extending many micrometers into the metallic region must be entirely photothermal. Moreover, the fact that there is no difference between the observed photocurrent for pulsed (250 fs repeated at 76 MHz) and continuous wave excitation at the same average power is consistent with only relevant quantity is the absorbed power. It has to be also noted that there are no reports of photoluminescence in the literature for the insulating phase of VO$_2$. This further strengthens the idea that there are no non-equilibrium carrier effects in this material, which is indeed consistent with the strong electron-phonon coupling and polaronic effects as expected in such material. This provides efficient mechanism for relaxation through interband scattering and slow diffusion. In accordance with this, metallic phase of VO$_2$ exhibits a very short scattering length almost at the Ioffe-Regel limit, that can be inferred from the poor conductivity of the metal and the prefactor of the activated insulator conductivity. To further support these ideas we performed several other experiments.

A second laser beam is fixed onto the center of the nanobeam, while the first laser kept scanning. Since the fixed beam is not chopped, its reflection is filtered out by the lock-in amplifier. At certain fixed laser power (for the case shown in Fig. 2.7(a) $P = 2.4 \mu$W), by paying the cost of elastic energy of creating another phase boundary, metallic phase is pulled in to the center of the nanobeam. This, instantly diminishes $I_0$ to almost zero for all positions of the first laser which is at $P = 1 \mu$W as shown in Fig.2.7(a). This is due to the fact that for the two phases to coexist under the same uniaxial strain temperatures at both boundaries must be the same. Although the scanning laser increases the temperature of one boundary at a pass, since metallic phase has twice the thermal conductivity and conduction through air to substrate is not significant from one boundary to another, both boundaries generate emfs of similar magnitude but opposite sign so the sum vanishes. Such a vanishing photoresponse independent of the laser position would not occur for other mechanisms. We also performed SPCM on
Figure 2.7: **Optical control of the photocurrent and imaging the evolution of the insulating phase** (a) Reflection and zero-bias photocurrent images at 70 °C with $P = 1 \mu W$, without (above) and with (below) a second laser ($P = 2.4 \mu W$) focused at the location of the dashed circle. (b) Reflection and photocurrent images of an unsuspended nanobeam ($P = 0.6 \mu W$) (c) Reflection (left) and photocurrent (right) measured by repeatedly scanning along the centerline of a nanobeam while ramping the temperature up to and beyond the transition at 68.2 °C. Horizontal black arrows indicate where the conversion of $I_{M1}$ to $I_{M2}$ begins (lower) and completes (upper). Scale bars are 2 µm for (a)-(b) and 5 µm for (c).

nanobeams that are not released from the substrate by BOE etching (see device fabrication techniques). Due to non-uniform strain alternating insulating and metallic domains occur in such devices[100]. In this case thermal conduction to the substrate is significant so that $I_0$ is localized at the laser spot where the temperature rise is the most significant and peaks are again centered at the I-M boundaries. Fig. 2.7(b) shows the reflection image and photocurrent map.
scanned by a $P = 0.6 \, \mu W$ laser above $T_C$. This is further supported by the fact that it takes about $P = 80 \, \mu W$ to induce metallic domain around the laser spot focused on a VO$_2$ nanoplate on substrate at room temperature.

As mentioned in the first chapter, M1 and M2 phases can be distinguished optically using a high power microscope and polarized illumination otherwise indistinguishable optically. Understanding the properties and interconversion of these phases are crucial for a complete theory of the insulator-metal transition in VO$_2$ as well as for the realization of possible applications. Here, we show that SPCM technique can be used to visualize interphase boundaries and this can be generalized to visualization of other solid-state phase transitions otherwise invisible. In figure 2.7(c) a scan while temperature is ramped up, along the center of the nanobeam in the uniaxial direction is shown. Left images shows the reflection signal and the right image show the photocurrent. Below 57.5 ºC the nanobeam is fully I$_{M1}$ and above 68.2 it is in coexistence of I$_{M2}$-M and in both cases the nanobeam is straight. As the temperature ramps up, at 57.5 ºC the photocurrent pattern changes. As temperature ramps up from 57.5 ºC to 64.5 ºC (marked by two horizontal arrows)a stripe pattern develops in the reflection image since the nanobeam starts buckling due to conversion of I$_{M1}$ with shorter lattice constant to I$_{M2}$ with longer lattice constant along the pseudo-rutile c-axis. During this process a feature in the photocurrent image appears marked by a vertical arrow and the photocurrent pattern changes. This change may reflect the nucleation of the I$_{M2}$ phase and growing. This allows the visualization of two optically almost indistinguishable phase employing the difference between their photoresponse. Moreover, subtle differences in the properties of I$_{M1}$ and I$_{M2}$ phase such as Seebeck coefficients and thermal conductivities can be identified with this method.
2.3 Conclusion and Further Remarks

Results of this study is indeed not surprising. Strong electronic correlations in VO$_2$ is consistent with fast non-equilibrium carrier relaxation. A better picture can be drawn from these results for the conduction in VO$_2$ which may be interacting polaron hopping with activation. Another important aspect of this study is, it is among the first studies which investigated light-matter interactions in strongly correlated materials and our experiments shed light on usability of such materials in optoelectronic applications.

In this study we hadn’t had much control over the nanobeam device’s phase. Depending on the device parameters we could see M1-M2 coexistence or not. A better control over the phases would reveal many aspects about the MIT in VO$_2$. Combining the SPCM technique with the strain control I present in the next chapter is among our future plans. Another interesting study would be using SPCM on hydrogenated VO$_2$ nanobeams. This may reveal the nature of modification that hydrogenation causes on the strong correlations in VO$_2$. Chapter 4 is about hydrogenation of VO$_2$. 

Chapter 3

Determining the Triple Point and the Critical Temperature of VO$_2$

“It doesn’t matter how beautiful your theory is, it doesn’t matter how smart you are. If it doesn’t agree with experiment, it’s wrong.”

— Richard Feynman

In this third chapter of this thesis, I will discuss our measurements of the triple point and the critical temperature on strain-temperature phase diagram of the metal-insulator transition in VO$_2$. We designed and built a unique apparatus to apply stress and tension on nano-scale objects with extreme precision while controlling the temperature of samples with 50 mK stability$^\ast$. Results of this study reveal the location of the triple point of a solid state phase transition on a strain-temperature for the first time. Strikingly we find that the triple point of the metallic phase and two insulating phases is at the transition temperature, $T_{tr} = T_C$, which we determine to be 65.0±0.1 °C. Findings of this study are published in Nature [38].

$^\ast$see Appendix C for detailed description of the apparatus.
3.1 **Introduction**

3.1.1 **Requirements for Measurement of the Precise Phase Diagram**

A precise and accurate determination of the phase stability diagram of VO$_2$ is important for a better understanding and theories of the MIT as well as realization of applications employing the MIT. Until recently there has been several attempts to study the strain-temperature phase diagram, however most of these experiments reported lack the required precision and sensitivity [43, 46]. There are three main ingredients for a precise and accurate measurement of the phase diagram: sensitive control of the strain, precise measurement of the applied strain and precise and accurate control of sample temperature. We achieved these three ingredients with our purpose-built strain measurement apparatus.

During the phase transitions in VO$_2$, major changes occur along the crystals pseudo-rutile c-axis. For instance vanadium chains along this axis dimerize and greatest change in the lattice constant happens along this axis. Thus in order to study stability of different phases under stress or tension, strain needs to be applied only along the pseudo-rutile c-axis. Moreover applied strain must be uniform along the nanobeam, otherwise multiple domains appearing will hinder the intrinsic phase diagram. This asserts the requirements that nanobeams need to be clamped from both ends firmly and suspended across a gap. In order to quantify the amount of strain applied one needs to know the change in the gap length of which the nanobeam is suspended across. Considering the fact that nanobeams are 20 to 40 µm long, a strain of about 2% requires a control and measurement of about half a µm. Precise and accurate temperature control and uniform temperature distribution along the nanobeam are other important factors in determination of the phase diagram.
3.1.2  Experimental Setup

Here I will provide a brief overview of the apparatus. Technical details and a detailed description of the experiment setup is given in appendix C. Experiment setup consists of several components. First component is a temperature stage that is machined to house the paddle chips\(^{†}\) as shown in figure 3.1. Heating elements and sensors are embedded in and mounted on several places of the temperature stage. A PCB board with metal contacts used to clamp down the chip and to make electrical contacts. Another component is the piezoelectric stage(PI MODEL P-611.10) with a sharp metal piece mounted on top as a pusher. Depending on the wide where it pushes the paddle, piezo-stage either closes the gap on the chip or opens it. Last component is the laser measurement system. A laser beam reflected off from the side of the paddle. This way depending on the gap opening, laser beam deflection angle changes and this deflection is measured by a position sensitive detector. This way precision down to a few nm is achieved in the measurement of the gap opening.

All the components of this setup is interfaced with a computer using National Instruments DAQ card and a home-brew LabView program. Temperature of the stage is controlled with a Lakeshore 325 temperature controller and interfaced to the LabView program via GPIB. Electronic transport measurements are performed under fixed voltage bias and the resulting current is measured with a Ithaca 1211 current preamplifier which is also interfaced with the LabView program. Laser gap length measurement is performed using a 632 nm laser diode pulsed with a function generator. Output of the position sensitive detector is connected to the LabView program and equipped with a software lock-in amplifier to improve signal to noise ratio of the detector. Experiments performed under a microscope with a linearly polarized light and image is captured with a 18 megapixel CMOS camera. Linear polarizer is used to distinguish M1 and M2

\(^{†}\)See appendix B for the details of the micro-machined paddle chips.
3.2 Experiments

As mentioned before, our apparatus is designed to apply uniaxial tensile stress $P_c$ along the rutile c-axis. From previous studies we expect to have the layout of phases in $P_c-T$ phase stability diagram to be as shown in Figure 3.2(a)[46, 101]. Although it is known that the free energies of M1 and M2 phases are very close near the transition[46] precise location of the triple point $(T_{tr}, P_{tr})$, was unknown.

3.2.1 Pinning Down the Triple Temperature $T_{tr}:$ Fixed $L$

First, we determine the location of $T_{tr}$. Different phases on suspended VO$_2$ nanobeams across the paddle-chips are determined optically and confirmed by Raman spectroscopy as well as electrical measurements. By changing the gap length $L$ and temperature $T$ we can bring the nanobeam into coexistence of any pair of the three phases. From the predicted layout of the phase diagram we can
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Sketch a diagram that shows the state of the nanobeam as a function of $L$ and $T$ as shown in Figure 3.2(b). For a fixed length of nanobeam, we start in coexistence of M2+M1 coexistence and increase the temperature slowly. As the temperature increases the interface position $y_{M2M1}$ changes smoothly since the stress required by the phase equilibrium changes$^{[26]}$. At certain temperature $T_{M1 \rightarrow R}$ R phase appears by reconfiguration of M1 phase. After this sudden reconfiguration, $y_{M2R}$ changes smoothly again. The point where R phase is converted to M1 phase happens at some lower temperature $T_{R \rightarrow M1}$. Similarly when we start from M1+R coexistence, interface positions $y_{M1R}$ and $y_{M2R}$ changes smoothly above and below $T_{M1 \rightarrow M2}$ upon warming up and $T_{M2 \rightarrow M1}$ upon cooling down. Figure 3.3(a) shows the change of $y_{M2M1}$, $y_{M2R}$, $y_{M1R}$ and $y_{M2R}$ with temperature.

![Figure 3.2: Expected phase diagram of VO$_2$](image)

(a) Expected phase stability diagram of VO$_2$ based on the literature. Transition is thought to be between M1 and R under no stress. (b) $L - T$ phase stability diagram.

Repeated measurements of reconfiguration temperature is taken where temperature is cycled up and down at 0.1 °Cmin$^{-1}$. Histogram of these measurements is shown in Figure 3.3(b). For the particular device we have shown the results of measurements here, $T_{M1 \rightarrow R} = 66.4$ °C and $T_{M1 \rightarrow M2} = 65.3$ °C. However, his-
ograms of $T_{R\rightarrow M1}$ and $T_{M2\rightarrow M1}$ are both peaked at 65 °C. Even for different nanobeams with different lengths grown in different occasions, these two temperatures always lay between 64.9 and 65.2 °C range. The reason is there is always a small amount of M1 phase exists in M2+R coexistence right at the interphase boundary, often visible under microscope. On cooling therefore, there is no need for nucleation of M1 phase, so as soon as the temperature hits $T_{tr}$ reconfiguration occurs. In Figure 3.3(c) this reconfiguration is evident from the sequence of images taken in less than a second during cool-down through 65 °C with a rate of 0.1 °Cmin$^{-1}$. Here, R phase is replaced by expansion of a small wedge shaped M1 phase in between R and M2 phases upon cooling. These observations suggest that the triple point is between 64.9 and 65.2 °C range.

Figure 3.3: **Fixed L measurements** (a) Motion of the phase boundary with temperature at certain fixed length. Upper panel shows the transition form M1+M2 coexistence to M2+R coexistence and lower panel shows R+M1 to R+M2. Insets show the path followed in the expanded phase diagram. (b) Histogram of transition temperatures cycled many times with 0.1 °Cmin$^{-1}$ rate. Notice how $T_{R\rightarrow M1}$ and $T_{M2\rightarrow M1}$ accumulated around 65.0 °C. (c) Sequence of images showing the expansion of M1 wedge between R and M2 while cooling down through 65.0 °C taken in less than a second. Gap length is 20 µm.
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3.2.2 Measuring the Lattice Constants from the Interface Shift

At a given $T$ and $L$, $P_c$ is determined by the phase equilibrium for the phases in coexistence. By changing $L$ at a fixed $T$, the interface moves to maintain $P_c$ at the phase equilibrium value. In M1+R coexistence a length change by $\delta L$ causes an interface shift $\delta y_{M1R}$ which changes the nanobeams natural length by $\delta L$ to keep the strain constant. This implies that shift in the interface must be proportional to the length change by $\alpha_{M1R} \equiv c_{M1}/c_R - 1$ where $c$ denotes the lattice constant. Hence $y_{M1R}$ should vary according to $dL/dy_{M1R} = \alpha_{M1R}$ and likewise $dL/dy_{M2R} = \alpha_{M2R} \equiv c_{M2}/c_R - 1$ and $dL/dy_{M2M1} = \alpha_{M2M1} \equiv c_{M2}/c_{M1} - 1$.

Best linear fits to the data shown in Figure 3.4 is found to be $\alpha_{M2M1} = 0.0074, \alpha_{M1R} = 0.0100$ and $\alpha_{M2R} = 0.0174$ These values are very close to the values 0.0073, 0.0098 and 0.0172 respectively from the literature[28, 102].

3.2.3 Pinning Down the Triple Temperature $T_{tr}$: Fixed $T$

Our ability to control the gap length $L$ down to a few nm precision simultaneously with electrical resistance measurements allows us to determine the behavior very close to the triple point. The fact that different phases having different resistivities[26, 101] allow us to figure out the phase composition of the nanobeam.
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First, we start measurements just below and just above 65.0 °C. We took series of closely spaced measurements and each time we started from sufficiently small $L$ to stabilize R phase. As $L$ changes at 65.30 °C as shown in Figure 3.5(a) M2+R boundary moves smoothly. At 63.9 °C it changes in a more complicated way. First it starts in R phase and as the $L$ increases, resistance shows the features for M1+R, M1 and finally M1+M2 phases. Due to first order nature of the transitions hysteresis and sudden jumps are visible in the measurements. Measurements just below and just above 65 °C as shown in Figure 3.5(b) shows a dramatic change between resistances of 64.95 °C and 65.05 °C. In 64.95 °C as the gap length increases, after a brief M1+R coexistence M1 phase persists and then M2 nucleates. Just 100 mK above R converts into M2+R directly without M1 involvement. This measurement is consistent with what we got from the fixed $L$ measurements. We conclude that $T_{tr} = 65.0 \pm 0.1$ °C including uncertainties from temperature calibration and fluctuations as well as sample to sample variations.

3.2.4 Further Findings from Resistance vs. Length Measurements

First, we investigated the effect of strain on resistance of the M1 state. Activation energy of the resistance of the M1 phase increases with tensile strain, $\eta = (L - L_0)/L_0$, $L_0$ being the effective natural length of the nanobeam. We determine the slot width at $\eta = 0$ using our knowledge that the triple point is at zero strain which corresponds to roughly 300 nm length increase in Figure 3.5(c). The dotted lines in Figure 3.5(c) shows $R \propto exp[-(\Delta_0 + \gamma \eta)/k_BT]$ using coefficient values $\Delta_0 = 0.31$ eV and $\gamma = 0.77$ eV, where $k_B$ is the Boltzmann’s constant. These values give the best fit to our data shown.

We determined the ratio of resistivities of M2 and M1 phase from the variation of R in M1+M2 coexistence. As the nanobeam gradually converts from M1 to M2, the interface position $y_{M2M1}$ changes from 0 to $L_0$. We can deduce the ratio
of their resistivities using

\[ R = R_{M1} + (R_{M2} - R_{M1}) \frac{y_{M2M1}}{L_0} \]  \hspace{1cm} (3.1)

from which we have

\[ \frac{1}{R_{M1}} \frac{dR}{dL} = \left( \frac{R_{M2}}{R_{M1}} - 1 \right) \frac{1}{L_0} \frac{dy_{M2M1}}{dL} = \left( \frac{\rho_{M2}}{\rho_{M1}} - 1 \right) \frac{1}{L_0} \frac{1}{\alpha_{M2M1}} \]  \hspace{1cm} (3.2)
and thus
\[
\frac{\rho_{M2}}{\rho_{M1}} = 1 + \frac{\alpha_{M2M1} L_0}{R_{M1}} \frac{dR}{dL}
\]  
(3.3)

Using equation 3.3 we can deduce that \(\frac{\rho_{M2}}{\rho_{M1}} = 2.3 \pm 0.2\). This ratio hasn’t been determined accurately before. In addition we find that \(\frac{\rho_{M2}}{\rho_{M1}}\) does not change by more than 5\% between 26 and 64 °C, implying that the activation energies are equal to within a few percent.

Another implication from these resistance versus length measurements is continuous distortion of M1 phase into the T phase. The additional increase in R as the length increases, indicated by the gray lines in Figure 3.5(c) show that there is a phase between M1 and M2 with higher resistivity than M1 and that phase is unstable relative to M2 at all temperatures from \(T_{tr}\) to below 26 °C. Also this finding is shown on the phase diagram (Figure 3.7) by a gray shaded strip.

### 3.2.5 Determining the Critical Temperature of Transition

To determine the critical temperature of the transition, which is the condition where \(P_c = 0\), we break the nanobeams using a nanomanipulator after all the measurements have been completed. Once broken, we end up with two cantilevers pointing each other. When we start from M1 phase and warm up toward \(T_c\), as we brought the cantilevers together, compression produces a domain of R phase in one of them. After retraction, this domain only persists only above a certain temperature. Below it, it shrinks as the compression removed. This temperature is the \(T_c\). An example of the measurement is shown in Figure 3.6.

By performing this experiment on several devices we concluded that \(T_c\) is equal to \(T_{tr}\) within an uncertainty of 50 mK governed by the temperature fluctuations, \(T_c = T_{tr} \approx 65.0 \pm 0.1\) °C. This discovery may have important implications about the nature of this solid state phase transition and may be useful for development of more accurate theories of the MIT in VO\(_2\).
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Figure 3.6: Finding the critical temperature and the effect of thermal expansion (a) The transition temperature $T_c$ at zero stress is measured by finding the temperature above which the metallic phase becomes stable in a cantilever, as illustrated here. (b) Measurements of length change needed to maintain a fixed M2-R interface position yielding a difference in thermal expansion coefficients $K_R - K_{M2} \approx 0.17 \times 10^{-4} \, ^\circ\text{C}$.

### 3.2.6 Constructing the Phase Diagram

As mentioned before, construction of the phase stability diagram of VO$_2$ is crucial for both understanding the MIT in VO$_2$ and for the realization of applications using VO$_2$. To construct the phase diagram we used measurements from ten nanobeams. The shape of the phase boundaries between phases can be deduced from measurements of interface position $y_{ij}$ vs $T$ where $i$ and $j$ denotes M1, M2 or R phases. The idea is, since the nanobeams are straight and the stress is applied from the ends, the stress in coexistence should be nearly uniform. Therefore phase equilibrium $P_c(T)$ at the interface must be equal to the stress along the nanobeam. Assuming similar values for the Young’s modulus $E$ for each phase then the axial strain has a uniform value $\eta = P_c/E$. Although a recent study\cite{103} reports evidence of a difference between M1 and M2 about 10-20% this would still
have not much effect on our results. Moreover even if \( E \) we substantially different its only effect would be altering the phase boundary slopes somewhat but would have no effect on our main conclusion. \( \eta \) varies with temperature according to

\[
\frac{1}{E} \frac{\partial P_c}{\partial T \mid_{ij}} = \frac{d\eta}{dT \mid_{ij}} = -\frac{\alpha_{ij} dy_{ij}}{L_0 dT} - \Delta K
\]  

(3.4)

where \( L_0 \) is the effective clamped length. \( \Delta K = K_{\text{VO}_2} - K_{\text{Si}} \) is the thermal expansion mismatch between the nanobeam and the silicon substrate. We choose not to compensate for the thermal expansion mismatch since the thermal expansion coefficients are not known accurately and the effect is not larger than the spread in the measurements between devices. We measured the difference in \( K_{\text{VO}_2} \) for different phases by comparing measurements made for the nanobeam mainly in phase \( i \) with those for it mainly in phase \( j \). For example in Figure 3.6 measurements made for R+M2 coexistence where \( L_0 = 40 \mu m \) is shown. Here, to keep \( y_{\text{M2R}} \) constant while changing the temperature, we varied the gap length. We find a 0.5 nm \(^\circ\text{C}^{-1}\) difference in the slopes for the nanobeam with suspended part mostly R and 75% M2. This difference results solely from the difference between \( K_R \) and \( K_{\text{M2}} \), which should be about \( 0.75L_0 \times (K_R - K_{\text{M2}}) \approx 0.17 \times 10^{-4} \circ\text{C}^{-1} \). This is consistent with the values reported in the literature.

For the monoclinic phases\([102]\), \( K_{\text{VO}_2} \approx 0.12 \times 10^{-4} \circ\text{C}^{-1} \) giving \( \Delta K \approx 0.09 \times 10^{-4} \circ\text{C}^{-1} \), with \( K_{\text{Si}} = 0.03 \times 10^{-4} \circ\text{C}^{-1} \). For the R phase\([102]\), \( K_{\text{VO}_2} \approx 0.30 \times 10^{-4} \circ\text{C}^{-1} \), but typically we perform experiments with about half of the nanobeam metallic, in which case \( \Delta K \approx 0.2 \times 10^{-4} \circ\text{C}^{-1} \). Hence \( \Delta K \) gives a correction to the phase boundary slope less than 10%.

To draw the phase diagram of \( \text{VO}_2 \), we deduced \( P_c(T) \mid_{ij} \) from measurements of \( y_{ij} \) versus \( T \). A constant from each \( y_{ij}(T) \) dataset is subtracted to set \( y_{ij} = 0 \) at \( T_{tr} = 65.0 \circ\text{C} \) since triple point is at zero stress. Then plugging \( y_{ij} \) dataset into equation 3.4 with proper \( L_0 \) with some allowance for a slightly different apparent clamping length. Another constraint comes from the Clausius-Clapeyron
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Figure 3.7: Phase stability diagram of VO$_2$ Deduced stress-temperature phase diagram. The small black filled circles are for the superheated M1 phases. The grey shaded strip is where a metastable T phase can occur.

relations,

$$\left. \frac{1}{E} \frac{\partial P_c}{\partial T} \right|_{ij} = \frac{S_j - S_i}{b^2(a_i - a_j)} \approx \frac{S_j - S_i}{\alpha_{ij} V}$$  \hspace{1cm} (3.5)$$

where $S_i$ is the entropy per vanadium pair and $b = 4.55$ Å is the base length and $V = b^2a_R = 59$ Å is the volume of the tetragonal unit cell. Using equation 3.4, we can eliminate entropy terms in the Clausius-Clapeyron equation which will give us

$$\alpha_{M2M1} \left. \frac{\partial \eta}{\partial T} \right|_{M2M1} + \alpha_{M1R} \left. \frac{\partial \eta}{\partial T} \right|_{M1R} = \alpha_{M2R} \left. \frac{\partial \eta}{\partial T} \right|_{M2R}$$  \hspace{1cm} (3.6)$$

The deduced boundary slopes from this constrain equation is shown in Figure 3.7 by the solid straight lines. We obtained a specific latent heat $T_c(S_R - S_{M1})/V = 1020$ cal/mol from the slope of the line fit to the M1-R phase boundary.
( \( \partial P_c/\partial T \big|_{M1R} = 71 \) MPa \( ^\circ \)C\(^{-1} \)). This value is consistent with the previously reported measurements in macroscopic crystals[11]. Similarly we deduce 710 cal/mol for both M2-R and M2-M1 phase boundaries with \( \partial P_c/\partial T \big|_{M1R} = 29 \) MPa \( ^\circ \)C\(^{-1} \). As indicated on the phase diagram, strain at the triple point is less than \( 1.0 \times 10^{-5} \) since \( T_{tr} \) and \( T_c \) is equal within \( \delta T \approx 0.05 \) \( ^\circ \)C. Entropy differences per vanadium chain is deduced to be \( S_R - S_{M1} = (3.0 \pm 0.3)k_B \) and \( S_R - S_{M2} = (2.1 \pm 0.1)k_B \). Also the temperature dependence of the Gibbs free energies \( G_i \) of the phases of unstrained VO\(_2\) is sketched in Figure 3.8 by setting \( G_{R=0} \). The slopes are entropies \( S_i = -dG/dT \) at zero stress. At the MIT we find that M1 and M2 phases are simultaneously degenerate with R phase.

### 3.3 Conclusions and Further Remarks

Current models of the MIT in VO\(_2\) doesn’t include or explain most of the facts revealed in our experiments. We believe findings in this study will be crucial ingredients for development of new models of this phase transition as well as realization of the applications employing it. This study revealed the first precise phase diagram of a solid state phase transition and techniques used in this study can be employed in studying different systems. For instance using the methods developed here can be used to study properties of 2D layered transition metal dichalcogenides. It is known that strain causes some changes in electronic properties in such materials [104, 105]. However there are only preliminary studies that investigated such effects and our scheme provides a precise and well con-
trolled way. Combining optical methods with our setup as mentioned at the end of chapter 2 will provide an excellent platform to study the effects of strain on optoelectronic properties of such nano-scaled materials. There are also things we can learn from strain measurements on hydrogenated nanobeams of VO$_2$ as discussed in chapter 4. Studying the effects of hydrogen on the phase stability may reveal how hydrogen modifies the strong correlations and suppresses the MIT depending on the hydrogen concentration.

One limitation of the strain setup is that it is designed to work under ambient conditions and at slightly elevated temperatures. It is not small enough to fit into a cryostat or a TEM chamber. A new design is needed to perform studies at such closed environments. However there are many nano-fabrication challenges for applications of strain and also for gap spacing measurement. Also, one of the main advantages of our strain setup is that cost of each chip is less than $100 since it doesn’t contain any active elements on it. This simplicity made it possible to study many different samples over a short period of time. However a chip that can fit into a small chamber must have active elements on chip which increases fabrication time and costs.
Chapter 4

Hydrogen Doping of VO₂

“Soon I knew the craft of experimental physics was beyond me- it was the sublime quality of patience - patience in accumulating data, patience with recalcitrant equipment which I sadly lacked.”

— Abdus Salam

Doping crystals by replacing few atoms in the lattice, intercalation of atoms into the crystal or by creating vacancies is an important modification for material processing technologies. For instance, currently semiconductor technology relies on doping of silicon with boron or phosphorus to change electronic conduction properties of the pure silicon crystal. This allows fabrication of devices such as transistors, diodes etc. Another example of doping is using rare-earth metals such as neodymium, erbium, ytterbium into crystals or quartz core in fiber optics. These are used as for making lasers where doped crystal acts as a gain medium. As another example, reversible intercalation of lithium ions inside polymers allow charge generation.

In VO₂ there are several dopants that can alter the MIT temperature and the transition properties. For instance chromium stabilizes M2 phase[28]. Another dopant known for VO₂ is tungsten[106], which decreases the MIT temperature.
Such control over the phases and the MIT in VO$_2$ enables more possibilities for applications. Another dopant for VO$_2$ is hydrogen, which is the least studied of all the dopants mentioned above. There are only two papers in the literature [37, 107] and only a little is known about the nature of hydrogenation in VO$_2$. In this part of the thesis I will discuss our findings about the hydrogenation in VO$_2$.

### 4.1 Introduction

Hydrogen is one of the most promising fuels among the alternatives to hydrocarbon based fuels[108, 109]. There are several reasons for that. First, hydrogen is the most abundant material on earth, although most of it is in molecular form. Second, even using hydrogen as a fuel in an internal combustion engine will increase the efficiency of the engine and also since the only product of this combustion is water, carbon emission will be zero. Third, there are novel methods to produce electricity by combining hydrogen with oxygen and this electricity can be used to drive several more efficient and less costly electric motors. However, low density, and low ignition energy of hydrogen makes storage and transportation for practical uses difficult[110, 111]. Other reason for the interest in diffusion of hydrogen in materials is the changes that it causes in the electronic and the crystal structure. For instance hydrogen passivates shallow impurities[112], saturates dangling bonds at surfaces, grain boundaries and vacancies in semiconductors[113]. In silicon industry, such effects may play significant role in device performance and fabrication. Another example is the hydrogenated ZnO[114], an n-type semiconductor with a band gap of about 3.4 eV. Due to large band gap, ZnO has been utilized as active layer in transparent thin-film transistors[115]. Electrical conductivity of the ZnO crystals heated in hydrogen environment is higher and the process is reversible[116]. The importance of hydrogen in ZnO is the fact that during the growth of ZnO crystals hydrogen is present in the envi-
ronment. Since hydrogen acts as a donor, making functional devices consisting of p-type ZnO becomes harder[117]. Final example I am going to discuss is the hydrogenation of TiO$_2$. Rutile TiO$_2$ has the same crystal structure as the metallic VO$_2$, titanium atoms arrayed on a body-centered tetragonal sub lattice and octahedrally coordinated to the oxygens. This arrangement results in open channels in the crystal parallel to the c-axis. As demonstrated in the late 70’s, these channels are the reason for large anisotropy in the diffusion of hydrogen[118, 119]. Hydrogen forms an O-H bond with the oxygen atoms in the octahedral. Vibrational modes can be detected by infrared absorption and Raman spectroscopy. Hydrogenation also alters the electronic conductivity in TiO$_2$[120].

A better understanding of hydrogenation in materials is important for both fundamental aspects and applications in hydrogen sensing, storage, generation, transparent optoelectronics and material processing. VO$_2$ offers a unique platform for studying hydrogenation of materials for several reasons. First, unlike any other material hydrogen gradually decreases the insulating gap[37] and above certain concentration it suppresses the MIT. This allows optical observation of hydrogenation since it manifest itself as color change. Second, effects of hydrogenation on strongly correlated materials aren’t known well. Alterations to strong correlations may lead to better control over the observed phenomena. Third, a better understanding of hydrogenation in VO$_2$ may lead to applications in hydrogen sensing and production.

In the early paper by Chippindale et al.[107] hydrogenated VO$_2$ (H$_x$VO$_2$, 0 < $x$ < 0.37) is prepared by both hydrothermal synthesis and spillover method. The vibrational spectrum has been measured using elastic neutron spectroscopy. Hydrogen amount in the unit cell is determined by X-ray diffraction on H$_x$VO$_2$ powder. For the values of 0 < $x$ < 0.08 VO$_2$ retains monoclinic phase while in the range 0.16 < $x$ < 0.37 it converts to a distorted rutile like orthorhombic structure. Experiments performed at 80 K and vibration frequencies calculated
for $\text{H}_x\text{VO}_2$. Results show that hydrogen forms bond with oxygen in a similar way to hydrogen in TiO$_2$.

More recent paper from Natelson’s group by Wei et al. reports measurements and \textit{ab initio} calculations of hydrogenation in single crystal VO$_2$ nanobeams similar to described in this thesis. They show that Raman shift in the range from 100 to 950 cm$^{-1}$ for hydrogenated VO$_2$ at room temperature is similar to metallic VO$_2$ above $T_c$ (Figure 4.1(a)). Moreover, electronic transport measurements revealed that as the hydrogen amount increases in the crystal, energy gap of the insulating state gradually decreases as shown in Figure 4.1(b). This indicates that hydrogen modifies the strong correlations. Nature of this modification is unclear. Selected area electron diffraction with limited resolution indicates that hydrogenated VO$_2$ has either orthorhombic as reported before[107] or rutile structure (Figure 4.1(c)).

This is more or less all known about hydrogenation of VO$_2$. In the following sections I will present the results of our studies performed on single crystal nanobeams.

### 4.2 Experiments

To understand the intrinsic behavior of hydrogenated VO$_2$, crystals need to be strain free. Complications from strain may alter the hydrogen diffusion characteristics and make it harder to interpret the results. Thus we either used cantilevered nanobeams or crystals on a soft polymer, PDMS, where former is proven to be superior over the nanobeams on PDMS. A thin layer, 1 nm of Pd acts as a catalyst to break molecular hydrogen gas to atomic hydrogen and speeds up the process. Unless otherwise stated all the devices used in our experiments are coated partially with Pd. Details of the fabrication processes of these samples are given in appendix B. Hydrogenation of VO$_2$ takes place in an hydrogen rich environment, at temperatures usually around 150 °C. We built a purpose made
4.2. EXPERIMENTS

Figure 4.1: **Hydrogen Doping of VO$_2$** Graphs from Wei et al. [37] showing (a) Raman measurements of both hydrogenated and normal crystals, (b) electronic conductivity change with hydrogenation and (c) selected area electron diffraction of M1 phase.

hydrogenation setup to have a better control over the process. Details of the setup is given in appendix D.

4.2.1 Anisotropy of Hydrogen Diffusion in VO$_2$

First we looked at the anisotropy of hydrogen diffusion in VO$_2$. A nm of Pd is evaporated on to VO$_2$ on PDMS and diffusion of hydrogen is observed from metallic region formation. As shown in Figure 4.2(a) dark regions only appear
at the facets that lead to rutile c-axis. There is no observable color change that diffuses from other facets. Also, by evaporating Pd to a part of the (201) facet, we observe hydrogen diffusion only along the c-axis direction. These observations indicate that the hydrogen diffusion is much faster along the rutile c-axis, very similar to what is observed in TiO$_2$. To see the extent of this similarity we did a preliminary measurement of the diffusion coefficient of hydrogen in VO$_2$, $D_{c\parallel}^{\text{VO}_2}$ parallel to the rutile c-axis. Hydrogenation performed at 100 °C and pictures of the sample are taken after certain intervals of hydrogenation at several different temperatures. Images taken at 60 °C are used to have an enhanced contrast of the hydrogenated region. We find that $D_{c\parallel}^{\text{VO}_2} \approx 2.0 \times 10^{-11} \text{ cm}^2/\text{s}$. This is very similar to the value measured in TiO$_2$, $D_{c\parallel}^{\text{TiO}_2} = 1.8 \times 10^{-11} \text{ cm}^2/\text{s}$ [121]. Experimental data and images are shown in Figure 4.3. Diffusion coefficient is calculated using Fick’s law in 1D, $L \approx 2\sqrt{\tau D_{c\parallel}^{\text{VO}_2}}$, where $L$ is the diffusion length measured from the length of the metallic region. $\tau$ is the exposure time to hydrogen gas. However the anisotropy of diffusion shows that if Pd layer does not cover some parts of the beam, hydrogenation happens nonuniformly along the nanobeams. This leads to complications due to lattice constant mismatch between hydrogenated parts and non-hydrogenated parts. For instance, if Pd layer is evaporated straight from the below as shown in Figure 4.2(b)-iii, only top portion of the beam facets gets covered by Pd. This results in hydrogenation of top potion only as shown in Figure 4.2(a).

To overcome this problem we fabricated cantilevered beam devices. This allowed us to evaporate Pd onto entire (201) facet as explained in appendix B and this strain-free nanobeams demonstrate intrinsic behavior of hydrogenated VO$_2$.

### 4.2.2 Supercooling of Hydrogenated VO$_2$

We observe supercooling of the metallic phase in VO$_2$ down to liquid nitrogen temperatures, especially when they are on PDMS. After hydrogenation, since we
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Figure 4.2: **Anisotropy of hydrogen diffusion and the effect of Pd evaporation** (a) Crystals showing anisotropic diffusion. There is no color change in the middle part of the crystal as well as from the sides. However, facets leading to the rutile c-axis shows dark regions after 15 min exposure to hydrogen gas at 150 °C. (b) Pd is evaporated is slanted, to one side of the beam only as depicted by a black line. Only the part of the (201) facet is covered. ii shows Pd evaporation to a cantilevered beam and iii shows evaporation on top directly. (c) Pd evaporated on to top surface of the crystal on PDMS and the right picture shows bottom of it. Black arrows indicate hydrogenated regions and after flipping the crystal upside down these regions look insulating. This confirms that Pd only covers a small part at the top of the crystal and hydrogen doesn’t diffuse in other directions as fast as it diffuses along the rutile c-axis. (c) Top picture shows Scale bars are 10 µm.

Perform hydrogenation at temperatures above the $T_c$, even after cooling down to room temperature crystals stay metallic. Depending on the hydrogenation time, we observed supercooling down to liquid nitrogen temperature. Only after reaching that temperature, most of the crystal turns insulating. Only the regions that are close to the (201) facets, which gets the most of the hydrogen, stays metallic. Increasing the temperature gradually turns insulating parts into metallic. If there are regions in the crystal that hydrogen hasn’t diffused during the hydrogenation process, the nanobeam turns metallic completely only after reaching $T_c = 65^\circ$C. Supercooling can be observed repeatedly by cycling up and down the $T_c$. Figure 4.4 shows series of hydrogenation steps that decreased the
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Figure 4.3: Preliminary measurement of the diffusion coefficient Graph shows the length of the metallic region stabilized by the hydrogen vs square root of exposure time. Using Fick’s law in 1D, we derived the diffusion coefficient of hydrogen at 100 °C. Inset shows the images after series of hydrogenation ranging from half an hour to 4 hours, increasing from left to right indicated by the black arrow. Scale bar is 10 μm.

Supercooling temperature.

Supercooling of the hydrogenated metallic phase in cantilevered beams, however, is not as prominent as the beams on PDMS. Although the exact nature of this phenomenon is not known to us, we believe, doping only the upper parts of the crystals on PDMS plays a role. The idea is, at temperatures above the $T_c$ hydrogenated regions are stable in the metallic phase. As it cools down to room temperature, bottom portion turns to insulator but this transition doesn’t destabilize the hydrogenated metallic layer on the top. As lower temperatures are reached, region in the top middle of the crystal turns insulating since it has less hydrogen concentration than the ends. Warming up to room temperature is not enough to induce the metallic phase in most regions where the $T_c$ is reduced by only a few degrees from its intrinsic value. However a more detailed study is
Figure 4.4: **Supercooling of the hydrogenated metallic phase.** All pictures are taken at room temperature and hydrogenation is performed at 100 °C. (a) Before hydrogenation, (b) after half an hour no supercooling, (c) after total of 1 hour. Upper picture is right after doping, lower picture is after cooling down to -10 °C. (d) After 2 hours total, this time insulator appears below -20°C and (e) after 4 hours insulator is retrieved by dipping the sample into liquid nitrogen, so it is somewhere between -20 °C to -196 °C.

required to elucidate this claim. Another aspect of supercooling is, after several hours over the hydrogenation, without need to cooling down to low temperatures, most of the crystal, except highly doped regions relaxes to insulating phase. This is only observed in crystals on PDMS, which suggests that the observed effect might be due to PDMS substrate such as slow relaxation of PDMS with time.

### 4.2.3 Segregation of Hydrogen in VO$_2$

One of the most intriguing aspects about hydrogenation of VO$_2$ is segregation of hydrogen over time. The effect can be observed in two ways. First, if hydrogenation is performed under low concentration hydrogen environment at temperatures slightly above the $T_c$ such as 90 °C, it takes about 3 hours under 5 mL/min H$_2$ and 10 mL/min Ar flow to have a 15 micron hydrogenated region on the cantilevered beam. As the beam cools down from $T_c$ first non-hydrogenated part turns insulating. Following that, rather than the metal-insulator interface gradu-
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Figure 4.5: **Formation of stripes on cantilevered nanobeams.** (a) 1.2 nm of Pd layer is evaporated to the tip of the nanobeam only. Sequence of images shown at the left is after exposure to hydrogen for three hours and the sequence on the right shown same nanobeam after 1 more hour of hydrogenation at the same conditions, 90 °C and same hydrogen concentration. To show how stripes evolve sequences of images are shown at different temperatures. (b) Comparison between stripes after 3 and 4 hours of exposure. After 3 hours stripe separation is 0.9 μm while after 4 hours it is 1.3 μm. Length of the free part of the beam is 27.5 μm.

ally moving, parts further from the tip of the cantilever starts turning into insulator in discrete jumps. As a section of the beam turns insulator it leaves a thin stripe, usually about a micron wide, behind. As the temperature decreases number of stripe increases till at certain temperature stripes start to disappear in the order they appeared. Second occasion where we observe that kind of formation is hydrogenated crystals on PDMS. After a certain amount of time, which is not known to us exactly similar stripes form. For instance, a sample hydrogenated 2 months before shows a stripe near the end. Figure 4.5(a) shows series of images taken at different temperatures and how the metallic region changes with temperature. Figure 4.5(b) shows pictures taken after 3 and 4 hours of exposure to same hy-
drogen environment at 90 °C. These pictures are selected to show the differences. These observations suggest that there are at least two mechanisms governing the motion of the hydrogen inside the VO₂ crystal. One of them is the diffusion of hydrogen within the crystal which spreads the hydrogen. Another mechanism is the one responsible for the segregation. This might be resulting from the fact that hydrogen atoms are more stable in the metallic phase than the insulating phase, so such segregation lowers the free energy of the hydrogenated crystal. At temperatures near or below the Tc this mechanism is faster than the diffusion which results in such segregation. At higher temperatures however, since diffusion is much faster and hydrogenation happens in minutes we don’t observe formation of stripes. However, again these claims need more evidence to be supported and even if the explanation is correct we don’t know why hydrogen prefers to accumulate in a small region rather than diffusing to entire crystal.

4.2.4 Hysteresis in Metallic Length

To see how the metallic region induced by the hydrogen depends on the sample temperature we did several temperature cycles and measured the metallic length L_T from the tip of the cantilever. A cantilevered beam with 1 nm Pd coated on to the tip is hydrogenated for 10 and 15 minutes at 120 °C. Temperature
cycle is started at 27 °C for both 10 and 15 mins. $L_T$ doesn’t expand, indeed it shrinks by fraction of a micron till above 40 °C. Then most of the time close to the $T_c$, cantilever becomes fully metallic (Figure 4.7). Cooling down shows a different and more monotonic pattern. Once a certain temperature is reached, $L_T$ decreases smoothly. In our experiments we cooled slightly below zero and metallic phase persisted. Heating from the lowest temperature follows a similar pattern to the initial warm up. $L_T$ starts increasing only after certain temperature which is about 40 °C. We believe steady decrease in the metallic length with temperature indicates the hydrogen density along the nanobeam. Position where the jump to fully metallic state happens at the position where beyond there is no hydrogen. Line fit to the decrease in $L_T$ with temperature indicates that for 10 min. exposure $L_T = 0$ will be at $\sim -20$ °C and for 15 min. exposure $\sim -40$ °C.

Figure 4.7: **Hysteresis of the metallic length** (a) 1 nm of Pd layer is evaporated to the tip of the nanobeam only. Hydrogenation is performed at 120 °C for 10 mins. and 15 mins. Optical and SEM images are shown. Flakes seen in the SEM image are due to an exploded indium contact. (b) Graph on the left is change of the metallic length from the tip of the nanobeam with temperature after 10 mins and the graph on the right after 15 mins. Red lines indicate warming and blue lines indicate cooling. There are two cycles in both graphs. Inset shows the change of metallic region with temperature after 10 mins. of hydrogenation. Free beam length is 37.5 µm.
with 0.074 µm/°C and 0.095 µm/°C slopes respectively. A more detailed study is required to interpret the results of these measurements.

Another observation we made is the size of the nanobeam has no considerable effect on the formation of metallic domain, which is consistent with diffusion being 1-dimensional. As shown in Figure 4.8 all three beams with different dimensions show no distinguishable temperature dependence of $L_T$. This is the same device presented earlier in this subsection. The length measurements are taken after 10 minutes at 120 °C with 5 mL/min H$_2$ and 10 mL/min Ar flow.

**Figure 4.8:** Effect of the beam dimensions on hydrogenation. Graph shows the change of metallic length $L_T$ with temperature of three different nanobeams on the same substrate as shown in the inset. All three beams essentially show same temperature dependence. Only coexistence regime is shown for clarity.

### 4.3 Conclusion and Future Directions

This is a very fascinating area of research because of the reasons stated in the introduction part of this chapter. Being able to see hydrogen diffusion optically
is unique to VO$_2$ and further investigation of hydrogenation may have significant impact on our understanding of hydrogenation of materials. Another fascinating aspect of hydrogen doping is it acts as a control knob for strong correlations as stated before. Mastering such a degree of freedom may result in better understanding the MIT and realization of applications proposed.

Studies presented here are not capable of drawing a complete picture about hydrogenation of VO$_2$, however, still we have clarified its new aspects. For instance one of our new results is the fact that there are several mechanisms that control the propagation of hydrogen inside the VO$_2$ crystal. More experiments are needed to elucidate this new phenomenon. For instance, a careful measurement of formation of stripes with doping temperature can provide how fast this segregating process takes place. Also an observation of long time evolution of the stripes is needed to understand how much this mechanism effects hydrogenated samples at room temperature. Another experiment would be the measurement of Raman active optical phonon modes that emerge due to hydrogen in the VO$_2$ crystal. We have done some preliminary measurements but failed to locate any modes due to equipment inadequacies. Measurement of these modes would provide useful information about how hydrogen interacts with the ions in the crystal. Electronic transport measurements can also provide invaluable information. For instance multi-contact measurement of resistivity can provide a more accurate way to measure hydrogen diffusion along the nanobeam. In-situ measurements during hydrogenation can lead to measurement of hydrogenation rate and hydrogen amount inside the crystal. Electromigration of hydrogen can also be studied with such a system. Also effects of electric and magnetic field on the metallic stripes can lead to new information.

Other than fundamental interest, immediate applications of hydrogenation is apparent. For instance a hydrogen sensor made of VO$_2$ films may have extreme sensitivity and selectivity to hydrogen gas. Also from our experiments, devices
can survive and can be hydrogenated over months waiting under ambient conditions. Another application can be hydrogen sensing in organic environments. Free protons in the organic solutions can be detected by electrical resistivity measurements. Further investigation will reveal new and novel applications.
Appendices
Appendix A

VO₂ Nanocrystal Growth

We grow single crystal VO₂ nanobeams and nanoplates using slightly modified version of Guiton et al.’s [2] physical vapor deposition (PVD) method. Here we discuss the details of the growth setup, the techniques and the parameters that we use to grow VO₂ nanocrystals on various substrates.

A.1 Growth Setup

We use a fairly simple growth setup. A quartz tube with vacuum and gas feed flanges placed inside a Lindberg/Blue M TF55035A-1 tube furnace that can go up to 1100 °C. Temperature is constant within 10 cm from the center of the furnace and decreases quadratically towards the edges. Argon and oxygen gases are connected to the quartz tube with copper tubing from one end with a fixed flange, and to an Edwards 12 vacuum oil pump from the other end with a high vacuum hose. Flow meters from the gas cylinders allow us to control the amount of gas passing per unit time and a pressure gauge and a control valve allows us to control and measure the pressure inside the tube. A schematic of the setup is depicted in Figure A.1(a). We place the source crucible and the substrate in a secondary, smaller diameter quartz tube and slide that tube in to the outer
tube by removing the hinged clamp connecting the high vacuum hose from the vacuum pump to the flange on the outer quartz tube (not shown in the figure). This allows us to change inner tube with ease as it accumulates source material on the walls, which helps to keep the outer tube clean and minimizes the growth to growth variations due to accumulation of excess material on the walls of the quartz tube.

The relevant dimensions of the setup is given in the caption of the Figure A.1(b).

Figure A.1: **Growth setup** (a) A schematic of the growth setup. The source crucible and the substrate is placed in to the center of the tube furnace few centimeters apart. Red coils denote the hot zone of the furnace where temperatures can reach up to 1100 °C. Vacuum pump evacuates the quartz tube and argon and oxygen gases are flown through the tube. (b) Picture of the furnace with upper lid open. Length of the ruler is 30 cm. Diameter of the outer tube is 2.5 cm and the inner tube is 1.8 cm. Total length of the outer tube without flanges is 78 cm.
A.2 Growth Parameters and Procedures

Although we have a good understanding about the parameters that are involved in the growth process, we are far from having a complete control over the growths. Over the course of 3 years we collected all parameters that might be relevant to the crystal growth in a database. In this section we are going to discuss the growth parameters and their effects on the growth of the crystals depending on the trends in the growth database and the literature.

A.2.1 Growth Parameters

Source Material

Although the original method [2] is a PVD, we (not published) and other groups [122, 123] realized that using V$_2$O$_5$ powder promotes the growth of VO$_2$ under certain conditions. We put tens of milligrams of V$_2$O$_5$ powder from Alfa Aesar® into an alumina crucible from Almath, 5 cm long 0.5 cm wide and 1 cm tall. We use same crucible over many growths. Using new crucible shows no significant difference than the multiple times used one in terms of grown crystals, however a layer of black crystal chunk covers the surface of the crucible that can be scratched off to some extend.

Vacuum and Ar Flow Rate

Vacuum control is crucial for the success of the growth process since even small amounts of oxygen in the system can alter the oxidation state of the source or intermediate states at elevated temperatures, which may result in growth of undesired stoichiometries. Thus leaks in the system must be checked throughly and fixed. We perform crystals growth under few mbar when there is no argon gas flowing. Typical vacuum leak for our setup is around 1 mbar/hr.

Argon gas is used as carrier for the vanadium compound vapor from the source
crucible to the substrate. Flow rate should be adjusted such that the vapor can land onto substrate without leaving the chamber. However exact dynamics of that process is unknown to us although some insight can be gained by examining the dynamics of the growth with source placed onto substrate as studied by Strelcov et al. [122]. Argon flow rate is kept around 0.42 l/min which raises the tube pressure to 10 mbar.

**Temperature and Growth Duration**

Growths can be performed at different temperatures with different growth durations. As shown in Figure A.2 during the growth as temperature changes the source material goes through different oxidation states. Although the typical growth temperature we use is 950 °C, growths can be performed at temperatures ranging from 850-1000 °C.

Growth duration is another crucial parameter that determines the shape and size of the crystals. If the duration is too short, under-grown crystals will be dominant. If the duration is too long, then over-growth over the sample will be observed. Typical growth duration ranges from 3 to 15 minutes.

**Source Crucible and Substrate Positions**

As mentioned before temperature profile inside the furnace is almost constant over a region of 20 cm. To utilize the hot region most, we place the source crucible 2.5 cm to the left of the center and the substrate to few centimeters to the right. Although there are some clues about the combined effect of the argon flow and the substrate position, it is hard to isolate sole effect of position dependence of the growth since the effect of surface preparation of the substrate plays a big role but it can only controlled to some extend. Yet under idealized conditions, substrate within a centimeter of the source usually results in thick plates, 1 to 7 cm may result in plates or wires, and beyond 10 cm usually results
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Figure A.2: Figure from Strelcov et. al. [122] showing the stages of growth based on the data from [124] and [125]. Optical images show the transformation of source material as the growth proceeds. V$_2$O$_5$ powder turns darker as temperature increases as a result of chemical reduction. Then the powder melts around 670 °C, and forms small droplets (picture 4). Intermediate V$_6$O$_{13}$ crystalline nanowires start nucleating after melting by consuming the liquid (picture 5-9). Around 710 °C, the V$_6$O$_{13}$ crystalline melts (picture 10) and VO$_2$ crystals start forming (picture 10-12). The dark and light green lines show the evolution of the system described as motion of the figurative point along two distinct trajectories.

in incomplete growth since temperature does not get high enough to form VO$_2$ crystals.

**Surface Preparation of the Substrate and Catalysts**

Type of the crystals grown depends heavily on the properties of the substrate surface. Most of the crystals are grown on silicon substrate covered with SiO$_2$. Depending on the device needs wafer with either 500 nm or 2 µm oxide is used. However no study has been done on the effect of the thickness of oxide layer on the growth and we haven’t seen any direct relation between growth type and density with the oxide thickness. Typical surface preparation involves ace-
tone, isopropyl alcohol(IPA), distilled(DI) water rinse and nitrogen gas drying, respectively. However, almost any substrate prepared this way yields different, irreproducible growth even though all the parameters are kept the same. It is most likely that organic chemicals have a catalytic effect on the growth and slight difference in the cleaning process leads to dramatic changes (will be discussed in growth parameters in detail).

Another growth type is epitaxial growth on single crystal substrates. One of the most suitable substrate for the epitaxial growth is TiO$_2$, which has the same crystal structure as the high temperature rutile VO$_2$. In this growth type, surface de-oxidation of TiO$_2$ must be controlled in order to get the right stoichiometry for VO$_2$. Details of this growth method is discussed in next subsection A.2.2.

Catalysts play an extremely important role in the growth. For instance stamping textured finger-tip of purple nitrile powder-free gloves by Kimberly-Clark promotes crystal growth dramatically. However, the chemicals involved in the catalyzation using nitrile glove is unknown to us.

### A.2.2 Growth Procedures

Depending on the type of crystals that are intended to grow and the substrate type, growth parameters and substrate preparation varies. Here I list the details of how to grow each crystal type.

**Sparse, tens of microns long VO$_2$ nanowire growth**

Growth of crystals start from certain "fuel" stations as shown in figure A.2 and nanowires crystallize from these stations. In PVD growth density of the fuel stations in a region on the substrate are determined by several factors such as density of catalysts in that region, duration of growth, temperature, flow rate etc. To grow sparse long nanowires, tap the surface of dried substrate very lightly with Kimberly-Clark purple nitrile powder-free glow after cleaning the substrate
with acetone-IPA-DI water in this order. A short growth duration is needed to keep the number of fuel stations at a desired level. Typically a growth of 5 minutes at final temperature will be enough to grow long nanowires. Another parameter to control is the Ar flow duration. Flowing Ar beginning from the warm up cycle will result in too much source deposition. So Ar should only be flown during the growth duration at final temperature. Source amount doesn’t matter much to our experience and something between 10-50 mg will be enough. After growth we usually perform a rapid cooling and stop the Ar flow immediately after the specified growth duration which helps to stop growth while the oven is cooling down. Before removing the sample, oven should cool down to at least 300 °C in order to prevent excessive surface oxidation.

**Plate growth**

Growing plates is easier than growing nanowires most of the time. Preparation of substrate will be same as nanowire growth except that glove print stamping should be with a little more pressure on the substrate. Again, over pressing the glove will result in extremely dense growth. Growth time should be a little bit longer than 5 minutes, too. Except than these, other procedures are the same as nanowire growth.

**Epitaxial growth on single crystal rutile substrates**

Using PVD method for epitaxial growth is a very cheap way of getting epitaxial films of VO$_2$ compared to pulsed laser deposition or molecular beam epitaxy methods. However, we had no chance of comparing the quality of the films grown by PVD method to other more advanced methods. To grow epitaxial films, one need to carefully control the surface de-oxidation of the target substrate. The problem is as the temperature inside the furnace increases toward the growth temperature, surface of the oxide substrate, i.e. TiO$_2$ reduces by loosing oxygen.
Thus, during ramp up oxygen gas needs to be flown into the chamber. Typically a rate of 0.25 l/min is enough. Once the growth temperature is reached, oxygen gas must be turned off and Ar gas needs to be flown. Duration of the growth is usually limited to several minutes, however if one needs thicker films it can be extended. Typically no surface preparation is necessary for growth on TiO$_2$. This growth method requires experience with PVD growth. The problem is TiO$_2$ is very expensive and adjusting the growth parameters require extensive experience with the current state of the furnace (calibration of thermocouple, leak rates, source etc.).

![Figure A.3: Different VO$_2$ crystal types.](image)

### A.2.3 Concluding remarks on growth procedures

From a physicist’s perspective crystal growth is more art than science. There are many parameters that can have effect on the growth and the phase space that those parameters form is usually very complicated to tackle for someone whose aim is to study the crystal itself rather than how it grows. However, this doesn’t mean that one needs to do arbitrary things to get crystals. There are few golden rules to follow.

- As for most growths, VO$_2$ growth is very sensitive to air leaks into the growth tube. Both oxygen and nitrogen have adverse effects on the growth.
- Substrate preparation is very important. Usually organic compounds have dramatic effect on the growth.
In PVD growth, temperature needs to be high enough to have a volatile constituents from the source and these constituents need to be translated toward the substrate which needs to be at right temperature to form the desired crystals. If the substrate is not in the correct temperature zone, you won’t be able to grow the desired crystal.

Gas flow is important in PVD method, however excessive flow may result in washing the constituents that for the crystal.

Usually the quartz tube used for the growth gives hints about the growth. By investigating tube it is possible to understand how growth went.

Last but not least, in crystal growth never jump to conclusion, or take action after you see something once!
Appendix B

Device Fabrication Techniques

In this appendix I discuss the details of device fabrication techniques used in the experiments presented in this thesis. Sections in this appendix describe the devices in each experiment and their ordering follow the chapter ordering.

B.1 Suspended Nanobeam Devices for Photocurrent Studies

As described in the main text when VO$_2$ is grown on the SiO$_2$ surface, adhesion to substrate causes non-uniform strain on the nanobeam. This leads to complicated domain patterns [100] and makes it difficult to study different phases. However, an ingenious design by Wei et al.[26] relieves the non-uniform strain by suspending the nanobeam across the gold contacts which only leaves a uniform stress along the pseudo-rutile c-axis of the nanobeam. The constraint on the distance between two contacts manifests itself as when the temperature goes above the transition temperature $T_c$, some portion of the beam turns into metallic phase and the other part stays insulating. Given the fixed gap length $L$ above the $T_c$, nucleation of the metallic domain decreases the natural length of the beam since the metallic phase has shorter lattice constant along the pseudo-rutile c-axis. As
metallic domain size grows with the increasing temperature stress is adjusted so that two phases coexists.

In our scanning photocurrent experiments we used devices similar to Wei et. al. paper. Scanning electron microscope images are shown in Figure B.2(b). Both images are taken at room temperature with upper panel showing a typical unbuckled device whereas lower panel is showing a buckled one. The distance between the contacts varies for the devices we used in the SPCM studies. Depending on the contact separation, device characteristics also changes. For instance, devices with contact separations greater than 20 m we observe IM1-I-M2 coexistence below Tc. Also, as expected these devices show buckling.

![Suspended Nanobeam Devices](image)

Figure B.1: **Suspended Nanobeam Devices** (a) Comparison between cantilevered nanobeam (upper) and doubly clamped suspended VO2 nanobeam (lower) before and after the phase transition indicated by down arrows. Vanadium chain axis(pseudo-rutile c-axis) denoted by an horizontal arrow. When the nanobeam is fixed on both ends it is energetically more favorable to go into coexistence. (b) SEM micrographs of two suspended nanobeam devices at room temperature. The image on the lower panel shows a buckled beam.

### B.1.1 Device Fabrication and Typical Issues Encountered

Device fabrication starts with preferably more than 30 µm long and about 2 µm wide nanobeams grown on Si chip with 2 µm thick oxide layer. Long wires ensure better clamping while thick oxide makes sure that once the oxide layer is removed in order to suspend the nanobeam later in the fabrication, contacts won’t short via Si substrate. A schematic of device fabrication steps in shown in Figure
B.2(a). Using optical lithography, we locate suitable nanobeams and write the contact pad patterns. Heidelberg µPG mask writer is used for that purpose since locating wires is simple with the built in camera. For all of the devices that we measured, we used Az1512 photoresist for patterning the contacts. After writing the pattern, resist is developed and the chip is rinsed thoroughly. In some samples we used oxygen plasma to clean off the any residue from the resist, however no significant difference is observed between well exposed and developed devices and plasma cleaned devices. Then using e-beam evaporator, 100 to 300 nm of gold is evaporated following 5 to 10 nm of titanium as wetting layer for gold. During the evaporation of gold, rotation of the sample holder of the e-beam evaporator is crucial since if the holder is stationary gold doesn’t cover the sides of the nanobeam leading to a poor clamping of the wire. After the evaporation excess metal is removed by dissolving the resist layer under the gold. As the resist dissolves in acetone, only the metal on the patterned regions stays while the rest lifts off. Usually hot acetone bath (60 °C) is used in order to speed up the lift off process. In some cases short bursts of sonication is needed to remove metal in certain areas. Final step is etching the oxide layer, which leaves the nanobeam suspended and completes the fabrication of the device. We used buffered oxide etchant (BOE), a mixture of HF (hydrofluoric acid), NH₄F and H₂O. Typically 80 nm/min etch rate is achieved by 1 part 48% HF and 6 parts of 40% NH₄F mixture BOE. Devices are etched about 8 minutes to suspend typical beams. Longer etch time is required for wider beams. After etching we optically investigate the beams for obvious defects that are mentioned below. Then $R - T$ characteristics of the ones with no obvious defects are studied from room temperature up to point where it is completely metallic. If the device is stable after few cycles and the $R - T$ curves show no change over the cycles, then devices are used in SPCM study.

Figure B.2(b) shows SEM images of devices with typical problems. Upper panel
shows a device with inadequate gold evaporated. Also the sample holder of the evaporator was stationary. As a result BOE gets underneath the beam and after one cycle above the $T_c$ due to stress on the beam gold contact can no longer hold the beam down. Another problem is over etching the oxide layer, exemplified in the middle panel. BOE gets beneath the nanobeam from the sides and the front and carves out the oxide supporting the nanobeam. Thus, beam falls down off the metal leaving no or bad contact. Final common example is underetched devices as shown in the lower panel. Unetched SiO$_2$ causes non-uniform strain on the beam which is not desired in our devices.

Figure B.2: **Fabrication of Suspended Nanobeam Devices** (a) Fabrication steps from growth of VO$_2$ nanobeams on oxidized Si chip to etching the oxide layer. Details of the steps are described in the text. (b) SEM micrographs of bad devices. Details are explained in the text.
B.2 Cantilevered VO\textsubscript{2} Beams for Hydrogen Doping

As it is mentioned in chapter 4 due to extreme anisotropy of hydrogen diffusion in VO\textsubscript{2} crystal, covering the facets leading to the rutile c-axis with Pd is important for avoiding any complications that might arise in the experiments due to off c-axis non-uniform hydrogen density. However as shown in Figure B.3 when Pd is evaporated straight from above or even with a very steep angle, only the upper parts of the end facets are covered with Pd. Figure B.3(a)-(b) shows top and bottom side of a nanoplate respectively. Comparison of these two images clearly shows that only a fraction along the thickness of the nanoplate end is covered with Pd, thus the bottom portion has a different hydrogenation pattern. To avoid that problem we fabricated cantilevered beam devices.

After loosening PVD grown nanobeams in buffered oxide etchant (BOE) for a couple of seconds, using a sharp tip attached to a Marzhauser Tango nanomanipulator, nanobeams are transferred onto side of either a Si chip or a PDMS coated Si chip. Transfer process takes a lot of practice and a good technique. It is easier to pick wires from the sides of the growth chips. Electrostatics can also be used to pick up the nanobeams. Care taken to ensure that the transferred sides of

![Figure B.3: Importance of Sample Orientation](image-url)

Top, side where Pd evaporation performed, and bottom side of the same nanoplate is shown in (a)-(b) respectively. (c) and (d) are cartoon showing the Pd accumulation on VO\textsubscript{2} depending on the orientation of the crystal.
the substrates are not rough or uneven. Although the transferred nanobeams go through BOE cleaning before the transfer, transfer process often introduces debris onto nanobeams. Also any oxide layer left on the VO$_2$ nanobeams may have adverse affect on hydrogenation. Due to these reasons a second BOE cleaning is necessary, yet without any fixture to the transferred substrate, BOE washes away the nanobeams. Thus nanobeams are fixed with a UV curable epoxy. A droplet of Norman Electronic Epoxy 121, is picked up with a very sharp glass needle and placed very close to the nanobeam without touching the nanobeam to avoid sticking to glass needle. As the needle raised, due to surface tension droplet starts spreading and when the needle losses contact with the epoxy, epoxy rushes to the nanobeam and partially covers it. A few minutes under UV lamp hardens the epoxy leaving the beam fixed. It is a good idea to check the side of nanobeam faces toward substrate since in some rare cases epoxy covers the cantilevered region. After fixing the beams, second BOE cleaning is performed and without any delay, chips are placed in to e-beam evaporator with free end of the cantilevered beams facing to the source crucible. Thickness of evaporated Pd seems to matter although we haven’t done a detailed study to back-up this observation. Usually thickness of around 2 nm works best and for films around 10 nm fails to catalyze hydrogen gas as efficient.

For transport measurements and electromigration studies, indium contacts are placed on part of the beam on the substrate.

### B.3 Suspended VO$_2$ Beams for Strain Measurements

The chips used for the strain measurements are micromachined from silicon chip with 500nm thermal oxide using deep-reactive ion etching technique at Santa Barbara nanofabrication facility at a cost. A four-inch wafer is patterned with photolithography and 20 or 40 µm gaps are etched through the whole thickness. Once we receive the chips, surface coating is resolved by acetone and some of
the chips are evaporated with gold via a shadow mask. Then nanobeams are transferred across the gap in a similar way as described in the previous section for cantilevered beams. The only difference here is the nanobeam is glued down from both ends and some of the are contacted with indium to shadow evaporated gold contacts.

![Figure B.4: Device for Strain Measurements](image)

(a) A device with gold pads is shown. (b) A two paddled design is shown. (c) An SEM image of a nanobeam contacted by indium and glued down, ready for measurements.

Since the paddle part is held in place by a tiny fixture, strain chips are very fragile. In every step of device fabrication care must be taken to protect the device. Even closing the lid of a container may break the paddle. Never grab the chips from the paddle part. Also, once the beam is transferred across the slot extra attention needs to be payed since if the gap opening changes more than several microns nanobeam may be broken.
Appendix C

Nano-Scale Object Strain Setup

The strain setup consists of several different components. First component is the temperature stage which holds the chip in place with a precisely machined slot. 1 cm by 1 cm slot recessed by half a millimeter provides a firm encapsulation to the body of the micro-machined chip. Two notches carved to the sides for easy removal of the chip from the slot. Additional holes are drilled on the temperature stage to decrease the thermal mass of the stage. There are two PT-100 sensors one buried in the stage and the other is mounted with high thermal conductivity epoxy on the top surface of the stage close to the chip measures the temperature. 4-wire measurement technique is used to minimize the offset in temperature that might be caused by the cabling to the temperature controller. Temperature measurement and closed-loop control is performed with a Lakeshore 325 temperature controller. The piece that holds the temperature stage also holds a PCB board with metal pins sticking down both clamps the chip down and also makes the electrical contact for electronic transport measurements. A small piece from the side of the temperature stage is removed to allow laser beam reflection from the side of the chip’s paddle part. Second major component is the laser detection system. A laser diode through a pinhole is passed through a beam splitter travels through a hollow glass tube to the side of the paddle. The glass tube has
an important function in eliminating the noise caused by deflection of the laser due to warm air currents near the temperature stage. After reflection from the paddle, beam splitter diverts part of the laser beam to a position sensitive detector (PSD) from OSI optoelectronics, duolateral PSD SL-5. Depending on how much the laser deflects a comparator circuit determines the relative change in the distance. Laser beam is pulsed at 500 Hz and a software lock-in method is used to filter out the noise. Finally the piezoelectric stage from PI (Model P-611.10) with a probe mounted on top pushes the paddle. The piezo stage is connected to a remotely controllable power supply. All the electronic components are connected to a DAQ card from National Instruments. Readings from the DAQ card is processed with a custom made LabView program. Also whole setup is mounted on a high magnification microscope equipped with linear polarizer and a Canon T3i camera. Camera image is calibrated with an AFM calibration standard for length measurements on the image. Based on these measurements a screen pixel reading program, MB ruler, is used to measure lengths on the image. These measurements are correlated with the temperature and gap change measurements. Whole setup is enclosed with a grounded aluminum foil coated cover to shield interference and air currents which affects the precision of the measurements during the experiments.
Appendix D

Hydrogen Doping Setup

For hydrogenation a controlled environment is important. A vacuum chamber with temperature control is desired for creating this controlled hydrogenation environment. The chamber we built for hydrogenation is capable of providing this environment. Sample temperature can be controlled from -40 to 200 °C and a less than a mTorr vacuum can be achieved. Also the chamber is integrated with microscope and it can be modified to have a window for in-situ optical measurements as well as electrical vacuum feed-through for electronic transport measurements. System can be controlled via a LabView program.

Chamber and the lid is machined out of 6061 aluminum alloy. Total thickness of the chamber is kept below 2.5 cm to make it compatible with most long-working distance microscopes. Gas inlets and vacuum pump outlet are copper tubes fitted into the aluminum chamber and fixed by Varian Torr Seal. Before connecting the copper tube to the chamber, both contact surface are cleaned thoroughly. Torr Seal is an excellent low vapor pressure epoxy and works very well under low temperatures. Temperature of the sample is controlled with a Peltier plate specifically designed for high temperatures from Custom Thermoelectric(Part number= 03111-9L31-0600). The Peltier plate is fixed on to a copper cooling stage for water cooling with an thermally conductive epoxy, Omega Bond-200
Figure D.1: **Hydrogen doping setup** (a) Close-up view of the chamber. Essential components are marked on the image. Viton o-ring from Marco Rubber is used to seal the chamber with when aluminum lid is closed. Peltier plate (PP) is fixed down with a high thermal conductivity epoxy. Pt-100 temperature sensor attached to 4-wires is glued onto the stage with very high thermal conductive epoxy. Water cooling base is essentially a copper heat exchanger to dissipate excess heat during cooling operation of the Peltier plate. Cable connections to the PP and the temperature sensor is made through a vacuum feed-through from Fischer scientific. Multiple pins of the feed-through is used to separate the maximum 4 ampere current. (b) Gas and water ins and outs. (c) General view of the setup. Water chiller, gas tanks, vacuum pump, on the ground and the setup and the computer controls are on the table. There is an optical table to dampen the vibrations. (d) Close-up view of the flow controllers, the pressure sensor and the daq card with the water chiller on the background.

durable at high temperatures. A PT-100 platinum sensor is also attached to the top surface of the Peltier plate using the same epoxy. Since Peltier plates require high currents for operation we used a current source connected to a Lakeshore 340 temperature controller. This allowed us to achieve temperature stability at desired temperature on the order of mK when the chamber is closed. Ar and H₂
gas flow rates are controlled using Omega FMA5414 flow controller and meters calibrated for the gases used. Two pressure sensors, one before the chamber, other before the pump used. All the electronics are interfaced with a DAQ card to a computer and controlled by a LabView program. We designed and wrote the program which allows users to control the setup, perform automated hydrogenation and track changes in the system parameters. Moreover microscope integration allows simple visual inspection at them moment but improvements on the optics will allow more detailed studies.
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