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The goal of the work presented here is to explore the unique interactions between a host star, an orbiting planet, and additional planets in a stellar system, and to develop and test methods that include both radiative and gravitational effects on planetary climate and habitability. These methods can then be used to identify and assess the possible climates of potentially habitable planets in observed planetary systems.

In this work I explored key star-planet interactions using a hierarchy of models, which I modified to incorporate the spectrum of stars of different spectral types. Using a 1-D energy-balance climate model, a 1-D line-by-line, radiative-transfer model, and a 3-D general circulation model, I simulated planets covered by ocean, land, and water ice of varying grain size, with incident radiation from stars of different spectral types. I find that terrestrial planets orbiting stars with higher near-UV radiation exhibit a stronger ice-albedo feedback. Ice extent is much greater on a planet orbiting an F-dwarf star than on a planet orbiting a G-dwarf star at an equivalent flux distance, and ice-covered conditions occur on an F-dwarf planet with only a 2% reduction in instellation (incident stellar radiation) relative to the present instellation on Earth, assuming fixed CO$_2$ (present atmospheric level on Earth). A similar planet orbiting the Sun at an equivalent flux distance requires an 8% reduction in instellation, while a planet orbiting an M-dwarf star requires an additional 19% reduction in instellation to become ice-covered, equivalent to 73% of the modern solar constant. The reduction in instellation must be larger for planets orbiting cooler stars due in large part to the stronger absorption of longer-wavelength radiation by icy surfaces on these planets, in addition to stronger absorption by water vapor, CO$_2$, and clouds in their atmospheres,
providing increased downwelling longwave radiation. The surface ice-albedo feedback effect becomes less important at the outer edge of the habitable zone, where atmospheric CO$_2$ can be expected to be high. I show that \( \sim 3-10 \) bars of CO$_2$ will entirely mask the climatic effect of ice and snow, leaving the traditional outer limit of the habitable zone unaffected by the spectral dependence of water ice and snow albedo.

Simulations of the equilibrium climate response of a planet to increasing instellation from an F-, G-, or M-dwarf star indicate that the exit out of global ice cover is also sensitive to host star spectral energy distribution. Under fixed CO$_2$ conditions, a planet orbiting an M-dwarf star exhibits a smaller resistance to melting out of a frozen state, requiring a smaller instellation to initiate deglaciation than planets orbiting hotter, brighter stars. This is due to the combined effects of surface ice and snow absorption of the large fraction of near-IR radiation emitted by M-dwarfs, and atmospheric near-IR absorption, which weakens the Hadley circulation, reducing the climate hysteresis (the range over which multiple stable equilibria are possible) of M-dwarf planets. Given their greater climatic stability, planets orbiting cooler, lower-mass stars may be the best candidates for long-term habitability and life beyond the Solar System.

As lower-mass stars are likely candidates to host multiple rocky planets, it is important to consider whether gravitational interactions among planets may have significant effects on climate and habitability over long timescales. Using an \( n \)-body integrator with inputs from a method I developed to determine the locations of all planets in a given system at the same epoch using transit timing data, a specific case is explored—that of Kepler-62f (Borucki et al. 2013), a potentially habitable planet in a five-planet system orbiting a K-dwarf star. The maximum stable initial eccentricity possible for Kepler-62f is identified as \( e = 0.32 \). Simulations using a 3-D GCM indicate that Kepler-62f would have areas of the planet with surface temperatures above the freezing point of water with 1 bar or more of CO$_2$ in its atmosphere. If it has an active carbon cycle, Kepler-62f could have ample amounts of greenhouse gases in its atmosphere to maintain atmospheric stability and habitable surface conditions while staying well below the maximum CO$_2$ greenhouse limit. In a low-CO$_2$ case (Earth-like levels), increases in planetary obliquity and orbital eccentricity coupled with an orbital configuration that places the summer solstice at or near pericenter generate regions
of the planet with above-freezing surface temperatures, which may cause surface melting of an ice sheet formed during an annual cycle. If Kepler-62f is synchronously rotating and has an ocean, significant cloud cover could develop at the substellar point, increasing planetary albedo and reducing surface temperatures. The methods presented here serve as tested tools that can be used to assess the possible climates of potentially habitable planets in systems with a wide range of orbital architectures as they are discovered.
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3.16 Mean ice line latitude (top) and global mean surface temperature (bottom) in the northern hemisphere as a function of percent of modern solar constant are calculated using a seasonal EBM, at present Earth obliquity (23.5°) for aqua planets (land and ocean fraction 0.01 and 0.99, respectively) orbiting F-, G-, and M-dwarf stars at equivalent flux distances, as in Figure 3.3. Here the present atmospheric level (PAL) of CO₂, as well as 3 bars of CO₂ were used (F-dwarf planet in blue, G-dwarf planet in black, and M-dwarf planet in red). Asterisks denote the minimum ice line latitude before collapse to the equator and global ice coverage. Also plotted here as vertical solid lines are the updated maximum CO₂ greenhouse limits for the F-dwarf (blue), G-dwarf (black), and M-dwarf (red) planets (Kopparapu et al., 2013a,b).

4.1 Mean ice line latitude (top) and global mean surface temperature (bottom) as a function of stellar flux for an aqua planet orbiting an M-, G-, and F-dwarf star. Simulations assuming an initial warm start are in red (circles). Initial cold start simulations are in blue (asterisks).

4.2 Northern winter (December/January/February, DJF) average surface albedo, shortwave (SWCF), longwave (LWCF), and total (TCF) cloud forcing, total cloud fraction (CLDTOT), and surface temperature (TS) versus sin of latitude for M-(red), G- (black) and F- (blue) dwarf planets in a snowball climate (solid) and prior to the appearance of open ocean (dashed).

4.3 DJF Meridional stream function for M- (right), G- (center), and F- (left) dwarf planets with different climates. The contour interval is 25 x 10⁹ kg/s. The zero contour interval is not shown. Dotted lines denote counterclockwise circulation.

4.4 Zonal mean DJF vertical temperature for an (a) M- and (b) G-dwarf planet prior to deglaciating; (c) increase in vertical temperature of the M-dwarf planet, calculated by taking the difference between the M- and G-dwarf planets’ atmospheric temperature profiles.
5.1 Geometry of the elliptical orbit of a body of mass $m_2$ around $m_1$, based on Figure 2.5 in *Solar System Dynamics*, C. D. Murray and S. F. Dermott, Cambridge University Press, pg. 27 (2000). The ellipse has semi-major axis $a$, semi-minor axis $b$, eccentricity $e$, and longitude of pericenter $w$. The true anomaly $f$ denotes the angle subtended by an imaginary line connecting $m_1$ with the location of $m_2$ in its orbit and one connecting $m_1$ with pericenter (the point of closest approach to $m_1$).

6.1 Fraction of stable configurations after a $10^6$-yr HNBody integration for initial eccentricities between 0 and 0.9 for Kepler-62f, assuming the Kopparapu *et al.* (2014) mass-radius relationship. The eccentricities of all other planets in the Kepler-62 system were set to zero.

6.2 Evolution of the eccentricities of Kepler-62b-f as a function of time calculated with HNBody. Initial eccentricities and longitudes of pericenter for Kepler-62b-e were set to zero. The initial eccentricity of Kepler-62f was set to 0.32 with a longitude of pericenter equal to $\pi$.

6.3 Evolution of the eccentricities of Kepler-62b-f as a function of time calculated with HNBody. Initial eccentricities and longitudes of pericenter for Kepler-62b-e were set to zero. The initial eccentricity of Kepler-62f was set to 0.34 with a longitude of pericenter equal to $\pi$. Significant orbital shifts occurred during the first 500,000 years of the model integration as indicated by the irregular amplitudes of oscillations, shown here. This rendered the integration unstable for the planetary system.

6.4 Insolation as a function of latitude for Kepler-62f, after a 30-year CCSM4 simulation, assuming $e = 0.0$ (black), $e = 0.1$ (blue), $e = 0.2$ (green), and $e = 0.32$ (red). The plots show 12-month averages. The obliquity of the planet was set to 23°. The angle of the vernal equinox relative to pericenter was set to 90°, similar to the Earth (102.7°). The larger the eccentricity, the larger the annually-averaged insolation received at a given latitude.

6.5 Surface temperature as a function of latitude for Kepler-62f after a 40-year LMDZ simulation, assuming $e = 0.32$, an obliquity of 23.5°, and 3 bars of CO$_2$. The angle of the vernal equinox relative to the pericenter (VEP) of the planet’s orbit is 0°.

6.6 Sea ice cover fraction as a function of latitude for Kepler-62f for the minimum and maximum stable initial eccentricities possible for Kepler-62f, after a 40-year LMDZ simulation, with 3 bars of CO$_2$ in the atmosphere. An obliquity of 23.5° and VEP = 0° is assumed.

6.7 Mean (plus symbols), minimum (triangles), and maximum (diamonds) surface temperature for Kepler-62f, assuming $e = 0.32$, an obliquity of 23.5°, and different levels of atmospheric CO$_2$. The mean values take into account the location of measured surface temperature values relative to the total surface area of the planet. An obliquity of 23.5° and VEP = 0° is assumed.
6.8 Annual mean insolation as a function of latitude for Kepler-62f as a function of the month of the year after a 30-year CCSM4 simulation, assuming a 12-month annual cycle and a VEP of 0° (left), and 90° (right). The obliquity and eccentricity of the planet was set to 23° and 0.32, respectively.

6.9 Top: Annual mean insolation as a function of latitude for Kepler-62f after a 40-year CCSM4 simulation, assuming an obliquity of 23° (blue) and 60° (green). Bottom: Surface temperature as a function of the month of the year, assuming a 12-month annual cycle, for an obliquity of 60° (left) and 23° (right). Here VEP was set to 90°, similar to the Earth (102.7°). The eccentricity was set to 0.32.

6.10 Schematic diagram of assumed orbital configuration for CCSM4 simulations of Kepler-62f. The angle of the vernal equinox with respect to pericenter was set to 90°, similar to the Earth (102.7°).

6.11 Surface temperature for a synchronous (left) and Earth-like (24-hr) rotation rate for Kepler-62f, after a 20-year LMDZ simulation with 1 bar (top) and 3 bars (bottom) of CO₂ in the atmosphere. We assumed ε = 0, VEP = 0° and an obliquity of 0° for both simulations.

6.12 Cloud fraction for a synchronous (left) and an Earth-like, 24-hr (right) rotation rate for Kepler-62f, after a 20-year LMDZ simulation with 1 bar of CO₂ in the atmosphere. We assumed ε = 0, VEP = 0°, and an obliquity of 0° for both simulations.
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Chapter 1

INTRODUCTION

The last twenty years have marked a new era of astrophysical research: The study of planets orbiting stars other than our Sun. In the years since the very first planetary-mass companion was discovered orbiting another main-sequence parent star (Mayor & Queloz, 1995), close to two thousand extrasolar planets or “exoplanets” have been confirmed. These planets were discovered primarily using either the radial velocity (R/V) technique (Marcy et al., 1997), or with NASA’s *Kepler* mission (Borucki et al., 2006), which uses the transit method to detect planets that pass in front of their parent stars from the vantage point of Earth. At the time of this writing, *Kepler* has nearly doubled the number of known exoplanets, and identified thousands more candidate planets awaiting confirmation, thus widely expanding opportunities for comparative planetology within the field of exoplanet astronomy. As observational instrumentation reaches higher levels of sensitivity, the astronomy community moves closer to the “holy grail” in the field of exoplanet research: The discovery of a habitable planet like the Earth, capable of supporting and maintaining life over long timescales, and perhaps currently hosting life. Habitable planets are of high interest to the field of astrobiology, which addresses fundamental questions about the origin of life on Earth, how it has evolved and will continue to evolve over time, and how prevalent and widely distributed life might be throughout the universe (Des Marais et al., 2008). The field was born from a single question posed by scientists, philosophers, and many throughout the world since the emergence of conscious thought: Are we alone in the universe?

To answer this question we need to understand life’s requirements and the factors that determine whether a planet is able to support life. The fundamental requirements for planetary habitability include: (1) The presence of regions of liquid water, (2) a suitable environment for the formation of complex organic molecules, and (3) an energy source (Des Marais et al., 2008). A terrestrial planet, by nature, has an energy source, be it stellar or
chemical, along with the basic building blocks (in some form) that are needed for life, such as sulfur, phosphorous, oxygen, nitrogen, carbon, and hydrogen ("SPONCH", Hoehler, 2007). What isn’t as common is liquid water, because it requires a particular climate capable of maintaining the requisite range of temperatures and pressures to keep water in its liquid form. Life on Earth uses a diversity of metabolisms, and every one of them requires liquid water for chemical bonding and as a solvent for chemical reactions (Mazur, 1980; Kushner, 1981; McKay, 1991). Therefore, liquid water drives our search for life elsewhere.

For extrasolar planets the presence of surface liquid water is the most important indicator of a habitable planet. While ice-covered planets may still have habitable sub-surface water environments (Tajika, 2008), global ice cover would make remote detection of sub-surface life difficult. A planet with a climate that supports the maintenance of water in liquid form on the surface would allow any life within such an aqueous environment to make its presence known in ways that may be observable spectroscopically within the planet’s atmosphere. As climate is described by the elements of temperature, precipitation/evaporation, atmospheric humidity, and pressure (Thornthwaite, 1948), these elements contribute to whether or not liquid water can be sustained on a planet’s surface. At Earth’s present surface pressure (1 bar), surface liquid water requires planetary surface temperatures between the freezing and boiling points of water, 273° K and 373° K, respectively.

What determines whether an exoplanet that we discover falls within or outside of the temperature range required to maintain surface liquid water? The locus of orbits around a star where a planet with an Earth-like atmosphere (CO$_2$-H$_2$O-N$_2$) can support liquid water on its surface is referred to as the star’s habitable zone (Hart, 1979; Kasting et al., 1993). Too close in to a star, and a planet’s atmosphere becomes saturated with water vapor. Water is more easily lost to space in this “moist greenhouse” state, due to its high concentration in the upper atmosphere (Kasting, 1988). At closer distances to the star the inner edge of the habitable zone is reached. Called the “runaway greenhouse” limit, this is where the entirety of a planet’s water inventory is lost to space (Ingersoll, 1969). At the outer edge of a star’s habitable zone lies the maximum CO$_2$ greenhouse limit—the planetary orbital distance beyond which an increase in atmospheric CO$_2$ concentration is no longer sufficient to maintain surface temperatures above the freezing point of water (Kasting et al.,
The identification of an exoplanet receiving the amount of incident radiation from its host star (hereafter “instellation”) to lie within the star’s habitable zone has been the primary step taken by observers in classifying a planet as potentially habitable. However, recent research and the history of our own planet has shown that many factors and processes can affect climate and planetary habitability. Determining whether a planet is in fact habitable for surface life requires an understanding of these many factors, which include both stellar and planetary influences. The Earth itself has undergone extreme climate events that may have had important consequences for life even while lying comfortably within the boundaries of its parent star’s habitable zone.

1.1 Lessons from Earth’s History: Snowball Earth

The Earth is believed to have experienced multiple climate changes over its 4.5 billion year lifetime, including glacial episodes. Geologic and paleomagnetic evidence (Hoffman & Schrag, 2002; Hoffman & Li, 2009) indicates that three of these glacial periods extended to low-latitudes, and are termed “Snowball Earth” events (Kirschvink, 1992). Initiation of the Neoproterozoic Snowball Earth events of $\sim 635$ and $720$ million years ago has been attributed to a breakdown in the carbonate-silicate cycle mechanism (Pierrehumbert et al., 2011), which stabilizes Earth’s climate at present through an inverse relationship between atmospheric CO$_2$ concentration and planetary surface temperature (Walker et al., 1981). The excessive drawing down of CO$_2$ via weathering of large amounts of exposed continent, coupled with a lower solar flux from the Sun during this time (94% of the present solar luminosity, Pierrehumbert et al., 2011), led to steadily decreasing surface temperatures on the planet. As temperatures decreased, the albedo (reflectivity) of the Earth’s surface increased due to an advancing ice layer. Most of the incident sunlight was reflected back to space, further reducing surface temperatures, and creating more ice and snow in a loop of positive ice-albedo feedback that led to continental ice sheets advancing all the way to the equator, and the oceans freezing over (Pierrehumbert et al., 2011). An artistic rendering of what Snowball Earth might have looked like from space is depicted in Figure 1.1.

However, land and suberial volcanic outgassing continued, allowing CO$_2$ to build up in
the atmosphere over a period of \( \sim \) ten million years. Constraints based on oxygen isotopic anomalies in sulfate minerals indicate that the highest atmospheric concentration of CO\(_2\) at the end of the last Snowball episode reached \( \sim 0.08 \) bar (Bao et al., 2009). Assuming a lower surface albedo due to dust accumulation during Snowball episodes, deglaciation under these CO\(_2\) constraints is plausible (Abbot & Pierrehumbert, 2010). Once surface temperatures exceeded the freezing point of water, deglaciation was fast, perhaps taking less than a few thousand years (Pierrehumbert et al., 2011), as indicated by the presence of rapidly-deposited cap carbonate formations found globally (Hoffman et al., 1998).

While most studies have focused on the entrance into and exit out of snowball states on Earth, such extreme events of global ice cover may represent a relatively long-lived climate condition possible on exoplanets, and therefore one that may be observed in the
exoplanet population. The Neoproterozoic Snowball Earth episodes have been linked to the emergence of multicellular life on Earth, by enhancing the flux of dissolved phosphates into the ocean, causing increased primary productivity and organic carbon burial, and leading to the rise of oxygen in the ocean and atmosphere (Planavsky et al., 2010). Planets less likely to experience such global-scale glaciations may therefore be dependent on alternate pathways to serve as catalysts for biological evolution. However, snowball episodes and their aftermaths may pose significant challenges for photosynthetic life, and any marine or land life with narrow temperature constraints (Pierrehumbert et al., 2011). Snowball episodes could have important consequences, whether positive or negative, for life and the habitability of a planet. It is therefore crucial to quantify the degree of ice coverage, the likelihood of snowball states, and the processes that might trigger them on exoplanets with varied characteristics. Given the diverse population of observed planets orbiting stars different from our Sun, identifying planets that may be more likely to exhibit stable climates over long timescales will serve as a critical step towards developing the short list of exoplanet targets that will be probed remotely for signs of life by future exoplanet characterization missions.

1.2 Stars and habitability

The visual differences in color between stars disclose the most fundamental property governing their nature and evolution: Mass. Stars that appear redder have cooler photospheric temperatures (the photosphere is the deepest region of the star that is still transparent to photons), due to their relatively small masses (0.08-0.5 M⊙) compared to the Sun. This smaller mass causes these stars to burn their nuclear fuel (converting hydrogen to helium as main-sequence, “dwarf” stars) at a much slower rate (Iben, 1967; Tarter et al., 2007). The slower the fuel-burning rate, the lower the star’s luminosity, and the cooler the stellar photospheric temperature. These small, cool, red-dwarf stars are generally referred to as M dwarfs. K-dwarf stars, with intermediate masses between M-dwarf stars and G-dwarf stars like the Sun, have temperatures and luminosities between the two stellar types. F-dwarf stars, with higher masses than the Sun, burn their fuel more rapidly, and therefore generate higher luminosities and photospheric temperatures, with a whitish appearance to the eye.
A-, B-, and O-dwarf stars, which are more massive and fast-burning than F-dwarf stars, are the hottest and most luminous stars in the galaxy. While any type of star could host a planet, certain types of stars offer clear advantages for planetary habitability.

Habitable zone planets are more likely to be found around M-dwarf stars. M-dwarfs are believed to comprise \( \sim 70\% \) of all stars (Bochanski et al., 2010), therefore they offer the best chance to find orbiting habitable planets through sheer numbers alone. Statistical surveys have identified a factor of 3 higher occurrence rate of planets orbiting M-dwarf stars than earlier-type stars (Swift et al., 2013). Recent research has also shown that smaller planets are more abundant around lower-mass stars (Howard et al., 2012), and the smallest potentially habitable world to date was discovered orbiting in a closely-packed M-dwarf system (Quintana et al., 2014). Estimates suggest that half of all M-dwarf stars have at least one Earth-like planet (0.5-1.4 R\(_{\odot}\)) orbiting in their habitable zones (Dressing & Charbonneau, 2013; Kopparapu, 2013). These results indicate that M dwarfs are the likeliest hosts for rocky planets in their stellar habitable zones, and that these planets also reside in systems with multiple worlds.

Earth-sized planets around M-dwarf stars are also easier to detect with existing techniques. Both stellar radial velocity and photometric transit depths are larger given the lower star-to-planet mass and size ratios (Tarter et al., 2007). Because of the lower luminosities of M-dwarfs, their habitable zones will be much closer to the star (0.24-0.44 AU for an early-type M-dwarf, assuming a photospheric temperature of 3800 K and luminosity of 0.05 L\(_{\odot}\), Kopparapu et al., 2013a,b) than for Sun-like stars (0.99-1.67 AU, Kopparapu et al., 2013a,b), as shown in Figure 1.2. This increases the geometric probability of observing a transit, which scales inversely with a planet’s orbital distance from its host star (Borucki & Summers, 1984).

The enhancement in detectability of planets orbiting M-dwarf stars (henceforth called “M-dwarf planets”), and their more likely role as habitable planet hosts means that these planets will likely be the first that we characterize in the search for habitability and life beyond our Solar System. Additionally, their small masses and slower fuel-burning rates compared to the Sun make them extremely long-lived, offering lengthy timescales for planetary and biological evolution. However, when it comes to the spectral energy distributions
of stars, M-dwarf stars have unique radiative properties among all stellar types, and this makes the star-planet interaction unique as well. The effect of this interaction on climate and habitability makes M-dwarf planets scientifically interesting targets in particular, and their analysis has important implications for prioritizing planets for closer study by future missions such as the Transiting Exoplanet Survey Satellite (TESS, Ricker et al., 2009, 2014).

Figure 1.2 The Habitable Zone as a function of stellar mass. The conservative estimate of the inner (moist greenhouse) and outer (maximum CO$_2$ greenhouse) limits are plotted as blue lines. The optimistic inner (recent Venus) and outer (recent Mars) limits are plotted as red and orange lines, respectively. The location of planets in our Solar System, as well as select exoplanets such as Kepler-62e and f are also plotted relative to these boundaries. Figure credit: Sonny Harman.

1.3 The star-planet interaction

The interaction between a host star and its orbiting planet can generate both radiative and gravitational effects on planetary climate (Budyko, 1969; Barnes et al., 2008, 2009, 2013; Kopparapu et al., 2013a,b; Yang et al., 2013; Shields et al., 2013, 2014). While these effects on climate are largely constrained and understood for the Earth, exoplanets fill a much more diverse range of planetary and stellar properties. To identify habitable exoplanets,
it is important to understand the basic factors and processes affecting the Earth's climate, and how the climatic effects of these processes might change for different host stars and planetary and orbital characteristics. Quantifying the most significant effects of the star-planet interaction on planetary climate and ice coverage is the purpose of the work presented here.

1.3.1 Radiative mechanisms

Planetary climate is governed by incoming stellar radiation, and the response of a planet’s atmosphere and surface to that radiation, given the planet’s physical and orbital properties. Earth’s temperature and ice cover extent have been shown to be greatly influenced by variations in solar radiation (Budyko, 1969). The relationship between a planet’s surface temperature and the amount of stellar radiation it receives is based on an energy balance between the incoming radiation from the host star, and the outgoing thermal emission from the planet. This balance of energy can be expressed quantitatively in the following way:

$$\frac{1}{4} S \times (1 - A) = \epsilon \sigma T_e^4$$  

energy absorbed = energy emitted

where $S$ is the solar constant (in the case of the Earth), or amount of incoming solar radiation per unit area incident on the planet at the mean Sun-Earth distance; $A$ is the broadband or “Bond” albedo, defined as the ratio of the total amount of flux reflected by the planet, divided by the total flux incident on the planet, integrated over the entire wavelength spectrum (typically 0.3 for the Earth); $\epsilon$ is the mean emissivity of the surface at thermal wavelengths (approximately equal to 1); $\sigma$ is the Stefan-Boltzmann constant; and $T_e$ is the equilibrium temperature of the planet without an atmosphere (Sagan & Mullen, 1972). The factor of $\frac{1}{4}$ derives from the ratio between the circular area of the planet over which incoming sunlight is received ($\pi r^2$), and the spherical area over which thermal radiation is emitted ($4\pi r^2$).

The equilibrium temperature is the temperature of the layer of the atmosphere from which the majority of the radiation from a planet is emitted. Given that the atmosphere
is thicker and more opaque to radiation at the surface where the pressure is greater, the emitting layer where radiation can escape to space is at a much higher altitude in the atmosphere, where temperatures are colder. The equilibrium temperature therefore gives almost no information about the surface temperature of a planet, which depends on the planet’s atmospheric composition. Depending on the strength of the greenhouse effect, a planet’s surface temperature can be tens of degrees warmer than its equilibrium temperature, as in the case of the Earth (Sagan & Mullen, 1972), or hundreds of degrees warmer, as is the case on Venus (Seiff, 1987; Bougher et al., 1997). Additionally, we often don’t know the values for $A$ and $\epsilon$ for exoplanets, making the calculated equilibrium temperature even less representative of a planet’s climate.

Quantifying the effect on planetary surface temperature and climate of the interaction between incoming radiation from a host star and its orbiting planets requires an understanding of the unique spectral energy distribution (SED) of the radiation from the host star. The interaction between the stellar SED and the planet’s atmosphere and surface will affect the amount of shortwave (downwelling stellar) radiation absorbed by the atmosphere and surface, the downwelling longwave radiation emitted by the atmosphere, and their combined contributions to the overall energy balance of the planet. Changes in atmospheric circulation, surface temperature, and ice extent that are induced by this changing energy balance will therefore differ for planets orbiting stars with different SEDs.

The SEDs of stars of different spectral types are shown in Figure 1.3. The cooler the star, the longer the wavelength of radiation at which the star emits its peak flux. M-dwarf stars emit a large fraction of their radiation at near-IR wavelengths. About 95% of the radiation emitted by the M-dwarf star AD Leo is at wavelengths longer than 0.7 $\mu$m, compared with $\sim$53% for the Sun. Given that surfaces such as ice and snow as well as atmospheric gases exhibit their own wavelength-dependent optical properties, the interaction between the SEDs of M-dwarf stars and their orbiting planets will differ greatly from those between the Sun and the Earth, or between other types of host stars and their planets. An understanding of how this interaction changes for different host stars is necessary to provide the best possible assessment of the habitability of an observed planet.
1.3.1.a The spectral dependence of ice and snow albedo

The albedo $\alpha$ of a surface is the fraction of incident stellar radiative energy flux reflected and scattered upward from that surface. It is expressed in its most basic form as:

$$\alpha = \frac{F_{up}}{F_{dn}}$$

where $F_{dn}$ is the downwelling instellation at the surface, typically referred to as “shortwave” radiation (as opposed to thermal radiation emitted by the planet’s surface and atmosphere); and $F_{up}$ is the shortwave instellation that is reflected or scattered upwards and away by the surface (Grenfell, 2011).

If due to some perturbation in the climate system temperatures change on a planetary surface, the surface itself—whether, ocean, land, or ice—will respond according to its individual molecular properties. As temperatures grow colder, surface liquid water will eventually freeze to form ice, with a higher albedo than water in its liquid state. As more ice forms, it reflects more solar radiation back to space, absorbing less radiation, further lowering temperatures, and so on. Likewise, if temperatures warm, ice extent will decrease,
revealing darker land and ocean surfaces that absorb more radiation, leading to a further increase in surface temperatures and melting of more ice. This is known as a process of “positive feedback”. The ice-albedo feedback mechanism plays a chief role in influencing climate change on Earth (Budyko, 1969; Sellers, 1969).

However, ice albedo has a spectral (wavelength) dependence. The spectral albedo can be expressed as:

\[ \alpha_\lambda = \frac{F_{up}(\lambda)}{F_{dn}(\lambda)} \]  

(1.3)

The broadband albedo is then given by:

\[ \alpha = \frac{\int_{SW} \alpha_\lambda \cdot F_{dn}(\lambda) \, d\lambda}{\int_{SW} F_{dn}(\lambda) \, d\lambda} = \frac{\int_{SW} \alpha_\lambda \cdot F_{dn}(\lambda) \, d\lambda}{F_{dn}} \]  

(1.4)

Spectra of albedo as a function of wavelength for ice and snow are shown in Figure 1.4, along with the albedo spectra for ocean and a land surface for comparison. In the near-ultraviolet (near-UV, 0.3 µm < \lambda < 0.4 µm) and visible (0.4 µm ≤ \lambda ≤ 0.7 µm) range of the electromagnetic spectrum, both ice and snow albedo are high. But in the infrared and near-IR (\lambda > 0.7 µm), the reflectance of ice and snow drops substantially, due to an increase in their absorption coefficients at longer wavelengths (Dunkle & Bevans, 1956); a consequence in large part of molecular vibrations involving various combinations of the water molecule’s three fundamental vibrational modes (Farrell & Newnham, 1967).

The wavelength dependence of ice and snow albedo has been derived analytically assuming diffuse solar irradiation (Dunkle & Bevans, 1956). Subsequent model comparisons with field measurements have verified the spectral behavior of ice and snow albedo, and highlighted its dependence on directional irradiation and solar zenith angle, as well as grain size, with absorption and forward scattering of radiation increasing for larger grains (Wiscombe & Warren, 1980). A photo of the two end members of ice albedo in Figure 1.4 is shown in Figure 1.5—that of large-grained blue marine ice, and fine-grained snow. Since ice albedo is wavelength and grain size dependent, the behavior of the ice-albedo feedback mechanism depends on the type of water ice on the planet, the type of radiation coming from the host star, and the interaction between the two.
1.3.2 Radiative consequences for exoplanets

When considering the effect of ice-albedo feedback on Earth’s planetary climate, the most common interaction is that between ice and our own host star, the Sun. Since the majority of incoming solar radiation is in the visible part of the spectrum, where ice and snow are strongly reflective, the effect of this feedback on Earth’s climate is largely cooling. However, because of the spectral dependence of ice albedo, the ice-albedo feedback mechanism is sensitive to the wavelength of light coming from the host star. For M-dwarf stars, whose instellation is largely composed of near-IR radiation, ice and snow on orbiting planets may behave quite differently, since they have a much lower albedo in the near-IR. On M-dwarf planets, the cooling effect of ice-albedo feedback may be suppressed.

On M-dwarf planets, a significant amount of radiation emitted by the host star is absorbed by atmospheric gases such as CO$_2$ and water vapor, which have strong absorption bands in the near-IR (Kasting et al., 1993; Selsis et al., 2007). However, a disproportionate amount of the longer-wavelength radiation that does reach the surface will be absorbed by,
Figure 1.5 Fine-grained snow and blue marine ice are both shown in this photo taken in Antarctica by Stephen Warren. These two ice types constitute end-members in terms of ice grain size and albedo at Earth-like surface temperatures and pressures.

rather than reflected from, icy or snowy surfaces on these planets (Joshi & Haberle, 2012). This will reduce the difference between ice and ocean surface albedo. As entrance into and exit out of snowball states have been shown to be sensitive to ocean-ice albedo contrast (Pierrehumbert et al., 2011), snowball states may be less likely to occur on M-dwarf planets.

Similarly, planets orbiting stars with higher visible and near-UV output, given the higher albedos of ice and snow at these wavelengths, will experience a different climatic response. The susceptibility of planets to entering snowball states is therefore going to be sensitive to the host star SED, the ice grain size and albedo on the planet’s surface, and the composition and absorption properties of its atmosphere. While preliminary research in this area indicated that the outer edge of the habitable zone may be wider for M-dwarf stars as a result of the spectral dependence of ice albedo (Joshi & Haberle, 2012), this work was purely analytical, and applied a heavily approximated approach to the interaction between both the M-dwarf SED and atmospheric gases such as CO₂.
A planet’s ability to thaw out of global ice cover as its host star ages and brightens may also be influenced by the SED of its host star. Planets orbiting beyond their host stars’ habitable zones may exist in stable, globally ice-covered states (Budyko, 1969; Sellers, 1969). As mentioned previously, exit out of Snowball Earth is often attributed to the build-up of CO$_2$ in the atmosphere as a result of volcanic outgassing and decreased silicate weathering (Pierrehumbert et al., 2011). Given that the carbonate-silicate cycle on Earth is sensitive to plate tectonic speeds and mantle degassing rates (Driscoll & Bercovici, 2013), the efficiency of a similar mechanism on other planets may be variable. Without a continuously-operating carbon cycle to stabilize the climate, the steady brightening of their host stars over time (Iben, 1967; Gough, 1981) may be the dominant mechanism by which planets become hospitable for surface life. Such a scenario has been referred to as a “cold start” (Kasting et al., 1993). A cold start is a possible path for an extrasolar planet orbiting beyond the outer edge of its host star’s habitable zone, and super-Earth-mass planets in these types of orbits have already been found by microlensing surveys (Beaulieu et al., 2006). Planets that exhibit greater climate stability, through a resistance to entering into or remaining in episodes of low-latitude glaciation, may be more likely hosts for surface life over long timescales, and the preferred targets for follow-up missions.

M-dwarf stars also exhibit high degrees of chromospheric activity, resulting in flares that emit significant amounts of high-energy radiation (Hawley & Pettersen, 1991), which could affect planetary composition and be detrimental to surface life. However, photochemical and radiative/convective models have yielded a maximum depletion in atmospheric ozone number density of 1% due to UV radiation emitted by flares, indicating that planetary surface habitability may not be unequivocally threatened by stellar flare events (Segura et al., 2010). The addition into simulations of the proton flux that can be associated with stellar flares results in a reduction in ozone column depth by as much as 93%. This is an upper limit, as not all flares are accompanied by the ejection of energetic ionizing particles, and the effect of flare-associated particle ejections on atmospheric ozone concentration could be ameliorated by a planet’s magnetic field (Segura et al., 2010).
1.3.3 Gravitational mechanisms

Climate is also affected by a planet’s orbital elements and their evolution over time, and these in turn are affected by gravitational interactions between the planet, its host star, and perhaps other planets in the planetary system. The relationship between planetary obliquity (the angle between the orbital spin axis and the axis perpendicular to the orbital plane) and climate is long established, with seasonality increasing strongly for large obliquities (Ward, 1974; Williams, 1975; Williams & Pollard, 2003). For obliquities greater than 54°, the equatorial regions of a planet receive less stellar insolation annually than the poles, and previous modeling efforts have examined the likelihood of low-latitude glaciation at high obliquity on planets orbiting Sun-like stars (Williams, 1975, 1988; Hunt, 1982; Jenkins, 2000; Williams & Pollard, 2003; Spiegel et al., 2009). Using a one-dimensional energy balance climate model, Spiegel et al. (2009) found that high-obliquity planets orbiting G-dwarf stars may be less susceptible to snowball episodes. And modeled G-dwarf planets that undergo high-frequency obliquity oscillations are more stable against global-scale glaciation (Armstrong et al., 2014).

The annual global insolation received on a planet increases with increased eccentricity (Berger et al., 1993; Williams & Pollard, 2002; Berger et al., 2006), in accordance with the following relation:

\[ S = \frac{S_a}{\sqrt{1 - e^2}} \]  

(1.5)

where \( S \) is the average instellation at the mean star-planet distance, as in equation (1.1); \( S_a \) is the instellation at a given distance \( a \) from the star during a planet’s orbit; and \( e \) is the eccentricity of the planet’s orbit (Berger et al., 2006). Small increases in Earth’s eccentricity associated with its 100,000-yr eccentricity cycle have been shown to correlate with decreased ice volume on the planet’s surface (Hays et al., 1976; Berger et al., 1990). Research has found that high-eccentricity planets receiving instellation from a Sun-like star melt out of snowball states more easily (Spiegel et al., 2010). However, this study was limited to one particular type of host star and wavelength-independent surface ice albedo, and since it was done with a one-dimensional model, lacked a detailed analysis of atmospheric circulation on the planet.
Changes in ocean coverage fraction on a G-dwarf planet with low-eccentricity can also affect the transition to global ice cover, due to the high thermal inertia of the ocean, which increases its resistance to large temperature changes compared to areas with high land coverage fraction (Dressing et al., 2010; Pierrehumbert et al., 2011). Additionally, the transport of heat by the ocean from the equator to the pole can slow the transition into a snowball state compared to simulations where ocean heat transport is excluded (Poulsen et al., 2001; Pierrehumbert et al., 2011).

1.3.4 Gravitational consequences for exoplanets

The question of whether any observed planets orbiting low-mass stars are habitable is complicated by the close proximity of the habitable zone to the parent star. In such close-in orbits, tidal effects are expected to be strong, and could lead to capture into resonances in spin-orbit period (Dole, 1964). A 1:1 spin-orbit resonance such as synchronous rotation may occur, where the planet takes as long to make one rotation as it does to complete one orbit around its star. Such spin states may cause enhanced radiative cooling (Heng & Kopparla, 2012), weakened low-latitude zonal winds (which also cool a planet), and increased atmospheric latent and oceanic diffusive heat transport, which reduces temperature contrasts between the sunlit and dark sides of an aqua planet (Edson et al., 2011), where no continent is present. Initial concerns about the atmospheres of M-dwarf planets condensing out on the permanent night side were assuaged by climate simulations of synchronously-rotating M-dwarf planets, which suggest that 0.1 bar of a greenhouse gas such as CO₂ is enough to ensure sufficient heat transport between the sun-lit and dark sides of the planet, preventing atmospheric freeze-out (Joshi et al., 1997; Edson et al., 2011). Recent work has also indicated that there may be a climatic benefit of synchronous rotation on M-dwarf planets, by suggesting that the inner edge of the habitable zone is a function of planetary rotation rate, and can be moved closer to the star for synchronously rotating planets due to cloud formation at the substellar point, which buffers these planets against runaway greenhouse states (Yang et al., 2013).

An understanding of the effect of tidal interactions on orbital evolution and planetary
habitability is vital given the close proximity of K- and M-dwarf planets orbiting in the habitable zones of their stars, and the likelihood of additional planetary companions in these systems. Tides raised between a star and a close orbiting planet introduce torques on the planet, resulting in changes in semi-major axis and eccentricity (Barnes et al., 2008, 2009), obliquity (Heller et al., 2011), and surface heating (Barnes et al., 2013). The eccentricity of a close-in planet, which can otherwise be damped due to tidal interactions between a planet and its host star, will undergo oscillations in the presence of outer companions in the system (Mardling, 2007), and may be pumped to significantly higher values (Correia et al., 2012). Given the relationship between eccentricity, annual global insolation, and planetary ice coverage (Hays et al., 1976; Berger et al., 1990), large changes in eccentricity may have profound effects on atmospheric circulation and evolution, as well as planetary surface conditions.

1.4 Outline

In subsequent chapters, I discuss a theoretical approach to examining the influence on planetary climate of the interaction between a planet and its parent star. First, the climate models used in this study are introduced, described, and validated. Then, beginning with habitable surface temperatures and low planetary ice cover, a “warm start”, the effect of stellar SED and ice-albedo feedback on a planet’s susceptibility to enter snowball states as the instellation is decreased is explored. A variety of possible ice grain sizes and densities is applied to examine the effect of these surface types on planetary climate. And a planet’s climate sensitivity to the surface and to ice-albedo feedback given high amounts of atmospheric CO\textsubscript{2} (assuming a carbonate-silicate cycle operates on these planets) are also explored and compared for host stars of different spectral types.

The influence of stellar SED on climate stability is then examined, by comparing the amount of instellation required to melt out of a snowball state on planets orbiting M-, G-, and F-dwarf stars, assuming fixed atmospheric CO\textsubscript{2}. If an active carbon cycle does operate on these distant outer worlds, the exit out of a snowball state with Earth’s present level versus the maximum level of atmospheric CO\textsubscript{2} believed to exist at the end of Snowball Earth (0.1 bar, Pierrehumbert et al., 2011) is also compared for planets orbiting different
types of stars.

As lower-mass stars are likely candidates for multiple rocky planets, gravitational interactions among potentially habitable planets may have significant effects on climate and planetary habitability over orbital periods and longer timescales, depending on the oscillation behavior of orbital elements in the system. A specific case is explored—that of Kepler-62 (Borucki et al., 2013), a K-dwarf star that is host to five planets, including two in the star’s habitable zone. Using an $n$-body model, the orbits of the planets in this system are numerically integrated to determine the highest initial eccentricity possible for Kepler-62f while maintaining stability within the system. The effects of eccentricity, rotation rate, obliquity, and insolation asymmetry on the climate and surface habitability of this planet are explored using 3-D climate models. This is the first time that $n$-body dynamical constraints have been used to direct 3-D global climate model simulations. The implications of these stellar and planetary interactions for the evolution of climate stability and planetary habitability are then discussed.
Chapter 2

METHODS I: MODELING THE CLIMATE OF EXTRASOLAR PLANETS

This work provides a comprehensive exploration of a range of star-planet interactions and their effects on planetary climate and habitability, using a hierarchy of models which have been modified to simulate planets orbiting different types of stars. In this chapter I describe the models and inputs used to explore the climate of extrasolar planets. An energy balance climate model was used to calculate planetary global surface temperatures and ice line latitudes. To simulate the interaction between the planetary surface and the incoming stellar radiation from stars of different spectral type, a radiative transfer model was used to generate broadband planetary albedos from input stellar and planetary surface spectra. I also describe the more sophisticated, three-dimensional (3-D) general circulation model (GCM) that was used to explore the response of the atmosphere and its interaction with the ocean, and the specific modifications that were made to the GCM to allow the modeling of planets orbiting stars with SEDs very different from that of the Sun. Portions of this chapter were originally published in collaboration with V. S. Meadows, C. M.. Bitz, et al. in the August 2013 edition of the journal Astrobiology (Shields et al., 2013, Astrobiology, Vol. 13, pp. 715-739; ©2013 Mary Ann Liebert, Inc.), and with C. M.. Bitz, V. S. Meadows, et al. in the April 2014 edition of Astrophysical Journal Letters (Shields et al., 2014, ApJ, Vol. 785, L9; ©2014 American Astronomical Society), and are reproduced below with permission of Mary Ann Liebert, Inc. and the American Astronomical Society, respectively.

2.1 Introduction

Finding an Earth-like planet—with atmospheric and surface conditions conducive to the presence of liquid water—requires the application of theoretical approaches in addition to advances in observational instrumentation. Computer models can be used to comprehensively explore a wide range of parameter space, and to constrain self-consistent combinations
of planetary and stellar characteristics. As more characteristics of a planetary system are identified by observational methods, these specific stellar and planetary traits can be applied to model calculations, providing a more precise assessment of the likely climate state and habitability potential of planets within a given stellar system. Here I describe our method of using a hierarchy of models to explore the effect of host star SED and ice-albedo feedback on planetary climate. The models in our hierarchy are: an energy balance model, which provides a general overview of a planet’s surface temperature and ice extent as a function of instellation; a radiative transfer model that provides input to the energy balance model; and a global climate model, that permits a more detailed analysis of the atmospheric dynamics and circulation on a planet.

2.2 Climate Models

A climate model is a mathematical representation of a climate system, taking into account the physical, chemical, and biological properties of the system. Climate models span a wide range of complexity. Some models, like the model expressed analytically by equation (1.1), are zero-dimensional, treating the average energy of a planet as steady state, as shown in Figure 2.1. Other models, like one-dimensional energy balance models, generate data that are zonally averaged over latitude. And still others, such as general circulation or global climate models, determine output over a numerical grid with a high spatial resolution, and contain individual, coupled components governing the behavior of the atmosphere, ocean, land, and sea ice, and the interactions between them. The greater the number of physical regions into which a planet is divided, the more complex the model becomes, and the greater the need for computational techniques to solve the necessary equations describing more detailed physical and chemical processes. Even models with the highest resolution miss small-scale processes such as atmospheric turbulence and detailed cloud microphysics. And within our own Earth climate system there are still fine details about atmosphere and ocean circulation that are unknown. Therefore, inherent uncertainties exist in every climate model, depending on the specific parameterizations adopted.

Each type of climate model offers its own benefits and disadvantages. Models that offer reduced computational time require sacrifices in spatial and wavelength resolution (by
strongly generalizing radiative transfer through the atmosphere, for example). However, they allow the exploration of a wide parameter space, and provide a quick identification of general trends in climate given changes in specified parameters. Models of high complexity and resolution demand long run times, making the exploration of a wide parameter space computationally expensive and time-consuming. However, they provide a detailed analysis of radiative transfer, atmospheric circulation, and the interaction between the atmosphere and the ocean. Used in tandem, both models provide a robust and complementary examination of the effect of perturbations in planetary or stellar parameters on the overall climate system of a planet.

2.2.1 Energy Balance Model

Energy balance climate models (EBMs) simulate the climate from an equation that expresses the balance between the incoming radiation from a host star, and the outgoing thermal emission from an orbiting planet, similar to the generalized energy balance equa-

![Schematic diagram of a zero-dimensional energy balance model](image)

Figure 2.1 Schematic diagram of a zero-dimensional energy balance model, based on Figure 3.1a in *A Climate Modeling Primer*, K. McGuffie and A. Henderson-Sellers, Wiley, pg. 83, (2005). Here the planet is treated as a single point in space, with a global mean effective temperature $T_e$ and surface temperature $T_s$. If there are greenhouse gases in the atmosphere $T_s = T_e + \Delta T$. Here the emissivity $\epsilon$ is assumed to be unity.
tion (1.1) given in Chapter 1. Here a seasonally varying, one-dimensional (1-D, in latitude) EBM adapted from North and Coakley (1979) is used, where the surface temperature is latitudinally resolved. The energy balance at each latitude is the sum of absorbed shortwave radiation, outgoing longwave radiation, and the convergence of horizontal heat transport equated with the tendency of the vertical column to receive and store heat (Figure 2.2). The model solves two one-dimensional energy balance equations, provided here based on those in North and Coakley (1979):

\[ QS(x,t)(1 - \alpha_L) = C_L \frac{dT_L}{dt} - \frac{d}{dx} D(1 - x^2) \frac{dT_L}{dx} + \frac{\nu}{f_L(x)} (T_L - T_W) + (A + BT_L) \quad (2.1) \]

\[ QS(x,t)(1 - \alpha_W) = C_W \frac{dT_W}{dt} - \frac{d}{dx} D(1 - x^2) \frac{dT_W}{dx} + \frac{\nu}{f_W(x)} (T_W - T_L) + (A + BT_W) \quad (2.2) \]

The left hand side of these equations represents shortwave radiation absorbed by the planet for land \((L)\) and water \((W)\), where \(Q\) is the solar constant divided by 4 (~340 W/m² at present), and \(S(x,t)\) is the fraction of incident solar radiation received by latitude \(x\) at time \(t\). The solar flux absorbed at a given latitude and time \(t\) is then equal to \(S(x,t)\) multiplied by \(Q(1 - \alpha(x,t))\), where \((1 - \alpha(x,t))\) is the planetary albedo (the fraction of incident flux absorbed over land or ocean), which depends on temperature (to mimic the presence of ice on the planet when the ocean temperature goes below freezing).

The first term on the right hand sides of both equations represents the planetary response to this absorbed shortwave radiation, given the thermal inertia, or heat capacities per unit area, of the land \((0.452 \text{ Wm}^{-2}\text{C}^{-1})\) and ocean \((9.82 \text{ Wm}^{-2}\text{C}^{-1})\) surfaces \((C_L\) and \(C_W,\) respectively). This term is positive because the change in the temperature of the land or water, multiplied by the amount of energy required to change the temperature by a certain amount, determines whether heat is gained or lost from the particular latitude zone.

The second term on the right hand sides of (2.1) and (2.2) describes the transport of heat across the planet. In equilibrium, the incident shortwave radiation absorbed by the Earth is not exactly balanced by the outgoing longwave radiation emitted by the planet. The solar flux absorbed at the top of the atmosphere over the tropics is greater than that over the poles. This imbalance is compensated for by the meridional (north-south) divergence of
heat flux, which transports heat from areas of energy surplus (lower latitudes) to areas of energy deficit (higher latitudes). This transport is modeled diffusively by the term $D \nabla^2 T$, where $D$ is a thermal diffusion coefficient fit to Earth’s present climate. A typical value for $D$ is $0.442 \text{ Wm}^{-2} \text{C}^{-1}$, and this is the value we used in Equations (2.1) and (2.2).

The third term on the right hand side of these equations governs the relationship between ocean and land temperature gradients, where $f_L$ is the fraction of the globe that is covered in land, with the remaining covered by ocean ($f_W = 1 - f_L$). Here $\nu$ is the coefficient governing the strength of coupling between land and ocean temperature, which we set at $3.0 \text{ Wm}^{-2} \text{C}^{-1}$. We verified that smaller values of this coefficient often seen in the literature (North & Coakley, 1979) yielded negligible differences in global mean surface temperature and ice extent given our small land fraction of 0.01 (see below). And in the fourth term on the right hand side the dependence of outgoing longwave radiation (OLR) on temperature is linearly parameterized ($\text{OLR} = A + BT$, where the standard value of the coefficient $A$ is $203.02 \text{ W/m}^2$ and the radiation constant $B$ is $2.092 \text{ Wm}^{-2} \text{C}^{-1}$) based on the general effect of CO$_2$ and water vapor on atmospheric radiative transfer as a function of planetary surface temperature in the present climate on Earth.

The North and Coakley model (1979) was first coded up as published with their parameter choices, to verify that it reproduced the results of their paper. Then it was modified as follows: Heat transport was computed from diffusion of temperature with a latitudinally-varying diffusion coefficient, which enhanced tropical relative to subtropical heat transport, thus smoothing temperature variations in the tropics and leading to consistency with thermal wind observations (Lindzen & Farrell, 1977).

We used idealized land (rectangular land without any surface topography, described by the fraction of the planet that is designated to be land, $f_L$). Each latitude has a land and ocean fraction specified to be uniform at 0.01 and 0.99, respectively, to approximate an aqua planet. We also used prescribed time-independent orbital parameters for all planets modeled (which are used in the calculation of the daily mean distribution of instellation, $S(x, t)$). Default values for eccentricity, obliquity, and the argument of perihelion are 0.0167, 23°, and 102.07°, respectively. For the simulations in chapters 3 and 4, the eccentricity was set to zero, so that results were symmetric in the time-mean about the equator over an
annual cycle. The instellation is spectrally integrated, and varies with latitude and time of
year.

Figure 2.2 Schematic diagram of a 1-D energy balance model\(^1\), based on Figure 3.1b in *A
Temperature is averaged over bands of latitude, based on the balance between absorbed
solar and emitted terrestrial radiation, with horizontal heat transport from areas of energy
surplus at the tropics to polar latitudes, where there is an energy deficit.

To simulate the wavelength dependent reflectivity of planets orbiting stars of different
spectral type we calculated the interaction of the stellar SED with the planetary surface
using a radiative transfer model. The planetary albedos we calculated (see Section 2.2.1.a)
with different stellar spectra, an Earth-like atmosphere, and surface albedo files for land,
ocean, and ice of varying grain size were input as broadband albedos over land and ocean
in the EBM. This allowed the EBM to incorporate to first order the effect of varying SED
on the energy balance of the planet.

This EBM configuration assumes a rapidly rotating planet like the Earth, via the value of
the thermal diffusion coefficient \(D\). Planets with slower rotation rates would likely distribute

\(^1\)http://stratus.astr.ucl.ac.be/textbook/
heat more efficiently given their weaker Coriolis force (Joshi et al., 1997; Merlis & Schneider, 2010; Pierrehumbert, 2011). Additional work to examine alternate spin states such as synchronous rotation, which is expected to prevail in the habitable zones of M-dwarf stars, must be done using more sophisticated, general circulation models (see Chapter 6).

There is no explicit ice model; instead the ocean temperature is allowed to be below freezing, which then causes the albedo to increase. A general EBM land/ocean albedo parameterization is as follows:

\[
\alpha_L = \begin{cases} 
0.363 + 0.08(3x^2 - 1)/2; & T > -2^\circ C \\
0.6; & T \leq -2^\circ C 
\end{cases} \quad (2.3)
\]

\[
\alpha_W = \begin{cases} 
0.263 + 0.08(3x^2 - 1)/2; & T > -2^\circ C \\
0.6; & T \leq -2^\circ C 
\end{cases} \quad (2.4)
\]

However, the first terms in equations (2.3) and (2.4) were adjusted to the values of broadband planetary albedo calculated with our radiative transfer model for land, ocean, and below-freezing surfaces for each host star. In the Equations (2.3) and (2.4) \(x\) is the sine of the latitude, and the \((3x^2 - 1)/2\) term is the second Legendre polynomial\(^2\). This latitudinally-dependent term for ice-free areas is symmetric about \(x\). This provides for hemispherical symmetry in modeling behavior (provided that land and ocean fractions are also equal in each hemisphere), and accounts for stellar zenith angle dependence, and the nonhomogeneous annual mean distribution of clouds. We acknowledge that neglecting the energy- and time-dependent dynamics of melting ice will affect the seasonal cycle, therefore we use the EBM primarily to determine the annual mean temperature behavior, and defer to the results of our GCM simulations regarding the behavior of the ice margin. With the EBM we evaluated how the ice line latitude changed as a function of stellar flux, given the broadband planetary albedos over land, ocean, and ice-covered areas that were calculated with our radiative transfer model using different stellar spectra as input.

\(^2\)Legendre polynomials are azimuthally symmetric solutions to Legendre’s Differential Equation, defined as 
\[(1 - x^2)y'' - 2xy' + n(n + 1)y = 0\]
2.2.1.a Model Inputs: SMART

The Spectral Mapping Atmospheric Radiative Transfer model (SMART) is a 1-D (in altitude), multistream, multilevel, line-by-line, multiple-scattering radiative transfer model developed by David Crisp (Meadows & Crisp, 1996; Crisp, 1997), and was used here to generate high-resolution synthetic spectra of planetary atmospheres and surfaces. The SMART model parameterization combines a discrete ordinate method with a spectral mapping technique to generate spectrally-dependent solutions to the equation of radiative transfer as given by Goody and Yung (1995, p46) and Meadows and Crisp (1996):

\[
\frac{\mu dI(\tau, \mu, \phi, \nu)}{d\tau} = I(\tau, \mu, \phi, \nu) - S(\tau, \mu, \phi, \nu) \tag{2.5}
\]

The equation of radiative transfer governs the propagation of radiation through a medium (in this case a planetary atmosphere), which can interact with that radiation through absorption, emission, and scattering processes. Here \( I \) is the radiance (incoming stellar radiation) at wavenumber \( \nu \) (here a different \( \nu \) than in (2.1) and (2.2)), \( \tau \) is the vertical optical depth measured from the top of the atmosphere (TOA) down, \( \mu \) is the cosine of the stellar zenith angle (the angle between the point directly overhead and the center of the star’s disc), and \( \phi \) is the azimuth angle (the angle along the horizon between a reference direction and a projected line pointing to the star on the same plane). The source function is given by:

\[
S(\tau, \mu, \phi, \nu) = \frac{\omega(\tau, \nu)}{4\pi} \int_0^{2\pi} d\phi' \int_{-1}^{1} d\mu' P(\tau, \mu, \phi, \mu', \phi', \nu) I(\tau, \mu', \phi', \nu) + [1 - \omega(\tau, \nu)] B[\nu, T(\tau)] + \frac{\omega(\tau, \nu)}{4\pi} F_\odot P(\tau, \mu, \phi - \mu_\odot, \phi_\odot, \nu) \exp(-\tau/\mu_\odot) \tag{2.6}
\]

where \( P(\tau, \mu, \phi, \mu', \phi', \nu) \) is the scattering phase function, \( \omega(\tau, \nu) \) is the single scattering albedo at optical depth \( \tau \) and wavenumber \( \nu \), \( B[\nu, T(\tau)] \) is the thermal source (Planck) function at wavenumber \( \nu \) and temperature \( T(\tau) \), and \( F_\odot \) is the TOA instellation.

The discrete ordinate method uses Gaussian quadrature to evaluate the integrals in (2.6), by approximating them as weighted sums of values of the functions at specific points within the boundaries of integration (Stamnes et al., 1988). This provides zenith-angle- and azimuth-angle-dependent radiance fields at each atmospheric layer, rather than the
hemispherically-averaged radiances calculated using traditional two-stream solutions to the equation of radiative transfer. The high-resolution spectral mapping technique maximizes computational efficiency, by identifying similarities in the monochromatic optical properties within a larger spectral region and mapping them to a smaller number of broadband, quasi-monochromatic bins. The radiative transfer equation is then solved one time for each bin. And then the solutions are mapped back to their spectral region of origin. Inhomogeneity within the atmosphere is addressed by dividing it into ~60 vertical layers. Optical properties are held constant within each individual layer, but are allowed to change from one layer to the next.

For modeling Earth-like planets we used the Earth’s temperature-pressure profile for the atmosphere derived using the Intercomparison of Radiation Codes in Climate Models program (ICRCCM). The profile for ICRCCM mid-latitude summer sounding is representative of the average temperature-pressure profile for the Earth. It includes atmospheric pressures, temperatures, and mass mixing ratios for seven absorbing gases, and is resolved into 64 vertical layers throughout the atmosphere. Included is absorption by H$_2$O, CO$_2$, O$_3$, N$_2$O, CO, CH$_4$, and O$_2$, and Rayleigh scattering.

We generated absorption cross sections for relevant gases using the HITRAN 2008 line list database$^3$ (Rothman et al., 2009). We then simulated line profiles for use in our SMART runs using a line-by-line absorption coefficient model called LBLABC (Meadows & Crisp, 1996), which calculates gas absorption coefficients over a broad range of temperatures and pressures on a series of nested spectral grids, completely resolving the cores of individual gas absorption line profiles at all atmospheric levels.

The model uses data on the stellar spectrum, planetary atmospheric composition and temperature, and surface and cloud properties as inputs, and computes wavelength-dependent radiative intensity and flux profiles, for both reflected and emitted light. From the computed specific fluxes, bolometric upwelling and downwelling stellar flux profiles can be calculated, and then used to generate the total broadband planetary albedo given the input stellar and surface albedo spectrum.

---

$^3$http://www.cfa.harvard.edu/hitran/
2.2.1.b Model Inputs: Stellar Spectra

Earlier climate simulations explored the albedo effects of surface water ice on the climate of M-dwarf planets using a blackbody distribution to approximate incoming stellar radiation (Pierrehumbert, 2011). Here composite SEDs derived from observations and models of main-sequence stars of different spectral types were used to calculate broadband planetary albedos for a planet covered in specific surface types. We used F2V Star HD128167, K2V Star HD22049 (Segura et al., 2003), M3V star AD Leo4 (Reid et al., 1995, Segura et al., 2005), and the solar spectrum obtained from Chance and Kurucz (2010). All stellar SEDs are shown normalized by their peak flux in Figure 1.3. For the SMART runs, all stellar spectra were adjusted so as to integrate to TOA solar constant values of between 1360 and \( \sim 1380 \text{ W/m}^2 \). For the GCM runs (see Section 2.2.2), the value of the solar constant was set to 1360 W/m\(^2\) for all SEDs. This is equivalent to placing the model planets at the Earth’s equivalent distance from their host stars. The zenith angle varies according to the diurnal cycle in the GCM, and in the SMART runs it is fixed at an average illumination value of 60\(^\circ\).

2.2.1.c Model Inputs: Surface Albedos

Previous EBMs have employed a broadband frozen surface albedo of 0.6 for M-dwarf star illumination (Pierrehumbert, 2011). Here, we carried out a more comprehensive analysis of the effect of incoming stellar radiation on the broadband frozen surface albedo, using high-resolution, wavelength-dependent albedo spectra for multiple water ice types, shown in Figure 1.4. We used spectra of albedo as a function of wavelength for fine-grained snow (Grenfell et al., 1994) and for blue marine ice (Warren et al., 2002). Bubbles in glacier ice result from air trapped in snow as it is compressed under the weight of overlying snow. The blue marine ice was not glacier ice; it resulted instead from freezing of liquid water. It contained few bubbles but numerous cracks, which were responsible for the albedo (see Figure 1.5). The cracks are caused by thermal stresses, so they would be present (and contributing to the albedo) even on a planet with no atmosphere (Stephen Warren, priv.

\(^4\)http://vpl.astro.washington.edu/spectra/stellar/mstar.htm
Since these two ice types constitute end-members in terms of ice grain size and albedo at Earth-like surface temperatures and pressures, and ice may exist between these two states, wavelength-dependent albedo spectra have been modeled at 25%, 50%, and 75% mixtures of blue ice and snow (see Figure 1.4). Albedos for $\lambda < 0.31 \, \mu m$ were decreased linearly from their values at 0.31 $\mu m$ down to 0.05 at 0.15 $\mu m$ for all ice and snow types.

As clouds also exhibit a wavelength-dependent reflectivity, in some cases reaching higher albedos than snow surfaces at longer wavelengths, the contribution of two major cloud types to the Earth’s overall reflectivity is shown in Figure 2.3, and they are included in the SMART + EBM model validation in Section 2.2.1.d. Clouds, particularly low stratocumulus clouds, have the largest contribution to the Earth’s reflectivity at the longest wavelengths of the shortwave spectrum (i.e. 1.5 - 2.5 $\mu m$), where the reflectivity of snow and high cirrus cloud drop significantly. An underlying snow surface is assumed in Figure 2.3, to highlight the contrast in the wavelength-dependent reflectivity between snow and clouds.

We used an ocean albedo spectrum obtained from Brandt et al. (2005). For wavelengths between 0.15 and 0.31 $\mu m$, albedos were calculated using the Fresnel equations, with indices of refraction of water from Segelstein (1981). Following Robinson et al. (2011), we obtained the spectrum for the clay mineral kaolinite (mixed with trace amounts of smectite and illite) from the United States Geological Survey (USGS) spectral library\(^5\) for use as the bare land surface in the EBM simulations.

### 2.2.1.d Validation\(^6\) of SMART + EBM Model

We validated the method of using SMART in combination with an EBM by reproducing the Earth’s current ice line latitude (where “ice line latitude” is defined here as the farthest latitude towards the equator where ice is present on a planet’s surface) and global mean surface temperature at its present obliquity, using outgoing infrared flux and diffusive heat


\(^6\)The term “Validation” is generally used in the fields of astronomy and planetary science to mean the assessment of a model’s performance compared to data taken from observations. The term “Evaluation” is used in atmospheric science for a similar undertaking, though inter-model comparisons may also be included (see e.g., Flato et al., 2013). We therefore use the former term here in the section where SMART is used with an EBM, and the latter term in the GCM section, with the understanding that their meanings are interchangeable.
Figure 2.3 Wavelength-dependent reflectivity of a planet with an Earth-like atmosphere, an underlying snow surface, clear sky conditions (red), 100% cirrus cloud cover (green), and 100% stratocumulus cloud cover (blue), calculated using SMART. The empirical spectrum for fine-grained snow (from Figure 1.4) is plotted here (black) for reference.

transport parameterizations by North and Coakley (1979) and described here in Section 2.2.1. The maximum and minimum top-of-atmosphere (TOA) upward fluxes we calculated match observations from the Earth Radiation Budget Experiment (ERBE, Barkstrom & Hall, 1982) to within 6%. As described in Section 2.2.1.a, we used a temperature-pressure profile for the atmosphere derived using the ICRCCM program. Broadband planetary albedos for the surface types described in Section 2.2.1.c were generated assuming both clear and cloudy sky conditions. Approximately 64% of the Earth is covered in clouds (Warren & Hahn, 2002). Two cloud layers were used—that of low stratocumulus clouds and high cirrus clouds. For the purposes of my model, we assume 36% clear sky conditions, 40% low stratocumulus clouds, and 24% high cirrus clouds. Average broadband albedos over
ocean, land, and regions where the surface temperature falls below -2°C were calculated as described in Zsom et al. (2012):

$$\alpha_{\text{avg}} = \alpha_{\text{cl}} \times (1 - f_{\text{st}} - f_{\text{cr}} + f_{\text{st}}f_{\text{cr}}) + \alpha_{\text{st}} \times (f_{\text{st}} - f_{\text{st}}f_{\text{cr}}) + \alpha_{\text{cr}} \times (f_{\text{cr}} - f_{\text{st}}f_{\text{cr}}) + C_{\text{ran}} \times (f_{\text{st}}f_{\text{cr}})$$  \hspace{1cm} (2.7)

where $\alpha_{\text{cl}}$ is the albedo assuming clear sky conditions; $\alpha_{\text{st}}$ is the albedo assuming stratocumulus cloud covered conditions; $\alpha_{\text{cr}}$ is the albedo assuming cirrus cloud covered conditions; $f_{\text{st}}$ and $f_{\text{cr}}$ are the stratocumulus (0.40) and cirrus (0.24) cloud fractions, respectively; and $C_{\text{ran}} = f_{\text{st}} + f_{\text{cr}} - f_{\text{st}}f_{\text{cr}}$, the combined cloud fraction assuming random overlap, as given in Oreopoulos and Khairoutdinov (2003). An optical depth of 10 was used for both cloud types.

A modern land/ocean geographical configuration was used in the EBM. Areas over ocean and land surfaces were assigned broadband albedos of 0.32 and 0.41, respectively. Regions where the surface temperature fell below -2°C were assigned a broadband albedo of 0.46, which corresponds to the 25% mixture of blue marine ice and fine-grained snow in Figure 1.4. The EBM ice line latitude is 54.4°N, which is within six degrees of the Earth’s northern hemisphere ice line latitude as defined as the southernmost tip of Greenland by Kukla (1979) and Mernild et al. (2010). The EBM global mean surface temperature (including zonal mean land and ocean temperatures) is 12°C, and is within three degrees of the global mean surface temperature of the Earth as defined as 15°C by Hartmann (1994). The EBM ice line latitude and global mean surface temperature (Figure 2.4) were calculated using only the surface types in Figure 1.4.

We have assumed a water vapor concentration equal to a mid-latitude average of 1% of the atmosphere at 1-bar surface pressure to calculate broadband planetary albedos used in our model validation. The amount of water vapor decreases rapidly with increasing latitude, and can be as much as 10 times lower at the poles (Hartmann, 1994). To test the sensitivity of our calculated albedos to water vapor, we ran SMART with 0.1% water vapor, and found our broadband albedos over land, ocean, and below-freezing surface types to increase by no more than 10% for ocean and ice surfaces, and 13% for our land spectrum.
Figure 2.4 Mean ice line latitude (blue) and global surface temperature (red) as a function of obliquity, calculated using a seasonal EBM. The Earth’s northern hemisphere ice line latitude and global mean surface temperature at its present obliquity of 23.5°C (vertical dashed line) is verified to within six degrees in latitude and three degrees Celsius, respectively. Ocean and land surfaces were assigned broadband albedos of 0.32 and 0.41, respectively (including atmosphere, for 36% clear sky, 40% stratocumulus cloud cover, and 24% cirrus cloud cover). Regions where the surface temperature fell below -2°C were assigned a broadband planetary albedo of 0.46, which was calculated using the same percentages of clear sky and cloud cover, with the spectrum corresponding to the 25% mixture of blue marine ice and fine-grained snow in Figure 1.4. Random overlap between the two cloud layers is assumed.

2.2.2 General Circulation Model

GCMs provide a 3-D representation of the global climate system, by dividing the planet into individual grid cells with horizontal (latitude-longitude) and vertical (height/pressure) components (Figure 2.5), and calculating average physical properties within each grid cell
based on the physics and dynamics (fluid motion) within the cell and due to interactions with other cells. GCMs allow for the simulation of changes in climate as a result of slow changes in boundary conditions, such as changes in the solar constant or greenhouse gas concentrations.

We used version 4.0 of the Community Climate System Model (CCSM4), a fully-coupled, global climate model developed to simulate past, present, and future climate states on the Earth (Gent et al., 2011). CCSM4 was run with a 50-meter deep, slab ocean (see e.g., Bitz et al., 2012). The slab ocean model normally has ocean heat flux convergence (often called a q-flux) input. We set this flux to zero, as done in experiments by Poulsen et al. (2001), though this does allow for a snowball transition at a higher insolation than if ocean dynamic heat flux, which tends to buffer against a snowball state, were incorporated (Poulsen et al., 2001; Pierrehumbert et al., 2011). The ocean is treated as static, but fully mixed with depth. Simulations that include a fully-dynamic ocean, though more realistic, can take thousands of model years to equilibrate for a given radiative forcing, and as such are too computationally expensive to allow for the exploration of a wide parameter space as we have done here.

CCSM4 consists of a dynamical core (a module governing primarily resolved scale processes), which numerically solves a series of nonlinear differential equations that describe atmospheric circulation through global fluid motions and transport. A finite difference method is used to evolve properties of fluid flow, by approximating derivatives of these properties as discrete, finite differences in their values over small units of time and space. Given here for a unit mass of fluid in motion, assuming a coordinate system that is fixed with respect to the Earth, these equations are mathematical representations of the following principles:

(1) Conservation of momentum:

\[
\frac{d\vec{v}}{dt} = -\frac{1}{\rho} \nabla \cdot \vec{p} - \vec{g} + \vec{F}_{fric} - 2\vec{\Omega} \times \vec{v} \tag{2.8}
\]

where \( \frac{d}{dt} \) is the total (advective) derivative,

\[
\frac{d}{dt} = \frac{\partial}{\partial t} + \vec{v} \cdot \nabla
\]
\( \vec{v} \) is the vector describing the horizontal and vertical components of the velocity; \( \vec{g} \) is the gravity vector; \( \vec{F}_{\text{frie}} \) is the force per unit mass due to friction; \( \vec{\Omega} \) is the angular velocity of the Earth (\(-2\vec{\Omega} \times \vec{v} \) is the Coriolis force); \( p \) is the pressure, and \( \rho \) is the density.

Figure 2.5 Schematic diagram of a 3-D general circulation model\(^7\). The planet is divided into horizontal and vertical grids, and individual properties of the climate system are evaluated within each grid cell.

(2) Mass continuity:

\[
\frac{\partial \rho}{\partial t} = -\nabla \cdot (\rho \vec{v}) 
\tag{2.9}
\]

(3) Conservation of energy (the first law of thermodynamics):

\[
Q = C_p \frac{dT}{dt} - \frac{1}{\rho} \frac{dp}{dt} 
\tag{2.10}
\]

where \( Q \) is the heating rate per unit mass; \( T \) is the temperature; and \( C_p \) is the specific heat capacity, as in equations (2.1) and (2.2).

\(^7\)http://celebrating200years.noaa.gov/breakthroughs/climate_model/
(4) Equation of state for the atmosphere, which relates $\rho$, $p$, and $T$:

$$p = \rho RT$$

(2.11)

where $R$ is the ideal gas constant.

To solve these equations, the heating rate must be specified, which requires a detailed analysis of radiative transfer within the atmospheric column, given the shortwave and long-wave radiation balance. The radiation scheme CCSM4 uses to determine the heating rate is described below. Radiative transfer, along with the influences on heat and energy transfer of clouds, evaporation-precipitation-condensation and related processes, and convection constitute the “physics” of the model, while the equations in (2.8)-(2.11) describing fluid motion and transport comprise the model “dynamics”.

In solving these basic, or primitive Eulerian equations of motion, GCMs apply two key assumptions: (1) That the effects of changes in the vertical density on the mass balance of the continuity equation, and on the frictional force term in the momentum equation, are negligible (a “quasi-Boussinesq” approximation), thus filtering out sound waves in the atmosphere, which change on timescales much smaller (seconds) than the typical time step in GCMs ($\sim$15 minutes); and (2) that the horizontal scale of motions is much larger than the vertical scale, which is a reasonable approximation given that the height of the fluid layer (the atmosphere) is much smaller compared to the radius of the Earth. We can therefore neglect to first order any changes in the gravitational acceleration $g$ with height $z$, and approximate the vertical component of (2.8) as the equation of hydrostatic balance, with the vertical pressure gradient equal to the density multiplied by gravity ($\frac{\partial p}{\partial z} = -\rho g$). This essentially amounts to setting the vertical components of the velocity ($\frac{dv_z}{dt}$), drag ($F_{\text{fric}_z}$), and the Coriolis force ($-2\Omega_z \times v_z$) equal to zero in (2.8), which is reasonable given that outside of areas where there is strong convection, $v_z << v_x, v_y$. This is referred to as the hydrostatic approximation, and can generally be applied when the horizontal scale of atmospheric motions is greater than 10 km (Holton, 2004).

GCMs often use a sigma coordinate system. Sigma coordinates are vertical coordinates,
and follow the topography of the Earth by scaling the local atmospheric pressure to the local surface pressure. Surface pressure can vary widely across the planet, particularly for topographic surfaces that are significantly above sea level. The vertical coordinate \( \sigma \) is therefore defined as a ratio:

\[
\sigma = \frac{p}{p_s}
\]

where \( p_s \) is the surface pressure at a particular point on the Earth. A sigma scale that is divided equally results in vertical layers of equal thickness above each surface point. Using sigma coordinates therefore allows GCMs to represent lower boundary conditions more smoothly and with greater resolution. CCSM4 uses a hybrid coordinate system, which uses these terrain-following sigma coordinates, as well as pressure levels in the upper atmosphere.

The atmospheric component to CCSM4 is the Community Atmosphere Model version 4 (CAM4). CAM4 divides the incident shortwave (stellar) radiation into twelve wavelength bands, given in Table 2.1. The percentage of the total flux from the star is specified in these wavelength bands, with a significantly higher percentage of total stellar flux at longer wavelengths (94.6% for M-dwarf star AD Leo, vs. 52.8% for the Sun, and 40.7% for F-dwarf star HD128167 in waveband 10). As AD Leo emits non-negligible amounts of radiation at wavelengths shortward of 0.2 \( \mu \)m and longward of 5.0 \( \mu \)m, the percentages of flux in these regions were folded into the shortest (Band 1) and longest (Band 10) wavebands, respectively, to include the full stellar spectrum.

A model atmosphere in CAM4 is divided into a series of vertical layers, each bounded by layer interfaces. Radiative heating rates are then determined for each layer. The percentages of downwelling stellar radiation in each of the spectral bands are specified, as well as the cosine of the stellar zenith angle. Each layer is assumed to be vertically and horizontally homogeneous, and to contain a combination of atmospheric constituents such as \( \text{CO}_2 \), \( \text{H}_2\text{O} \), \( \text{O}_2 \), and \( \text{O}_3 \), which absorb and/or scatter radiation according to their individual properties, defined in terms of extinction optical depth, single-scattering albedo, asymmetry parameter, and forward scattering fraction. Scattering by water cloud droplets is also included.

The radiative transfer scheme uses the \( \delta \)-Eddington approximation (Joseph et al., 1976), which involves approximating the scattering phase function (the angular distribution of
Table 2.1 CAM4 spectral wavelength bands specifying shortwave (stellar) incoming flux into the atmosphere, and the percentage of flux within each waveband for the Sun, M-dwarf star AD Leo, and F-dwarf star HD128167.

<table>
<thead>
<tr>
<th>Band</th>
<th>$\lambda_{\text{min}}$</th>
<th>$\lambda_{\text{max}}$</th>
<th>Sun % flux</th>
<th>AD Leo % flux</th>
<th>HD128167 % flux</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.200</td>
<td>0.245</td>
<td>0.124</td>
<td>0.025</td>
<td>3.291</td>
</tr>
<tr>
<td>2</td>
<td>0.245</td>
<td>0.265</td>
<td>0.130</td>
<td>0.009</td>
<td>0.717</td>
</tr>
<tr>
<td>3</td>
<td>0.265</td>
<td>0.275</td>
<td>0.177</td>
<td>0.0029</td>
<td>0.597</td>
</tr>
<tr>
<td>4</td>
<td>0.275</td>
<td>0.285</td>
<td>0.167</td>
<td>0.008</td>
<td>0.528</td>
</tr>
<tr>
<td>5</td>
<td>0.285</td>
<td>0.295</td>
<td>0.349</td>
<td>0.003</td>
<td>0.763</td>
</tr>
<tr>
<td>6</td>
<td>0.295</td>
<td>0.305</td>
<td>0.399</td>
<td>0.004</td>
<td>0.917</td>
</tr>
<tr>
<td>7</td>
<td>0.305</td>
<td>0.350</td>
<td>2.805</td>
<td>0.029</td>
<td>4.620</td>
</tr>
<tr>
<td>8</td>
<td>0.350</td>
<td>0.640</td>
<td>36.00</td>
<td>3.390</td>
<td>43.12</td>
</tr>
<tr>
<td>9</td>
<td>0.640</td>
<td>0.700</td>
<td>6.643</td>
<td>1.895</td>
<td>6.220</td>
</tr>
<tr>
<td>10</td>
<td>0.700</td>
<td>5.000</td>
<td>52.79</td>
<td>94.64</td>
<td>40.68</td>
</tr>
<tr>
<td>11</td>
<td>2.630</td>
<td>2.860</td>
<td>0.613</td>
<td>1.783</td>
<td>0.393</td>
</tr>
<tr>
<td>12</td>
<td>4.160</td>
<td>4.550</td>
<td>0.175</td>
<td>0.749</td>
<td>0.114</td>
</tr>
</tbody>
</table>

radiation at a given wavelength that is scattered by a particle) as a combination of a delta function and a two-term approximation. This approximation addresses the difficulty of solving the radiative transfer equation for highly asymmetric phase functions—such as those due to the strongly forward-peaked scattering of cloud droplets—by approximating the forward peak as a delta function, and specifying the fraction of scattering into the forward peak as proportional to the square of the phase function asymmetry parameter. The $\delta$-Eddington solution to the equation of radiative transfer is faster and more accurate than the Eddington and the two-stream approximation, which employ more generalized approximations to address the angular dependence of radiation intensity (Joseph et al., 1976).

Unlike in line-by-line radiative transfer codes such as SMART, where the contribution of each spectral line for each atmospheric gas to the flux within a given wavelength range is calculated, in the $\delta$-Eddington approximation available absorption data for atmospheric gases is adjusted for the spectral intervals in Table 1, and using mass mixing ratios for these gases in Earth’s atmosphere, absorption coefficients (also called “k-coefficients”) are calculated for each spectral interval. These k-coefficients are then used to generate absorption
optical depths, and with these the $\delta$-Eddington solution is calculated for the reflectivity and transmissivity within a given layer. Upward and downward fluxes within each layer are calculated for each stellar flux band, given the absorption and scattering properties of each gas present in the layer. These fluxes are then summed up across layers in each spectral interval to generate the spectrally integrated (broadband) fluxes. Broadband fluxes are differenced across layers to determine the stellar heating rate (Briegleb, 1992). As such, CCSM4 is most accurate for use in modeling atmospheres similar to the Earth’s, given that the k-coefficients used in the radiation scheme depend on Earth’s mass mixing ratios for constituent gases.

We have assumed an Earth-like atmospheric composition for CO$_2$, H$_2$O, and O$_2$. The ozone profile has been set to zero, as we were concerned primarily with surface temperature as a measure of planetary habitability, and have found the presence of ozone to have a negligible effect on the surface temperature of M- and G-dwarf planets (Shields et al., 2013). F-dwarf planets may exhibit colder surface temperatures and greater ice extent with ozone in their atmospheres than without, possibly as a result of greater stratospheric heating in F-dwarf planet atmospheres (Segura et al., 2003) preventing more shortwave radiation from reaching the surface.

The sea ice component is the Los Alamos sea ice model CICE version 4 (Hunke & Lipscomb, 2008), except we have made the ice thermodynamic only (no sea-ice dynamics, which may affect the snowball transition, Abbot et al., 2011), and have reverted back to the sea-ice albedo parameterization from CCSM3. The latter change was made because the newer $\delta$-Eddington, multiple scattering albedo parameterization is much more difficult to control. In the CCSM3 albedo parameterization, the surface albedo is divided into two bands, visible ($\lambda \leq 0.7$ $\mu$m) and near-IR ($\lambda > 0.7$ $\mu$m). Default near-IR and visible wavelength band albedos are 0.3 and 0.67 for cold bare ice and 0.68 and 0.8 for cold dry snow. The albedos decrease modestly as the surface approaches the melting temperature to mimic the effect of melt ponds. The CCSM3 cold bare ice albedo is approximately halfway between the two end-members for blue marine ice and snow in Figure 1.4, while the CCSM3 cold dry snow albedo is between the brightest end-member, and 3/4 of the way towards the brightest end-member in Figure 1.4. We used the default near-IR and visible
band albedos for all simulations except the surface sensitivity tests described in Chapter 3. However, near-IR and visible band ice albedos calculated using our ice and snow spectra and weighted by the M-dwarf SED are higher than the default values by 3.3% and 1.5%, respectively, higher by 21% for the visible band snow albedo, and lower by 23% for the near-IR snow albedo. An implicit error therefore must exist within this range as a result of using the default GCM two-band model, and may affect the exact values of temperature and ice extent calculated for different SEDs. But as the spectral dependence of ice and snow albedo is still captured in the two-band model, the general trends shown here are expected to be robust.

Coupled GCMs are crucial to understanding the full planetary response to changes in radiative and surface forcing. This is demonstrated in Figure 2.6, where the TOA absorbed shortwave radiation minus OLR as a function of latitude in an EBM is compared with that in a GCM for a G-dwarf planet receiving 100% of the modern solar constant. When averaged over a few years or more, the net incoming heat flux must be equal to the divergence of heat from each grid cell in order to yield a net surface flux of zero locally and globally in our slab ocean model. The EBM shows a large jump in the net incoming heat flux near the poles, due to the abrupt change in albedo for ice-covered areas in the EBM, and the lack of parameterized clouds (beyond our SMART treatment). This large jump causes the ice line to be unstable and collapse to the equator at significantly higher latitudes in the EBM compared to the GCM. A smoother transition in net incoming heat flux as a function of latitude is visible in the GCM, due to the presence of full-scale atmospheric dynamics, including clouds.

The GCM was run on four Intel Xeon hex-core chips at 2.27 GHz, giving ~11 simulation years per wallclock day. For each simulation in the warm-start runs in Chapter 3, the model was run for 37 years to equilibrate to the modern Earth climate at present solar insolation. We then ran our simulations for 40 years after that, with decreasing insolation with the SED from either the Sun (a G-dwarf star), an M-dwarf star, or an F-dwarf star. In Chapter 6, we also ran 30-40-year simulations with the SED from a K-dwarf star with a similar photospheric temperature to Kepler-62, to explore the possible climate of the potentially habitable planet Kepler-62f. The cold-start runs in Chapter 4 were started with the ice-
Figure 2.6 TOA absorbed shortwave radiation minus OLR as a function of latitude, calculated in the GCM (left) and the EBM (right) for a G-dwarf planet receiving 100% of the modern solar constant. When averaged over a few years or more, the net incoming heat flux must be equal to the divergence of heat from each grid cell in order to yield a net surface flux of zero locally and globally in our slab ocean model. The EBM shows a large jump in the net incoming heat flux near the poles, due to the abrupt change in albedo for ice-covered areas in the EBM, and lack of parameterized clouds (beyond our SMART treatment). A smoother transition in net incoming heat flux as a function of latitude is visible in the GCM, due to the presence of full-scale atmospheric dynamics, including clouds.

covered (snowball) climate state found at the end of the warm-start runs, and the instellation was then increased over 40 years of simulation. We ran select simulations for an additional 50 years to ensure equilibration of the ice extent. We also ran simulations of M- and G-dwarf snowball planets with an atmospheric CO$_2$ concentration of 10%. Assuming the CO$_2$ weathering feedback on a snowball planet still operates, we compare the planetary response to high amounts of CO$_2$ as a function of host star SED.

2.2.2.a Evaluation of CCSM4

Figure 2.7 shows a schematic diagram of the basic energy balance of the Earth, using data supplied by Kiehl & Trenberth (1997), compared with one using output generated by our GCM runs assuming an aqua planet orbiting the Sun with Earth’s present instellation (1360 W/m$^2$). Values calculated by CCSM4 for total reflected solar radiation, radiation absorbed by the atmosphere and surface, and outgoing longwave radiation differ by less
than 6% compared to widely accepted values. Greater differences in individual surface and atmosphere contributions to the total reflected solar radiation are due largely to the aqua planet approximation used in our GCM runs, which results in increased cloudiness at most heights relative to modern Earth’s geography, and a higher contribution by clouds to the total reflected solar radiation. Based on this model validation, we use similar data from GCM runs with different host stars in our analysis of the effect of host star SED on planetary energy balance and climate in Chapter 3.

2.2.2.b Implications for Planets Orbiting Different Stars

Figure 2.8 shows schematic diagrams of the global energy balance of an aqua planet orbiting a G-dwarf star, an F-dwarf star, and an M-dwarf star at equivalent stellar flux distances. Though all planets receive the same instellation from their host stars (100% of the modern solar constant), the SEDs of the incoming radiation differ greatly for these three types of stars. The F-dwarf host star emits a larger fraction of its radiation at visible and near-UV wavelengths than the G-dwarf star (the Sun), while the M-dwarf star emits predominantly in the near-IR (see Figure 1.3). As discussed in Section 1.3.1, the interaction between the stellar SED and an orbiting planet’s atmosphere and surface will affect the manner in which the planet achieves global energy balance through a combination of reflected, absorbed, and/or emitted shortwave and longwave radiation. For instance, as shown in Figure 2.8, the M-dwarf planet absorbs much more incoming stellar radiation than the other two planets, while the F-dwarf planet reflects much more radiation. As we shall see in Chapters 3 and 4, this has important implications for how the surface temperature and climate differ and will evolve over time for these planets, and reveals mechanisms that could allow planets to use their unique star-planet interactions to compensate for changes in stellar flux or atmospheric composition.
Figure 2.7 Schematic diagram of Earth’s global energy balance, based on a diagram by Hartmann (Hartmann, 1994) using a) data supplied by Kiehl & Trenberth (1997), and b) model output from our aqua planet simulation with a GCM (CCSM4). Values calculated by CCSM4 for total reflected solar radiation, radiation absorbed by the atmosphere and surface, and outgoing longwave radiation differ by less than 6%.
Figure 2.8 Schematic diagram of global mean energy balance for an aqua planet orbiting a) the Sun, as in Fig. 2.7b, b) an F-dwarf star, and c) an M-dwarf star. All planets receive equivalent instellation (100% of the modern solar constant), here globally averaged (340 W/m²).
Chapter 3

APPLICATION I: ENTRANCE INTO A SNOWBALL STATE

In this chapter, the SMART + EBM model as well as a GCM were used to explore the specific interaction of a host star’s spectrum with its planet’s surface and atmosphere, and the effect of this interaction on the transition into a snowball state for planets orbiting stars of different spectral types. These simulations allowed us to quantify the effect of stellar SED, ice grain size, and CO$_2$ concentration on planetary albedo and climate for planets in different stellar environments, and to identify classes of planets that may be less susceptible to snowball episodes given the spectral class of their host stars. Portions of this chapter were originally published in collaboration with V. S. Meadows, C. M.. Bitz, et al. in the August 2013 edition of the journal Astrobiology (Shields et al., 2013, *Astrobiology*, Vol. 13, pp. 715-739; ©2013 Mary Ann Liebert, Inc.), and are reproduced below with the permission of Mary Ann Liebert, Inc.

3.1 Introduction

A crucial task on the road to identifying a habitable world beyond our Solar System is distinguishing planets that are more likely to support climates conducive to the long-term presence of surface liquid water from those that may be more volatile in terms of their climate stability. Planets less likely to experience extreme climate events may be more attractive candidates for target selection for future follow-up missions focused on the characterization of their atmospheres and the identification of possible biosignatures (atmospheric fingerprints of biological processes that may indicate the presence of life on a planet’s surface).

It has been understood for some time that because of the large amount of near-IR radiation emitted by their host stars, M-dwarf planets are likely to have lower planetary albedos given the presence of atmospheric CO$_2$ and water vapor, which absorb strongly in the near-IR, and due to the more negligible effect on planetary albedo of Rayleigh scattering, which is stronger for shorter, bluer wavelengths of radiation (Kasting et al., 1993; Selsis
et al., 2007; Kopparapu et al., 2013a,b). The lower the planetary albedo, the more energy is absorbed on the planet, as shown in Eqn. (1.1). Thus a lower planetary albedo can lead to a warmer planetary climate.

However, planetary climate can also be affected by the interaction of the host star spectral energy distribution with the wavelength-dependent reflectivity of ice and snow, in addition to atmospheric gases. Given the dependence of ice and snow albedo on wavelength, and the large difference in the distribution of spectral energy for different types of stars (see Figure 1.3), the interaction between the SED of M-dwarf stars and the icy or snowy surfaces that may exist on their orbiting planets will differ greatly from that of G- and F-dwarf stars and their planets’ ice surfaces. Additionally, on M-dwarf planets, a significant amount of radiation emitted by the host star is absorbed by atmospheric gases such as CO\textsubscript{2} and water vapor, and this will affect the manner in which heat is transferred through the atmosphere. It has been proposed that M-dwarf planets may be less susceptible to snowball states, and that the outer edge of the habitable zone could be wider for M-dwarf stars, due to the large percentage of near-IR radiation emitted by these stars, which is more strongly absorbed by ice, snow, and atmospheric gases on these planets (Joshi & Haberle, 2012).

Joshi and Haberle (2012) speculated that the outer edge of the habitable zone, which they define as the orbital distance at which carbon dioxide condenses out onto the surface of a planet, may be as much as 30% farther out for M-dwarf stars than originally calculated, given the spectral dependence of water ice and snow albedo. This work was purely analytical, using synthetic stellar and blackbody spectra, one surface water ice type and one snow type to show that broadband albedos are likely lower for M-dwarf planets. Neither radiative transfer through an atmosphere, nor the effect of clouds, were included in these calculations. The effect of near-IR CO\textsubscript{2} and water vapor absorption was estimated using a constant scaling factor at wavelengths beyond 1.5 µm.

At the very outer limit of the habitable zone, atmospheric CO\textsubscript{2} content is expected to be high as a result of decreased silicate weathering (Walker et al., 1981). As the maximum greenhouse limit for CO\textsubscript{2} (more than ∼2 bars, Pierrehumbert, 2010) is approached, planetary albedo becomes dominated by the thicker CO\textsubscript{2} atmosphere. This high amount of atmospheric CO\textsubscript{2} could reduce climate sensitivity to surface ice albedo. This possibility
has not previously been investigated. The exact CO$_2$ concentration required to mask the climatic effect of the interaction between host star SED and surface ice and snow has not been constrained.

Here, we provide a more comprehensive study of the interaction between host star SED and an orbiting planet’s atmosphere and surface, using a hierarchical approach. We use SMART to calculate broadband planetary albedos assuming different incident stellar spectra, a wide range of ice and snow surface types, and land and ocean as input to a seasonally-varying, 1-D EBM. With the EBM we explore the latitudinal extent of the ice line, and thus what fraction of the planet is ice-covered, as a function of incident stellar and surface albedo spectrum. Using SMART, with spectrally-resolved absorption coefficients for CO$_2$, we determine the atmospheric CO$_2$ concentration necessary to mask surface ice-albedo feedback effects entirely.

The manner in which radiative transfer through atmospheric gases is treated can affect the EBM results. To address these effects, we run a 3-D atmospheric GCM (CCSM4) coupled to a motionless 50m-depth “mixed-layer” ocean with a thermodynamic sea ice model. There is no land, and hence it is referred to as an aqua planet. We vary the SED of the instellation in order to investigate the climate of a hypothetical planet of a host M-dwarf star, and compare it to the climate of an aqua planet orbiting the Sun, a G-dwarf star, as well as an F-dwarf star, which emits a greater fraction of visible and near-UV radiation. We also describe how changes to the surface albedo parameterization in the GCM affect the climate of an M-dwarf planet. And we discuss implications of the results of our climate model simulations for M-dwarf habitability, given the effect of host star SED on climate sensitivity.

3.2 Results

3.2.1 SMART + EBM

We used SMART to comprehensively address the radiative transfer that takes place between a planet’s ice, ocean, and land surfaces and the incident stellar radiation. Derived broadband planetary albedos used as input to the EBM are therefore unique to the planet-star system, rather than broadly generalized. Here we first explore the contributions to broadband
planetary albedo for different surface types, atmospheric pressures, and stellar SEDs. We then explore climate-sensitivity to changes in instellation, surface type, and ice grain particle size for Earth-like planets orbiting stars of different spectral type.

3.2.1.a Contributions to Broadband planetary albedo

Figure 3.1 shows broadband planetary albedos that are output from SMART, given various surface types. We are primarily interested in quantifying the effects of surface albedo on planetary climate, and used the aqua planet EBM as a testbed for identifying general trends. Broadband planetary albedos decrease monotonically with stellar luminosity, even though all stellar spectra have been adjusted to provide the same integrated flux as that received by the Earth around the Sun. This can be explained by the larger fraction of spectral energy emitted at \( \lambda > 1.0 \, \mu m \) for stars with lower luminosities. These broadband planetary albedos incorporate the wavelength-dependent reflectivity of the underlying surface. At these longer wavelengths, ice and snow absorb strongly (Figure 1.4), resulting in a lower average surface albedo contribution to the overall planetary albedo.

Since Rayleigh scattering is stronger at shorter wavelengths due to the \( 1/\lambda^4 \) cross-section dependence, it is expected to be more pronounced on an F-dwarf planet than on other host star planets, and can result in higher broadband planetary albedos (Kasting et al., 1993; Pierrehumbert, 2011; Kopparapu et al., 2013a,b). To verify the trend stated above, we reduced the atmospheric pressure in additional SMART runs with an F-dwarf spectrum incident on an ocean surface, and excluded atmospheric gases. We confirm that the Rayleigh scattering tail present at \( \lambda < 0.7 \, \mu m \) for atmospheres with 1 bar surface pressure is virtually absent for thin atmospheres of less than 0.1 mb (Figure 3.2). The resulting broadband albedos in the “no Rayleigh scattering” case are plotted in Figure 3.1 (middle column). Even with Rayleigh scattering removed, Figure 3.1 reveals higher broadband planetary albedos with ice and snow surfaces for the F-dwarf host star, and the lowest broadband albedos for the M-dwarf host star. Also plotted are broadband planetary albedos calculated with Rayleigh scattering only (no atmospheric gas absorption, left column), and with both Rayleigh scattering, atmospheric gases, and clouds included (right column). These values for each stellar type are listed in Table 3.1.
Figure 3.1 Broadband planetary albedos calculated with upwelling and direct downwelling stellar flux outputs from SMART for ice, snow, ocean, and land surfaces given the SEDs of F-, G-, K-, and M-dwarf stars. For each star: Left – no atmospheric gas absorption, but Rayleigh scattering is included; middle – no gases or Rayleigh scattering (broadband F-dwarf planetary albedos for ice and snow surfaces are still larger than those for G-, K-, or M-dwarf planets, even after the effects of Rayleigh scattering are removed); right – Rayleigh scattering, gas absorption, and clouds are included. These values are listed in Table 3.1.

3.2.1.b Climate sensitivity for Earth-like planets

Broadband planetary albedos calculated from SMART (with an Earth-like atmospheric composition and distribution of clouds) were used as input to the EBM, as described in Chapter 2 (Section 2.2.1.d). Below-freezing surfaces encountered during the EBM runs (where the temperature is less than -2 degrees Celsius) were given broadband planetary albedos for ice and snow of varying grain size calculated from SMART at 1 bar surface pressure. EBM simulations were run with an initial warm start, with an approximate
Figure 3.2 Top-of-the-atmosphere (TOA) upwelling flux divided by the downwelling stellar flux (which is a measure of the planetary albedo) as a function of wavelength, for an ocean-covered planet with a surface pressure of 1 bar (blue), and 0.1 mbar (red) orbiting an F-dwarf star at an equivalent flux distance to the Earth around the Sun, calculated using SMART. No atmospheric gas absorption is included here. The rise in TOA flux (and therefore planetary albedo) evident in the 1-bar atmosphere case at \( \lambda < 0.7 \) \( \mu \text{m} \) is due to Rayleigh scattering. At 0.1 mb, the Rayleigh scattering tail is absent, and matches the empirical albedo spectrum of the ocean surface from Figure 1.4 (dotted black).

Earth-like zonal mean temperature distribution. The global mean surface temperature and mean latitude of the ice line in the northern hemisphere were calculated at present Earth obliquity (23.5°) as a function of percent of modern solar constant, with 100% of the modern solar constant being the present amount of solar instellation, or flux density, on the Earth. The results are plotted in Figure 3.3, and can be assumed to be similar for the southern hemisphere, given an assumed eccentricity of zero. The slope of each line is a measurement of the climate sensitivity of the planet to changes in instellation. The smaller the grain size
Table 3.1 Broadband planetary albedos calculated with upwelling and direct downwelling stellar flux outputs from SMART for fine-grained snow, large-grained blue marine ice, ice of intermediate density between the two end-members, ocean, and land surfaces, given the SEDs of F-dwarf star HD128167, the Sun (a G-dwarf star), K-dwarf star HD22049, and M-dwarf AD Leo. For the planetary albedos that include gases and clouds (right column), average broadband albedos were calculated as described in Zsom et al. (2012) assuming 64% cloud cover (Warren et al., 2002), with 40% low stratocumulus clouds and 24% high cirrus clouds. Random overlap between the two cloud layers is assumed (Oreopoulos & Khairoutdinov, 2003).

<table>
<thead>
<tr>
<th>Stellar Type</th>
<th>surface</th>
<th>No gases or clouds</th>
<th>No gases or clouds</th>
<th>Earth-like gases, clouds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Rayleigh scattering on</td>
<td>Rayleigh scattering off</td>
<td>Rayleigh scattering on</td>
</tr>
<tr>
<td>F-dwarf</td>
<td>snow</td>
<td>0.84988</td>
<td>0.83361</td>
<td>0.66833</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>0.72756</td>
<td>0.70568</td>
<td>0.59884</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>0.60744</td>
<td>0.57704</td>
<td>0.53664</td>
</tr>
<tr>
<td></td>
<td>25%</td>
<td>0.48993</td>
<td>0.44840</td>
<td>0.47961</td>
</tr>
<tr>
<td></td>
<td>blue ice</td>
<td>0.37330</td>
<td>0.31782</td>
<td>0.42542</td>
</tr>
<tr>
<td></td>
<td>ocean</td>
<td>0.19349</td>
<td>0.07221</td>
<td>0.32865</td>
</tr>
<tr>
<td></td>
<td>land</td>
<td>0.40438</td>
<td>0.30470</td>
<td>0.41428</td>
</tr>
<tr>
<td>G-dwarf</td>
<td>snow</td>
<td>0.79724</td>
<td>0.79577</td>
<td>0.64622</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>0.66882</td>
<td>0.66421</td>
<td>0.57636</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>0.54191</td>
<td>0.53194</td>
<td>0.51363</td>
</tr>
<tr>
<td></td>
<td>25%</td>
<td>0.41708</td>
<td>0.39966</td>
<td>0.45585</td>
</tr>
<tr>
<td></td>
<td>blue ice</td>
<td>0.29312</td>
<td>0.26603</td>
<td>0.40093</td>
</tr>
<tr>
<td></td>
<td>ocean</td>
<td>0.14155</td>
<td>0.07070</td>
<td>0.31948</td>
</tr>
<tr>
<td></td>
<td>land</td>
<td>0.38829</td>
<td>0.33513</td>
<td>0.41484</td>
</tr>
<tr>
<td>K-dwarf</td>
<td>snow</td>
<td>0.74842</td>
<td>0.74784</td>
<td>0.60392</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>0.62041</td>
<td>0.61768</td>
<td>0.53716</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>0.49350</td>
<td>0.48685</td>
<td>0.47708</td>
</tr>
<tr>
<td></td>
<td>25%</td>
<td>0.36822</td>
<td>0.35602</td>
<td>0.42150</td>
</tr>
<tr>
<td></td>
<td>blue ice</td>
<td>0.24418</td>
<td>0.22435</td>
<td>0.36870</td>
</tr>
<tr>
<td></td>
<td>ocean</td>
<td>0.11921</td>
<td>0.06965</td>
<td>0.30235</td>
</tr>
<tr>
<td></td>
<td>land</td>
<td>0.38606</td>
<td>0.35098</td>
<td>0.40133</td>
</tr>
<tr>
<td>M-dwarf</td>
<td>snow</td>
<td>0.51963</td>
<td>0.51905</td>
<td>0.39800</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>0.41245</td>
<td>0.41125</td>
<td>0.35478</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>0.30542</td>
<td>0.30308</td>
<td>0.31546</td>
</tr>
<tr>
<td></td>
<td>25%</td>
<td>0.19890</td>
<td>0.19491</td>
<td>0.28406</td>
</tr>
<tr>
<td></td>
<td>blue ice</td>
<td>0.09361</td>
<td>0.08749</td>
<td>0.24317</td>
</tr>
<tr>
<td></td>
<td>ocean</td>
<td>0.07390</td>
<td>0.06518</td>
<td>0.23372</td>
</tr>
<tr>
<td></td>
<td>land</td>
<td>0.37974</td>
<td>0.37516</td>
<td>0.33165</td>
</tr>
</tbody>
</table>
of the ice (and therefore the higher the albedo), the farther towards the equator the ice advances. For stars with higher visible and near-UV output, ice-covered planetary states occur with smaller decreases in instellation. Cooler, redder stars allow planets to remain free of global ice cover with larger decreases in instellation. An alternate branch of these results exists with significant ice cover if an initial cold start is assumed, with zonal mean temperatures characteristic of a snowball state. We explore that branch in Chapter 4.

3.2.2 GCM simulations

1-D EBMs offer insight into the latitudinally-resolved distribution of temperature and ice across a planet. However, they heavily parameterize atmospheric radiative transfer and eddy heat transport. Furthermore, ours only captures the albedo effects of sea ice (not the insulating effect). To test the robustness of the results from our EBM simulations, and to provide further physical insight into the contribution of atmospheric dynamics to planetary climate, we employed a coupled atmospheric GCM with more complete sea ice physics.

We begin our analysis of GCM simulations by characterizing how the global climate depends on the stellar constant for an aqua planet orbiting the Sun or an M-or F-dwarf star. Then we describe the climates in greater detail for an aqua planet around the Sun and an M-dwarf star, where we consider runs with similar temperate climates but vastly different SEDs, followed by stellar constants that give similar snowball climates. We explore the role played by atmospheric dynamics in generating similar ice-covered states, given the different stellar SEDs. Finally, we investigate the sensitivity of planetary climate to surface albedo alone.

3.2.2.a Climate sensitivity: G-dwarf vs. M-dwarf and F-dwarf planets

Figure 3.4 shows the latitudinal ice extent and annual global mean surface temperature in the northern hemisphere as a function of percent of modern solar constant for a G-dwarf aqua planet with an incident spectrum of the Sun, an M-dwarf aqua planet with the incident spectrum measured for AD Leo, and an F-dwarf aqua planet with the incident spectrum measured for HD128167. As we have assumed an eccentricity of zero in our GCM runs, an obliquity of 23°, and no land surface, the temperature and ice behavior are symmetric in
Figure 3.3 Mean ice line latitude (top) and global mean surface temperature (bottom) in the northern hemisphere as a function of percent of modern solar constant are calculated using a seasonal EBM, at present Earth obliquity (23.5°) for aqua planets (land and ocean fraction 0.01 and 0.99, respectively) orbiting F-, G-, and M-dwarf stars at equivalent flux distances. Below-freezing surfaces encountered during the EBM runs (where the temperature is less than -2°C) were given broadband planetary albedos for ice and snow of varying grain size calculated from SMART at 1-bar surface pressure. EBM simulations were run with an initial warm start, with an approximate Earth-like zonal mean temperature distribution. The results can be assumed to be similar for the southern hemisphere, given an assumed eccentricity of zero. The present atmospheric level (PAL) of CO₂ was used (F-dwarf planet in blue, G-dwarf planet in black, and M-dwarf planet in red). Asterisks denote the minimum ice line latitude before collapse to the equator and global ice coverage.
the time-mean about the equator over an annual cycle.

The ice line latitude is stable (does not collapse to the equator) 17-24 degrees farther towards the equator for all simulated aqua planets (Figure 3.4) than those calculated in the EBM (Figure 3.3), yielding gentler transitions in latitudinal ice extent and global mean surface temperature as a function of percent of modern solar constant in the GCM than is seen in the EBM. This is largely due to the presence of full-scale atmospheric dynamics and clouds in the GCM, as explained in Section 2.2.2. As the slopes of the lines in Figures 3.3 and 3.4 are a measure of the climate sensitivity of the planets, the GCM results indicate a lower climate sensitivity to changes in insolation than would be inferred from the EBM results alone.

A comparison of 3-D simulations of the climate of a planet receiving 90% of the modern solar constant (1224 W/m$^2$) from an M-dwarf with one receiving 90% flux from the Sun yields significant differences in the resulting climate states. The planet receiving the Sun’s SED is completely ice-covered, with a global mean surface temperature of 215 K, while the planet receiving the M-dwarf star’s SED is 72 degrees hotter (at $\sim$288 K, see Figure 3.5). This is largely due to the increased absorption of the predominantly near-IR radiation emitted by M-dwarf stars, by atmospheric CO$_2$ and water vapor. This results in a much larger greenhouse effect that keeps the M-dwarf planet’s surface warmer than the G-dwarf planet (Kasting et al., 1993; Selsis et al., 2007). The M-dwarf planet’s global mean surface temperature and ice line latitude (58.7$^\circ$) are in better agreement with the global mean surface temperature and latitudinal ice extent on a G-dwarf planet receiving 100% of the modern solar constant ($\sim$1360 W/m$^2$), which are 287 K and 58.3$^\circ$, respectively. One-dimensional radiative-convective calculations by Kasting et al. (1993) yielded comparable stratospheric water vapor mixing ratios and planetary surface temperatures between G- and M-dwarf planets when the M-dwarf planet received 10% less flux from its star compared to the G-dwarf planet, though the emission from the stars in their simulations was approximated by blackbody radiation (Kasting et al., 1993).

With the CO$_2$ held fixed at 400 ppm, we started with simulations that would result in similar surface climate conditions on F-, G-, and M-dwarf aqua planets. On an F-dwarf
Figure 3.4 Mean ice line latitude (top) and global mean surface temperature (bottom) as a function of percent of modern solar constant after a 40-year GCM run for an aqua planet orbiting the Sun (black), M-dwarf star AD Leo (red), and F-dwarf star HD128167 (blue) at equivalent flux distances. The slope of each line is a measurement of the climate sensitivity of the planet to changes in stellar flux. The shallower slope of the M-dwarf planet indicates a smaller change in surface temperature and ice extent for a given change in instellation than on the planets orbiting stars with greater visible and near-UV output.
planet, this required that the instellation be increased to 105% of the modern solar constant in order to yield a comparable global mean surface temperature and ice line latitude (289 K and 59.8°, respectively) to the G-dwarf planet receiving 100% of the modern solar constant (287 K and 58.3°). On an M-dwarf planet, an instellation equal to 90% of the modern solar constant is all that is required to yield a comparable global mean surface temperature and ice line latitude (288 K and 58.6°) to the G-dwarf planet receiving 100% of the modern solar constant.

On an F-dwarf planet receiving 100% of the modern solar constant, the ice line latitude is ∼15°. This is 43° farther towards the equator than the ice line latitude on a G-dwarf receiving equivalent instellation. A snowball state (where the ice covers the entire hemisphere, with a mean ice line latitude of 0°) then occurs on the F-dwarf planet with a 2% further reduction in instellation, to 98% of the modern solar constant (Fig. 3.4). An 8% reduction in instellation from the Sun is required to plunge the G-dwarf planet into global ice cover, at 92% of the modern solar constant. Ice on our M-dwarf planet does not extend all the way to the equator until the instellation has been reduced by an additional 19% compared to the G-dwarf planet, equivalent to 73% of the modern solar constant (∼979 W/m²). In Figure 3.4, the slope of the curve with decreasing stellar flux for the M-dwarf planet is much shallower than those for the G- and F-dwarf planets, indicating a much lower change in surface temperature and ice extent for a given change in stellar flux on the M-dwarf planet.

As stated earlier, in our GCM simulations the ice line extends farther before unstable collapse to the equator than the critical latitude of 25-30° often required by diffusive EBMs. EBMs that transport less heat across the ice line, as well as fully-coupled atmosphere-ocean GCMs, have been found to permit stable ice lines at lower latitudes (Poulsen et al., 2001; Pollard & Kasting, 2005). Cloud cover has also been shown to serve as a negative feedback on the latitudinal extent of tropical sea ice, as it contributes little additional reflectivity when located over high-albedo surfaces, but still adds to the greenhouse effect (Poulsen et al., 2001). Increased cloud cover may therefore contribute to stabilizing the ice edge in GCMs. And stable climate states with extremely low-latitude (but not equatorial) ice coverage on planets orbiting the Sun have been generated using climate models, as a
result of large albedo differences between bare sea ice and snow-covered ice (Abbot et al., 2011). The fact that the ice line extends farthest towards the equator without collapsing to a snowball state on the M-dwarf planet than on the G- or F-dwarf planets is likely a consequence of the lower albedo of ice on the planet given the M-dwarf spectrum. Indeed, the average albedo of the (mostly ice-covered) M-dwarf planet receiving 74% of the modern solar constant (the lowest amount of instellation received by the planet in our simulations without becoming completely ice-covered) is 0.51, while the G- and F-dwarf planets with slightly less ice coverage (receiving 93% and 99% of the modern solar constant respectively), have mean albedos of 0.55 and 0.58.

3.2.2.b 90% M-dwarf vs. 100% G-dwarf: The climatic effect of stellar host SED

The global mean surface temperature of the M-dwarf planet receiving 90% of the modern solar constant is quite similar to a G-dwarf planet receiving the full modern solar constant (100%), differing by less than one degree Kelvin. The latitudinal surface temperature profile is also strikingly similar (Figure 3.5), although the M-dwarf planet exhibits warmer temperatures at the poles. To understand how the M-dwarf planet is compensating for the decreased instellation, we first take a closer look at the atmospheres of the two planets.

While the surface temperature profiles of both planets appear relatively similar at subpolar latitudes, there is about ~10% less precipitation on the M-dwarf planet everywhere except at the poles (Fig. 3.6). Precipitation is lower on the M-dwarf planet because there is less shortwave radiation reaching the surface to drive evaporation.

The shift towards longer wavelengths in the M-dwarf star SED gives rise to a greater amount of shortwave heating due to absorption in the M-dwarf planet’s atmosphere than on the G-dwarf planet, particularly in the tropics. The plot of zonal mean vertical temperature follows a similar pattern, with higher temperatures throughout most of the atmospheric column in the tropics and at the poles, indicating a smaller lapse rate over most of the troposphere on the M-dwarf planet than on the G-dwarf planet (Fig. 3.7a-c). The weaker Hadley circulation on the M-dwarf planet (Fig. 3.8) contributes to the greater tropospheric temperatures. However, near the surface, the difference in atmospheric temperature between the two planets is minimal. The stability of the atmospheres is therefore similar near the
surface, but the M-dwarf planet appears more stable over the free (upper) troposphere, resulting in less cloudiness at most heights (Fig. 3.9), less precipitation, and more shortwave radiation absorbed by the planet. The more absorbing ice and snow on the M-dwarf planet (Fig. 3.10) allows the polar regions of the M-dwarf planet to be slightly warmer than the G-dwarf planet, with a similar ice line latitude despite the greatly reduced instellation.

3.2.2.c 73% M-dwarf vs. 92% G-dwarf: A comparison of Snowball planets

GCM simulations of an aqua planet receiving 73% of the modern solar constant from an M-dwarf star and an aqua planet receiving 92% of the modern solar constant from the Sun result in similar surface conditions, with ice extending all the way to the equator on both planets.
A comparison of zonal mean vertical temperature on the two snowball planets shows higher temperatures in the upper troposphere of the M-dwarf planet (likely a consequence of greater shortwave heating due to absorption in the M-dwarf planet’s atmosphere, as described in the previous section), but minimal difference in atmospheric temperature between the two planets near the surface (Fig. 3.11). Surface shortwave downwelling flux is the amount of flux from the host star that passes through the atmosphere and reaches the surface of the planet. Since the G-dwarf planet receives 19% more radiation from its star than the M-dwarf planet, much more shortwave radiation reaches the surface of the G-dwarf planet (Figure 3.12a). However, the G-dwarf planet’s surface is more reflective, due to the greater percentage of visible radiation (as discussed in Section 1.3) incident on the G-dwarf planet.
Figure 3.7 GCM Comparison of an M-dwarf aqua planet receiving 90% of the modern solar constant compared with an aqua planet receiving 100% of the modern solar constant from the Sun, a G-dwarf star. (a) zonal mean temperature in the atmosphere of the G-dwarf aqua planet; (b) zonal mean temperature in the atmosphere of the M-dwarf aqua planet; (c) increase in zonal mean temperature in the atmosphere of the M-dwarf aqua planet, calculated by taking the difference between the M-dwarf planet’s atmospheric temperature profile and the G-dwarf planet’s atmospheric temperature profile.

(Figure 3.12b). As a result the G-dwarf planet cannot absorb enough shortwave radiation to avoid full ice coverage. Higher absorption of the shortwave spectrum incident on the surface of the M-dwarf planet compensates for the reduced instellation, resulting in similar amounts of shortwave radiation absorbed on the surfaces of both planets (Figure 3.12c), and similar global mean surface temperatures of $\sim 218$ K (Figure 3.12d). Indeed, of the total shortwave
Figure 3.8 GCM Comparison of an M-dwarf aqua planet receiving 90% of the modern solar constant compared with an aqua planet receiving 100% of the modern solar constant from the Sun, a G-dwarf star. Blue = clockwise circulation. Red = counterclockwise circulation. (a) Meridional stream function in the atmosphere of the G-dwarf planet. The contours start at 50 kg/s x 10^9, and the contour interval is 25 kg/s x 10^9; (b) Meridional stream function in the atmosphere of the M-dwarf planet. The contours start at 50 kg/s x 10^9, and the contour interval is 25 kg/s x 10^9; (c) increase in the meridional stream function in the atmosphere of the M-dwarf planet, calculated by taking the difference between the M-dwarf planet’s meridional stream function and the G-dwarf planet’s meridional stream function. The contours start at 10 kg/s x 10^9, and the contour interval is 5 kg/s x 10^9. The weaker Hadley circulation on the M-dwarf planet results in greater atmospheric temperatures, and less heat transported away from the equator, compensating for the reduced instellation relative to the G-dwarf planet.
Figure 3.9 Difference between the cloud fraction in the atmosphere of an aqua planet receiving 90% of the modern solar constant from an M-dwarf star and an aqua planet receiving 100% of the modern solar constant from the Sun after a 40-year GCM run.

flux that reaches the surface of the M-dwarf planet, \( \sim 44\% \) is absorbed by the surface at the equator and \( \sim 30\% \) is absorbed at the poles, compared with \( \sim 35\% \) absorbed at the equator and \( \sim 25\% \) at the poles on the G-dwarf planet. The three peaks in surface absorbed shortwave in the tropics and subtropics on the G-dwarf planet in Figure 3.12c result from local minima in the surface albedo (Fig. 3.12b) where evaporation exceeds precipitation and hence snow depths are locally smaller.
Figure 3.10 Surface albedo as a function of latitude for an M-dwarf aqua planet receiving 90% of the modern solar constant (red) compared with an aqua planet receiving 100% of the modern solar constant from the Sun, a G-dwarf star (blue), after a 40-year GCM run.

3.2.2.d Testing climate sensitivity to surface albedo

Since the atmosphere of the M-dwarf planet absorbs such a large amount of the shortwave radiation, lowering the overall planetary albedo, it was important to verify whether the spectral dependence of surface ice albedo had any discernible effect on a planet’s climate at Earth-like atmospheric CO$_2$ levels. By lowering the IR and visible band cold ice and snow albedos for an M-dwarf planet to 0.2, thereby significantly reducing the difference between ice and ocean on the planet’s surface, we were able to examine the effect on climate sensitivity of surface ice and snow albedo interacting with the host star SED. Ice and snow albedos were lowered on M-dwarf planets receiving 75% and 85% of the modern solar constant, and the results were compared with model runs with the default albedo...
Figure 3.11 GCM Comparison of an M-dwarf aqua planet receiving 73% of the modern solar constant (993 W/m²) with an aqua planet orbiting the Sun and receiving 92% of the modern solar constant (1251 W/m²). Both planets are completely ice-covered. (a) Zonal mean temperature in the atmosphere of the G-dwarf planet; (b) zonal mean temperature in the atmosphere of the M-dwarf planet; (c) increase in temperature in the atmosphere of the M-dwarf aqua planet, calculated by taking the difference between the M-dwarf planet’s atmospheric temperature profile and the G-dwarf planet’s atmospheric temperature profile.

The result for both M-dwarf planets is a warmer climate and less ice than with the default albedo parameterization. The difference in climates is larger between the M-dwarf planets receiving 75% instellation than between the M-dwarf planets receiving 85% instellation, as
Figure 3.12 GCM Comparison of an M-dwarf aqua planet (red) receiving 73% of the modern solar constant (993 W/m²) with an aqua planet orbiting the Sun and receiving 92% of the modern solar constant (1251 W/m², blue). Both planets are completely ice-covered. (a) Surface shortwave downwelling flux as a function of latitude; (b) surface albedo; (c) net shortwave flux absorbed by the surface; (d) surface temperature.

indicated by the black vertical lines in Figure 3.13. This is because there is a higher surface coverage of ice on the M-dwarf planet receiving lower instellation, resulting in a larger impact on the planet’s climate when the ice and snow albedos are lowered, including larger increases in temperature, cloudiness and precipitation. As a result, the M-dwarf planet’s slope of the temperature and ice extent as a function of instellation is much shallower than that of the M-dwarf planet runs with the default albedo parameterization. This shallower
Figure 3.13 Mean ice line latitude (top) and global mean surface temperature (bottom) as a function of percent of modern solar constant after a 40-year GCM run for an aqua planet orbiting an M-dwarf star, from Figure 3.4. Also plotted here are the resulting ice extents and global mean surface temperatures for M-dwarf planets receiving 75% and 85% instellation, with IR and visible band ice and snow albedos lowered to 0.2 (asterisks). The difference in climates is larger between the M-dwarf planets receiving 75% instellation than between the M-dwarf planets receiving 85% instellation (as indicated by the black vertical lines), exhibiting a shallower change in global mean surface temperature and ice extent for lowered instellation than with the default albedo parameterization.
slope implies a smaller change in surface temperature and ice extent for a given change in 
instellation, indicating that a planet’s climate is sensitive to surface ice and snow albedo,
even with an Earth-like atmospheric concentration of greenhouse gases.

3.2.3 High-CO$_2$ atmosphere: The outer edge of the habitable zone

Atmospheric CO$_2$ concentrations are expected to increase farther out in the habitable zone,
where decreased silicate weathering would lead to CO$_2$ building up in the atmosphere
(Walker et al., 1981). CO$_2$ content at the OHZ would therefore be high, and could reach 
levels of over 2 bars before reaching the maximum CO$_2$ greenhouse limit (Pierrehumbert,
2010). Given that CO$_2$ has a number of absorption bands in the near-IR, where M-dwarf 
stars emit strongly and snow albedo drops significantly, we ran sensitivity tests to quantify the effect of CO$_2$ on the suppression of the cooling effect of ice-albedo feedback for M-dwarf planets. Runs were completed using SMART and included a case for a pure nitrogen atmosphere with little to no near-IR gas absorption, and cases for atmospheres consisting of 10% CO$_2$ and 90% N$_2$, 50%/50% CO$_2$/N$_2$, and pure CO$_2$ atmospheres at 2-, 3-, 10-, 12-, 
14- and 15-bar surface pressures. For these sensitivity tests, no clouds were included. For atmospheric pressures greater than 1 bar, the vertical pressure profile was multiplied by the desired integer scaling factor, and the molecular weight of the atmosphere was adjusted accordingly. We did two runs at each atmospheric concentration: One with the actual fine-grained snow albedo spectrum from Grenfell (1994), which drops to low values in the near-IR, and one where the Grenfell snow spectrum was altered to exhibit artificially high albedo values of 0.6 at wavelengths longer than 1.1 $\mu$m. Cross-section and line absorption coefficient files for CO$_2$ were included as input and created using LBLABC with data from the HITRAN 2008 database (Rothman et al., 2009). The results are plotted in Figure 3.14.

The pure nitrogen atmosphere run resulted in the highest broadband planetary albedo, 
due to its relative dearth of spectral absorption features. When 0.1 bar of atmospheric 
CO$_2$ is introduced, the broadband planetary albedo decreases by 7%. When the artificially-
enhanced snow spectrum is used as the input surface spectrum, the broadband albedo values 
for the pure nitrogen atmosphere case increase by the largest amount. As atmospheric
Figure 3.14 Top: The normalized SED of the M3V star AD Leo. Middle: The albedo spectrum of fine-grained snow (solid line), with artificially-enhanced albedo values of 0.6 at wavelengths longer than 1.1µm (dashed line). Bottom: Broadband planetary albedos (0.15 µm ≤ λ ≤ 2.5 µm) as output from SMART, given an incident M-dwarf spectrum, input actual (plus symbols) and artificially-enhanced (triangles) snow albedo spectra, and various concentrations of atmospheric CO₂. The concentration of CO₂ can be expected to effectively mask the ice-albedo spectral dependence when the broadband planetary albedo for the actual input snow spectrum (with lower near-IR albedo values) matches that for the artificially-enhanced snow spectrum (with high values of near-IR albedo), demonstrating that broadband planetary albedo is no longer sensitive to the surface albedo of the planet. This appears to happen at atmospheric concentrations of between 3 and 10 bars of CO₂.
CO₂ concentration is increased, the difference between the calculated broadband planetary albedo using the actual snow spectrum, and that using the artificially higher snow spectrum decreases. At atmospheric concentrations of \( \sim 3 \) bars of CO₂, the broadband albedo for the planet with the actual snow spectrum matches that calculated with the artificially-high snow spectrum to within \( \sim 10.5\% \). At 10 bars of CO₂, the two values match to within 6.9%.

Differences in reflectivity as a function of wavelength between the planets with the actual and altered snow surfaces, given CO₂ concentrations of 0.1, 3, and 10 bars, are shown in Figure 3.15. With 10 bars of CO₂ in the atmosphere, the reflectivity at longer wavelengths has plummeted due to near-IR absorption by CO₂, and the spectra of the planets with the actual and artificially-enhanced snow albedo spectra are indistinguishable.

The absorption cross-section of CO₂ is temperature-dependent, with cross-sections increasing with temperature towards longer wavelengths (Parkinson et al., 2003). Increasing the temperature at which our absorption coefficients were calculated in SMART by 50 K for atmospheres of 10 bars of CO₂ resulted in a \( \sim 0.1-0.2\% \) decrease in broadband planetary albedo.

As CCSM4 is currently incapable of simulating atmospheric CO₂ concentrations greater than \( \sim 0.1 \) bar, we used SMART with our 1-D EBM to address the high-CO₂ case. Figure 3.16 shows the results of EBM simulations using broadband planetary albedos calculated with SMART assuming a 3-bar pure CO₂ atmosphere on planets orbiting M-, G-, and F-dwarf stars, along with the original EBM simulations with Earth-like atmospheric CO₂ concentrations from Figure 3.3. Inputs to SMART, including the atmospheric pressure profile, were scaled for a 3-bar surface pressure. As in the model runs with an Earth-like atmosphere, broadband planetary albedos for different surface types were generated assuming both clear and cloudy sky conditions. Average broadband planetary albedos over ocean, land, and below-freezing surfaces for the high-CO₂ case were calculated as described in Section 2.2.1.d, and used as input to the EBM. The coefficients governing the effect of CO₂ and water vapor in the linear function of temperature that is parameterized for outgoing longwave radiation in the EBM were also adjusted to account for the increased CO₂. Due to near-IR absorption by the significantly larger amount of CO₂ in the atmospheres of the three planets, ice-free climates exist on all planets with much higher decreases in instellation
Figure 3.15 Wavelength-dependent reflectivity of a planet with various concentrations of atmospheric CO$_2$ and an underlying snow surface, calculated with SMART using the actual measured albedo spectrum, and one that was altered to exhibit artificially high albedo values of 0.6 at wavelengths longer than 1.1 µm. Top: 0.1 bar of CO$_2$ and an underlying snow surface matching the fine-grained snow spectrum in Figure 1 (blue); 0.1 bar of CO$_2$ with a snow surface with an artificially-enhanced spectrum (red); 3 bar-CO$_2$ atmosphere with the actual snow spectrum (green); 3 bar-CO$_2$ atmosphere with the artificially-enhanced snow spectrum (black). Bottom: Change in reflectivity between the planets with artificially-enhanced vs. actual snow surface albedo spectra. With 3 bars of CO$_2$ in the atmosphere, the difference between the albedos of the planets (orange) has decreased compared to that of the 0.1-bar planets (purple). With 10 bars of CO$_2$ in the atmosphere, the difference in the albedo spectra of the planets (black) is close to zero, due to increased near-IR absorption by CO$_2$ at longer wavelengths.
than in the simulations with an Earth-like CO$_2$ concentration. Once ice appears on each planet, the ice expands to total ice cover with a smaller reduction in instellation than with Earth-like CO$_2$ levels, as the planets are close to the OHZ at these low values of stellar flux density. This increased climate sensitivity is the result of much lower surface temperatures at those low values of instellation, as well as the weaker relationship between outgoing longwave radiation and surface temperature in this high-CO$_2$ case. In essence, the greenhouse effect fails to keep the surface temperature above freezing over large areas of the planet at these low values of instellation as we approach the maximum CO$_2$ greenhouse limit. Figure 3.16 indicates that given high levels of CO$_2$, planets remain ice-free throughout the majority of the width of the habitable zone. M-dwarf planets with 3-bars of CO$_2$ in their atmospheres appear ice-free with larger decreases in instellation than G- or F-dwarf planets with equivalent CO$_2$ concentrations. This is due to greater CO$_2$ absorption of the increased near-IR radiation emitted by M-dwarf stars. M-dwarf planets appear to be less susceptible to global glaciation over the course of their history, but at the outer edge of the habitable zone, where CO$_2$ levels are expected to be high, the ice-albedo effect is muted by atmospheric CO$_2$ absorbing strongly in the near-IR. Once ice does appear on the planets, even with the largest-grained, lowest-albedo ice surfaces, the points of global ice cover do not occur farther out than the traditional maximum CO$_2$ greenhouse limits (Kasting et al., 1993), which have been updated by Kopparapu et al. (2013a; 2013b) and we have plotted as vertical lines for each planet in Figure 3.16.
Figure 3.16 Mean ice line latitude (top) and global mean surface temperature (bottom) in the northern hemisphere as a function of percent of modern solar constant are calculated using a seasonal EBM, at present Earth obliquity (23.5\degree) for aqua planets (land and ocean fraction 0.01 and 0.99, respectively) orbiting F-, G-, and M-dwarf stars at equivalent flux distances, as in Figure 3.3. Here the present atmospheric level (PAL) of CO$_2$, as well as 3 bars of CO$_2$ were used (F-dwarf planet in blue, G-dwarf planet in black, and M-dwarf planet in red). Asterisks denote the minimum ice line latitude before collapse to the equator and global ice coverage. Also plotted here as vertical solid lines are the updated maximum CO$_2$ greenhouse limits for the F-dwarf (blue), G-dwarf (black), and M-dwarf (red) planets (Kopparapu et al., 2013a,b).
3.3 Discussion

The results of our model simulations indicate that the interaction between wavelength-dependent planetary surface albedo and the SED of a star may significantly affect the climate of an orbiting planet. The spectral dependence of ice and snow albedo is most important for planets in the middle range of a star’s habitable zone. At the inner edge of the habitable zone, a planet will receive too much flux to have significant ice on its surface. At the outer edge of the habitable zone, high CO\textsubscript{2} masks the ice-albedo effect.

Our SMART + EBM model can reproduce the Earth’s current global mean surface temperature and ice line latitude at its present obliquity to within three degrees Celsius and six degrees of latitude respectively, given gas absorption by the seven major atmospheric constituent species. EBM simulations produce ice lines that are farther towards the poles on M-dwarf planets compared to those on G-dwarf planets for a given instellation, providing confirmation of the analytical supposition of Joshi and Haberle (2012) that the cooling effect of ice-albedo feedback may indeed be suppressed on planets orbiting stars that emit large amounts of radiation in the near-IR, where ice and snow absorb strongly. Building on their initial work, our EBM results additionally imply that the cooling effect of ice-albedo feedback may be enhanced on planets orbiting F-dwarf stars, as global ice cover occurs for a much smaller change in instellation on F-dwarf planets than on planets orbiting G- or M-dwarf stars (Figs. 3.3 and 3.4). SMART upwelling and downwelling flux output indicate that broadband planetary albedo increases for SEDs with higher visible and near-UV radiation output, especially for ice and snow surface spectra, whose wavelength-dependent albedo increases in the visible and near-UV. This trend remains even when the effect of Rayleigh scattering in the atmosphere is removed, and would be absent without incorporating the spectral dependence of ice and snow albedo across the full near-UV through near-IR spectrum. Our results suggest that planets orbiting cooler, redder stars remain free from global ice cover with larger decreases in instellation. This effect may also be reinforced at higher obliquities than those considered here, as previous work has shown that planets with high planetary obliquities may be less susceptible to snowball episodes (Williams & Kasting, 1997; Spiegel et al., 2009).
Additionally, we find that ice grain size strongly affects the latitudinal extent of the ice line, and that the type of ice on a planetary surface may strongly affect its climate. The larger the ice grain size, the lower the calculated broadband planetary albedo, and the higher the resulting ice line latitude determined by the EBM. Given a simplified aqua planet configuration, ice-covered states are possible with smaller decreases in instellation for below-freezing surfaces of finer grain size such as fresh snow, which have high broadband albedos given an F-dwarf incident spectrum. Assuming an Earth-like atmosphere with clouds and the effect of Rayleigh scattering included, our SMART runs show that increasing the ice grain size results in a ~12% to ~17% increase in broadband planetary albedo per 25% mixture of blue ice and snow. Planets with surfaces composed of ice of larger grain size appear to be more stable against snowball episodes.

To further explore the atmospheric response to instellation of varying SED, we ran 3-D GCM simulations as well. In our GCM runs we have assumed an aqua planet with a 50-meter slab ocean. With a 10% reduction in instellation, surface temperatures are warmer on an orbiting M-dwarf aqua planet than a G-dwarf aqua planet, due to greater atmospheric absorption and emission of the large proportion of near-IR radiation from M-dwarf stars, by greenhouse gases like CO\textsubscript{2} and water vapor, which have many absorption bands in the near-IR and IR regions of the spectrum. Therefore, atmospheric absorption and downwelling longwave heating play a large role in reducing the fraction of ice covering M-dwarf planets.

However, the role played by the spectral dependence of ice albedo in affecting climate is not insignificant. In our GCM simulations of M-dwarf planets receiving far less instellation than G-dwarf planets, we find that a higher percentage of absorption by surface ice of the reduced amount of incident shortwave radiation on the M-dwarf planet helps to compensate for the reduced instellation. Lowering the albedos of ice and snow decreased the climate sensitivity of the M-dwarf planet compared to that using the default albedo values. This result implies that increased shortwave absorption by surface ice increases climate stability to changes in instellation, and planetary climate appears to be affected by the spectral dependence of ice albedo, even in the presence of Earth-like greenhouse gases in the atmosphere.

The slopes in Figure 3.4 are a measure of the climate sensitivity to changes in instellation
for these planets, given their host star SEDs and the concentration of CO$_2$ held fixed at the present atmospheric level on Earth. They indicate a larger change in ice cover for a given change in instellation for planets with incident spectra like the Sun’s, or bluer, compared to redder host stars. The G-dwarf planet has entirely frozen over at 92% of the modern solar constant. This result is similar to those of previous climate simulations carried out by Abe et al. (2011), who find that an aqua planet around the Sun becomes ice-covered with a 10% reduction in instellation. A snowball state is not reached in our GCM simulations of an M-dwarf planet until the amount of flux from the star has been reduced to 73% of the modern solar constant. An F-dwarf planet has completely frozen over with only a 2% reduction in instellation compared to that of present Earth. M-dwarf planets therefore appear much less sensitive to changes in instellation, and thus less susceptible to snowball states. The M-dwarf planet in our simulations also exhibited stable lower latitude ice lines than the G- or F-dwarf planets, and this may be due to the lower-albedo ice formed on its surface. A more stable low-latitude ice line on M-dwarf planets may be possible as the result of a large albedo contrast between bare sea ice and snow-covered ice (Abbot et al., 2011).

Land planets orbiting Sun-like stars, given their lower thermal inertia and drier atmospheres, completely freeze with a 23% reduction in instellation, to 77% of the modern solar constant (Abe et al., 2011). Given that M-dwarf aqua planets continue to exhibit ice-free areas until their stellar flux has been reduced by 27% (to 73% of the modern solar constant), M-dwarf planets may be more resistant to freezing than G-dwarf planets, regardless of land percentage.

3.3.1 Additional factors affecting planetary climate

We have assumed a rotation period equal to the present Earth (24 hours) for our simulations, to isolate the effect of stellar SED and ice-albedo feedback on planetary climate. Synchronous rotation, which is expected to occur on M-dwarf planets orbiting in their stars’ habitable zones (Dole, 1964; Kasting et al., 1993; Joshi et al., 1997; Edson et al., 2011), will certainly affect the results presented here. Earlier work by Edson et al. (2011) indicates that increasing the rotation period of an aqua planet weakens low-latitude zonal winds and cools the planet, and increased atmospheric latent and oceanic diffusive heat transport could
reduce temperature contrasts between the sunlit and dark sides of the planet. Given that a solar-type spectrum was used in their work, and our work here with an M-dwarf spectrum results in greater surface temperatures on M-dwarf planets than on G-dwarf planets receiving equal amounts of instellation, temperature contrasts between the sunlit and dark sides of a synchronously-rotating aqua planet orbiting an M-dwarf star at a 1-AU equivalent flux distance may be even further reduced.

Previous work using GCM simulations of synchronously rotating planets at 1-AU equivalent flux distances from a solar-type star suggests that atmospheric CO$_2$ concentrations could be nearly 200 times higher than the present atmospheric level on Earth if the substellar point is over a predominantly ocean-covered area, due to a lack of continental weathering (Edson et al., 2012). However, atmospheric CO$_2$ concentration could be limited by seafloor weathering on an aqua planet, resulting in much lower CO$_2$ partial pressures (Edson et al., 2012). Here, we have simulated an M-dwarf aqua planet with a 24-hour rotation period, making an Earth-like atmospheric CO$_2$ concentration a reasonable assumption.

Although M-dwarf planet climates appear to be sensitive to the surface at present atmospheric levels of CO$_2$, there is a limit to the amount of CO$_2$ that can exist in the atmosphere of a planet without masking the surface entirely at near-IR wavelengths. While the SED of M-dwarf stars coupled with the spectral dependence of ice and snow albedo may indeed allow M-dwarf planets to exist “Snowball free” with larger decreases in instellation than planets orbiting stars with higher visible and near-UV output, assuming low-to-moderate atmospheric levels of CO$_2$, CO$_2$ can be expected to build up in the atmosphere in response to lower surface temperatures and decreased silicate weathering (Walker et al., 1981). Abbott et al. (2012) found that, provided the land fraction is at least $\sim$0.01, climate weathering feedback should operate without a strong dependence on land fraction. As our EBM simulations with high-CO$_2$ atmospheres used a land fraction of 0.01 (Section 2.2), then assuming a high-CO$_2$ atmosphere that could result from climate weathering feedback at the OHZ is not unreasonable.

The high-CO$_2$ atmospheres (>3-10 bars) we have simulated using SMART may be sufficient to mask the suppressed ice-albedo feedback that is expected to occur on M-dwarf planets. From our EBM simulations of planets with 3-bar pure CO$_2$ atmospheres, the in-
creased absorption of near-IR radiation by large amounts of CO₂ prevents ice from forming on all three planets with significantly larger decreases in instellation than in the simulations with Earth-like CO₂ levels. The increased climate sensitivity that occurs once ice does appear on a planet with 3 bars of CO₂ in its atmosphere is the result of the greenhouse effect failing to keep surface temperatures above freezing at low values of instellation near the OHZ. We would expect to see this behavior persist in GCM simulations as well. Climate model simulations of Earth-like planets at the outer edge of their stars’ habitable zones, with CO₂ partial pressures of 3-10 bars, are outside of the realm of the present capabilities of the GCM we used in this study (CCSM4).

Higher concentrations of CO₂ appear to lower the calculated broadband albedo of planets with M-dwarf host stars (though the amount of reduced albedo decreases as CO₂ increases, as indicated by the flattening of the curve in Figure 3.14, bottom). For M-dwarf host stars, this may be largely due to increased CO₂ atmospheric absorption in the near-IR. However, increased Rayleigh scattering due to high-CO₂ concentrations is expected to lead to increases in planetary albedo, at least for G-dwarf host stars such as the Sun (Kasting & Ackerman, 1986). The effect of Rayleigh scattering could dominate atmospheric absorption at higher pressures. However, given that the effect of Rayleigh scattering is more pronounced for shorter-wavelength incident radiation, our decreased planetary albedos for higher-pressure atmospheres may be the consequence of atmospheric absorption masking high-albedo snow, given that Rayleigh scattering is less important on planets receiving higher percentages of long-wavelength radiation from their host stars (Kasting et al., 1993; Pierrehumbert, 2011; Kopparapu et al., 2013a,b). There may therefore be a particular stellar mass (somewhere between AD Leo and the Sun) above which the combined effects of Rayleigh scattering and atmospheric near-IR absorption are maximized. Indeed, we found that the broadband albedo of a K-dwarf planet also decreased with higher concentrations of CO₂, and by a smaller percentage than that of our M-dwarf planet. Here we have assumed a 1-AU equivalent flux distance for the M-dwarf planet, so the likelihood of CO₂ cloud formation in the atmosphere is low. Previous work with a 1-D radiative-convective model has suggested that CO₂ ice clouds in the atmosphere may result in net warming of a planet’s surface (Forget & Pierrehumbert, 1997).
Given that the silicate weathering thermostat adjusts the CO\textsubscript{2} concentration to increase with decreasing surface temperature, and M-dwarf planets appear less sensitive to changes in instellation (as indicated by the shallower change in temperature and ice extent on the M-dwarf planet shown in Figures 3.3 and 3.4), habitable M-dwarf planets can be expected to exhibit lower concentrations of CO\textsubscript{2} at a given distance from their host stars than planets orbiting stars with higher visible and near-UV output, essentially requiring lower amounts of CO\textsubscript{2} in order to remain free of global ice-cover at lower values of instellation. We have not explored the effect of decreased CO\textsubscript{2} on the percent of the modern solar constant required for global ice cover on an M-dwarf planet using a GCM. Given the increased atmospheric stability in the troposphere of the M-dwarf planet receiving 73\% of the modern solar constant compared to the G-dwarf planet receiving 92\% of the modern solar constant (Figure 3.11), we expect the M-dwarf planet to be more resistant to global glaciation with decreased CO\textsubscript{2} than a G-dwarf planet, given an equivalent reduction in atmospheric CO\textsubscript{2} concentration. The difference between M-dwarf planets and planets orbiting hotter main-sequence stars becomes less noticeable at the outer edge of the habitable zone (where the masking effect of high CO\textsubscript{2} becomes more important) than closer in to the star (where CO\textsubscript{2} levels would be lower, and more ice would form on a planet’s surface).

Our EBM simulations with 3-bar CO\textsubscript{2} atmospheres indicate that the spectral dependence of surface ice albedo is less important at the outer edge of the habitable zone, as planets remain free of planetary ice cover throughout the majority of the width of the habitable zone, due to large amounts of near-IR absorption by CO\textsubscript{2}. We find that M-dwarf planets become ice-covered at \sim34\% of the modern solar constant with 3 bars of CO\textsubscript{2} in their atmospheres, given the lowest-albedo ice surface. This value, while much smaller than that required for ice-covered conditions given Earth-like CO\textsubscript{2} levels (73\% of the modern solar constant, from our GCM results), is still greater than the maximum CO\textsubscript{2} greenhouse limit, derived by Kasting et al. (1993) and updated by Kopparapu et al. (2013a; 2013b), of 25\% of the modern solar constant for a planet orbiting an M0 star. It has been postulated that the OHZ may be 10-30\% farther out from an M-dwarf star given the effect of the wavelength-dependent reflectivity of surface ice and snow on planetary albedo (Joshi & Haberle, 2012). However, CO\textsubscript{2} partial pressures of 10 bars or more may be required to maintain atmospheric
stability and surface liquid water at the outer edge of the habitable zone for M-dwarf stars (Wordsworth et al., 2011), and we have shown that high levels of atmospheric CO$_2$ entirely mask the climatic effect of surface water ice and snow. Therefore, we find the traditional outer edge of the habitable zone to be unaffected by the spectral dependence of ice and snow albedo.

We have shown here that planets orbiting cooler redder stars at equivalent flux distances exhibit higher global mean surface temperatures than planets orbiting stars with more visible and near-UV radiation output. Given that the SED of a host star influences the amount of instellation required for entrance into a snowball state, it stands to reason that exit out of a globally ice-covered state might also be subject to the influences of stellar spectrum, thus allowing us to place constraints on the climate stability of planets as a function of host star spectral class. We explore this prediction in the following chapter.
Chapter 4

APPLICATION II: PLANETARY DEGLACIATION

In this chapter, a GCM was used to explore the effect of the spectrum of a star on an orbiting planet’s ability to deglaciate from globally ice-covered conditions. These simulations allowed us to quantify the amount of time required to generate habitable conditions on distant frozen planets that may be discovered in the future, as a function of the spectral type and evolutionary timescale of their host stars. The results presented here, in combination with those presented in Chapter 3 on the effect of stellar SED on the entrance into planetary ice cover, provide a comprehensive assessment of the effect of host star spectrum on climate stability. Portions of this chapter were originally published in collaboration with C. M. Bitz, V. S. Meadows, et al. in the April 2014 edition of Astrophysical Journal Letters (Shields et al., 2014, ApJ, Vol. 785, L9; ©2014 American Astronomical Society), and are reproduced below with the permission of the American Astronomical Society.

4.1 Introduction

Planets orbiting beyond their host stars’ habitable zones may exist in stable, globally ice-covered states (Budyko, 1969; Sellers, 1969), analogous to the “Snowball Earth” episodes (Kirschvink, 1992). As mentioned in Chapter 1, exit out of Snowball Earth is often attributed to the build-up of CO$_2$ in the atmosphere as a result of volcanic outgassing and decreased silicate weathering (Pierrehumbert et al., 2011). Given that the carbonate-silicate cycle on Earth is sensitive to plate tectonic speeds and mantle degassing rates (Driscoll & Bercovici, 2013), the efficiency of a similar mechanism on other planets may be variable. Without a continuously operating carbon cycle to stabilize the climate, planets may rely on the steady brightening of their host stars over time (Iben, 1967; Gough, 1981) to become hospitable for surface life. Such a scenario has been referred to as a “cold start” (Kasting et al., 1993).

In Chapter 3 we explored the effect of host star SED and ice-albedo feedback on the
susceptibility of orbiting planets to enter snowball states (Joshi & Haberle, 2012; Shields et al., 2013). We found that the large fraction of near-IR radiation received by M-dwarf planets renders them less susceptible to snowball episodes than their counterparts orbiting stars with higher visible and near-UV output. This is due to the lower albedo of ice and snow at near-IR wavelengths (Dunkle & Bevans, 1956), in addition to near-IR absorption by atmospheric CO$_2$, water vapor and clouds (Shields et al., 2013). Beginning with habitable surface temperatures and low planetary ice cover, a “warm start”, much larger decreases in instellation were required to trigger snowball conditions on M-dwarf planets than G- or F-dwarf planets. This lower climate sensitivity, as indicated by smaller, more gradual increases in ice extent for a given decrease in instellation, indicated a greater stability against snowball episodes on M-dwarf planets.

Expanding on this previous work, here we explore a planet’s climatic response from a “cold start” to increases in instellation as a function of the SED of its host star. From the point where the instellation is just low enough for a planet to freeze into a snowball state, the amount of resistance to melting by increasing instellation is a measure of the hysteresis. In climate science, the degree of hysteresis is explored by forcing a system in two directions to determine if multiple stable states could exist for a given forcing parameter. The amount of increased instellation required to melt a distant planet out of global ice cover as a function of host star SED has not been quantified, and we determine it here.

The range of instellations over which multiple stable equilibria are possible is representative of a planet’s climate hysteresis. If a planet’s hysteresis is high, its ice extent may remain at the equator despite significant increases in stellar flux. Once this resistance is finally overwhelmed, an abrupt change in ice extent may occur. Whether this would have a positive or negative influence on the development and evolution of life is under debate. Regardless, abrupt climate transitions could have important consequences for life, therefore knowing which planets are more likely to experience them, and which are likely to have more stable climates (with gradual climate transitions), will aid in target selection for follow-up missions.

This study examines how stellar SED influences climate stability, by comparing the amount of instellation required to melt out of a snowball state on planets orbiting M-, G-,
and F-dwarf stars (for details on our setup, see Chapter 2). We also compare how these planets exit a snowball with Earth’s present level versus the maximum level of atmospheric CO$_2$ believed to exist at the end of Snowball Earth (0.1 bar, Pierrehumbert et al., 2011). We discuss the implications of our results for planetary habitability.

### 4.2 Results

Figure 4.1 shows the latitudinal extent of ice and global mean surface temperature on M-, G-, and F-dwarf planets as a function of percent of the modern solar constant (1360 W/m$^2$, i.e. the present insolation on Earth), assuming both warm- and cold-start conditions on aqua planets in our GCM (CCSM4). As described in Chapter 3 and Shields et al. (2013), the slopes of the lines from warm-start conditions are a measure of the climate sensitivity to decreases in instellation. The shallower slope of the M-dwarf planet’s ice line latitude evolution indicates a lower climate sensitivity. While the F- and G-dwarf planets become ice-covered at 98% and 92% of the modern solar constant, respectively, when started in a warm state, global ice cover does not occur on the M-dwarf planet until its instellation has been reduced to 73% of the modern solar constant.

Upon reaching ice-covered conditions in our warm-start simulations, we then increased the instellation on all three snowball planets in intervals of roughly 1%. Open water first appears on the M-dwarf planet with a 9% increase in instellation, to 82% of the modern solar constant. The latitude of the ice line at this point is $\sim 36^\circ$. From that point on, both initial warm- and cold-start conditions yielded similar stable ice lines, as evidenced by the overlapping values at higher instellations for the M-dwarf planet in Figure 4.1. Mean ice line latitudes for warm- and cold-start conditions differed in latitude by less than 0.5$^\circ$ and 0.3$^\circ$ for the M-dwarf planets receiving 85% and 90% of the modern solar constant, respectively.

From a cold start, the G-dwarf planet does not exhibit a non-equatorial ice line until the instellation it receives has been increased by 14% (to 106% of the modern solar constant) relative to the instellation that brought it into a snowball state from a warm start, assuming fixed (PAL) CO$_2$. At this instellation, the ice line latitude has jumped from 0$^\circ$ to 69$^\circ$. The F-dwarf planet does not exhibit non-zero ice lines until its instellation has been increased by 16% relative to the instellation that triggered global ice cover. At 114% of the modern solar
Figure 4.1 Mean ice line latitude (top) and global mean surface temperature (bottom) as a function of stellar flux for an aqua planet orbiting an M-, G-, and F-dwarf star. Simulations assuming an initial warm start are in red (circles). Initial cold start simulations are in blue (asterisks).

constant, the ice line latitude has jumped from 0° to ∼84°. Further increases in instellation yielded ice-free states for both warm- and cold-start conditions.

Figure 4.2 shows northern hemisphere winter surface albedo, cloud parameters and surface temperature on all three planets in hard snowball conditions, and just prior to deglaciating. Cloud radiative forcing is the TOA irradiance difference with and without clouds for the absorbed shortwave, outgoing longwave, or the net radiation. In the snowball state, the shortwave cloud forcing (SWCF) is slightly positive in austral summer over most latitudes because the clouds for all three planets absorb radiation, reducing the amount of shortwave radiation reflected by surface snow and ice (Cogley & Henderson-Sellers, 1984). The SWCF is most positive on the M-dwarf snowball planet, even though it is the least cloudy among the three cases. This is due to clouds absorbing more of the near-IR radiation emitted by the M-dwarf star.

Just prior to deglaciating, the surface albedo drops significantly from ∼20-50°S as the
Figure 4.2 Northern winter (December/January/February, DJF) average surface albedo, shortwave (SWCF), longwave (LWCF), and total (TCF) cloud forcing, total cloud fraction (CLDTO), and surface temperature (TS) versus sin of latitude for M- (red), G- (black) and F- (blue) dwarf planets in a snowball climate (solid) and prior to the appearance of open ocean (dashed).

Snow sublimates or melts away in summer months. Here the shortwave effect of clouds is distinctly cooling due to scattering. Because cloud particles are relatively large compared to the wavelengths of radiation from all three stars, the scattering potential does not depend on the stellar SED. Instead, the amount of cloud cover and the surface albedo are the dominant factors controlling the SWCF. The SWCF is similar among the three planets from 20-50°S, owing to compensating effects. The M-dwarf planet is the least cloudy, however its surface is also the least reflective. Fewer clouds on the M-dwarf planet have just as sizeable of an
effect as greater cloud cover on the G- and F-dwarf planets.

The longwave (LWCF) and total (shortwave + longwave, TCF) cloud forcing tend to be smallest for the M-dwarf planet. This is due to the lower amount of cloud cover, which is a consequence of a squatter and weaker Hadley Cell compared to the other planets (Figure 4.3, Table 4.1). This weaker Hadley circulation stems from a more stable atmospheric temperature profile on the M-dwarf planet (Figure 4.4), and limits the transport of heat away from the tropics. This assists thawing in the tropics of the M-dwarf planet compared to the G and F-dwarf planets.

Figure 4.3 DJF Meridional stream function for M- (right), G- (center), and F- (left) dwarf planets with different climates. The contour interval is $25 \times 10^9 \text{ kg/s}$. The zero contour interval is not shown. Dotted lines denote counterclockwise circulation.
Table 4.1 Boreal winter (DJF) maximum meridional stream function values for M-, G-, and F-dwarf planets with different climates. Units are (kg s\(^{-1}\)) \times 10^9.

<table>
<thead>
<tr>
<th>Stellar Type</th>
<th>snowball</th>
<th>prior to open ocean</th>
<th>modern</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-dwarf</td>
<td>459.24</td>
<td>644.95</td>
<td>280.74</td>
</tr>
<tr>
<td>G-dwarf</td>
<td>469.60</td>
<td>623.22</td>
<td>275.05</td>
</tr>
<tr>
<td>M-dwarf</td>
<td>357.29</td>
<td>489.26</td>
<td>260.50</td>
</tr>
</tbody>
</table>

We also compared the M- and G-dwarf response to raising CO\(_2\) to 0.1 bar—the upper limit of CO\(_2\) expected to build up in the atmosphere as a result of decreased surface temperatures on an ice-covered planet, assuming volcanic outgassing occurs while silicate weathering is inhibited (Walker et al., 1981). This value depends on volcanic outgassing and seafloor weathering rates (Le Hir et al., 2008), surface dust deposition (Le Hir et al., 2010), and model parameterizations (Pierrehumbert, 2004; Hu et al., 2011; Abbot et al., 2012). Regardless, the M-dwarf planet, which requires a much lower instellation to fully glaciate, exhibits a larger radiative response for the same CO\(_2\) increase than the G-dwarf snowball planet receiving much larger instellation, yielding a 12% increase in TOA absorbed shortwave flux for a 250-fold increase in CO\(_2\) concentration, compared with a 7% increase on the G-dwarf planet.
Figure 4.4 Zonal mean DJF vertical temperature for an (a) M- and (b) G-dwarf planet prior to deglaciating; (c) increase in vertical temperature of the M-dwarf planet, calculated by taking the difference between the M- and G-dwarf planets’ atmospheric temperature profiles.

4.3 Discussion

The results of our model simulations indicate that the amount of increased instellation required to melt a planet out of a snowball state is highly sensitive to host star SED. The stability and evolution of a planet’s climate is likely a function of the spectral properties of its host star.

The range of instellations over which multiple distinct ice line latitudes are possible is indicative of the level of climate hysteresis on these planets. At the upper end of the range
where multiple equilibria occur, the ice edge jumps from the equator to a poleward position. Above this point, a change in insolation yields comparable changes in ice edge for both warm- and cold-start initial conditions, arresting the multiplicity in stable climate states. M-dwarf planets have the smallest hysteresis and ice edge jump, G-dwarf planets exhibit intermediate ice edge jumps, and F-dwarf planets have the greatest jumps in ice line latitude and the largest climate hysteresis.

As a result of the longer-wavelength radiation emitted by the M-dwarf star, more radiation is absorbed by surface ice and atmospheric CO$_2$ and water vapor, which have strong absorption bands in the near-IR. The greater shortwave heating in the atmosphere of the M-dwarf planet reduces the amount of radiation reaching the surface, providing less relative heat to drive convection and rising plumes of air parcels at the equator. This weakens Hadley circulation on the planet. While the lower Hadley circulation suppresses cloud formation and lowers the total cloud forcing on the M-dwarf planet (which may oppose deglaciation), its larger effect is to reduce heat transport from the tropics to higher latitudes. This causes temperatures to rise above freezing in the sub-tropics and surface melting to occur. The G- and F-dwarf planets, with stronger Hadley circulation and enhanced cloud formation, demonstrated a greater tendency to remain in a snowball state despite increased insolation.

In non-snowball conditions the M-dwarf planet permits a stable ice line that is $\sim$33° and $\sim$48° closer to the equator than those of the G- and F-dwarf planets, respectively. As snowball deglaciation may be highly sensitive to surface albedo (Lewis et al., 2006), and to ocean-ice albedo differences (Abbot et al., 2011), the smaller difference in ocean-ice albedo contrast likely contributes to the lower stable ice line generated on the M-dwarf planet. We ran sensitivity tests with an energy balance model with albedos and atmospheric absorption determined from a line-by-line radiative transfer model (Meadows & Crisp, 1996), and found both the climate hysteresis and the latitude of stable ice lines to be lower for smaller ocean-ice albedo differences, and more sensitive to ice albedo differences than changes in atmospheric absorption. The inclusion of ocean heat transport, which has been shown to hasten the retreat of sea ice with increased insolation on M-dwarf planets (Hu & Yang, 2014), may increase the stable ice line latitudes that we have calculated here for the deglaciating M-dwarf planet.
We have assumed an eccentricity of zero and an Earth-like obliquity in this work. High-eccentricity planets receiving instellation from the Sun melt out of snowball states more easily (Spiegel et al., 2010). And planets with high obliquities (Williams & Kasting, 1997; Spiegel et al., 2009) or high-frequency obliquity oscillations (Armstrong et al., 2014) are less susceptible to snowball episodes. Therefore the trend of a smaller climate hysteresis for planets orbiting cooler stars may be further amplified at high obliquity and eccentricity.

Simulations with higher CO$_2$ resulted in a larger radiative response for the same increase in CO$_2$ on the M-dwarf snowball planet than on its G-dwarf counterpart. If a carbon cycle operates on distant planets, ice-covered M-dwarf planets would likely exhibit a greater atmospheric response to the steady build-up of volcanically-outgassed CO$_2$, and may require less CO$_2$ to deglaciate. This would lower the climate hysteresis of M-dwarf planets even further compared to planets orbiting brighter stars. Our fixed-CO$_2$ results therefore represent a lower limit on the difference in climate hysteresis as a function of stellar spectral type.

Climate hysteresis will affect the fraction of a planet’s lifetime over which it can maintain habitability. As a main-sequence (core hydrogen-burning) star ages, its luminosity increases (Gough, 1981). Standard solar evolution models indicate that the Sun’s luminosity has increased by $\sim$30% since its arrival on the main-sequence (Newman & Rood, 1977; Feulner, 2012). The Sun’s luminosity is estimated to increase by $\sim$9% over the next billion years (Gough, 1981), and the 14% increase in instellation to melt out of global ice cover (in the absence of an active carbon cycle) would require 1.4 Gy of stellar evolution, assuming no significant changes to the atmospheric composition of the planet. This is approximately 13% of the main-sequence lifetime of the Sun (Sackmann et al., 1993).

M-dwarf stars, given their smaller masses (0.08-0.5 M$_\odot$), burn their fuel at much lower rates (Iben, 1967; Laughlin et al., 1997; Tarter et al., 2007) than G- or F-dwarf stars, and so brighten more slowly. Recent models of low-mass stellar evolution predict modest luminosity increases of $\sim$0.5-1% per billion years for a 0.4 M$_\odot$ star, depending on its age (Rushby et al., 2013; Andrew Rushby, priv. comm.). Given this range and the 9% increase in instellation required to generate open ocean on a frozen M-dwarf planet, thawing would occur in $\sim$9-18 billion years. However, this is less than 8% at most of the main-sequence lifetime of a 0.4 M$_\odot$ star ($\sim$225 Gyr, Guo et al., 2009). Therefore a frozen M-dwarf planet would thaw out
earlier in the evolutionary path of its host star than ice-covered planets orbiting hotter, brighter stars, providing a longer timescale for biological evolution to evolve from frozen surface conditions.

Our work exploring the interaction between the spectrum of a host star and the atmosphere and surface of an orbiting planet has enabled us to quantify its effect on planetary climate. We are now ready to apply our tested methods to actual observed systems, and to examine the effect of additional star-planet interactions on our results. Our simulations thus far have assumed a single planet orbiting its star. As mentioned in Chapter 1, multiple-planet systems are more prevalent around lower-mass stars (Swift et al., 2013), and the presence of additional planetary companions can influence the orbital evolution of a planet in distinct ways (Mardling, 2007; Correia et al., 2012). In the next chapter, we explore how changes in the orbital dynamics of an observed multiple-planet system may affect the climate of the system’s likeliest candidate for habitability, given what we have learned thus far about the interplay between stellar spectrum and planetary atmospheres and surfaces.
Chapter 5

METHODS II: INCORPORATING THE EFFECT OF PLANET MULTIPLICITY ON CLIMATE AND HABITABILITY

This chapter describes our method for exploring and assessing the habitability potential of observed planets in systems with additional planetary companions. A model is described that uses the transit timing data for planets in a system as input, and determines the location of each planet in a system at the same point in time. With this information an \( n \)-body model can be used to calculate the orbital evolution of all planets in a system over long timescales, and identify the maximum values of orbital parameters (such as eccentricity) for the most scientifically interesting planets in the system, without threatening the dynamical stability of the system itself. A climate model can then be used to explore the resultant possible climate range consistent with the orbital constraints of potentially habitable worlds in multiple-planet systems. This strategy enabled the application of the climate model methodology outlined in Chapter 2, and applied in Chapters 3 and 4 for theoretical single-planet systems orbiting stars of different spectral types, to actual observed multiple-planet systems. This is the first time that \( n \)-body models have been used to constrain 3-D climate model simulations. As a case study of these new techniques, we apply them to the potentially habitable planet Kepler-62f in Chapter 6.

5.1 Introduction

In Chapters 3 and 4 we used climate models to explore the effect on planetary climate of the interaction between the SED from different types of stars and a hypothetical, single orbiting planet. We found that the spectrum of a star, through its interaction with a planet’s atmosphere and surface, can significantly affect the climate of an orbiting planet. But what if the star is host to multiple planets? How might the orbital changes that can be experienced by a planet in the presence of additional companions in the system (Mardling, 2007; Correia et al., 2012) affect that planet’s climate and habitability? With the discovery
of numerous confirmed multiple-planet systems containing potentially habitable planets (Vogt et al., 2010; Muirhead et al., 2012; Swift et al., 2013; Anglada-Escudé et al., 2013; Quintana et al., 2014), it is crucial to develop a method to assess the range of possible climates of potentially Earth-like worlds in these systems. Given the dearth of available telescope time for follow-up exoplanet characterization, priority can then be given to the most promising candidates for habitable planets, with conditions likely to support surface liquid water.

As discussed in Chapter 1, planetary habitability depends on a number of factors that have been explored using climate models, including atmospheric composition (Pierrehumbert et al., 2011), host star spectral energy distribution (Shields et al., 2013, 2014), orbital dynamics (Spiegel et al., 2009, 2010; Armstrong et al., 2014), and planetary rotation rate (Yang et al., 2013, 2014). Here we develop a model that also includes the effect of planet multiplicity on habitability. By using the constraints from an orbital dynamics model as input to a climate model, we can use observational data to constrain the possible climate of a planet of interest in a multiple-planet system. Identifying the evolution of an orbital parameter such as eccentricity for input into a climate model will then allow us to understand the annual distribution of insolation on a planet (Hays et al., 1976; Berger et al., 1990), and to identify the habitable surface fraction (where surface liquid water may be possible) for different atmospheric compositions.

Here I describe my method for calculating the positions of multiple planets in a system at the same point in time using transit timing data. The output from this model is used as the primary input for an existing n-body model, which integrates the orbits of multiple planets in a system orbiting a central, dominant body (in this case a star). Output from the n-body model is then used as input to a GCM to run climate simulations (as outlined in Chapter 2) of the most scientifically interesting candidates for habitability in a given system. This is the approach we employ in Chapter 6 as a case study of the potentially habitable planet Kepler-62f.
5.2 HNBody: Modeling the Orbital Evolution of Multiple-Planet Systems

The Hierarchical N-Body (HNBody) package (Rauch & Hamilton, 2002), a set of software utilities we employed as our $n$-body model, integrates the orbits of astronomical bodies governed by a dominant central mass. It is based on the technique of symplectic integration, an $n$-body mapping method, developed by Wisdom and Holman (1991), and performs standard point mass orbital integrations for a given number of planets in a system.

In the $n$-body mapping method, the Hamiltonian—a mathematical function used to generate the equations of motion for a dynamical system—is the sum of the Keplerian and the interacting contributions to the motion of orbiting planetary bodies (Wisdom & Holman, 1991). The former describes the Keplerian motion of the orbiting planetary bodies around a central mass (the host star), and the latter describes the gravitational interactions between the planets themselves.

The evolution of the complete Hamiltonian is determined by alternately evolving the Keplerian and interacting parts separately in a sequence of steps leading to new $n$-body maps of the system, which are composed of the individual Keplerian evolution of the planets and the kicks due to the perturbations the planets inflict on one another. The output from HNBody consists of a series of data files that describe the evolution of selected orbital parameters over time. In the next section I describe the inputs that HNBody requires to generate this information, and the method employed to produce these necessary inputs.

5.3 HNBody: Model Inputs

While we know from transit timing data where each planet is relative to our line of sight when it transits its host star, we do not know where the other four planets (in the case of the Kepler-62 system) are at each planet’s individual transit time. To analyze what might happen to these planets and their orbits as time progresses, we must determine the location of all planets at the same epoch (point in time) using a number of key equations. From this point, we can then begin orbit integration.

The Keplerian orbit of a planetary body can generally be described by a set of six parameters that characterize the orbit. The parameters we chose as input to HNBody for
each of the five planets in the Kepler-62 system were the semi-major axis $a$, the orbital eccentricity $e$, the inclination of the orbit $i$, the longitude of the ascending node $\Omega$, the longitude of pericenter $\omega$, and the true anomaly $f$ (see Figure 5.1 and Table 5.1 for definitions of these parameters).

While $a$ and $i$ are constrained from transit observations of the Kepler-62 system (Borucki et al., 2013), $e$, $\Omega$, $\omega$, and $f$ are not. Given the close proximities of planets 62b-e (0.05-0.43 AU), which are all within their tidal circularization orbital radii after 4.5 Gyr (Kasting et al., 1993), we assumed $e = 0$ for these inner four planets. Following from this assumption, $\omega$ is undefined given that the planets’ orbits are assumed to be circular (there is no preferential pericenter, as all points along the orbit are equidistant from the star). We also assumed $\Omega = 0$ for all planets. This is reasonable given that $i \sim 89-90^\circ$ for all planets, thus constituting an edge-on orbit capable of yielding a transit observable by the Earth. We determined the locations of Kepler-62b-e relative to Kepler-62f at the same point in time, assuming a range of possible eccentricities between 0 and 0.9 and a range of longitudes of pericenter $\omega$ between $0^\circ$ and $2\pi^\circ$ for Kepler-62f. In the following section I outline the equations that were used to generate the locations of all planets in the system, using transit data for these planets (Borucki et al., 2013), and the aforementioned values for the other orbital elements.

5.3.1 Putting the Planets on the Same Timeline

The location of a planet can be expressed in terms of the planet’s true anomaly (see Figure 5.1), the longitude (angle) measured from the direction of the pericenter of the planet’s orbit. I developed a method that uses the transit times for each of the five Kepler-62 planets and calculates the true anomaly values for all five planets at the same epoch, using one planet’s location as a reference point.

As stated earlier, we do not have the eccentricities of the planets. The angular velocity and location of a planet in its orbit depends on its eccentricity, per Kepler’s second law; therefore, we do not know the pericenter of each planet’s orbit. We can determine what the true anomaly might be for a range of possible eccentricities for Kepler-62f. Here I outline the equations used in our model to generate the true anomaly values, given assumed values for other key orbital parameters.
Table 5.1 Orbital elements used to describe Kepler-62 planetary orbits. Angles here are in radians except for the orbital inclination, which is listed in degrees. In exoplanet geometry, $i = 90^\circ$ constitutes an edge-on orbit capable of yielding a transit observable by the Earth. Data for the semi-major axis and the orbital inclination is from Borucki et al. (2013), though we have omitted the error bars here for ease of reading.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Definition</th>
<th>Initial Values (Kepler-62b, 62c, 62d, 62e, 62f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semi-major Axis $a$ (AU)</td>
<td>The planetary orbital distance from the star</td>
<td>0.0553, 0.0929, 0.120, 0.427, 0.718</td>
</tr>
<tr>
<td>Eccentricity $e$</td>
<td>The degree of ellipticity (oval shape) of an orbit</td>
<td>0.0, 0.0, 0.0, 0.0, 0.0–0.9</td>
</tr>
<tr>
<td>Inclination $i$ ($^\circ$)</td>
<td>The angle between the planet’s orbital plane and the sky plane</td>
<td>89.2, 89.7, 89.7, 89.98, 89.90</td>
</tr>
<tr>
<td>Longitude of Ascending Node $\Omega$</td>
<td>The angle between a reference direction and the point of intersection between the plane of the orbit and the plane perpendicular to the reference direction (the sky plane)</td>
<td>0.0, 0.0, 0.0, 0.0, 0.0</td>
</tr>
<tr>
<td>Longitude of Pericenter $\omega$</td>
<td>The angle between a reference direction and the point of closest approach of a planet to its star (pericenter)</td>
<td>0.0, 0.0, 0.0, 0.0, 0.0 → $2\pi$ ($\Delta \omega = \pi/6$)</td>
</tr>
<tr>
<td>True Anomaly $f$</td>
<td>The angle between a radius vector through pericenter and the planet’s location on an orbital ellipse around its host star</td>
<td>Calculated in Section 5.3</td>
</tr>
</tbody>
</table>
Figure 5.1 Geometry of the elliptical orbit of a body of mass $m_2$ around $m_1$, based on Figure 2.5 in *Solar System Dynamics*, C. D. Murray and S. F. Dermott, Cambridge University Press, pg. 27 (2000). The ellipse has semi-major axis $a$, semi-minor axis $b$, eccentricity $e$, and longitude of pericenter $w$. The true anomaly $f$ denotes the angle subtended by an imaginary line connecting $m_1$ with the location of $m_2$ in its orbit and one connecting $m_1$ with pericenter (the point of closest approach to $m_1$).
5.3.1.a Time of pericenter passage

The time \( t(f_i) \) that it takes for a planet to go from some initial reference point (to which it arrives at \( t_o \)) to the point of closest approach (where it arrives at \( t_{peri} \)), can be calculated using the following formula given by Sudarsky et al. (2005):

\[
t(f_i) = -\frac{(1 - e^2)^{1/2}P}{2\pi} \left\{ \frac{e\sin f_i}{1 + e\cos f_i} - 2(1 - e^2)^{-1/2}\tan^{-1} \left[ \frac{(1 - e^2)^{1/2}\tan(f_i/2)}{1 + e} \right] \right\} \quad (5.1)
\]

Taking the relation that \( t(f_i) = t_o - t_{peri} \), we can rearrange (5.1) to yield an expression for \( t_{peri} \):

\[
t_{peri} = t_o + \frac{(1 - e^2)^{1/2}P}{2\pi} \frac{e\sin f_i}{1 + e\cos f_i} - \frac{P}{\pi} \tan^{-1} \left[ \frac{(1 - e^2)^{1/2}\tan(f_i/2)}{1 + e} \right] \quad (5.2)
\]

To find each planet’s true anomaly, we need to find a value, \( f_i \), the location of each planet when it transits its star. Using Figure 5.1 for reference, if we assume that \( \Theta = f + \omega = 0 \) when the planet \( m_2 \) passes through the sky plane (the plane perpendicular to the reference direction), then at the time the planet passes behind the star, \( \Theta = \pi/2 \). By extension, the planet is in front of the star and transiting at \( \Theta = 3\pi/2 \). Therefore, for any value of \( \omega \), \( f_i = 3\pi/2 - \omega \). Since we have assumed \( \omega = 0 \) for all planets except Kepler-62f, \( f_i = 3\pi/2 \) for these planets. Values of \( f_i \) for Kepler-62f varied depending on the value of \( \omega \). Values used in Equation (5.2) for the orbital period \( P \), the transit time for each planet \( t_o \), \( e \), and \( f_i \) are given in Table 5.2. With these values, \( t_{peri} \) was calculated for each planet.

5.3.1.b From Mean Anomaly to True Anomaly

The location of a planet in its orbit around a central star can be described generally by three angular parameters: the mean anomaly, the eccentric anomaly, and the true anomaly. The mean anomaly is a function of the average angular velocity of the planet, and the time the planet takes to go from a reference point to the pericenter of its orbit, based on Kepler’s first law. However, as it is dependent on the average orbital velocity, the mean anomaly does not give us a precise location of all five planets at one time, since not all orbits are circular. Rather, the calculation of the mean anomaly is a stepping stone to getting to the true anomaly, which gives us a precise location for each planet.
Table 5.2 Key parameters used as inputs to Eq. (5.2) for Kepler-62b-f.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$ (days)</td>
<td>5.714932</td>
<td>12.4417</td>
<td>18.16406</td>
<td>122.3874</td>
<td>267.291</td>
</tr>
<tr>
<td>$t_o$ (BJD$^1$-2454900)</td>
<td>103.9189</td>
<td>67.651</td>
<td>113.8117</td>
<td>83.404</td>
<td>522.710</td>
</tr>
<tr>
<td>$e$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0–0.9</td>
</tr>
<tr>
<td>$f_i$</td>
<td>$3\pi/2$</td>
<td>$3\pi/2$</td>
<td>$3\pi/2$</td>
<td>$3\pi/2$</td>
<td>$-\pi/2 \rightarrow 3\pi/2$</td>
</tr>
</tbody>
</table>

The mean anomaly $M$, is calculated using the following relation, taken from Murray and Dermott (2000):

$$M = n(t_o - t_{peri})$$

(5.3)

where $n = 2\pi/P$. Here we used the location and transit time for Kepler-62f as the reference point $t_o$ (see Table 5.2 for the value of $t_o$ for Kepler-62f). This is a crucial step in getting the location of the other four planets at the time of Kepler-62f’s transit.

The eccentric anomaly $E$ is an angle measured from a line through the focus of the planet’s elliptical orbit to the radius of a circle that passes through the pericenter of the ellipse. It is related to the mean anomaly and the orbital eccentricity $e$ through Kepler’s equation:

$$M = E - esinE$$

(5.4)

As this equation cannot be solved analytically, we solved it numerically following the method provided by Danby and Burkardt (1983). With calculated values of $E$ for our assigned eccentricities, the true anomaly was calculated using the following relation:

$$f = 2tan^{-1} \left[ \left( \frac{1 + e}{1 - e} \right)^{1/2} tan(E/2) \right]$$

(5.5)

With these values of $f$ we had the locations of the other planets relative to Kepler-62f, and the sixth orbital parameter for input into HNBody. This allowed us to run accurate HNBody integrations for all possible values of $e$ and $\omega$ for Kepler-62f, assuming circular orbits for the other four planets.

---

$^1$BJD (Barycentric Julian Date) is the Julian date (the number of days since the beginning of the Julian period, ca. 4713 BC) corrected for Earth’s changing position relative to the center of mass (barycenter) of the Solar System.
5.3.2 Planetary masses of the Kepler-62 system

HNBody also requires a seventh parameter as input—the planet’s mass relative to its host star. As there are no R/V data on this system to accompany the transit data, the masses of all planets are unknown. There are several mass-radius relations in the literature, and we chose two, to explore the effect of planetary mass on the orbital evolution of the Kepler-62 system. We used the following mass-radius relation determined by Kopparapu et al. (2014) using data from the exoplanets.org database (Wright et al., 2011):

\[
\frac{M_p}{M_\oplus} = 0.968\left(\frac{R_p}{R_\oplus}\right)^{3.2}, \quad M_p < 5M_\oplus
\] (5.6)

This yields a planetary mass of \(\sim 3M_\oplus\) for Kepler-62f. We also ran HNBody integrations with planet masses derived using the following mass-radius (for Kepler-62d, e, and f) and density \(\rho\) (for Kepler-62b and c) relations from Weiss et al. (2014):

\[
\frac{M_p}{M_\oplus} = 2.69\left(\frac{R_p}{R_\oplus}\right)^{0.93}, \quad 1.5 \leq \frac{R_p}{R_\oplus} < 4 \quad \text{(gaseous)}
\] (5.7)

\[
\rho = 2.43 + 3.39\left(\frac{R_p}{R_\oplus}\right) \quad g/cm^3, \quad R_p < 1.5R_\oplus \quad \text{(rocky)}
\] (5.8)

The Weiss et al (2014) relationship resulted in higher masses for Kepler-62b and f, and lower masses for Kepler-62c, 62d, and 62e, compared to those using the Kopparapu et al. (2014) treatment. Finally, we ran additional orbit integrations with the maximum mass limits for all planets, as determined by Borucki et al. (2013). The masses for all five Kepler-62 planets used as input to HNBody integrations are given in Table 5.3.

Table 5.3 Masses (\(M_\oplus\)) used as inputs to HNBody for different sets of orbital integrations of the planets Kepler-62b-f.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2.3</td>
<td>0.1</td>
<td>8.2</td>
<td>4.4</td>
<td>2.9</td>
<td>Kopparapu et al. (2014)</td>
</tr>
<tr>
<td>2.8</td>
<td>0.1</td>
<td>5.0</td>
<td>4.2</td>
<td>3.7</td>
<td>Weiss et al. (2014)</td>
</tr>
<tr>
<td>9.0</td>
<td>4.0</td>
<td>14</td>
<td>36</td>
<td>35</td>
<td>Borucki et al. (2013)</td>
</tr>
</tbody>
</table>

Additional model specifications include the preferred coordinate system, the class of particles (based on the scale of the masses and how their interaction is to be taken into
account), and the timestep and total length of integration. We specified a bodycentric coordinate system, which treats the system as dominated by the mass of the central star. We ran our HNBody integrations for “heavy weight particles” (which includes the dominant mass plus the planets) for $10^6$ years, with a time step equal to 1/20th of the orbital period of the innermost planet in the Kepler-62 system. As Kepler-62b has an orbital period of 5.7 days, we used a time step of 0.29 days.

The evolution of the semi-major axis and eccentricity of the five planets were calculated over the prescribed length of integration of their orbits, and written to files at defined output intervals. We defined orbital stability as a successful integration in which stable, periodic amplitude oscillation was present for all planets throughout the entire million years, the energy was conserved to better than one part in $10^4$, and no planets were ejected from the system. Eccentricities spanning the full range of stability for the outermost potentially habitable planet Kepler-62f were then used as input to our GCM. We then ran climate simulations of this planet with a variety of atmospheric compositions, orbital configurations and rotation rates to explore and assess its possible climate states, and to determine the best possible combination of these parameters for surface habitability. These results are presented in Chapter 6.

5.4 Climate Modeling of Kepler-62f: Model Inputs to CCSM4

Our primary goal in the climate modeling of Kepler-62f was to identify the most favorable combination of planetary parameters that would result in areas of the planet with warm enough surface temperatures for liquid water. To determine the best possible scenario for habitability, we varied the atmospheric composition, orbital eccentricity, planetary obliquity, the angle of the vernal equinox relative to pericenter, and the rotation rate of the planet in our GCM simulations.

Kepler-62f receives 41% of the modern solar constant from its star, therefore significant amounts of CO$_2$ may be required to keep temperatures above the freezing point of water on the surface. An active carbon cycle capable of generating increased amounts of atmospheric CO$_2$ in response to decreasing surface temperatures (Walker et al., 1981) would be a relatively straightforward means of maintaining habitable surface temperatures on the planet.
More than \( \sim 2 \) bars of CO\(_2\) could accumulate in the atmosphere of a planet with an active carbon cycle before the maximum greenhouse limit for CO\(_2\) is reached (Pierrehumbert, 2010). Large increases in atmospheric CO\(_2\) concentration begin to have significant effects on convection, and the manner in which it adjusts the temperature lapse rate on a planet. Additionally, CO\(_2\) condensation becomes likely at levels of 1 to 2 bars, and collisional line broadening becomes important (Pierrehumbert, 2005). These effects are neglected in Earth-oriented GCMs such as CCSM4. We therefore assumed an Earth-like atmospheric CO\(_2\) concentration (400 ppmv) in CCSM4, and used an additional GCM—the LMDZ Generic GCM—to simulate the climate of Kepler-62f with 1-12 bars of CO\(_2\), as LMDZ contains parameterizations for addressing atmospheres with high-CO\(_2\) content.

It was important to consider the possibility that Kepler-62f may not have sufficient atmospheric CO\(_2\) to keep surface temperatures above freezing. We therefore explored alternate means of creating habitable areas of the planet with lower, Earth-like CO\(_2\) levels. Given the effects of planetary obliquity (Ward, 1974; Williams, 1975) and eccentricity (Berger et al., 1993; Berger et al., 2006) on seasonality and annual global insolation, the best possible scenario for habitability in the low-CO\(_2\) case may be one in which Kepler-62f has a high obliquity and a high eccentricity. Additionally, an orbital configuration in which the hotter, summer months in a given hemisphere coincide with the pericenter of the planet’s orbit could amplify the effects of high obliquity and eccentricity. To test this prediction, we ran simulations with CCMS4, assuming an aqua planet as in Chapters 3 and 4, with a range of different values for these parameters.

We ran 30-year GCM simulations using CCSM4 with the input maximum initial eccentricity for stable HNBody integrations for Kepler-62f, \( e = 0.32 \) (see Chapter 6). We also ran additional simulations with \( e = 0.0, 0.1 \) and 0.2 to explore the effect of eccentricity on incoming stellar insolation and planetary surface temperature. We used a synthetic stellar spectrum from the Pickles Stellar Atlas (Pickles, 1998), with flux in the range of 1150-25000 Angstroms, and an effective photospheric temperature of 4887 K, which is close to the estimated effective temperature of Kepler-62 (4925 K, Borucki et al., 2013). As described in Chapter 2, the percentage of the total flux from the star was specified in each of the twelve incident wavelength bands in CAM4 (see Table 5.4).
We also ran 40-yr CCSM4 simulations with an Earth-like obliquity of 23°, and with an obliquity of 60°. To explore the influence of the location of summer solstice relative to pericenter, we varied the angle of the vernal equinox relative to the longitude of perihelion (VEP), which governs the difference in insolation between southern hemisphere summer and northern hemisphere summer. Because CCSM4 is parameterized for Earth-like conditions, we kept the radius and mass of the planet equal to those of Earth in these simulations. The orbital period was set equal to 365 days in our CCSM4 simulations instead of 267 days (the actual orbital period of Kepler-62f) so that our model would simulate a full annual cycle. As atmospheric radiative and convective adjustment timescales are short compared to either orbital period, we do not expect this to make much difference in the overall climate. A comparison of LMDZ sensitivity tests run with 267- and 365-day orbital periods showed negligible differences in global mean surface temperatures between the two cases. We used CCSM4 for continuity with our previous work, to evaluate the general trends in climate given changes in orbital parameters, and used LMDZ to simulate the climate of a planet with physical characteristics more closely like those of Kepler-62f. The details of the LMDZ GCM are given in the following section.

Table 5.4 CAM4 spectral wavelength bands specifying shortwave (stellar) incoming flux into the atmosphere, and the percentage of flux within each waveband for a synthetic spectrum of a K-dwarf star with a similar photospheric temperature to Kepler-62, from the Pickles Stellar Atlas (Pickles, 1998).

<table>
<thead>
<tr>
<th>Band</th>
<th>$\lambda_{min}$</th>
<th>$\lambda_{max}$</th>
<th>K2V star % flux</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.200</td>
<td>0.245</td>
<td>0.128</td>
</tr>
<tr>
<td>2</td>
<td>0.245</td>
<td>0.265</td>
<td>0.075</td>
</tr>
<tr>
<td>3</td>
<td>0.265</td>
<td>0.275</td>
<td>0.054</td>
</tr>
<tr>
<td>4</td>
<td>0.275</td>
<td>0.285</td>
<td>0.056</td>
</tr>
<tr>
<td>5</td>
<td>0.285</td>
<td>0.295</td>
<td>0.070</td>
</tr>
<tr>
<td>6</td>
<td>0.295</td>
<td>0.305</td>
<td>0.091</td>
</tr>
<tr>
<td>7</td>
<td>0.305</td>
<td>0.350</td>
<td>1.076</td>
</tr>
<tr>
<td>8</td>
<td>0.350</td>
<td>0.640</td>
<td>27.33</td>
</tr>
<tr>
<td>9</td>
<td>0.640</td>
<td>0.700</td>
<td>6.831</td>
</tr>
<tr>
<td>10</td>
<td>0.700</td>
<td>5.000</td>
<td>64.35</td>
</tr>
<tr>
<td>11</td>
<td>2.630</td>
<td>2.860</td>
<td>0.000</td>
</tr>
<tr>
<td>12</td>
<td>4.160</td>
<td>4.550</td>
<td>0.000</td>
</tr>
</tbody>
</table>
5.5 Climate Modeling of Kepler-62f: LMDZ

We used a generic version of the “Laboratoire de Météorologie Dynamique” (LMD) GCM (Hourdin et al., 2006), developed to simulate a wide range of planetary atmospheres and climates. LMDZ\(^2\) has been used in studies of the early climates of solar system planets (Forget et al., 2013; Wordsworth et al., 2013), and in previous studies of the climates of extrasolar planets (Wordsworth et al., 2011; Leconte et al., 2013).

Like CCSM4, LMDZ solves the primitive equations of fluid dynamics using a finite difference method and a 3-D dynamical core. The radiative transfer scheme is based on a correlated-k method, with absorption coefficients calculated from high-resolution spectra generated using the HITRAN 2008 database (Rothman et al., 2009). A smaller database of correlated-k coefficients was then generated from this spectra using 12x9x8 temperature (T=100, 150, ...600, 650 K, in 50 K steps), log-pressure (p=0.1, 1, 10, ..., 10\(^7\) Pa), and water vapor mixing ratio (q\(_{H_2O}=10^{-7}, 10^{-6}, ..., 1\)) grids. These correlated-k coefficients ensure expedient radiative transfer calculations in the GCM. The spectral intervals included 38 shortwave bands and 36 longwave bands, with a sixteen-point cumulative distribution function for integration of absorption data within each band. The radiative transfer equation is then solved in each atmospheric layer using a two-stream approximation (Toon et al., 1989). Parameterizations for convective adjustment, and CO\(_2\) collision-induced absorption are included based on work by Wordsworth et al. (2010). Simulations were run with a two-layer ocean, including a 50m-deep top layer and an underlying 200m-deep second layer. Both layers are assumed to be well-mixed, with horizontal diffusion used to approximate ocean heat transport by large-scale eddies (circular water currents). Adiabatic adjustment is also included, whereby the ocean lapse rate is adjusted to maintain a warmer top ocean layer at all times.

We ran our LMDZ simulations with a horizontal spatial resolution of 64x48 (corresponding to 5.625° longitude x 3.75° latitude), with 20 vertical levels. A blackbody spectrum with the stellar effective temperature of Kepler-62 (4925K, Borucki et al., 2013) was used as the

---

\(^2\)The “Z” stands for “zoom” capability, as LMDZ includes a stretchable grid to allow for simulations of the Earth on both global and regional scales.
Table 5.5 Input parameters used in CCSM4 climate simulations of Kepler-62f. Here the parameter “VEP” is the angle of the vernal equinox relative to pericenter. Run7 is the synchronous rotation rate case, where the planet’s rotation period is equal to its orbital period (1 day = 1 year).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Run1</th>
<th>Run2</th>
<th>Run3</th>
<th>Run4</th>
<th>Run5</th>
<th>Run6</th>
<th>Run7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orbital eccentricity</td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.0</td>
</tr>
<tr>
<td>Obliquity (°)</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>60</td>
<td>23</td>
<td>0</td>
</tr>
<tr>
<td>CO₂ (ppmv)</td>
<td>400</td>
<td>400</td>
<td>400</td>
<td>400</td>
<td>400</td>
<td>400</td>
<td>400</td>
</tr>
<tr>
<td>H₂O</td>
<td>variable</td>
<td>variable</td>
<td>variable</td>
<td>variable</td>
<td>variable</td>
<td>variable</td>
<td>variable</td>
</tr>
<tr>
<td>Radius (R⊕)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Surface gravity (m/s²)</td>
<td>9.8</td>
<td>9.8</td>
<td>9.8</td>
<td>9.8</td>
<td>9.8</td>
<td>9.8</td>
<td>9.8</td>
</tr>
<tr>
<td>Rotation rate</td>
<td>24 hrs</td>
<td>24 hrs</td>
<td>24 hrs</td>
<td>24 hrs</td>
<td>24 hrs</td>
<td>24 hrs</td>
<td>365 days</td>
</tr>
<tr>
<td>VEP (°)</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>0</td>
<td>90</td>
</tr>
</tbody>
</table>
host star spectrum. The albedo of snow was set to 0.55, and the albedo of sea ice was allowed
to vary between a minimum of 0.20 and a maximum of 0.65, depending on ice thickness.
We assumed an aqua planet with different amounts of atmospheric CO$_2$, water vapor that
varied throughout each simulation according to evaporation and precipitation processes, a
267-day year, Earth-like (24-hr) and synchronous rotation rates, and eccentricities of 0 and
0.32. Input parameters for simulations using CCSM4 and LMDZ for our work on Kepler-62f
are given in Tables 5.5 and 5.6. The results of these simulations, and the implications for
the habitability of Kepler-62f are presented and discussed in the following chapter.
Table 5.6 Input parameters used in LMDZ climate simulations of Kepler-62f. Here the parameter “VEP” is the day of year when vernal equinox occurs relative to the day of year when the planet is at pericenter.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Run1</th>
<th>Run2</th>
<th>Run3</th>
<th>Run4</th>
<th>Run5</th>
<th>Run6</th>
<th>Run7</th>
<th>Run8</th>
<th>Run9</th>
<th>Run10</th>
<th>Run11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orbital eccentricity</td>
<td>0.32</td>
<td>0.00</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Obliquity (°)</td>
<td>23.5</td>
<td>23.5</td>
<td>23.5</td>
<td>23.5</td>
<td>23.5</td>
<td>23.5</td>
<td>23.5</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>CO₂ (bars)</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>H₂O</td>
<td>variable</td>
<td>variable</td>
<td>variable</td>
<td>variable</td>
<td>variable</td>
<td>variable</td>
<td>variable</td>
<td>variable</td>
<td>variable</td>
<td>variable</td>
<td>variable</td>
</tr>
<tr>
<td>Radius (R⊕)</td>
<td>1.41</td>
<td>1.41</td>
<td>1.41</td>
<td>1.41</td>
<td>1.41</td>
<td>1.41</td>
<td>1.41</td>
<td>1.41</td>
<td>1.41</td>
<td>1.41</td>
<td>1.41</td>
</tr>
<tr>
<td>Surface gravity (m/s²)</td>
<td>14.3</td>
<td>14.3</td>
<td>14.3</td>
<td>14.3</td>
<td>14.3</td>
<td>14.3</td>
<td>14.3</td>
<td>14.3</td>
<td>14.3</td>
<td>14.3</td>
<td>14.3</td>
</tr>
<tr>
<td>Rotation rate</td>
<td>24 hrs</td>
<td>24 hrs</td>
<td>24 hrs</td>
<td>24 hrs</td>
<td>24 hrs</td>
<td>24 hrs</td>
<td>24 hrs</td>
<td>267 days</td>
<td>24 hrs</td>
<td>267 days</td>
<td></td>
</tr>
<tr>
<td>VEP (day)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Chapter 6

CASE STUDY: THE HABITABILITY OF KEPLER-62F

In this chapter, the gravitational interactions between a star, a potentially habitable orbiting planet, and additional planetary companions in the system were explored to determine their effect on climate and habitability. We used a symplectic integrator to calculate the orbital evolution of the five-planet system orbiting the K-dwarf star Kepler-62, and a GCM to explore the potential climatic impact on the outermost planet and the system’s most likely candidate for habitability, Kepler-62f. These simulations allowed us to apply the methods presented in Chapter 2, and employed in Chapters 3 and 4 for theoretical single-planet systems, to an observed system, and to determine the effect of planet multiplicity on our previous results. This work also allowed us to explore how changes in rotation rate affect planetary climate.

6.1 Introduction

NASA’s Kepler mission (Borucki et al., 2006), launched in 2009, has identified over 4200 transiting planet candidates—nearly 1000 of which have been confirmed as planets—in its first five years of observations\(^1\). Recent statistical surveys estimate \(~40\%\) of planetary candidates to be members of multiple-planet systems (Rowe et al., 2014). Analyses also suggest a low false-positive probability of discovery, indicating that the clear majority of these multiple-planet candidates are indeed real, physically associated planets (Lissauer et al., 2012, 2014). Analyses of the Kepler data have also shown that smaller stars are more likely to host a larger number of planets per star (Swift et al., 2013), and smaller planets are more abundant around smaller stars (Howard et al., 2012). These statistical data suggest that multiple-planet systems of small planets orbiting late-type stars are a major new planetary population, and one that is likely to be the first type of environment

\(^1\)http://kepler.nasa.gov/ as of August 20, 2014
that we look at in the search for a habitable, Earth-like planet.

One of the systems of particular interest for habitability is the system orbiting Kepler-62 [Kepler Input Catalog (KIC) 9002278, Kepler Object of Interest (KOI) 701], a star of the K2V spectral class (temperature and luminosity between that of an M-dwarf star and the Sun). With a mass of 0.69M⊙ and a radius of 0.63R⊙, Kepler-62 hosts five planets—Kepler-62b-f—with orbital periods ranging from \( \sim 5 \) to \( \sim 267 \) days, and radii from 0.54 to 1.95R⊕. The inclinations of all five planets are edge-on \( (i \sim 89-90^\circ) \). However, neither their orbital eccentricities nor their planetary obliquities are constrained. The two outermost planets, Kepler-62e (1.61R⊕) and Kepler-62f (1.41R⊕), receive 120% and 41% of the amount of flux that Earth receives from the Sun, respectively. Kepler-62e, with an equilibrium temperature of \( \sim 270 \) K without an atmosphere, is likely to be too hot (with an atmosphere) to have liquid water on its surface, unless it has a significant amount of cloud cover and is synchronously rotating. The cloud cover could increase the albedo of the planet at its substellar point; a proposed mechanism for cooling planets at or near the traditional inner edge of the habitable zone (Yang et al., 2013). Kepler-62f, given its low instellation, could sustain surface liquid water if its atmosphere has a large concentration of a greenhouse gas such as CO₂ (Kaltenegger et al., 2013).

While Kepler-62f has a radius of 1.41 R⊕, its mass is unknown, leaving its density also unconstrained. However, both transit and R/V observations of planets Kepler-36b (Carter et al., 2012), Kepler-10b (Batalha et al., 2011; Dumusque et al., 2014), and Corot-7b (Hatzes et al., 2011) have been combined to show that planets with radii smaller than 1.6R⊕ have densities indicative of a rocky composition. A recent statistical survey of a population of Kepler planets with known masses (from companion R/V surveys) found that only planets with radii less than 2 R⊕ have a rocky composition (Marcy et al., 2014). And surveys with transit timing variation data have found that for planets with radii up to \( R_p = 1.5R_\oplus \), density increases with planet radius, while above \( 1.5R_\oplus \), average planet density begins to rapidly decrease with increasing radius. This behavior indicates the presence of a larger volatile inventory for larger planets (Weiss & Marcy, 2014). Indeed, estimates based on measured planetary masses and radii, in concert with models of atmospheric evolution, identify the transition between rocky and gaseous planets to occur near \( R_p = 1.75R_\oplus \) (Lopez & Fortney,
Based on these results to date, as well as the lower amount of instellation received from its star at its present orbital distance compared to the high levels received by Kepler-62e (Borucki et al., 2013), Kepler-62f is the most likely candidate for a rocky, potentially habitable world in this system.

Previous work on the climate modeling of Kepler-62f found that 1.6-5 bars of CO$_2$ would yield surface temperatures above the freezing point of liquid water, depending on the planetary mass and surface albedo of the planet (Kaltenegger et al., 2013). However, this work was done using a 1-D radiative-convective atmospheric code, and neglected the presence of clouds (other than by a scaling of surface albedo). Additionally, the effect of the orbital architecture and evolution of this multiple-planet system on the climate of Kepler-62f was not explored. The eccentricity of a planet could be pumped to high values in the presence of additional companions in the system (Mardling, 2007; Correia et al., 2012). The effect of different rotation rates on atmospheric circulation was also not examined. With an orbital period of $\sim$267 days, tidal effects are expected to be weak, but could affect the rotation rate of the planet (Heller et al., 2011), therefore a variety of rotation rates is possible for Kepler-62f (Rory Barnes, priv. comm.). As changes in eccentricity will affect the amount of instellation received by a planet throughout its orbit (Berger et al., 1993; Berger et al., 2006), and planetary rotation rate has been shown to affect atmospheric circulation (Joshi et al., 1997; Merlis & Schneider, 2010; Showman et al., 2011; Showman & Polvani, 2011; Showman et al., 2013), quantifying the effect of orbital and rotational dynamics on the climate of Kepler-62f using a 3-D GCM is crucial to a more accurate assessment of its habitability.

In this chapter the effect of planet multiplicity on the eccentricity, climate, and habitability of Kepler-62f is explored, for different atmospheric compositions and planetary rotation rates. I developed a method that calculated the orbital locations of the other four planets in the system relative to the position of Kepler-62f, for a range of possible initial eccentricities and longitudes of pericenter for this planet. HNBody was then used to integrate the orbits of all five planets given different planetary masses, to identify the maximum eccentricity attainable by Kepler-62f while still maintaining stability within the planetary system (as described in Section 5.3). The potential habitability of this planet as a function of its stable
eccentricity was explored with a GCM, for atmospheres with Earth-like and high CO\textsubscript{2} levels, focusing on the presence of surface liquid water on the planet over an annual cycle.

6.2 Results

Figure 6.1 shows the fraction of stable orbital integrations performed using HNBody, assuming different initial eccentricities for Kepler-62f, and zero eccentricities for Kepler-62b-e. Here we define a stable integration as one in which no planets experienced large shifts in orbital distance leading to ejection from the system, the energy was conserved to better than one part in ten thousand, and eccentricity oscillations exhibited a regular period throughout the entire integration time (10\textsuperscript{6} years). The maximum initial eccentricity for which stable integrations were possible for greater than 90\% of the simulated longitudes of pericenter, was $e = 0.32$, assuming the Kopparapu et al. (2014) mass-radius relation. This value decreased by $\sim 3\%$, to $e = 0.31$, when the Weiss et al. (2014) mass-radius and density relations were used, and decreased by 28\%, to $e = 0.23$, using the maximum mass limits for all planets (Borucki et al., 2013). The evolution of the eccentricities of all five planets for a stable integration at $e = 0.32$ for Kepler-62f is shown in Figure 6.2. All planets exhibited eccentricity oscillations—a characteristic of multiple-planet systems (Mardling, 2007)—with a regular period that remained constant over the entire 10\textsuperscript{6}-year integration. An integration assuming a higher initial eccentricity for Kepler-62f ($e = 0.34$) yielded eccentricity evolution that eventually settled into quasi-periodic oscillation after $\sim 500,000$ years (Figure 6.3). However, due to the irregularity of the oscillatory motion for the first half of the simulation, the integration was deemed unstable, as significant orbital shifts occurred during that time. Consequently, we considered $0.0 \leq e \leq 0.32$ to be the maximum allowable range of initial eccentricities for Kepler-62f. We therefore ran simulations for $e = 0.0, 0.1, 0.2,$ and 0.32 to explore the range of possible surface conditions for Kepler-62f as a function of eccentricity.

With an Earth-like atmospheric concentration of CO\textsubscript{2} (400 ppmv), all CCSM4 simulations of a planet with eccentricity $e = 0.00 - 0.32$ resulted in completely ice-covered conditions, with global mean surface temperatures below 190 K. Figure 6.4 shows the annual mean insolation as a function of latitude for these different eccentricities, assuming an obliquity of 23\degree. The average insolation over an annual cycle increases with eccentricity,
Figure 6.1 Fraction of stable configurations after a $10^6$-yr HNBody integration for initial eccentricities between 0 and 0.9 for Kepler-62f, assuming the Kopparapu et al. (2014) mass-radius relationship. The eccentricities of all other planets in the Kepler-62 system were set to zero.

following Equation (1.5).

Since PAL CO$_2$ was clearly insufficient to yield habitable surface temperatures for Kepler-62f at its value of incoming stellar flux, we ran simulations using LMDZ with large amounts of atmospheric CO$_2$ and the highest possible eccentricity for Kepler-62f that satisfied our stability criteria. Figure 6.5 shows the surface temperature as a function of latitude and longitude for an LMDZ simulation with 3 bars of CO$_2$, variable water vapor, and $e = 0.32$. With a global mean surface temperature of 271 K, $\sim$34% of the planet is ice-
Figure 6.2 Evolution of the eccentricities of Kepler-62b-f as a function of time calculated with HNBody. Initial eccentricities and longitudes of pericenter for Kepler-62b-e were set to zero. The initial eccentricity of Kepler-62f was set to 0.32 with a longitude of pericenter equal to π.

covered. However, there is a wide swath of open water in the tropics where temperatures are solidly above freezing. Simulations run at $e = 0$—the lower limit of the stable range of initial eccentricities for Kepler-62f—resulted in a lower global mean surface temperature by $\sim 5$ K, and $\sim 10\%$ more sea ice cover on the planet (Figure 6.6).

If Kepler-62f has an active carbon cycle, depending on the silicate weathering rate on the planet, higher levels of CO$_2$ may be expected to accumulate in the planet’s atmosphere prior to reaching the maximum greenhouse limit (Kopparapu et al., 2013a,b). We ran simulations using LMDZ with CO$_2$ concentrations of up to 12 bars, and let the amount of water vapor vary (through evaporation and precipitation) during the course of each simulation. Global mean, minimum, and maximum surface temperatures for each simulation are plotted in Figure 6.7. Surface temperature increases with CO$_2$ concentration up to 10 bars, where the global mean surface temperature is 303.9 K, and the maximum temperature reached is 313.1 K. At 12 bars of CO$_2$, the global mean surface temperature has decreased by 0.4 K, and the maximum temperature reached on the planet has decreased by $\sim 2$ K. This implies that
Figure 6.3 Evolution of the eccentricities of Kepler-62b-f as a function of time calculated with HNBody. Initial eccentricities and longitudes of pericenter for Kepler-62b-e were set to zero. The initial eccentricity of Kepler-62f was set to 0.34 with a longitude of pericenter equal to $\pi$. Significant orbital shifts occurred during the first 500,000 years of the model integration as indicated by the irregular amplitudes of oscillations, shown here. This rendered the integration unstable for the planetary system.

at this level of atmospheric CO$_2$ we have reached the point where the effects of Rayleigh scattering begin to dominate over the greenhouse effect of CO$_2$.

High amounts of CO$_2$ would be a relatively straightforward means of generating habitable surface temperatures on a planet receiving low instellation from its star. However, the efficiency of the carbonate-silicate cycle—which has been shown to be sensitive to a variety of factors, including the mantle degassing rate of a planet (Driscoll & Bercovici, 2013)—is unknown for Kepler-62f. If the planet has a low amount of CO$_2$ in its atmosphere, and lacks an active carbon cycle to adjust the silicate weathering rate with temperature (Walker et al., 1981), the fraction of habitable surface area may decrease significantly compared to our simulated cases with 3 bars and higher CO$_2$.

We therefore explored different orbital configurations which could improve conditions for habitability on a planet that did not have an effective means of increasing its concentration of greenhouse gases. Since we do not know the location of pericenter for the orbit of
Kepler-62f, we explored the effect on insolation due to changes in the angle of the vernal equinox relative to the location of the pericenter (VEP) of a planet’s orbit, as this can affect the hemispherical annually-averaged insolation on a planet. Figure 6.8 shows the results of simulations assuming a VEP of 0° and 90°, with the obliquity held fixed at 23°. At VEP=0°, the point where both hemispheres receive equal amounts of insolation coincides with the planet’s closest approach to its star. The difference in monthly insolation is relatively small in the southern hemisphere, as it receives equal insolation to that received by the northern hemisphere at pericenter. At an angle of 90°, the southern hemisphere receives a significantly higher percentage of insolation compared to the northern hemisphere during its
Figure 6.5 Surface temperature as a function of latitude for Kepler-62f after a 40-year LMDZ simulation, assuming $e = 0.32$, an obliquity of $23.5^\circ$, and 3 bars of CO$_2$. The angle of the vernal equinox relative to the pericenter (VEP) of the planet’s orbit is $0^\circ$.

summer months when the planet is at or near pericenter. Because of the planet’s obliquity, this is when the southern hemisphere is angled toward the star.

The obliquity of Kepler-62f is observationally unconstrained, so we also explored how different obliquities might affect the planet’s climate. As shown in Figure 6.9, at an obliquity of $60^\circ$, the high-latitude regions of the planet receive more insolation than the tropics. The global mean surface temperature is still significantly below freezing at both of the simulated obliquities ($23^\circ$ and $60^\circ$), given the Earth-like CO$_2$ levels and low stellar flux. However, surface temperatures do get above freezing in the southern hemisphere during its summer months in the high-obliquity case. This is because the VEP has been set to $90^\circ$. This means that summer in the southern hemisphere occurs near the planet’s closest approach to its star, as shown in the schematic diagram in Figure 6.10. This results in higher annual mean surface temperatures in this hemisphere during its summer months, compared to the
northern hemisphere. An orbital configuration that places the summer solstice near the pericenter of the planet’s orbit could therefore amplify the effects of high obliquity and eccentricity, and cause surface melting to occur during an annual cycle.

Given that Kepler-62f could have a wide range of rotation periods, including a synchronous rotation rate (Rory Barnes, priv. comm.), using CCSM4 and LMDZ we ran simulations of the planet assuming an Earth-like rotation rate (24 hrs), and a synchronous rotation period, for 400 ppmv (Earth-like), 1-bar, and 3-bar CO$_2$ atmospheres, with both the eccentricity and obliquity set to zero. Our CCSM4 simulations with Earth-like CO$_2$ levels were completely ice covered. Figure 6.11 shows the surface temperature as a function of latitude and longitude for the LMDZ 1-bar and 3-bar CO$_2$ cases. The synchronous case with 1-bar of CO$_2$ has a global mean surface temperature of ~207 K, with 99.6% of the
Figure 6.7 Mean (plus symbols), minimum (triangles), and maximum (diamonds) surface temperature for Kepler-62f, assuming $e = 0.32$, an obliquity of $23.5^\circ$, and different levels of atmospheric CO$_2$. The mean values take into account the location of measured surface temperature values relative to the total surface area of the planet. An obliquity of $23.5^\circ$ and VEP = $0^\circ$ is assumed.

Planet covered in ice. There is a small circular region of open water at the substellar point on the planet (Fig. 6.11). The non-synchronous case with the same CO$_2$ level has a global mean surface temperature that is $\sim$35 degrees warmer ($\sim$241 K), with $\sim$65% of the planet covered in ice. The 3-bar CO$_2$ cases, while $\sim$30-40 K warmer, exhibit a similar trend, with the non-synchronous case yielding a global mean surface temperature ($\sim$273 K) that is $\sim$25 K warmer than the synchronous case ($\sim$248 K).

We also compared the cloud cover fraction for the 1-bar CO$_2$ simulations. As shown in Figure 6.12, $\sim$81% of the day side of the synchronously-rotating planet is covered by clouds, compared with $\sim$53% of the planet with a 24-hr rotation period. This is due to the larger
Figure 6.8 Annual mean insolation as a function of latitude for Kepler-62f as a function of the month of the year after a 30-year CCSM4 simulation, assuming a 12-month annual cycle and a VEP of 0° (left), and 90° (right). The obliquity and eccentricity of the planet was set to 23° and 0.32, respectively.

amount of instellation received at the planet’s non-varying substellar point, which is ocean-covered. This causes strong convection leading to large amounts of water cloud cover, resulting in a higher planetary albedo (Yang et al., 2013). We found that the planetary albedo was 30% greater on the day side of our simulated synchronously-rotating planet compared to the planet with an Earth-like rotation rate (0.48 vs. 0.37, respectively). This causes more radiation to be reflected back to space by the planet, and leads to cooler surface temperatures compared to the non-synchronous case.
Figure 6.9 Top: Annual mean insolation as a function of latitude for Kepler-62f after a 40-year CCSM4 simulation, assuming an obliquity of 23° (blue) and 60° (green). Bottom: Surface temperature as a function of the month of the year, assuming a 12-month annual cycle, for an obliquity of 60° (left) and 23° (right). Here VEP was set to 90°, similar to the Earth (102.7°). The eccentricity was set to 0.32.
Figure 6.10 Schematic diagram of assumed orbital configuration for CCSM4 simulations of Kepler-62f. The angle of the vernal equinox with respect to pericenter was set to 90°, similar to the Earth (102.7°).
Figure 6.11 Surface temperature for a synchronous (left) and Earth-like (24-hr) rotation rate for Kepler-62f, after a 20-year LMDZ simulation with 1 bar (top) and 3 bars (bottom) of CO₂ in the atmosphere. We assumed $e = 0$, VEP = $0^\circ$ and an obliquity of $0^\circ$ for both simulations.
Figure 6.12 Cloud fraction for a synchronous (left) and an Earth-like, 24-hr (right) rotation rate for Kepler-62f, after a 20-year LMDZ simulation with 1 bar of CO$_2$ in the atmosphere. We assumed $e = 0$, VEP = $0^\circ$, and an obliquity of $0^\circ$ for both simulations.
6.3 Discussion

Using n-body orbit integrations, we have identified the maximum initial eccentricity possible for Kepler-62f while maintaining dynamical stability, and find that at this value of eccentricity ($e = 0.32$), with 3 bars of CO$_2$ in its atmosphere, Kepler-62f exhibits surface temperatures above the freezing point of water over a large fraction of the planet. Our simulations with $e = 0$, yielding slightly lower maximum surface temperatures, are consistent with average insolation decreasing with decreasing eccentricity. However, surface temperatures are still clement on the planet at $e = 0$. This indicates that if Kepler-62f has an active carbon cycle, where CO$_2$ is allowed to build up in the atmosphere as silicate weathering decreases at lower surface temperatures (Walker et al., 1981), Kepler-62f could yield habitable surface conditions over more than 50% of the planet for the full range of gravitationally stable eccentricities possible, $0 \leq e \leq 0.32$. The maximum CO$_2$ greenhouse limit for stars with the effective temperature of Kepler-62 occurs at a stellar flux$^2$ that is well below that received by Kepler-62f (41% of the modern solar constant, Borucki et al., 2013). Given that 3 bars of CO$_2$ is significantly below this limit (~7-8 bars, Kopparapu et al., 2013a,b), this level of CO$_2$ is plausible for this planet.

Our simulations with higher levels of CO$_2$ resulted in increasingly higher surface temperatures on the planet, up to a level of ~10 bars. At 12 bars of CO$_2$, temperatures began to decrease, indicating that the greenhouse effect was no longer sufficient on its own to maintain habitable surface temperatures. CO$_2$ is $2.5 \times$ more effective as a Rayleigh scatterer than Earth’s air (Kasting, 1991; Forget & Pierrehumbert, 1997), and this behavior likely contributes to the loss of warming at higher CO$_2$ concentrations (Kasting, 1991; Kasting et al., 1993; Selsis et al., 2007). Given that we assumed a VEP of 0$^\circ$ in all of our LMDZ simulations, and our CCSM4 simulations resulted in higher surface temperatures in the summer hemisphere with a higher VEP of 90$^\circ$ compared to 0$^\circ$, surface temperatures can be expected to increase relative to the results presented here if Kepler-62f has a VEP like the Earth’s, along with a moderate to high obliquity, which will increase seasonality on the planet.

$^2$~30% of the modern solar constant (Kopparapu et al., 2013a,b)
We have not included the effect of CO\(_2\) condensation in our simulations, which will likely affect the maximum CO\(_2\) limit we found (~10 bars). As discussed in Chapter 5, at levels of 1-2 bars, CO\(_2\) condensation is likely to occur in the upper atmosphere (Pierrehumbert, 2005). Depending on the particle size of CO\(_2\) ice grains, this could result in cooling of the planet due to the albedo effect of CO\(_2\) ice clouds (Kasting, 1991), or warming by scattering outgoing thermal radiation back towards the surface of the planet (Forget & Pierrehumbert, 1997). Including CO\(_2\) condensation in these simulations is a topic for future work.

Kopparapu et al. (2013a; 2013b) found that the maximum CO\(_2\) greenhouse limit is ~7-8 bars for a star with a similar effective temperature to that of Kepler-62 (Kopparapu et al., 2013a,b) compared to our observed 12-bar value. However, they used a 1-D radiative-convective model in their work, and did not include the effect of water clouds or CO\(_2\) clouds in their calculations. While water clouds could increase the planetary albedo, thereby cooling the planet further, they may also contribute to the greenhouse effect, as both H\(_2\)O and CO\(_2\) have strong absorption coefficients in the near-IR, which increase the amount of radiation absorbed by planets with lower-mass host stars that emit strongly in the near-IR (Kasting et al., 1993; Selsis et al., 2007; Kopparapu et al., 2013a,b; Joshi & Haberle, 2012; Shields et al., 2013, 2014). Our results with a 3-D GCM do include water clouds, though not CO\(_2\) clouds. As previously mentioned, CO\(_2\) clouds may warm or cool, depending on particle size. However, dense CO\(_2\) atmospheres can be expected to cause more even distributions of heat across a planet, reducing the contrast between maximum and minimum surface temperatures. This is particularly important on synchronously-rotating planets (Joshi et al., 1997; Edson et al., 2011), where the difference in instellation on the day and night sides of the planet is large. We also see this result in our simulations, which show smaller maximum/minimum surface temperature contrasts with larger amounts of CO\(_2\).

The addition of a large eccentricity (\(e = 0.32\)) into our high-CO\(_2\) simulations also may contribute to the higher CO\(_2\) limit observed here. Planetary habitability throughout the course of an eccentric orbit has been shown to be most strongly affected by the time-averaged global insolation—provided there is an ocean to contribute to the planet’s heat capacity—which is greater at higher eccentricities (Williams & Pollard, 2002). Therefore, although high-eccentricity planets may spend significant fractions of an orbit in or outside
of their stars’ habitable zones, high eccentricity may help these planets maintain habitable surface conditions over an annual cycle (Kopparapu et al., 2013a,b).

6.3.1 Additional orbital influences on the climate of Kepler-62f

Given that the obliquity, rotation rate, and the VEP for Kepler-62f are unknown, we explored how these factors might influence surface habitability on this planet. Our results indicate that high obliquity, which has been shown to increase seasonality and stability against snowball episodes (Williams & Kasting, 1997; Williams & Pollard, 2003; Spiegel et al., 2009), results in even higher seasonality at high eccentricity, due to the larger difference between the orbital distance at pericenter and apocenter (Williams & Pollard, 2002). This effect is more pronounced in the southern hemisphere during its summer months, when the angle of vernal equinox relative to pericenter is 90°, so that the planet’s high obliquity significantly increases the instellation received by this hemisphere. Even on an ice-covered planet, surface temperatures reach above the freezing point of water during southern hemisphere summer months, which could cause surface melting. The VEP can therefore amplify the warming effects of high obliquity and eccentricity, keeping ice from forming at the poles, or reducing an ice sheet formed during the planet’s orbit. If the planet experiences large oscillations in obliquity, polar ice could be prevented from forming on both hemispheres over an annual cycle, allowing habitable surface conditions to be maintained on planets with large eccentricities (Armstrong et al., 2014).

Our simulations of a synchronous rotation period for Kepler-62f indicate that much larger cloud cover is likely to form on a planet with an ocean when the incident stellar radiation is focused on its non-varying substellar point, compared to that formed on a planet whose substellar point rotates relative to its host star. This larger amount of cloud cover increases the overall albedo of the planet, resulting in more shortwave radiation reflected back to space. While this cloud feedback has been proposed as a stabilizing mechanism to cool planets near the traditional inner edge of their stars’ habitable zones, keeping them habitable at shorter distances from their stars (Yang et al., 2013, 2014), this could adversely affect habitability on planets near the outer edge of the habitable zone like Kepler-62f, by further reducing surface temperatures.
The weaker Coriolis force present on synchronously-rotating planets leads to an advection-dominated dynamics regime governing atmospheric circulation (Showman et al., 2013). Combined with sufficient greenhouse gas concentration levels (Joshi et al., 1997), this may prevent atmospheric freeze out on the night side of the planet, through the transport of high amounts of heat from the day side to the night side, thus reducing horizontal temperature contrasts (Pierrehumbert, 2011). Given that the required CO$_2$ levels for clement conditions for surface liquid water (1-3 bar) are well within the habitable zone limit for CO$_2$, a synchronously-rotating Kepler-62f with an active carbon cycle, as well as one with a slow, non-synchronous rotation rate, could have an ample amount of the necessary greenhouse gas concentrations for atmospheric stability and habitable surface conditions.

It should be noted that our high-CO$_2$ runs with LMDZ had not yet reached full equilibration at the time of writing, therefore we expect there to be adjustments to these results in the future. However, given that we have compared simulations of equal model integration lengths, we expect the general trends we have shown here to be robust.
Chapter 7

CONCLUSIONS

We are living in an era where new planets are discovered almost daily. In the last twenty years, the nature of observed exoplanets has changed significantly, from large, Jupiter-sized planets orbiting extremely close to their stars (Mayor & Queloz, 1995), to worlds similar in size to the Earth (Borucki et al., 2013; Quintana et al., 2014), located in their stars’ habitable zones and carrying the potential to sustain liquid water on their surfaces. Here on Earth, where there is water, there is life. Therefore the search for life elsewhere begins with identifying which among the thousands of planets discovered are capable of having and maintaining liquid water on their surfaces. Statistical surveys have demonstrated that small planets are common, especially around smaller, lower-mass stars (Howard et al., 2012). Of these, M-dwarf stars are currently the likeliest hosts for planets similar in size to the Earth (0.5-1.4 R\(_{\oplus}\)) orbiting in their stars’ habitable zones (Dressing & Charbonneau, 2013; Kopparapu, 2013), and frequently as members of multiple-planet systems (Swift et al., 2013). As we move from an era of observational discovery alone to one in which we have numerous, potentially habitable worlds awaiting closer study, we need to understand the interactions between the unique stellar and planetary environments in which these planets reside, and how these interactions could influence a planet’s climate and habitability.

In this work I have highlighted key interactions between stars and orbiting planets, and explored their effects on planetary climate and habitability using a hierarchy of models taken from a number of disciplines that I developed and modified. I have shown that these interactions have significant effects on planetary climate and surface habitability, and they should be considered in future modeling efforts.

Given that potentially habitable planets have been found around stars of different stellar types, the interaction between a host star’s spectrum and an orbiting planet’s atmosphere and surface will affect the manner in which the planet achieves global energy balance, and
its overall climate and habitability. Using 1-D and 3-D climate simulations, we find that planets orbiting cooler, redder stars at equivalent flux distances exhibit higher global mean surface temperatures than planets orbiting stars with more visible and near-UV radiation output (Shields et al., 2013). The increased surface temperatures are in large part due to atmospheric gas absorption of near-IR radiation emitted by M-dwarf stars, which is a much higher percentage of their emitted radiation when compared to stars like our Sun. However, we have shown that the spectral dependence of water ice and snow albedo also plays a role in affecting climate for moderate to low levels of atmospheric CO$_2$. Changes to planetary climate appear to be less sensitive to M-dwarf SED than G- and F-dwarf SED, as evidenced by the smaller change in ice extent for a given change in stellar flux for M-dwarf planets. M-dwarf planets may therefore be more stable against snowball episodes over the course of their history than planets orbiting hotter, brighter stars. If M-dwarf planets are less likely to enter snowball states, than it might be easier for life to develop and evolve on these planets.

We also explored the effect of stellar SED on a planet’s ability to exit out of a snowball state. The results of our 3-D climate simulations, in concert with our previous results for snowball entrance, have demonstrated that the climate stability and evolution of a planet depend on the spectral energy distribution of its host star. M-dwarf planets exhibit climate hysteresis (i.e., multiple possible climate states) over a smaller range of incident stellar radiation than planets orbiting stars with higher visible and near-UV output (Shields et al., 2014). A consequence of small hysteresis is that starting at the coldest state with multiple possible climate states, the tropics melt more readily from increasing instellation. This is due to the combined effects of high near-IR absorption of surface ice and snow and atmospheric greenhouse gases and clouds, and the weaker Hadley circulations, which allow more heat to be retained at the tropics. If a silicate weathering feedback operates, increased CO$_2$ would further reduce the climate hysteresis on M-dwarf planets with equivalent surface temperatures to G-dwarf planets, providing increased stability against permanent low-latitude glaciation. In short, M-dwarf planets appear harder to freeze, and easier to thaw out of snowball states, due to the large amount of near-IR radiation emitted by these stars. Earth-sized planets orbiting in the habitable zones of lower-mass stars may therefore be the best
candidates for worlds with stable climates conducive to the long-term presence of surface liquid water and perhaps life, and the most important targets for characterization missions such as TESS.

Given our results showing greater climate stability for theoretical single planets orbiting lower-mass stars, we demonstrated the widespread application of these methods by applying them to an actual, observed multiple-planet system orbiting a low-mass star — the K-dwarf star Kepler-62—which hosts one of the smallest potentially habitable planets discovered to date: Kepler-62f. We carried out a comprehensive exploration of the orbital evolution of Kepler-62f using an $n$-body model. The inputs to the $n$-body model were provided using a method I developed to determine the locations of all planets in a system at the same epoch based on transit timing data. We found that the maximum eccentricity that Kepler-62f could have while maintaining dynamical stability within the system was 0.32 given a wide range of possible locations for pericenter.

At 41% of the modern solar constant, this planet will likely require an active carbonate-silicate cycle (or some other means by which to produce high greenhouse gas concentrations) to maintain clement conditions for surface liquid water. With 3 bars of CO$_2$ in its atmosphere, 3-D climate simulations of Kepler-62f yielded surface temperatures above the freezing point of water across ~55-65% of the planetary surface and within the full range of stable eccentricities possible for the planet, $0.0 \leq e \leq 0.32$. Simulations with just 1 bar of CO$_2$ also exhibited habitable surface temperatures, though over a smaller area of the planet (< 35%). Given that the required CO$_2$ levels for surface liquid water are well below the maximum CO$_2$ greenhouse limit (Kopparapu et al., 2013a,b), they would provide a plausible means of maintaining habitable conditions for surface liquid water on Kepler-62f throughout one million years of orbital evolution.

Assuming that Kepler-62f was synchronously rotating, this reduced the area of open water to a small circular region at the planet’s substellar point. This was due to increased cloud cover, which led to a higher planetary albedo and cooler surface temperatures in the synchronous case, as has been seen previously for planets at the inner edge of the habitable zone (Yang et al., 2013). Near the outer edge of the habitable zone, however, synchronous rotation may reduce the amount of habitable surface area on a planet compared
to a planet with a shorter rotation rate, depending on the greenhouse gas concentration and the behavior of the hydrological cycle on distant outer worlds.

We have also shown that surface temperatures above the freezing point of water during an annual cycle are possible on a planet with a low (Earth-like) level of CO₂, provided that the obliquity is high (60°) compared to an Earth-like obliquity (23°), and the summer solstice at a given hemisphere occurs at or near the planet’s closest approach to its star. This is a rare but possible orbital configuration that could cause surface melting of an ice sheet, and if a planet undergoes obliquity oscillations, may help prevent its formation (Armstrong et al., 2014).

The n-body model used in this work does not include the effect of tides. With an orbital period of 267 days, tides are likely to be weak on Kepler-62f, but they could affect its rotation period (Heller et al., 2011), and would certainly be an important consideration for potentially habitable planets orbiting even closer to their stars. Tidal effects can lead to changes in orbital parameters, and may induce capture into resonances in spin-orbit period, depending on the planet’s eccentricity and its equatorial ellipticity (the equilibrium shape attained as a result of the gravitational interaction between the planet and the host star, Rodríguez et al., 2012). Our work here exploring the extreme case of spin-orbit resonance—synchronous rotation—revealed larger cloud cover than with a rotation period similar to the Earth. This large amount of cloud cover can cool a planet. Non-synchronous resonance configurations, such as the 3:2 spin-orbit resonance observed on the planet Mercury (Goldreich & Peale, 1966; Correia & Laskar, 2004) are also possible, and may be sustained on a planet in a non-circular orbit over long timescales (Rodríguez et al., 2012). Such configurations become more likely at larger orbital eccentricities (Malhotra, 1998; Correia & Laskar, 2004). Additionally, a planet with an oscillating eccentricity due to its companions (Mardling, 2007) can bounce chaotically between spin-orbit resonances (Wisdom et al., 1984), which will significantly change the rotation rate of the planet. Exploring the effect of non-synchronous rotation resonances and variable rotation rate on the climate and habitability of multiple-planet systems is a logical next step.

A number of model assumptions made during the course of this work have implications for the results we have presented here. In particular, the lack of ocean heat transport in
our CCSM4 aqua planet simulations likely resulted in snowball states occurring at smaller decreases in instellation than would have been the case if ocean heat transport were included (Poulsen et al., 2001; Pierrehumbert et al., 2011). Additionally, ocean heat transport has been shown to hasten the retreat of global ice cover on planets orbiting M-dwarf stars (Hu & Yang, 2014). The stable post-snowball ice line latitudes generated in our simulations of thawing M-dwarf planets may be higher than we calculated, given the inclusion of ocean heat transport. Comparing our CCSM4 simulations to those with ocean heat transport included—to see how the snowball transition and stable ice lines are affected—would be a useful task.

All of our simulations assumed an aqua planet configuration, with no (GCM) or a very small fraction of (0.01 in our EBM) land. Previous work exploring the habitability of planets composed almost entirely of land and orbiting G-dwarf stars suggest that due to their lower thermal inertia and drier atmospheres, land planets are less susceptible to snowball episodes than aqua planets, requiring 13% less instellation to freeze over entirely (Abe et al., 2011). In Chapter 3 we showed that given that M-dwarf aqua planets require even less instellation than the G-dwarf land planets of Abe et al. (2011) to freeze over (73% vs. 77% of the modern solar constant, respectively, Shields et al., 2013), M-dwarf planets may be less susceptible to snowball episodes than G-dwarf planets, regardless of land percentage. The presence of land could certainly affect the silicate weathering rate and atmospheric concentration of CO$_2$ on a planet. However, Abbot et al. (2012) found that climate weathering feedback does not have a strong dependence on land fraction, as long as the land fraction is at least 0.01.

Edson et al. (2012) found that the amount of CO$_2$ that accumulates in the atmosphere of a synchronously-rotating planet could be much greater if the substellar point is located over an ocean-covered area of the planet, where continental weathering is minimal, although atmospheric CO$_2$ concentration could still be limited by seafloor weathering processes (Edson et al., 2012). Including land in future simulations of a synchronously-rotating Kepler-62f, using a GCM with a carbonate-silicate cycle included (rather than assigning a prescribed atmospheric CO$_2$ concentration as we have done here) would be a valuable step towards assessing the role of surface type in regulating atmospheric CO$_2$ inventory on synchronously-
rotating planets. Additionally, exploring the affect of the interaction between stellar SED and surface land albedo, which exhibits unique wavelength-dependent properties (Shields et al., 2013) that could have implications for the climate of planets orbiting different types of stars, is also important future work.

I have explored the influence on climate of the interaction between different types of stars and their orbiting planets, and demonstrated that these unique stellar and planetary interactions have important implications for habitability. The techniques presented here can be applied to planets orbiting stars of any spectral type, with a range of possible atmospheric and surface compositions and dynamical architectures. They can be used to help assess the potential habitability of newly discovered planets for which observational measurements are still limited, and can be easily modified to incorporate new observational data that are acquired for these planets in the future.
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