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The response of materials when subjected to high strain-rate, high pressure loading can vary drastically from static conditions. Dynamic material behavior arises whenever loading is suddenly applied to a material or structure and it is essential that this behavior is well understood for qualitative and quantitative predictability. Stress waves generated from tabletop short pulse lasers allows the study of material behavior in the pressure range of 10’s GPa and strain-rates up to $10^8$ s$^{-1}$. In this dissertation, a parametric study was first carried out to understand the effect of various parameters on the stress wave generation by laser pulse absorption. The technique was then applied to several material systems ranging from conventional solids such as Si and aluminum, to biological cells and further to nanoporous oxides, to understand their unique response under high strain-rate loading.

To better understand the applicability of the technique and the role of the loading parameters on stress generation, a parametric study of the laser fluence, pulse duration, and confinement of the laser absorption volume was performed. Similar stress profiles are observed under high fluence, confined conditions for lasers pulse durations spanning picoseconds to nanoseconds. Low fluence and unconfined absorption with picosecond laser pulses allows an order of magnitude enhancement in strain-rate, while still generating peak stresses relevant to dynamic material behavior.
Using the knowledge gained from the parametric study, high strain-rate compressive yielding of aluminum alloys subjected to picosecond and nanosecond pulsed laser loading reveals an elastic-plastic response consistent with observations from other experimental techniques at lower strain-rates. Stress wave evolution as a function of propagation was studied, and no additional rate dependence from picosecond to nanosecond loading was observed.

Previous application of the laser spallation technique was applied to measure the adhesion strength of cells on inorganic substrates. Due to the time scale of the interaction, post mortem observations were used to determine the loading required to remove the cells. Transient finite element analysis was carried out to investigate the detachment mechanism responsible for cell decohesion. Failure is driven by large interfacial strains experienced due to the very rapid acceleration of the substrate into the cell. Stress, strain, and interface failure evolution exhibit no rate or cell geometry dependence, indicating the laser spallation techniques ability to measure an intrinsic, undisturbed, and short time scale adhesion strength.

The final study conducted was the determination of the dynamic behavior of a novel material system, synthetic nanoporous zeolite, measured by laser-induced loading. High strain-rate loading prompts a ductile to brittle transition for zeolite. Compression experiments demonstrate brittle fracture under moderate loading of several hundred MPa. Spallation measurements were performed with peak stresses up to 3 GPa. A spallation strength of 215 MPa for bulk zeolite was measured, with no dependency on peak stress. The low spallation strength, as well as scanning electron microscope
observations of the spallation morphology, confirms that bulk zeolite behaves as the brittle solid at high strain-rates.
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Chapter 1. Introduction

1.1. Background

In many situations materials or structures are subjected to loading which may vary over time. How the load varies may strongly affect the response. For slowly varying loads the observed response may correspond to creep/relaxation for viscous materials, or static/quasi-static response for materials which do not exhibit a rate dependence. The time scale relevant for observation is also important, as objects that appear static on the second-hour-day time scale may behave dynamically on longer time scales. A dramatic example is the famous pitch drop experiment in the Department of Physics at the University of Queensland in Brisbane [1]. In this experiment (one of the longest running experiments to date), pitch (a viscoelastic, solid polymer tar derivative) was heated to a liquid and placed into a funnel in 1927 by Professor Thomas Parnell. The pitch was allowed to settle in a funnel for 3 years, then the funnel was cut open to allow the pitch to flow. It took 8 years for the first drop to fall. This is due to the very high viscosity of pitch, $2.3 \times 10^8$ Pa·s [1]. For comparison the viscosity of water is $1.0 \times 10^{-3}$ Pa·s, eleven orders of magnitude smaller. To date only 8 drops have fallen, with the 9th drop imminent (months to years).

On the other side of the spectrum, loading may vary considerably over short periods of time. The example given in Marc Meyers’ excellent book on the subject, Dynamic Behavior of Materials [2], is very illustrative and will be paraphrased here. An ordinary sand bag can effectively stop impact from a bullet with a velocity on the order of 1 mile/s. The same sandbag, though, is easily defeated with a
knife. Now consider instead a piece of wood or steel. A bullet would be able to pierce both (of moderate thickness), whereas the knife would be useless for penetration.

The difference between the pitch and knife versus the bullet is due to the dynamic nature of the bullet. Upon being fired the bullet is endowed with a high velocity, hence kinetic energy. By virtue of the principle of inertia, the bullet wants to keep moving even when it impacts another object. During impact the bullet’s kinetic energy may be dissipated away by a variety of mechanisms including momentum transfer into the impacted object (i.e. the radiation of stress waves), deformation, and phase changes as the result of high pressures and temperatures. The large difference between the bullet impacting the sand bag and the wooden board is due to the sand’s compaction, densification, and tendency to promote fragmentation of the bullet, delocalizing the dissipated energy, whereas the board is unable to dissipate the absorbed energy and retain integrity.

The critical factor controlling whether the response of the material is dynamic is that the rate of deformation is sufficiently high such that static equilibrium is not maintained throughout the material or structure. This rate of deformation is the strain-rate, and in general rates above $10^3 \text{ s}^{-1}$ are considered dynamic or high strain-rate. The strain-rate regimes are typically separated into the categories of $10^3 \text{ s}^{-1} < \dot{\varepsilon} < 10^4 \text{ s}^{-1}$ for high strain-rate, $10^4 \text{ s}^{-1} < \dot{\varepsilon} < 10^6 \text{ s}^{-1}$ for very high-strain-rate, and $\dot{\varepsilon} > 10^6 \text{ s}^{-1}$ as ultra-high strain-rate [3]. This is shown schematically in Figure 1.1. The captioned boxes are some of the techniques for the different ranges of strain-rate and will be discussed in Chapter 2.
Figure 1.1: Schematic of strain-rate regimes and relevant experimental techniques, adapted from Field et al. [4].

Although some differences between low and high strain-rate behavior may be intuitive, what drives the need for distinguishing them is the observation of changes in material response, which can be drastic for some materials. It is not completely understood all the mechanisms which govern high strain-rate behavior. Most knowledge is confined to the specific material being investigated, with generalizations to the structure usually only qualitative in nature (e.g. BCC metals tend to be more rate and temperature sensitive than FCC metals). Campbell and Ferguson’s now classic investigation into the rate and temperature dependence of strength in mild steel shows that the yield stress increases with strain-rate, and that the amount of increase depends on the temperature [5]. Specifically, there is a much greater increase in yield stress from low to high strain-rates at low temperature.

Even under static conditions the strength of a material is known to be influenced by work-hardening and temperature. Rate independent work hardening can be modeled by an empirical power law relationship of the form:
\[ \sigma = \sigma_0 + K \varepsilon^n \]  

where \( \sigma \) is the flow stress and is a function of the yield strength, \( \sigma_0 \), and the strain, \( \varepsilon \), to the power of \( n \), known as the strain hardening coefficient, and \( K \) is a constant prefactor. A similar expression can be written for the effect of temperature, and is given by:

\[ \sigma = \sigma_r \left[ 1 - T_h^m \right] \]

where \( T_h = \frac{T - T_r}{T_m - T_r} \) is the homologous reference temperature and is the ratio of the difference between the current temperature, \( T \), and the reference temperature, \( T_r \), and the melting temperature, \( T_m \), and the reference temperature. \( \sigma_r \) is the reference stress and is measured at the reference temperature, and \( m \) is an experimentally determined constant. Finally, over many decades of strain-rate, e.g. \( 10^{-4} \text{ s}^{-1} < \dot{\varepsilon} < 10^2 \text{ s}^{-1} \), stress is observed to vary with the logarithm of the strain-rate, \( \sigma \propto \ln \dot{\varepsilon} \). Johnson et al. [6–8] combined these to form a work hardening, rate and temperature dependent empirical constitutive relation of the form:

\[ \sigma = \left( \sigma_0 + B \varepsilon^n \right) \left( 1 + C \ln \frac{\dot{\varepsilon}}{\dot{\varepsilon}_0} \right) \left[ 1 - T_h^m \right] \]

Equation 3 is the Johnson-Cook model and is widely used due to its ability to describe a large variety of material behavior. A drawback of this model, though, is that all the parameters are coupled to one another, thus many experiments need to be performed in order to fit all the coefficients. It is also purely empirical, giving no insight into the underlying mechanisms governing the rate or temperature dependence. Fortunately, due to its designation as the “workhorse” model, coefficients are available for many materials. Many other empirical models have been developed, many with small variations to
Johnson-Cook, such as Andrade et al. [9] incorporating a reducer function to model the sudden loss of strength in oxygen-free high thermal conductivity copper at 600 K due to dynamic recrystallization.

Other models have been proposed which try to account for the underlying mechanisms governing rate dependent material behavior. For metals dislocation dynamics become more important as the strain-rate increases. The transition of rate dependence from low to high strain-rates, that is the often observed bilinear yield-strain-rate behavior, can be understood as the transition from thermally activated dislocation motion at low strain-rates, to dislocation drag at higher strain-rates [10]. The model of Zerilli and Armstrong [11] is based on thermally activated dislocation motion (itself a function of temperature, strain-rate, and the microstructure), athermal flow stress, (due to long range dislocation barriers), and grain boundary strengthening by reduced grain size through the Hall-Petch relationship.

\[
\begin{align*}
\text{FCC: } \sigma &= \sigma_0 + C_1 \varepsilon^{1/2} \exp\left(-C_2 T + C_4 T \ln \dot{\varepsilon}\right) + kd^{-1/2} \\
\text{BCC: } \sigma &= \sigma_0 + C_1 \exp\left(-C_2 T + C_4 T \ln \dot{\varepsilon}\right) + C_5 \varepsilon^n + kd^{-1/2}
\end{align*}
\]  

$\sigma_0$ is the aforementioned athermal flow stress, $kd^{-1/2}$ is the Hall-Petch factor (with $d$ as the grain diameter), $-C_2 T + C_4 T \ln \dot{\varepsilon}$ describes the rate and temperature dependence, and $\varepsilon^{1/2}$ or $\varepsilon^n$ are the strain hardening components. A large part of the difference observed between BCC and FCC metals can be understood from short range dislocation barriers. For BCC metals the principle barrier is the Peierls-Nabarro barrier, which is the energy needed for the dislocation to move from one equilibrium position to the next. For FCC metals the dominant short range energy barrier is dislocation forests, which are dislocations moving in other slip planes. In the Zerilli-Armstrong model the thermally activated dislocation motion is different for BCC and FCC metals (see Equation 4). For BCC metals the strain-rate dependence is uncoupled to the plastic strain, whereas for FCC metals the thermally
activated barrier is dependent on the plastic strain. This is due to the Peierls-Nabarro barrier being due to the lattice (assumed to be independent of the strain), whereas forest dislocations are due to slip system interactions which inherently depends on strain.

Zerilli-Armstrong’s model shows good agreement with experiments, but only up to strain-rates of the order $10^4 \text{ s}^{-1}$. This limitation is due to only considering thermally activated dislocation motion, which dominates when the applied loading and loading rate is comparable to the thermally activated barrier. When strain-rates are increased further, dislocation drag becomes dominant and needs to be accounted for accurate modeling of flow stress. Dislocation motion requires energy and much of this energy (up to 95% of the total energy) is dissipated as the dislocation moves [12]. This energy dissipation can be understood as viscous effects from the dislocation interactions during motion through the material. Parameswaran et al. [13] found that for aluminum the primary dissipative effects were due to phonon and electron viscosity. Phonon viscosity is due to the interaction of the dislocation with lattice vibrations (phonons), and electron viscosity is due to the dislocation interaction with electrons, mechanisms originally prosed by Mason [14] and Gilman [15]. Parameswaran et al. found that for low temperatures ($<100 \text{ K}$), electron viscosity was dominant, and above this temperature phonon viscosity is significant. Another dislocation mechanism becomes important at high strain-rates and high applied loading. Under these conditions the dislocation velocity begins approaching the elastic shear wave speed. At these dislocation velocities relativistic effects (dislocation velocity relative to shear wave velocity) come into play and limit the maximum dislocation velocity. The essence of this mechanism is that the stress field (lattice displacements) which propagates the dislocation cannot be overtaken.
The shortcomings of predicting the mechanisms operating at strain-rates higher than $\dot{\varepsilon} \approx 10^4 \text{ s}^{-1}$ from the most common flow stress models (i.e. Johnson-Cook[6–8], Steinberg-Guinan [16]) prompted Preston et al. [17] to formulate a physically based flow stress model incorporating the effects observed in the strong-shock-wave limit with those operating in the thermally activated regime. The Preston-Tonks-Wallace (PTW) model is a conditional model with an Arrhenius relation for the plastic strain-rate in the thermally activated regime, with work hardening that saturates as an error function. At very high strain-rates the saturation and yield stresses are given as a power law, with the exponent being near $\frac{1}{4}$. Transition between the two regimes is treated by conditional expressions of the form $\tau = \max \left\{ \tau^L, \min \left[ \tau^M, \tau^H \right] \right\}$, where $\tau$ is the flow stress, and $\tau^L$, $\tau^M$ and $\tau^H$ are the flow stress prediction for low, medium, and high strain-rates (see Preston et al. [17] or Hanson [18] for full treatment). In total the PTW model has 13 parameters. Though this is more than double that of the previously mentioned models, PTW has the advantage of being a physically based model and some of the parameters can be estimated from the underlying mechanisms. Thus they can at least be reasonably estimated or inferred from similar materials, or determined independently (since the parameters are not coupled as they are for the Johnson-Cook model).

For all the proposed models experiments are needed to determine the model parameters and for validation, as it is generally desired to interpolate or extrapolate behavior between or outside of experimental conditions. Additionally, most of the model parameters cannot be obtained or estimated from other experiments. To date no theory or tools exist which can predict material behavior over the entire range of pressures and strain-rates of interest in dynamic material behavior. In general actual loading of a structure will provide a wide range of strain-rates and stresses. For example, ballistic
impact at velocities of 1-2 km/s will generate a peak strain-rates of the order of \( \dot{\varepsilon} \approx 10^5 - 10^6 \text{ s}^{-1} \) during initial contact, but considerable deformation may take place after impact and at lower strain-rates.

### 1.2. Overview of the Dissertation

This dissertation presents the results of studies of the laser spallation technique and its application to several material systems. Chapter 2 reviews experimental techniques that have been developed for investigating dynamic material behavior. The techniques are grouped by the different strain-rate regimes, with the ultra-high strain-rate regime discussed in the context of stress waves generated from short pulse lasers. Chapter 3 is a parametric study of the laser spallation technique. Effects of laser pulse duration and confinement of the laser-matter interaction volume are studied by measurement of the stress histories in single crystal Si substrates. Quantitative measurements are correlated with nanosecond time-resolved microscopy of the stress generating plasma blow-off process, as well as surface fracturing and spallation. In Chapter 4, the high strain-rate behavior of aluminum alloys from laser-generated stress waves is examined. These studies reveal that the elastic limit of aluminum alloys at ultra-high strain-rate is consistent with that observed at lower strain-rates. Chapter 5 details the results of a finite element simulation to understand the interfacial behavior and cell detachment process when the laser spallation technique is applied to measuring the adhesion of cells to inorganic substrates. The application of the laser spallation technique for studying the dynamic behavior of nanoporous zeolite is the focus of Chapter 6. Despite the large degree of porosity, bulk zeolite undergoes a ductile to brittle transition at high strain-rates and behaves as a brittle solid. The spallation strength of zeolite is measured, and the spallation features are discussed. Chapter 7 summarizes the major findings and presents some suggestions for future research directions.
Chapter 2. Literature Review

2.1. Review of Techniques Used for Dynamic Material Testing

As demonstrated in the introduction, there is a clear need to understand material behavior under dynamic, high pressure, high strain-rate conditions. Over the last century many techniques have been developed to assess material behavior under specific conditions. While some techniques are capable of loading a material in such a way as to elicit response covering a wide range of dynamic phenomenon, the interpretation of such tests is difficult and isolating key qualitative or quantitative features may be impossible. To remedy the difficulty of interpreting realistic and complex loading scenarios, experimental methods have been developed to isolate material behavior over a narrow range of conditions. This naturally splits the techniques into various ranges of strain-rates. The strain-rate is intimately connected to the duration and amplitude of the applied stress. The ramification of this is that for dynamic material testing, simultaneous high strain-rate, high strain, and high applied stress are very difficult to achieve. Most high strain-rate experiments are limited to either high applied stress, high strain-rate, and low strain, or high strain, low strain-rate, and low applied stress. Another implication of high strain-rates is that as the applied stress duration is shortened to raise the strain-rate, the ideal state of uniaxial stress transforms to one of uniaxial strain. This can have a dramatic effect on the observed material behavior and will be discussed in the ultra-high strain-rate section.

2.1.1. Intermediate Strain-Rates: $0.1 < \varepsilon < 500 \text{ s}^{-1}$

The intermediate strain-rate regime presents some unique challenges for experimentalists. In this regime effects due to wave propagation are relevant, but are difficult to account for [3]. This is due to speed of propagation in solid materials being on the order of 1000 m/s for elastic and plastic waves.
and the characteristic time of these experiments can be as long as 1 ms, allowing wave propagation of distances of hundreds of meters. This requires much too large a sample for reasonable experimentation, so samples smaller than this are used and suffer from multiple transmissions and reflections at all boundaries. This effectively couples the test specimen with the testing device, so wave propagation and reverberation within the sample and vibration of testing structure constantly interact throughout the experiment. If the sample is small enough, such that the characteristic length, \( L \), is much less than the wave propagation distance, \( L \ll c \cdot \tau \), then a state of uniform stress can be achieved. When this is not true the individual waves need to be accounted for, or the strain-rate needs to be limited. The maximum applied stress is also limited, since if failure occurs at the location of the loading there is no way to extract the material behavior without measuring the failure wave. Nevertheless, a number of experimental methods have been developed for this strain-rate regime and will be briefly discussed.

A common instrument in this strain-rate regime is the servo-hydraulic load frame. These systems are very similar to conventional screw-driven cross head systems used for quasi-static testing, but use servo actuated hydraulics to apply a load. Typical systems are limited to strain-rates of \( \dot{\varepsilon} \approx 1 \text{ s}^{-1} \), mostly due to the maximum velocity the system can achieve with loading. Specialized grips are required, which have slack in them and allow the system to accelerate before loading the specimen. Systems have been adapted with higher pressure and achieve higher velocities, allowing maximum strain-rates of \( \dot{\varepsilon} \approx 10 - 100 \text{ s}^{-1} \). ASTM standard D3763 has been developed for using such machines to determine the puncture properties of plastics. The appendix of ASTM D3763 [19] contains a useful discussion on interpreting signal features due to inertial effects from acceleration loads, bending loads, or ringing due to vibration; due to possible fracture initiation and crack propagation; and due to failure modes.
and processes. The discussion is only of qualitative features though, and no rigorous method is provided for extracting dynamic properties from these tests.

If higher strain-rates are required specialized instruments are needed. Extending the maximum strain-rate up to \( \varepsilon \approx 1000 \text{ s}^{-1} \) are two similar systems which make use of a large rotating flywheel. The flywheels can be a meter or more in diameter (for tension experiments, typically smaller for compression) and rotate upwards of 1000 RPM, resulting in a linear velocity of up to 100 m/s. Once the flywheel is up to speed the loading fixture is actuated and engages the sample. The mass of the flywheel is sufficient to ensure a constant strain-rate throughout deformation. For compression testing there is the cam plastometer, in which the flywheel has a profile and rotates freely until a cam follower is inserted between the cam/flywheel and sample [20]. The specimen is then compressed against a load cell. The load cell output is combined with the known profile of the cam to obtain the stress-strain behavior. For tension testing instead of a cam and cam follower a hammer is employed. The hammer is in a retracted position as the flywheel accelerates up to the desired velocity. Then the hammer is released and extends outward due to inertia. A stop on the flywheel limits the rotation of the hammer and ensures even, planar contact. The sample lies in the path of the now extended hammer, which strikes an anvil attached to the bottom of the specimen. The displacement of an elastic bar or load measuring gauges near the gauge length measures forces in the sample, while the displacement at the bottom of the specimen, where the hammer contacts the anvil, is monitored for measurement of strain. Strain-rates of up to \( \varepsilon = 2500 \text{ s}^{-1} \) have been achieved with this method [21].

The final technique considered as an intermediate strain-rate method is the drop weight or drop tower test. This is the most widely used method in this strain-rate regime and that is reflected in the relatively
large number of standards for testing. A search of “drop weight” in the ASTM standards and engineering digital library, restricted to active standards of test methods for mechanical tests, returns 90 results. This is partly due to its wide adaptation as a quality control measurement method. One interesting use of drop weight testing is outlined in ASTM standard E6890-90e1, “Standard Test Method for Drop Weight Impact Sensitivity of Solid-Phase Hazardous Materials,” [22] which is used to measure the safety and stability of solid explosive ordnance. The basis of this technique is to use a falling weight to impact a sample. Very large masses can be used, up to 900 kN [21]. The strain-rate can be nearly constant by ensuring the energy of the driver is an order of magnitude greater than needed to deform the sample. Quantitative interpretation of results is difficult and may rely on unreasonable assumptions (such as assuming the weight is a rigid body). As a quality control measure an appropriate driver mass is used for the expected loading severity and only a certain percentage of samples are allowed to fail.

2.1.2. High Strain-Rates: \(10^2 < \dot{\varepsilon} < 10^4 \text{ s}^{-1}\)

The high strain-rate regime is of intense interest as this is a common range when a sharp increase in the rate sensitivity is observed. Figure 2.1 shows the classic result of Campbell and Ferguson [5] demonstrating the rate sensitivity of mild steel in various regions, from low to high temperature. These results were obtained with screw-driven and hydraulic cross head machines at low rates, drop weights at intermediate rates, and Split-Hopkinson Pressure Bar (SHBP) for high strain-rates (SHBP to be described). The dashed lines distinguish 3 regions where different behavior is observed. In region I, corresponding to low rate and/or moderate temperatures a small, constant slope is measured for the rate dependence. In region II a much higher rate dependence is observed for low temperatures and higher strain-rates for moderate temperatures. In this region thermally driven dislocation motion is
dominant and at low temperatures there is not enough thermal motion to overcome short range energy barriers, greatly increasing the flow stress. The limited strain-rate range at low temperatures is due to brittle failure at higher strain-rates. Region IV marks the emergence of the bilinear rate dependent behavior observed for many metals. This transition is largely due to the activation of additional microstructural mechanisms which are strongly coupled to the applied loading rate, e.g. dislocation drag.

Figure 2.1: Flow stress versus logarithmic strain-rate for mild steel from low to high temperature [5].

One technique in this strain-rate regime was developed by G.I. Taylor, A.C. Whiffin, W.E. Carrington, and Marie L.V. Gayler at the Road Research Laboratory of the Department of Scientific and Industrial Research for the Experiments Department of the Ministry of Home Security, a wartime effort on understanding the strength and performance of various materials under conditions of high strain-rate from impact and penetration [23–26]. In Taylor impact a cylindrical rod is fired at high velocity into a
rigid target. The before and after states are compared against one another to determine the flow stress by:

\[
\sigma = \frac{\rho V^2 (L - X)}{2(L - L_i) \ln(L/X)}
\]

where \(\sigma\) is the flow stress, \(\rho\) is the density, \(V\) is the rod velocity at impact, \(L\) is the initial rod length, \(X\) is the length of the undeformed section after impact, and \(L_i\) is the length of the deformed section.

Figure 2.2 shows a schematic of the rod before and after impact, as presented by Taylor [24]. This analysis assumes one dimensional rigid-plastic analysis and requires accurate identification of the transition from undeformed to deformed, which for most materials will not be abrupt.

![Figure 2.2: Schematic of Taylor rod before (left) and after (right) impact [24].](image)

Despite its simplicity, the Taylor impact test was not widely adopted due to the difficulties of making accurate measurement of the deformed sample. Wilkins and Guinan at Lawrence Livermore National Laboratory used computer simulations of an elastic-plastic rod impact and developed a scaling law which agreed well with experiments [27]. Further improvements have been made, such as symmetric impact tests proposed by Erlich et al. [28], who used high speed photography to measure the time resolved deformation of two rods impacting. This greatly improved the quality of data for comparison to simulation, since intermediate states of deformation were now captured. By impacting rods with
one another the target boundary conditions (typically rigid plate) were eliminated, along with its uncertainties (e.g. friction or sliding during contact, or the deformation of the target itself). Taylor’s impact test is now widely used for verifying constitutive relations, as it “exercises” the model by having a large range of pressures and strain-rates, and is inhomogeneous deformation.

Taylor impact and symmetric Taylor impact are used to study the high strain-rate compression of materials (tensile stress are generated upon reflection and interaction, but they are not the focus of the Taylor impact technique). To study high strain-rate tension other techniques are required, since at high loading rates a typical tension experiment sample would not undergo homogeneous loading. One technique of producing uniform tension is by pressurizing thin walled pressure vessels, which will experience pure tensile hoop stresses away from the cylinder caps. This is the basis for the expanding ring technique, in which a large pressure is suddenly applied to the inside wall of a thin ring. This was originally proposed by Johnson et al. [29], who used rings of stainless steel, aluminum alloys, and titanium alloys loaded with an explosive core. A sufficiently thin ring ensures uniform stress through the radial thickness. Upon experiencing the detonation wave the ring quickly expands. Real time measurement of the radial displacement during deceleration of the ring, via e.g. optical interferometer, provides all the data needed for determining the stress, strain, and strain-rate from the experiment (\( \sigma = \rho \dot{r} \); \( \varepsilon = \ln \frac{r}{r_i} \); \( \dot{\varepsilon} = \frac{\dot{r}}{r} \)). One setback of this experiment is evident in the expression for the strain-rate; unless the expansion and deceleration of the ring is constant, the strain-rate varies over the duration of the experiment. Many tests are needed to obtain stress-strain behavior at a specific strain-rate. They are also preloaded by large compressive stresses due to the loading technique. The compressive preload may involve permanent deformation, which is known to affect the material response.
By far the most common technique in this strain-rate regime is originally due to Hopkinson [30, 31], with advancements and refinements due to Davies [32], and Kolsky [33] and is shown in Figure 2.3. This technique is known as the split-Hopkinson pressure bar (SHPB) or Kolsky bar experiment, as Kolsky introduced the split incident/output bar arrangement (Kolsky bar can also refer to compression, tension, torsion, or a combination thereof, whereas SHPB is compression only [3]). For compression testing a striker bar is accelerated, typically pneumatically, to a velocity of the order $\sim 10^4 \text{ m/s}$. The striker bar impacts the incident bar, generating a compressive stress wave which travels through the incident bar towards the sample and is measured by a strain gauge mounted on the incident bar. Upon reaching the sample the incident stress wave is transmitted and reflected. The transmitted wave is measured by the output bar strain gauge, and the reflected wave is measured by the same strain gauge on the incident bar. Care must be taken so that the incident compressive pulse and reflected tensile pulse do not overlap on the incident bar strain gauge, which limits the maximum length of the striker back (striker bar of length $L$ will produce a pulse of duration $\tau = 2L/c_b$, where $c_b$ is the bar wave speed of the striker/incident bar and is the characteristic 1D stress elastic wave speed). The incident, transmitted, and reflected strain histories of the elastic bars is combined to determine the stress, strain-rate, and strain of the sample. The sample must be short enough that the applied pulse duration is longer than the sample transit time, i.e. $\tau > l_0/c_{sb}$, $c_{sb}$ is the sample wave speed, $l_0$ is the initial sample length, allowing the assumption of uniform stress. Friction must also be minimized at the sample-elastic bar interfaces since these will greatly affect the stress state. Dispersion of the waves due to the bar geometry, as well as inertial effects from the sample place further restrictions of the sample size. All of these effects have been rigorously studied and an entire section of the *ASM Handbook, Volume 8, Mechanical Testing and Evaluation, High Strain Rate Testing, Classic Split-
Hopkinson Pressure Bar Testing has been written by George T. (Rusty) Gray III of LANL to address such issues and what limitations they imply on the sample geometry [34]. K. T. Ramesh [3] also provides an excellent overview of SHPB and its modifications in the Springer Handbook of Experimental Solid Mechanics. SHPB is now routinely performed in compression, tension, and torsion on a wide variety of materials including soft materials and ceramics, and miniaturized systems have been built allowing strain-rates 5x higher than conventional Kolsky bar systems (miniaturization is necessary to get around inertial strain-rate limiting effects).

![Figure 2.3: Schematic of SHPB/Kolsky bar experiment. Sample is sandwiched between two elastic sensor bars with strain gauges mounted on them. A striker bar is fired towards and impacts the incident bar, exciting a compressive stress wave. The wave travels through the incident bar and is measured by the incident bar strain gauge. When the stress wave reaches the sample a portion is transmitted through the sample, while the rest of the stress wave is reflected in tension. The output bar measures the transmitted wave. Combination of the strain histories allows determination of the stress, strain, and strain-rate in the sample.](image)

2.1.3. Very High and Ultra-High Strain-Rates: $\dot{\varepsilon} > 10^4$ s$^{-1}$

The very high and ultra-high strain-rate regimes widely make use of the same techniques but with slight variations for achieving the desired strain-rate and investigating a specific phenomenon. Those phenomena include high strain-rate properties (e.g. flow stress), wave propagation, and failure processes. With a rich suite of diagnostics it is usually possible to extract data and features relevant to several phenomena. This becomes increasingly important as the maximum strain-rate and pressure are increased due to the limited facilities which can accomplish such loading, and the cost associated with sample preparation and experimentation. As mentioned earlier, in this strain-rate regime there is a transition from uniaxial stress to uniaxial strain. In the very center of the loading the material only sees
uniform displacements in all directions. The material within the stress wave experiences no lateral boundary conditions, thus no lateral strains. The velocity of a plastic wave, $V_p$, is determined by:

$$V_p = \sqrt{\frac{d\sigma}{d\epsilon}} \rho,$$

where $d\sigma/d\epsilon$ is the slope of the plastic region and $\rho$ is the density. In a typical tension experiment where the sample is experiencing uniaxial stress the slope in the plastic region is decreasing, even with strain hardening. Under conditions of uniaxial strain, especially at very high pressures, it may no longer be the case that the plastic wave speed is slower than the elastic wave speed. This behavior is nonlinear in general, allowing momentum diffusion throughout the wave. If the plastic wave speed is higher than the elastic wave speed the wave front will steepen up, forming a shock. These shocked states give invaluable information on the material behavior. Shocking a material to different pressure levels allows the determination of the equation of state over very broad conditions and represents some of the most researched information in high pressure, high strain-rate material testing. Three common methods are employed in this regime for loading: gas/powder launcher-driven, explosively-driven, or radiation-driven.

For all three loading scenarios a common experiment to be performed is the plate-impact or flyer-plate experiments [35–38]. During plate impact a flyer-plate is accelerated into a stationary target. Figure 2.4 shows a schematic time-distance (t-x) diagram of a flyer plate impacting a target. Upon impact a compressive wave propagates into the flyer and target. In this case the flyer and target are of the same material and the waves have the same characteristics (this is called a symmetric impact experiment). For generality these characteristics are shown as curved, which will be the case in very strong shock waves. For such waves the wave speed or shock velocity, $U_s$, may be a function of the particle velocity, $u_p$, e.g. a linear dependence is observed for many materials, $U_s = c_0 + Su_p$, where $c_0$ is the low amplitude bulk wave speed, and $S$ is a material constant. When the compressive wave
reaches the free surface of the flyer or target it will be reflected into a tensile release wave, commonly called a rarefaction. Since the unloading does not follow the same thermodynamic path as loading, the release wave can form a rarefaction fan which spreads out as it propagates. If the two reflected tensile release waves intercept they will suddenly load the target in very high tension. Depending on the nature of the target material and the loading, the target may fail at the interface of intersection. Ductile failure evolves through void nucleation, growth, and coalescence. If a sufficiently large area fails in this manner the material will rupture and spall. This type of failure, known as spallation, is an intrinsic dynamic property of a material. Dynamic fracturing by spallation can also be achieved in brittle materials, which may begin with micro cracking and branching to form intergranular or transgranular fracture surfaces. These will also coalesce in the plane of the intersecting rarefaction waves and form a planar spallation fracture. Brittle materials will typically continue to fail from multiple wave interactions, leading to complete fragmentation of the sample.
Flyer plate velocity is varied to achieve the desired peak stress. At lower desired strain-rates and peak stresses, gas guns project the flyer and are the subject of “low velocity” impact testing [39]. Flyer velocity ranges from $\sim 10 \text{ m/s}$ to $\sim 1 \text{ km/s}$ for these facilities. If higher velocities are required powder guns or multiple stage guns can be used. These systems achieve flyer plate velocities as high as $8 \text{ km/s}$ [40], resulting in pressure in the target of $\sim 800 \text{ GPa}$ [41]. Electromagnetic acceleration of flyers by railguns can achieve velocities of $15 \text{ km/s}$ and pressures of $\sim 2000 \text{ GPa}$ [41]. Use of explosives can also propel a flyer plate into a target (or directly load the target). These systems offer the main advantage that very large samples compared to gun systems can be used (flyer mass limited to $\sim 1 \text{ g}$).
for the highest velocities [3]). Experiments can also be performed with multiple samples being loaded simultaneously, and flyer velocities of 6 km/s and pressures of \(-500\) GPa can be achieved [40]. Compared to gun facilities, though, the control of flyer velocity and impact planarity is poor. Higher flyer velocities and pressures for large samples are only achievable by the sudden expenditure of lots of energy achieved through nuclear explosions. As early as 1977 Ragan et al. reported on the shock compression of molybdenum via a nuclear explosion in open literature [42], attaining pressures of 2 TPa, while the first record in the Russian literature was Al’tshuler et al. achieving 3.4 TPa in steel in 1968 [43]. Ragan published several more papers in the early 1980’s and reported shock pressures up to 7 TPa in a variety of metals [44–46]. R.F Trunin documents Soviet research efforts in this field in several papers, with pressures of 10–20 TPa being investigated in the 1970’s and 1980’s, and reported in the 1990’s [47, 48]. In general most of these experiments were carried out under the highest classifications and little has been made publically available.

2.2. Short Pulse Lasers for High Strain-Rate Testing

An alternative radiation-driven loading mechanism is provided by very intense light produced from short pulse lasers. Lasers are devices for amplifying light and possess very desirable features from a science and engineering perspective. Laser is an acronym standing for light amplification by stimulated emission of radiation. The theoretical basis was established in 1917 by Albert Einstein’s quantum theory of radiation, which proposed that stimulated absorption, spontaneous emission, and stimulated emission were necessary for equilibrium between matter and radiation. Stimulated absorption is the energy promotion of an atom by absorbing radiation with the same energy as the difference between the ground and excited state. In this excited state the atom may spontaneously emit a photon of energy corresponding to the difference between the energy states. Stimulated emission occurs when an atom
is already in the excited state and a photon with energy corresponding to the difference of the ground and excited state interacts with the atom, stimulating the transition from the higher energy state to the ground state. The result of stimulated emission is two photons with the same energy, direction, phase, and polarization [50]. This allows the light intensity to be amplified. Successful production of laser light requires that the number of atoms in the excited state must be greater than those which are reverting to the ground state from either spontaneous or stimulated emission, a condition termed population inversion. The produced light also has the very useful characteristic of being highly monochromatic, allowing coherence (the interference of the light is meaningful, e.g. the phase difference can correspond to a physical quantity of interest). Laser development succeeded that of the maser (microwave amplification by stimulated emission of radiation), developed by Charles Townes et al. in 1954 at Columbia university [51, 52]. After development and realization of the maser, Townes and Schawlow proposed the extension of techniques applied to the maser to the infrared and optical wavelength regime [53]. The first laser was built by Theodore Maiman at Hughes Research Laboratories [54] and was a ruby pulsed laser with a wavelength of 694.3 nm. Charles Townes was awarded the Nobel Prize in physics in 1964 for his contribution to the production of coherent radiation.

Lasers are broadly separated into two categories: continuous wave lasers (CW), and pulsed lasers. Continuous wave lasers are characterized by outputting light that has steady power, whereas pulsed lasers generate short pulses of light with high albeit temporary power. To produce the intense light necessary for high strain-rate material testing pulsed lasers must be used. Short pulses of laser light are produced by several methods, with modern laser systems possibly using a combination of these methods to produce the desired light pulse. In normal pulse operation typically a solid state medium,
possibly doped, is pumped by a flash lamp. The intensity and duration of the flash lamp influences the pulse characteristics and typically generates pulse durations from 100 μsec to several milliseconds [55]. An alternative method exists which allows the production of much shorter pulses, as short as 1 ns. These lasers are Q-switched (also called Q-spoiled or giant pulse), the Q referring to a quality of the laser cavity which describes its ability to store energy. A high Q value means the cavity stores energy efficiently and only emits a small portion, allowing it to maintain population inversion and lasing. This is how CW lasers operate, with one cavity mirror reflecting nearly all light, and a partial mirror for the other cavity mirror which allows a small amount of light to escape. A low Q value indicates that energy is quickly lost in the cavity. In Q-switched lasers the Q value of the laser cavity is initially very high, with little to no light output. During this time the cavity is pumped, storing the pump energy. The Q value is suddenly decreased and the stored energy is rapidly lost, resulting in a very intense, short laser pulse. Techniques for Q-switching include rotating mirrors, electro-optic elements, acousto-optic elements, and bleachable dyes [55]. The first Q-switched laser was reported by McClung and Hellwarth in 1962 at Hughes Research Laboratories [56], who used a Kerr cell in a ruby laser to produce laser pulses with a 40 ns rise time, 120 ns duration, and peak power of 600 kW. Q-switched lasers with high peak power generally cannot produce pulses with shorter duration than ~1 ns. To achieve shorter pulses other methods must be used. A common method, which can produce laser pulses in the picosecond range, is that of mode-locking. In mode-locked lasers active and passive optical elements modulate the laser light at the round trip cavity frequency [55]. This effectively transforms a single laser pulse of long duration (nanoseconds) to many pulses of very short duration (picoseconds), forming a pulse train. Then a single pulse within the pulse train is extracted (cavity dumped), typically by an electro-optic element. This single pulse may then be amplified to higher energy (peak energy produced may be limited to microjoules due to the working principles of optics required for mode-locking, e.g. saturable absorbers).
Shortly after the first Q-switched laser was demonstrated there began to appear in the literature research into the mechanical effects resulting from laser absorption. In 1963 R. White reported on the generation of elastic waves from a pulsed ruby laser impinging the tip of an acoustic probe [57]. Using various coatings they demonstrated that the waves produced were not due to radiation pressure. Radiation pressure, $P_{\text{rad}}$, is given by: $P_{\text{rad}} = \frac{qI}{c}$, where $I$ is the light intensity, $c$ is the velocity of light in a vacuum, and $q$ is a factor ranging from 1 for a perfect absorber to 2 for a perfect reflector. He observed that when the acoustic probe was coated with a higher absorbing material the response was a larger amplitude elastic wave, contrary to the expectation based on radiation pressure. In 1965 J. Ready irradiated tungsten targets in hydrogen atmosphere and measured the production of thermal electrons from the heated surface [58], finding that the laser heated the metal surface to several thousand K, with decent agreement between experimental and theoretical predictions. Later that same year Ready published a paper on the effects due to absorption of laser radiation [59] and presented an analytical model of the heat distribution within the material from a normal pulsed laser, in which any vaporized material is being removed fast enough that the width of the vaporized region is approximately constant. Also described is how the situation changes when a Q-switched pulse laser is used, which supplies energy so fast that a large volume may be vaporized, which creates a high pressure as the vapor recoils. Following these initial reports on the effects from high laser radiation, researchers applied short pulsed lasers to studies of electron emission [60], mass analysis [61], interactions with a solid bar [62], plasma formation [63], plasma expansion [64], shock induced in liquids [65, 66], and stress waves [67–71]. To increase the amplitude of stress generated from a given laser fluence various films and coatings have been investigated. Anderholm used a transparent quartz disk to impede the expansion of the vapor [71], O’Keefe and Skeen used transparent volatile materials [72] which reacted
During illumination, and Fox found that paint and water coatings efficiently augmented the laser-induced stress [73]. By the end of the 1970’s pulse energies of tens of joules and durations as short as 300 ps were being produced with large lasers at the national labs. L. Vesser and J. Solem at Los Alamos National Laboratory (then Los Alamos Scientific Laboratory) produced 200 GPa in thin films of aluminum [74], while Trainor et al. at Lawrence Livermore National Laboratory reported a peak stress of 1.8 TPa [75].

Using Q-switching and mode-locking, tabletop lasers can produce pulses with energy of 10's J and durations as short as picoseconds. These pulses can have very high energy and power density (energy density is energy per unit area, unit J/cm²; power density is peak power per unit area, unit W/cm²). For example, a 300 mJ laser pulse with a duration of 5 ns, focused to a spot size of 1 mm in diameter has an energy density (often referred to as fluence) of: $0.3 \frac{J}{(1 \text{ mm})^2} \approx 38.2 \frac{J}{\text{ cm}^2}$, a peak power of $0.3 \text{ J/}5 \times 10^{-9} \text{ s} = 60 \times 10^6 \text{ W}$, and a power density (often referred to as intensity) of $60 \times 10^6 \frac{W}{(1 \text{ mm})^2} \approx 7.4 \times 10^9 \frac{W}{\text{ cm}^2}$. At this laser fluence and intensity it is possible to generate pressures in the GPa range. The resulting pressure wave inherits the temporal nature of the incident laser pulse, resulting in stress waves with nanoseconds duration. The very sudden loading and unloading from short pulse lasers can result in strain-rates in excess of $10^8 \text{ s}^{-1}$. The highest energy and power lasers in the world can achieve pressures in the 100 TPa range [76]. In this regard short pulsed lasers are unmatched for generating high pressures (at least terrestrially) and high strain-rates.
2.3. Laser Spallation of Bulk Materials and Interfaces

As pulse energy increased and pulse duration shortened with the development of new lasers, the induced mechanical waves were observed to permanently deform materials beyond the immediate vicinity of the ablation area [77]. In 1973 Fox and Barr reported on the effect of a $100-150 \text{ J, 1 ns}$ Nd:glass laser at $1.06 \text{ \mu m}$ irradiating an aluminum target at a fluence of $>1000 \text{ J/cm}^2$ [78]. In addition to the ablation spot on the front surface of the sample, where the laser impinged the target, they observed that the rear of the target had completely separated from the bulk of the sample, i.e. the first report of laser spallation. The observation was qualitative only since they lacked the diagnostics necessary to extract the quantitative information about the spallation process. Nevertheless, postmortem examination of the cross-sectioned sample reveals gross failure due to the large size, number, and density of voids in the spall plane. Eliezer et al. reported spallation of thin foils of copper and aluminum from laser-generated shocks in the 10’s of GPa range, with a strain-rate of $\sim 10^7 \text{ s}^{-1}$ [79]. In the article, written in 1990, they comment on the scarcity of laser spallation studies, which appeared to be mostly confined to internal studies at the national labs [80, 81]. Several other investigations followed theirs, mostly reporting on similar materials with different lasers (different energies, pulse widths, wavelengths) [82–90].
Figure 2.5: Schematic of typical laser-induced thin film adhesion measurement. Sample geometry consists of a film-substrate system whose strength is of interest, as well as an energy absorbing layer and transparent confining layer. Stress waves are generated by the focusing of short pulse laser light on the sample back surface, where the energy is absorbed.

Another area where stress waves generated from short pulse lasers find natural application is probing of interfacial properties, especially of thin films as illustrated in Figure 2.5. This is due to the laser-generated stress wave’s transient nature, which allows a large temporal gradient at the interface between film and substrate. Many methods have been developed for measuring adhesion strength, such as the scratch test [91, 92], peel test [93, 94], pull test [95–97], and blister test [98, 99]. All of these tests suffer from shortcomings, such as not providing quantitative data or requiring elaborate sample preparation. A serious disadvantage is that of inducing significant inhomogeneous deformation in the film before the onset of delamination, which drastically alters the state of the interface and prevents measuring the intrinsic adhesion strength [100]. Measurement of interfacial strength by laser spallation was proposed by Stephens and Vossen [101, 102], who patterned small cuboids of metal onto a glass substrate. An absorbing coating is deposited onto the back of the glass substrate, which is illuminated by a short pulse laser. The laser-induced compressive stress propagates towards the film-substrate interface and reflects at the free surface, converting to a tensile wave. If the stress amplitude is
sufficiently high the metal is removed. Later investigations by Gupta et al. incorporated a thin aluminum film as an energy absorbing layer and a thin transparent coating of solid waterglass as a confining layer, as well as using an optical interferometer to measure the real time displacement of the film surface [103, 104]. Wang et al. further developed this technique by introducing rigorous analytical modeling and a shock wave loading mechanism through a fused silica pulse shaping material, thus significantly improving the loading efficiency for ultra-thin films [105, 106]. However, all the previous laser spallation work were limited to tensile model loading. In practical applications, materials, especially thin film interfaces, tend to fail under a much more complex stress state. By changing the planar substrate into a triangular prism and allowing the originally generated longitudinal wave to mode-convert into a shear wave, Wang et al. successfully extended laser spallation to mixed-mode [107, 108] and pure-shear loading [109]. The application of this technique has been extended from the adhesion of blanket thin films [102, 105, 108, 110–112], to patterned thin films [113, 114], and adhesion between biological cells and inorganic substrates [115, 116].
Chapter 3.  Effect of Confinement and Pulse Duration in Laser Spallation

In laser spallation technique, the pulse duration, energy, and wavelength of the laser as well as the sample geometry can all influence the behavior of the material being investigated. A 1 J energy deposited in 1 s is very different from 1 J deposited in 1 ns. Additionally, the sample geometry in the vicinity of the laser-matter interaction plays a crucial role in dictating the stress generation. The difference in acoustic impedance, \( z = \rho c \), where \( \rho \) is the density and \( c \) is the wave speed, between a gas and a solid is very large. For example, the acoustic impedance of air at 20° C and ambient pressure of 1 atm is \( \sim 400 \text{ N} \cdot \text{s} \cdot \text{m}^{-3} \), whereas for aluminum it is \( \sim 14 \times 10^6 \text{ N} \cdot \text{s} \cdot \text{m}^{-3} \). Pressure generated is proportional to the impedance mismatch, which is found by adding the reciprocal of each, then taking the inverse, i.e. \( 1/z_{\text{tot}} = 1/z_{\text{air}} + 1/z_{\text{Al}} \) [117]. The mismatch between aluminum and air is:

\[
z_{\text{tot}} = \left( z_{\text{Al}} \cdot z_{\text{air}} \right) / \left( z_{\text{Al}} + z_{\text{air}} \right) = \left( 14 \times 10^6 \cdot 400 \right) / \left( 14 \times 10^6 + 400 \right) \approx 400 \text{ N} \cdot \text{s} \cdot \text{m}^{-3}.
\]

Now compare that to the mismatch between aluminum and another solid which we assume has an impedance of \( 1 \times 10^6 \text{ N} \cdot \text{s} \cdot \text{m}^{-3} \):

\[
z_{\text{tot}} = \left( z_{\text{Al}} \cdot z_{\text{solid}} \right) / \left( z_{\text{Al}} + z_{\text{solid}} \right) \approx 9.3 \times 10^5 \text{ N} \cdot \text{s} \cdot \text{m}^{-3}.
\]

The result is that energy deposited between materials with higher acoustic impedance results in higher pressure. This has made confinement a common practice for increasing stress generation.

Short pulse durations also play a critical role on stress generation. For a given energy content, as the pulse duration is shortened the peak power increases. Pressure has been found to scale with peak power for a wide range of pulsed lasers with different pulse durations, pulse energy, and wavelength [118], so shorter pulse lasers offer the potential advantage of generating higher stress. As the pulse duration is shortened, however, other mechanisms besides heating and expansion of the irradiated
material begin to become important. Since absorption of the laser energy is due to the behavior of the electrons, changes in electron behavior can affect stress generation. One particular effect that is important at short pulse durations is the electron-phonon coupling. The deposited laser energy is first absorbed by outer electrons, which transfer this energy into the bulk material through coupling with lattice vibrations. For ordinary materials at time scales as short as nanoseconds this process can be described with conventional heat conduction, treating the laser light as a heat flux. Even with melting and vaporization Fourier’s law holds. The electron-phonon coupling has a characteristic time scale, and as the pulse is shortened and becomes comparable to the coupling time the system can be driven into non-equilibrium. Non-equilibrium is the result of the electrons being much more energetic than the lattice due to the limiting transfer rate. The characteristic time scale of the electron-phonon coupling is a few to 10’s of picoseconds in metals [119]. As the pulse duration approaches this time scale the thermal conduction rate in the lattice is no longer the governing process and the non-equilibrium dynamics of the electron and phonon systems becomes dominant.

3.1. Stress Generation by Lasers

As laser light impinges onto a material outer electrons interact with the incoming radiation. The incident radiation is either absorbed, reflected, or transmitted. Metals are opaque to the visible and near IR wavelengths typical of pulsed lasers, so the laser light is reflected and absorbed. The absorbed light excites the outer electrons and, if given sufficient time, the outer electrons transfer their energy to the bulk of the material. The material heats up in response to the absorbed energy. The laser light is absorbed down to the skin depth, \( \delta \), given for metals by \( \delta = \sqrt{2 \rho / \omega \mu_0} \), where \( \rho \) is the resistivity, \( \omega \) is the angular frequency of the laser light, and \( \mu_0 \) is the permeability of free space (assuming the
relative permeability is \( \sim 1 \). For an Nd:YAG pulsed laser operating at the fundamental wavelength of \( \lambda = 1064 \text{ nm} \) the angular frequency is given by \( \omega = 1.77 \times 10^{15} \text{ rad/s} \). The skin depth for Nd:YAG light illuminating an aluminum target of resistance \( \rho = 28.2 \text{ n}\Omega\cdot\text{m} \) is given by:

\[
\delta = \sqrt{2 \left( 28.2 \times 10^{-9} \text{ n}\Omega\cdot\text{m} \right) \left( 1.77 \times 10^{15} \text{ rad/s} \right) \left( 1.2566 \times 10^{-6} \text{ N} \cdot \text{A}^{-2} \right)} = 5.15 \text{ nm}.
\]

The majority of the deposited energy is being absorbed in a very small volume proportional to the spot size multiplied by the skin depth, a volume of a fraction of a nanoliter. Even millijoules of energy deposited into such a small volume is capable of heating any element well past its melting or boiling temperature. While the material is heating up, though, the energy is being diffused away from the absorption volume by heat conduction. The characteristic thermal diffusion depth is given by \( l_{\text{th}} = 2\sqrt{\alpha \tau} \), where \( \alpha \) is the thermal diffusivity, and \( \tau \) is the pulse duration. Again assuming an aluminum target with diffusivity of \( \alpha = 8.4 \times 10^{-3} \text{ m}^2\cdot\text{s}^{-1} \) and a pulse width of \( \tau = 5 \text{ ns} \), the diffusion length will be

\[
l_{\text{th}} = 2\sqrt{(8.4 \times 10^{-3} \text{ m}^2\cdot\text{s}^{-1}) \left( 5 \times 10^{-9} \text{ s} \right)} = 1.3 \mu\text{m}.
\]

To heat a volume of aluminum corresponding to the spot size area and thermal diffusion depth to 6000 K would require approximately 12 mJ. The actual energy required to vaporize the target material is between these two extremes and the effective thermal diffusion depth, as well as the energy needed for vaporization, will be reduced accordingly [120].

Once the material begins to vaporize, which may only take a small fraction of the applied pulse duration, the process of ionization will begin. Absorption of laser light by the incipient plasma proceeds via classical or collisional absorption by a plasma, also referred to as inverse Bremsstrahlung absorption. Although it is known that this process is not truly responsible for absorption, and a number of important features are not accurately predicted, it is nonetheless qualitatively informative. In collisional absorption the free electrons in the nascent plasma are excited by the laser electric field.
They begin to oscillate in the electric field and collide with ions, transferring their energy. The collisions heat up the plasma, increasing the ionization, which will also increases the absorption. Quantitatively, inverse Bremsstrahlung predicts ionization many orders of magnitude lower than observed [121]. It is believed that other processes, such as multiphoton ionization, enable cascade processes which allow the plasma to rapidly ionize. Once a plasma forms the bulk material is effectively shielded due to the very high absorption of the plasma. This is termed plasma shielding, and is one of the factors which allows confinement to generate much higher stresses. Without confinement the plasma shielding effectively reduces the impulse coupling between the laser and the target. With confinement, even if the laser energy is not being directly deposited into the target, the now confined interaction volume continues to deliver energy into the target, augmenting stress generation.

3.2. Laser Spallation Experiment

Figure 3.1 shows a schematic of a typical laser spallation experiment to measure the interfacial strength of a thin film on a substrate. The sample consists of the substrate-film system whose properties are of interest, an energy absorbing layer, and a confining layer. The energy absorbing layer is a thin film of aluminum sputter deposited from a base pressure of $10^{-7}$ Pa at 150 W to a thickness of 400 nm. Undiluted waterglass is spin coated at 2000 RPM, resulting in a thickness of $\sim$10 μm. Spin coated waterglass has the advantage over transparent materials that are nominally solid since it forms a very intimate bond with the energy absorbing layer, and reduces the need to precision plane, lap, and polish the back of the sample substrate and confining layer. When working with high powered lasers reflection of the laser light back into the laser optical system (back reflection) can cause serious damage
to the optical components. It is desirable for the back of the sample to be rough and diffusive. This can also enhance absorption of the light since the diffusive nature may scatter or reflect the laser light onto adjacent material.

The sample is loaded by a short pulse Nd:YAG laser (Nd:YAG stands for neodymium doped yttrium aluminum garnet). Pulse durations range from 1–10's ns for Q-switched lasers to sub nanosecond for mode-locked lasers. Highest energy output is from the fundamental wavelength of 1064 nm. Our investigation utilized a Q-switched Nd:YAG laser with a 5 ns pulse width (New Wave Research Tempest 300), as measured by the full-width-half-maximum (FWHM), and a mode-locked, cavity dumped Nd:YAG laser with a pulse width of 50 ps FWHM (Continuum Leopard SS-2). The 5 ns

Figure 3.1: Schematic of laser spallation setup for thin film adhesion testing. Sample consists of a transparent confining layer, energy absorbing layer, substrate and film. Compressive stress is generated at the interface of the confining and energy absorbing layers by the rapid expansion of irradiated material. The stress travels through the substrate and film. Upon reflection at the film free surface the interface is loaded in tension. The surface displacement history is measured with a Michelson interferometer.
laser produces 300 mJ while the 50 ps produces 260 mJ. The laser is focused from its nominal diameter to a spot size of ~1 mm for most experiments. It is important that the spot size is no smaller than – 1/3× the sample thickness to ensure that the uniaxial plane wave travels the sample thickness without experiencing transverse relief. Geometric stress attenuation will also become significant at these distances. In practice the spot size is typically comparable or less than the sample thickness to mitigate factors such as intrinsic attenuation.

Upon absorption of the incident laser pulse, a compressive stress wave is generated and propagates away from the interaction volume. The wave travels towards the sample surface with the test film, as well as towards the surface of the confining layer at the back of the sample. The interface at the energy absorbing layer is destroyed during stress generation, which prevents the back surface reflected tensile wave from interacting with the wave propagating toward the test film (this generates the immediate unloading or release wave characteristic of loading from short pulse lasers). The wave traveling towards the test-film-substrate interface will reach the free surface and reflect into a tensile wave. The now tensile wave loads the interface in tension. If the amplitude of the tensile stress at the interface is sufficiently high the film will be spalled from the substrate. The adhesion strength is found by determining the threshold interfacial stress for film debonding.

Quantitative measurements of the spallation process are conducted with a Michelson interferometer. The Michelson interferometer is a path length difference interferometer in which the measureable phase difference of two coherent waves is proportional the difference in path length. A continuous, single-mode, argon ion laser operating at the standard 514.5 nm green line (Coherent Innova 90)
corresponding to the $4p^4D_{5/2} \rightarrow 4s^2P_{3/2}$ transition \cite{122} of singly ionized argon was used for the Michelson interferometer (the $4p \rightarrow 4s$ transitions are favorable due to their long lifetime). Single-mode/single-frequency output is ensured by inserting an etalon between the plasma tube and the rear frequency selector prism-mirror assembly. The etalon suppresses the longitudinal modes associated with round trip frequency of the 1 m oscillator cavity, greatly reducing the spectral line width and ensuring a long coherence length. The argon light enters the interferometer, whose first optical element is a cubic beam splitter. Part of the light is transmitted through the beam splitter interface, and part of the light is reflected. The transmitted light goes to a stationary reference mirror and this distance designates the nominal balanced path in which the path length difference is zero. The reflected light is incident on the sample and forms the diagnostic leg of the interferometer. Careful alignment of the Nd:YAG loading laser spot and that of the reflected diagnostic beam ensure that any measured path difference is due to the laser-generated stress. To further ensure this, and to simplify data reduction and analysis, the argon light is focused to a small spot size of $\sim 50 \mu m$. The small spot size allows 1D wave analysis relating the measured surface motion to the stress wave. After reflection at the reference mirror and the sample surface the light returns to the beam splitter. The returning beams are steered to ensure they intercept and interfere (some degree of tilt is necessary to ensure no specular back reflections into the argon laser, which drastically alters the output power, can destroy coherence, and could damage the laser optics). The now interfered light is collected and its intensity is measured with a high speed GaAs biased photodetector (Electro Optic Technologies ET-4000A) with rise and fall times $< 40$ ps. The photodetector signal is recorded by a 5 GHz digital oscilloscope (LeCroy Wavemaster 8500) capable of sampling at 50 ps/point.
The fringe intensity varies as the surface is displaced, and the intensity, \( I(t) \), is related to the displacement by:

\[
I(t) = \frac{I_{\text{max}} + I_{\text{min}}}{2} + \frac{I_{\text{max}} - I_{\text{min}}}{2} \sin \left( \frac{4\pi}{\lambda_{\text{Ar}^+}} u(t) + \phi \right)
\]

where \( I_{\text{max}} \) and \( I_{\text{min}} \) are the maximum and minimum intensity for a given half fringe, \( \lambda_{\text{Ar}^+} \) is the wavelength of the argon-ion laser, 514.5 nm, \( \phi \) is a phase factor that increments by \( \pi \) each half fringe, and \( u(t) \) is the surface displacement. \( (I_{\text{max}} + I_{\text{min}})/2 \) is the mean fringe value, while \( (I_{\text{max}} - I_{\text{min}})/2 \) is the fringe amplitude. In reality \( I_{\text{max}} \) and \( I_{\text{min}} \) can shift each half fringe due to moving away from the point of maximum sensitivity, or surface motion causing less of the specularly reflected light to be collected by the photodetector. Once the displacement is determined, by proper accounting of \( I_{\text{max}} \) and \( I_{\text{min}} \) as well as the phase shift, the stress in the substrate can be calculated from 1D wave analysis (see Appendix A for derivation):

\[
\sigma_{\text{sub}} = -\frac{1}{2}(\rho c_L) \cdot \frac{\partial u_{\text{fs}}}{\partial t}
\]

where \( \rho \) is the substrate density, \( c_L \) is the substrate longitudinal wave speed, and \( \partial u_{\text{fs}} / \partial t \) is the free surface velocity. The \(-1/2\) factor arises due to the free surface having twice the velocity as the bulk (both incoming compression wave and reflected tension wave displace in the same direction, as required by the traction-free boundary condition of the free surface). The interfacial stress experienced between a film and substrate was extensively studied by Wang [105, 107, 108, 123], who derived a simple expression for the interface stress based on transmission and reflection at the substrate-film boundary, valid for thin films:

\[
\sigma_{\text{int}} = -\left(\rho h\right)_{\text{film}} \cdot \frac{\partial^2 u_{\text{fs}}}{\partial t^2}
\]
where \( \rho \) and \( h \) are the density and thickness of the film coating, and \( \partial^2 u / \partial t^2 \) is the acceleration of the free surface.

### 3.3. Effect of Pulse Duration in Si

In addition to its predominant application for thin film interfaces, laser spallation can also serve as a powerful tool for probing high strain-rate behavior of bulk materials. In the absence of a surface coating, the technique has been used to characterize the bulk spallation strength of various materials [82–85, 112, 124, 125]. Due to the high pressure and short duration of the stress pulse, high strain-rate but low total strain is achieved which is advantageous since damage to the sample is minimal, and in the case of spallation the damage is localized. This allows for easy sample recovery and postmortem examination, even for brittle materials which may be completely destroyed by other techniques.

Previous theoretical model based on the thermoelastic expansion of the absorbing layer under nanoseconds laser pulse illumination predicts that the peak stress and strain-rate in laser spallation increase with decreasing pulse width of similar energy content, and that the pressure follows the same time evolution of the laser pulse [123]. A shorter stress pulse would also spall the material closer to the surface and allows the fully spalled area to be exposed and examined, rather than just the cross-section if spallation is deep in the sample. This is especially beneficial for brittle materials which may suffer additional damage during sectioning. Therefore it is generally viewed that a shorter laser pulse duration should be more effective in high strain-rate material testing due to the ability to produce a much higher stress and shorter duration of the stress wave pulse. However, due to the complex mechanisms involved in the photomechanical coupling for laser-induced stress waves such as
thermoelastic expansion, phase transformation, ionization, the generated stress profile may also depend on the time scale of the interaction, e.g. electron-phonon coupling, as the laser pulse shortens [59, 63, 64, 71, 74, 118, 119, 121, 126]. One objective of this study is to investigate the effect of the pulse duration on the laser-generated stress wave profile and to verify whether the previous prediction based on nanosecond laser absorption [123] can still hold as the duration of the applied laser pulse shortens from nanoseconds to a few tens of picoseconds (two orders of magnitude difference).

Spallation experiments were carried out using an experimental setup similar to that described in Figure 3.1. Since the diagnostics in laser spallation is obtained from the sample surface it is important to differentiate the characteristics arising from the stress generation, from those due to the wave interaction within the material (e.g. stress wave profile being influenced by plasticity). Based on this consideration, single crystal silicon was chosen to be the substrate due to its ability to maintain purely elastic behavior to high pressure and strain, even under shock loading [127]. As shown in Figure 3.2, components of the sample include a transparent waterglass confining layer, an Al energy absorbing layer, and Si substrate. The 500 µm thick planar (100) single crystal Si wafers were magnetron sputter coated with a 400 nm thick Al thin film energy absorbing layer, which were followed by spin coating of waterglass confining layer with a thickness of 10 µm. The quantities of most interest for comparison between the 50 ps and 5 ns laser are the peak stress generated, the profile of the stress history, and the strain-rate variation. While our experiment does not directly measure any deformation of the sample, it is possible to calculate the strain-rate in terms of material properties and the measured displacement by combining the balance of momentum:

\[
\frac{\partial \sigma}{\partial X} = \rho \frac{\partial v}{\partial t}
\]  

(9)
with material conservation:

\[
\frac{\partial \epsilon}{\partial t} = \frac{\partial v}{\partial X} \quad (10)
\]

resulting in:

\[
\frac{\partial \epsilon}{\partial t} = \rho \left( \frac{\partial \sigma}{\partial v} \right)^{-1} \frac{\partial v}{\partial t} \quad (11)
\]

where \( X \) is the material coordinate, \( v \) is the particle velocity, and \( \epsilon \) is the strain. Invoking the previously defined momentum conservation relating stress and material velocity, Equation 7, we arrive at the instantaneous strain-rate in terms of elastic wave speed and the free surface velocity:

\[
\frac{\partial \epsilon}{\partial t} = -\frac{1}{2c_L} \frac{\partial^2 u_f}{\partial t^2} \quad (12)
\]

The time averaged strain-rate is obtained by:

\[
\left< \dot{\epsilon}(t) \right> = \frac{1}{\bar{\tau}_{\text{fall}}} \int_0^{\bar{\tau}_{\text{fall}}} \dot{\epsilon}(\xi) d\xi \quad (13)
\]

and is averaged over the mean fall time, \( \bar{\tau}_{\text{fall}} \), for the pertinent loading condition. The reason for introducing the time averaged strain-rate is due to the variation of the strain-rate across the tensile relief wave after reflection.
Figure 3.2: Schematic of laser spallation sample geometry. 500 µm Si is sequentially coated with a 400 nm thin film of aluminum as an energy absorbing layer, followed by a 10 µm spin coated waterglass confining layer. 50 ps or 5 ns laser pulse provided by an Nd:YAG laser with energy up to 300 mJ is deposited onto the energy absorbing layer, leading to the generation of a compressive stress pulse which propagate towards the substrate free surface. Upon reflection at the free surface the substrate is loaded in tension.

Figure 3.3(a) shows a plot of a typical fringe record measured from spallation of Si at high energy. Time zero corresponds to the beginning of surface motion, and we can see that the initial fringes are of subnanosecond wavelength. Figure 3.3(b) shows the displacement profile resulting from the interferometer record. Over the duration of 10 ns the substrate has been displaced \(~3\) µm, but achieves nearly 500 nm in 1 ns. This corresponds to peak substrate velocity of \(~800\) m/s, which is attained in less than 1 ns, an acceleration of \(>15\times10^6\) g's. This prodigious acceleration is due to a peak stress of \(>7\) GPa being realized in the Si.
Figure 3.3: Typical data from loading of Si wafer at high energy: (a) the raw interferometer signal, (b) the displacement, and (c) the stress history derived from the displacement.
Figure 3.4 shows the stress profiles for low (6.4 J/cm²) and high (33 J/cm²) fluence loading of silicon with the 50 ps laser. At low fluence the peak stress recorded was 3 GPa, with a rise time of 0.5 ns, and a fall time of 1 ns (rise time is the time from 10%-90% signal maximum; fall time is the opposite). At high fluence peak stresses of 9 GPa were measured, with similar rise time, but the unloading was stretched to 6.6 ns. For comparison Figure 3.5 shows the measured stress history from the 5 ns laser at the same low and high fluence values. The low fluence peak stress only reached 2 GPa, and the temporal profile was a faithful copy of the input Gaussian laser pulse. As the fluence is increased a dramatic transition is observed in the stress profile. The profile is no longer Gaussian,
instead showing a very fast rise time of ~1 ns, and stretched unloading with a mean fall time of 6.6 ns.

Figure 3.5: Stress history measured from the 5 ns laser at low fluence of 6.4 J/cm² and high fluence of 33 J/cm² under confined conditions. At low fluence the stress profile is a faithful copy of the input laser profile, while the high fluence stress profile exhibits similar rapid loading with stretched unloading as observed with the 50 ps laser.

3.4. Effect of Confinement in Si

In addition to the laser pulse duration, another parameter which can influence the laser-generated stress wave is the confining layer. In order to increase the amplitude of the laser-generated stress wave, it has been a common practice to confine the interaction volume with a liquid or solid layer transparent to the laser light, increasing the laser impulse coupling by preventing the free expansion of the
irradiated material [71–73, 117, 128]. Without confinement, the free expansion of the laser-generated plasma generates a stress pulse of similar temporal profile as the laser. With confinement, energy relaxation through expansion is inhibited, forcing other, possibly slower relaxation channels, such as heat conduction into the confining layer, to contribute. Since the energy relaxation mechanisms under confinement might depend on time scale of the laser pulse duration, it is important to understand how the confining layer influences the stress profile for laser pulses with picosecond duration from those of nanosecond duration, allowing differentiation of the confining layer influence from novel material behavior.

The sample geometry is the same as that used for the pulse duration study, as shown in Figure 3.2, but the spin coated waterglass confining layer is omitted for the unconfined sample. Additionally, only the 50 ps laser was used in this study as the 5 ns laser could not produce stress waves of sufficient amplitude for reliable and repeatable detection without confinement.
Figure 3.6: Stress profiles from the 50 ps laser without confinement. At low fluence a 1 GPa stress wave is observed whose profile is similar to that of the laser. Under high fluence conditions 3 GPa stress is produced which also has a temporal profile similar to the input laser.

Figure 3.6 shows the stress histories observed without confinement. At both low and high fluence the stress profile is now observed to be slightly asymmetric Gaussian with 0.5 ns rise times and 1 ns fall times. Peak stresses were 1 GPa and 3 GPa for low and high fluence, respectively. Comparing with the confined testing results a stress enhancement of $\sim 3\times$ is observed. At low fluence under confined and unconfined conditions the resulting stress profile is Gaussian, but at high fluence the stress profile is only Gaussian when the absorbing layer is unconfined.
Figure 3.7: Comparison of the time averaged strain-rate for the high fluence stress histories shown in Figures 3.4, 3.5 & 3.6. The 50 ps data is averaged over the mean fall time of 1.2 ns, while the 50 ps and 5 ns confined data was averaged over the mean fall time of 6.6 ns. The 50 ps and 5 ns have similar strain-rate profiles in the relevant unloading (tension) regime, with peak strain-rate approaching $4 \times 10^7$ s$^{-1}$. The 50 ps unconfined strain-rate has a peak strain-rate of $7 \times 10^7$ s$^{-1}$.

Figure 3.7 is a comparison of the time averaged strain-rates for the high fluence stress profiles shown in Figure 3.4, Figure 3.5, and Figure 3.6. Initially the strain-rate is negative while the sample is being compressed, but this strain-rate is not very meaningful since we are averaging over the mean fall time of the stress histories. The 50 ps and 5 ns confined strain-rate profiles are very similar during unloading, with a slight difference of time due to the rise time of the 50 ps stress profile being quicker than the 5 ns. Both reach a peak strain-rate of $\sim 4 \times 10^7$ s$^{-1}$ in tension. The 50 ps laser loading the unconfined sample is able to reach a peak time averaged strain-rate of $\sim 7 \times 10^7$ s$^{-1}$, nearly double that of the confined samples. For all samples the instantaneous strain-rate is an order of magnitude higher.
Figure 3.8 shows SEM images of the spallation planes produced by the 5 ns (a) and 50 ps (b) lasers at high fluence with the confining layer. For both lasers the most prominent feature of the spall surface is the fracturing along the \( \{111\} \) planes. The \( \{111\} \) planes were identified by tilting the sample such that one of the planar faces was being imaged head-on, Figure 3.8 (c) & (d). The angle between opposing faces was measured to be \( 109^\circ \), closely matching the actual angle of \( \sim 109.5^\circ \) and within the margin of error for alignment and measurement. The spallation from the 50 ps laser produced a much more uniform spall plane, with a smaller variation in the height of the fracture surface. The spall surface is also closer to the sample surface. The uniformity and reduced variation from the 50 ps laser indicates that the post shock tension loading from the 50 ps laser is more uniform and quicker, as seen in the unloading portion of the stress profiles of Figure 3.4 and Figure 3.5.
Figure 3.8: SEM images showing the spall plane from the 5 ns laser (a) and the 50 ps laser (b). (c) and (d) show SEM images of the tilted area from the 50 ps laser spalled area shown in (b). The head-on images allowed accurate measurement of the angles between planes, identifying the \(\{111\}\) surface by their separation angle of \(\sim 109.5^\circ\).

The peak stress, time averaged strain-rate, rise time, fall time, and full-width-half-maximum for the tests are summarized in Figure 3.9. Under the same energy fluence of 33 J/cm\(^2\) the two lasers are capable of producing 9 GPa and 7.5 GPa stress waves, respectively, near the surface of a 500 \(\mu\)m monocristalline Si wafer. Similar strain-rate (time averaged) of \(1–3 \times 10^7\) s\(^{-1}\) were achieved in the 50 ps laser loading with or without confinement, and in the 5 ns with confinement. Lasers with shorter pulses showed advantage of producing high stresses and strain-rates, even without confinement. This can be advantageous if the power density of interest induces an electric field exceeding the dielectric strength of the confining medium. The shorter pulse duration also showed advantage in producing a more uniform spall plane closer to the surface, allowing better identification of the microstructural features governing the fracture process. Confinement effect showed distinct advantage for longer pulse durations.
3.5. Direct Observation of Stress Generation and Spallation

The quantitative information gained from interferometry of the surface displacement history was supplemented by nanosecond time-resolved imaging of the rear surface absorption and ablation process, as well as substrate spallation. A single frame intensified camera with 3 ns exposure (Cooke Corporation, dicam pro) was used to capture images of the stress generation and spallation process at the nanosecond time scale. For the stress generation imaging, the laser absorption region was imaged at a shallow angle with respect to the surface to ensure no specularly reflected light from the Nd:YAG pulsed laser was directed into the camera. The laser produced plasma was the object and light source for these images. To ensure the intensified CCD was not saturated by the high intensity of the plasma, two linear polarizers rotated 85° from one another were used to reduce the light intensity to ~1% before entering the camera. A long distance microscope (Infinity K2) was used to capture the ~1 mm diameter spot. During the spallation experiment a flash-lamp with a pulse width
of 30 μs, and a constant intensity plateau of 10 μs, was used to illuminate the surface. Precise timing for triggering of the laser lamp, laser q-switch, illumination flash-lamp, and camera was required to capture the event at the desired time. The delay of the camera was adjusted to vary when each image was taken. Precision timing was achieved by a 4 channel digital delay generator (Quantum Composer). Table 3.1 shows the triggering scheme for each channel (Tempest pulse production is actual light production, which occurs ~123 ns after q-switch pulse and delay) while Figure 3.10 is a schematic of the pulse timing. For both the stress generation and spallation imaging the 5 ns q-switched Tempest Nd:YAG laser was used. The 5 ns laser is superior in its much lower jitter, ~31 ps vs the 500 ns jitter of the 50 ps laser. This makes the 5 ns laser better for accurate timing and trigger performance. The very low jitter of the 5 ns laser is due to its using q-switching for short pulse generation, whereas the 50 ps laser uses active and passive mode locking with cavity dumping.

### Table 3.1: Triggering scheme for nanosecond time-resolved optical microscopy.

<table>
<thead>
<tr>
<th>Delay generator channel:</th>
<th>Pulse width</th>
<th>Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Tempest lamp</td>
<td>100 μs</td>
<td>0</td>
</tr>
<tr>
<td>2: Tempest q-switch</td>
<td>100 μs</td>
<td>190 μs</td>
</tr>
<tr>
<td>Tempest pulse production</td>
<td>~ 5ns</td>
<td>190.123 μs ± 31.64 ps (std)</td>
</tr>
<tr>
<td>3: Flash-lamp</td>
<td>300 ns</td>
<td>166.623 μs</td>
</tr>
<tr>
<td>4: Camera</td>
<td>20 ns</td>
<td>Varies based on sample thickness, but at least 45 ns before pulse production</td>
</tr>
</tbody>
</table>
Figure 3.10: Schematic of pulse timing (width and delay) used for nanosecond time-resolved microscopy.

For the stress generation imaging, a bare aluminum plate was used as the target. A single 3 ns exposure was taken, with 1 ns delay between subsequent exposures. Figure 3.11 shows the images taken from delay times of 1-50 ns (time 0 corresponds to the 5 ns laser reaching the target surface). By 2 ns the laser-generated vapor/plasma is bright enough to be readily observed with only 3 ns exposure time. This is the “Knudsen layer”, a high electron density layer that forms near the surface due to the rapid ionization. The intensity and diameter of this layer increases as the laser light continues to be absorbed. Starting at 8 ns the layer is observed to grow, expanding away from the target surface. At 19 ns we begin to see the development of the plasma corona. The opacity of the plasma now begins to affect our view of the Knudsen layer, which is becoming obscured due to the increased radiation emission from the volume of the plasma. Whereas initially we are observing the increasing intensity of the circular but flat plasma, at this point the pressure is high enough to cause significant motion, even at the nanosecond time scale. The high pressure causes plasma blow-off, creating a spherical volume. As the intensity of the expanding spherical volume grows the increased opacity prevents the light from
the volume of plasma not within the camera’s line of sight from reaching the detector. By 25 ns this spherical volume is well established and continues to expand.
Figure 3.11: 3 ns exposure micrographs of the target ablation, showing the formation and blow off of the laser-generated plasma.

Figure 3.12 shows the normalized light intensity from spatially integrating the intensity of each frame. Peak intensity is achieved at 80 ns. The inset shows the plasma intensity development compared to the 5 ns laser profile. Initially the plasma intensity follows the laser intensity profile for the first 8 ns,
corresponding to the increased area and increased intensity of the laser-generated plasma. From 8-13 ns the plasma intensity levels off. During this time the Knudsen layer is expanding from the initial thin circular profile to the spherical profile characteristic of the plasma blow-off. At 24 ns the rapid growth of the intensity slows down, corresponding to the steepest drop from the 5 ns laser loading profile. The intensity continues to increase, albeit slower, to the peak intensity observed at 80 ns. During this period the energy from the bulk volume of the plasma is being transported from the interior of the plasma to the edge of the radiating surface. From 80-120 ns the light intensity is nearly constant due to equilibrium being reached between the energy transport from the interior of the plasma, due to emission and reabsorption, and the edge of the now spherical plasma volume. From this time onward the intensity steadily decays as the plasma radiates away all the absorbed energy. Stress development corresponds to the initial rapid absorption and expansion of the plasma blow-off while the 5 ns loading laser is actively supplying energy.
Observation of the spallation process in the silicon substrate was achieved by placing the camera and long distance microscope optics directly in front of the region where the laser-generated stress wave reflects from the sample free surface. Figure 3.13 shows the progression of the surface fracturing from the spallation of the silicon substrate. These images were processed by subtracting the image taken during the experiment from an image taken before stress generation, to highlight any differences as a result of the stress wave interaction. At time $t=0$ ns a $5^+$ GPa compressive stress wave arrives at the sample free surface and reflects into a tensile wave. At 10 ns a small difference is observed due to the stress wave induced displacement. By 15 ns we see the arrival of the first surface fracture resulting from the spallation process happening below the surface. As time progresses we observe that the
surface fracturing favors the horizontal and vertical directions, corresponding to the [100] in plane crystal directions. The surface fractures branch out in the preferred [100] orientations, quickly expanding to encompass the 1 mm diameter loading region. By 100 ns we observe the beginning of the fragmentation process. At this point the material within the spall thickness (the depth at which the spallation strength was exceeded) continues to fracture and fragment. It carries away with it enough momentum to be completely ejected from the sample. This process continues on a much longer time scale than the stress wave interaction, and we observe at times as long as microseconds the spallation material continues to be ejected from the sample.
3.6. Discussion and Conclusion

Quantitative measurement of the stress profiles showed that at low fluences or unconfined conditions, the temporal profiles from both lasers are comparable to that of the input laser pulse. When the fluence is increased or the interaction volume is confined the induced stress wave forms a strong shock loading with decaying unloading profile. Although with a laser pulse duration of two orders of magnitude difference, the 5 ns and 50 ps lasers produced a very similar stress profile under high fluence confined situation. This transition may be attributed to the energy density exceeding that needed to vaporize the energy absorbing layer down to the skin depth, where laser-plasma interactions dominate and dictate the pressure evolution. Classical or collisional absorption of the laser light via electrons oscillating in the laser electric field colliding with ions allows efficient absorption within the laser-generated plasma up to the critical surface (the critical surface develops when the plasma become excited enough that the plasma frequency matches the incoming pulse laser frequency, in which case the laser light is no longer efficiently absorbed). This may explain why the 5 ns loading exhibits such
a drastic difference as the fluence is increased (even at low fluence the energy density is above the threshold for vacuum plasma ignition of \( \sim 2 \, \text{J/cm}^2 \) [118]). At low fluence the time to vaporization is comparable to the pulse width, while at high fluence it becomes negligible. For the 50 ps Leopard laser, due to the reduced pulse width, the time to vaporization is negligible for both low and high fluence. Additionally, due to the difference in pulse duration, the 5 ns laser has a much larger thermal diffusion depth than the 50 ps laser (1.3 μm vs 130 nm for the diffusion depth for 5 ns vs 50 ps laser pulses, respectively). This requires the 5 ns laser to expend more pulse energy on heating/melting/vaporizing since the interaction volume will be larger. Stress generation with confinement with the 5 ns laser at low fluence allows low pressure, low strain-rate (for laser spallation) loading. If the stress being produced is adequate but increasing the strain-rate is of interest, the 50 ps Leopard laser without confinement can be used to generate a similar level of stress, but the strain-rate is doubled. Postmortem SEM imaging of the spallation plane showed a dominance of spall fracture along the \{111\} planes. For the 50 ps laser the spall fracture was closer to the surface and the \{111\} fracture surfaces were more uniform and prominent. This is attributed to the much faster unloading from the 50 ps laser profile which allows the spallation to happen in a narrow plane. Nanosecond time-resolved microscopy of the stress generation process revealed formation of a thin plasma layer near the surface, which rapidly expands during laser absorption. The increase in the laser-generated plasma intensity correlates with the loading laser profile. Direct observation of the spallation process indicated that the first process observable at the sample surface is fracturing. The surface fracturing favors the in plane [100] directions. The [100] directions coincide with the intersection of the favored \{111\} planes, indicating that the process and mechanism of the spallation agree on both the nanosecond time scale (observation of surface fracturing in the [100] direction) and postmortem long term observation (SEM indicating preferable \{111\} spallation planes).
The study confirmed that the previous thermoelastic model [123] is only valid for low laser intensity or unconfined absorption volumes. Under such conditions, the laser-generated stress profile remains as a copy of incident laser pulse. As the laser intensity increases or under the effect of confinement, the stress will lose the conformity to the incident laser pulse. As the pulse duration shortens from nanoseconds to picoseconds, the generated stress profile converges to that generated by nanosecond laser.
Chapter 4. Compressive Yielding of 6061 & 7075 Al from Pulsed Lasers

Aluminum is a widely used structural material due to its reasonable compromise between strength, ductility, corrosion resistance, and density. As such it is desired to understand the behavior of aluminum subjected to a wide variety of loading conditions, including high strain-rate loading. Impacts which induce high rate deformation of aluminum occur frequently, e.g. vehicle crashes. Aluminum is largely rate insensitive, though some measurements at ultra-high strain-rate indicate a sudden increase in the spall strength in the region of $10^8$ s$^{-1}$ [88]. Thus aluminum provides a material which may help elucidate differences in laser-induced material behavior between nanosecond and picosecond illumination.

4.1. Sample Preparation

6061 and 7075 Al alloys were obtained from McMaster-Carr in 1” diameter bar stock with precision ground finish. The precision ground rods have tight tolerances for the diameter and straightness. Both are specified by ASTM standards ASTM B211 or B221. ASTM B221 scope specifies certain aluminum and aluminum alloys of extruded bars, rod, wire, profile and tubes with certain tempers whereas ASTM B211 covers much of the same materials but those which are rolled or cold-rolled bar, rod and wire. Table 4.1 lists the Al alloy composition limits for alloys 6061 and 7075 given by ASTM B211 & B221.
Table 4.1: Aluminum Alloy Composition Limits per ASTM B221. If no range is given the number represents the maximum allowed.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Si</th>
<th>Fe</th>
<th>Cu</th>
<th>Mn</th>
<th>Mg</th>
<th>Cr</th>
<th>Zn</th>
<th>Ti</th>
<th>V</th>
<th>Other (total)</th>
<th>Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>6061</td>
<td>0.40-0.8</td>
<td>0.7</td>
<td>0.15-0.40</td>
<td>0.15</td>
<td>0.8-1.2</td>
<td>0.04-0.35</td>
<td>0.25</td>
<td>0.15</td>
<td>…</td>
<td>0.15</td>
<td>remainder</td>
</tr>
<tr>
<td>7075</td>
<td>0.40</td>
<td>0.50</td>
<td>1.2-2.0</td>
<td>0.3</td>
<td>2.1-2.9</td>
<td>0.18-0.28</td>
<td>5.1-6.1</td>
<td>0.20</td>
<td>…</td>
<td>0.15</td>
<td>remainder</td>
</tr>
</tbody>
</table>

Alloy 6061 has magnesium (Mg) and silicon (Si) as its major alloying elements and is characterized (among the aluminum alloys) by good formability and corrosion resistance. The major alloying elements for alloy 7075 are zinc (Zn), magnesium, and copper (Cu) and are characterized by high strength and fatigue performance. 6061 is a widely used general purpose Al alloy while 7075 is a high strength alloy with better corrosion resistance than other high strength Al alloys (e.g. 2024). Both alloys are heat treatable for precipitation or age hardening, where dislocation barriers are created by fine impurity particles solubilized out of the solid solution at high temperature. Both were provided with the T6511 temper which specifies (per ANSI H35.1, “Alloy and Temper Designation Systems for Aluminum”) that (T) the alloy has been thermally treated to produce stable tempers. T6 designation indicates the alloy was solution heat treated and artificially aged. Solution heat treatment consists of heating to and holding at a suitable temperature to allow constituents to enter solid solution, then cooling rapidly to ensure they remain. By this process the alloying elements are allowed to substitutionally diffuse into Al atom positions to form the solid solution, then the material is quickly cooled to prevent them from diffusing back. Due to the small percentage of the alloying elements the precipitates tend to be small and finely dispersed through the metal. Temper T6 alone produces residual stresses due to the thermal gradient produced when quenched in water after heat treatment. The designation T_511 indicates the alloy was stress relieved by stretching after heat treatment to 1-3% permanent set, then straightened after stretching.
Table 4.2: Aluminum Alloy Strength Specification (per ASTM B221). Other tempers included for comparison. Temper O is annealed to achieve lowest strength. Temper T1 are cooled from elevated temperature and naturally aged.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Temper</th>
<th>Tensile Strength, ksi (MPa) [min or max]</th>
<th>Yield Strength, ksi (MPa) [min or max]</th>
</tr>
</thead>
<tbody>
<tr>
<td>6061</td>
<td>O</td>
<td>22.0 (151.7) [max]</td>
<td>16.0 (110.3) [max]</td>
</tr>
<tr>
<td></td>
<td>T1</td>
<td>26.0 (179.3) [min]</td>
<td>14.0 (96.5) [min]</td>
</tr>
<tr>
<td></td>
<td>T6</td>
<td>38.0 (262.0) [min]</td>
<td>35.0 (241.3) [min]</td>
</tr>
<tr>
<td></td>
<td>T6511</td>
<td>38.0 (262.0) [min]</td>
<td>35.0 (241.3) [min]</td>
</tr>
<tr>
<td>7075</td>
<td>O</td>
<td>40.0 (275.8) [max]</td>
<td>24.0 (165.5) [max]</td>
</tr>
<tr>
<td></td>
<td>T6</td>
<td>81.0 (558.5) [min]</td>
<td>73.0 (503.3) [min]</td>
</tr>
<tr>
<td></td>
<td>T6511</td>
<td>81.0 (585.5) [min]</td>
<td>73.0 (503.3) [min]</td>
</tr>
</tbody>
</table>

Table 4.2 lists the strength limits for alloys 6061 and 7075 in annealed and aged states. Pure Al has very low yield strength (~10 MPa), but alloying and tempering significantly strengthen the material. Annealed 6061 has a yield strength ~110 MPa while tempered T6 and T6511 have yield strength of ~240 MPa. Alloy 7075 shows the same trend, with annealed strength of ~170 MPa and tempered strength of ~500 MPa. Since these are not actual measurements but required minimum/maximum strengths, they only provide a baseline expectation for our samples.

The 1” diameter alloys Al rods were cut into thin disks using a band saw. The faces of the cut disks were then fly cut to ensure a planar face for lapping and polishing. The samples were successively lapped with silicon carbide abrasive disks with 600, 800, and 1200 grit. The Al samples were then fine polished with 1 μm and 0.05 μm alumina slurry on a low nap, soft, micro-cloth until a mirror finish was achieved. The final sample preparation step is the spin coating of pure water glass onto the back surface, creating a confining layer which allows the transmission of the laser pulse but confines the
lasers interaction with the sample. This confinement greatly enhances the stress generation, as discussed in Chapter 3.

4.2. **Experimental Method**

To achieve high strain-rate loading of the Al alloys high pressure, short duration stress waves were generated by short pulsed Nd:YAG lasers. 5 ns and 50 ps pulse durations were used. Both pulses have Gaussian temporal profiles and similar energies: up to 300 mJ with the 5ns pulse; up to 260 mJ with the 50 ps pulse. By use of a wave plate and thin film plate polarizer the energy can be finely controlled. The sample geometry is similar to that shown in Figure 3.2 for the bulk testing of silicon, but the substrate of interest was aluminum. Time resolved measurement of the free surface displacement was accomplished via a Michelson interferometer, as shown in Figure 3.1. From the free surface displacement the substrate stress was calculated using Equation 7.

4.3. **Behavior from Nanosecond Pulsed Laser**

Initial studies were conducted on 6061 Al using the 5ns Tempest pulsed Nd:YAG laser. Sample thickness was 1.696 mm. The energy was varied from 67-255 mJ to study the effect of the pulse energy. Figure 4.1 shows the effect of increasing the energy on the substrate stress. At low energies the response of the aluminum is an elastic wave with peak stress of <300 MPa and a Gaussian temporal profile. As the energy is increased there is a clear transition from the low amplitude elastic response to a very sharp shock front followed by a flat plateau. The transition from the low energy, low
amplitude elastic response indicates that other mechanisms beside elastic wave propagation have been activated.

Figure 4.1: Substrate stress history trend as the laser energy is increased. At low laser energies the behavior is elastic with a Gaussian profile similar to the incident laser pulse. As the energy is increased plastic behavior is seen, with a very sharp shock front followed by a flat plateau. The transition is indicative of compressive failure.

The significant deviation from the nominal Gaussian profile of the 5 ns laser is a strong indication that the material yielded from the loading. The surface of the sample had visible blemishes corresponding to the testing site. Line scanning profiles across the testing site were performed with a profilometer to determine whether the blemishes were convex or concave and the extent of deformation (as a convex deformation could indicate failure from spallation). Figure 4.2 shows a scan on the 1 mm testing area, with an additional 1 mm scanned on both sides. The concave surface
deformation affects an area much larger than the testing site and is indicates compressive yielding behavior.

![Figure 4.2: Profilometer measurement across front surface showing a gradual crater.](image)

Compressive yielding is the result of resolved shear stresses exceeding the material strength. For laser-induced stress waves the affected volume is in a condition of uniaxial strain. Only the longitudinal stress is measured, and at yield this is referred to as the Hugoniot elastic limit (HEL). By use of a failure model, e.g. Tresca, the longitudinal stress can be related to the yield strength. Assuming isotropic linear elastic behavior the measured longitudinal stress is related to the lateral stress by:

\[ \sigma_y = \frac{\nu}{1-\nu} \sigma_s \]  

(14)

By the Tresca yield criterion
\[ \sigma_s - \sigma_y = Y \]  

Combining (14) & (15) gives the relation between the HEL (measured) and the yield strength:

\[ \sigma_{HEL} = \frac{1 - \nu}{1 - 2\nu} Y \]  

Poisson’s ratio for Al alloys are typically close to 1/3, so the HEL is twice the yield strength, i.e. for \( \nu = 1/3 \), \( \sigma_{HEL} = 2Y \). For the 1.696 mm 6061 Al sample tested with the Tempest laser we see a consistent transition to the plateau behavior around 500-600 MPa which corresponds to a yielding range of 250-300 MPa. This is reasonable and it should be noted that the ASTM standard only states minimum yield strength of \(~241\) MPa.

Another parameter that was investigated was the thickness of the sample. A 0.940 mm thick 6061 Al alloy sample was prepared and tested with the Tempest laser. Figure 4.3 shows a typical set of data, starting with the raw interferometric signal at the top of the figure, with the reduced free surface displacement and resulting substrate stress implied by that displacement on bottom.
Figure 4.3: Typical data for 0.94 mm thick 6061 Al with Tempest, full energy.

The substrate stress quickly rises to ~600 MPa where the wave profile assumes a nearly linear profile with the substrate stress reaching ~1GPa in compression before reversing. The very sharp front of the stress wave could be shock induced or elastic-plastic induced behavior (shock from the loading, as opposed to shock from the material behavior transition due to plastic wave steepening). Figure 4.4 shows the compilation of full energy testing on the 0.94 mm 6061 Al sample. The trends for the transition stress, stress profile, and pulse width are consistent from shot to shot. As compared to Figure 4.1 we see that the 0.94 mm 6061 Al response has a shorter pulse width and appears to be compressed compared to the thicker 1.696 mm sample.
Conservation dictates that the area of the stress pulse at best remains constant. A typical process for pulse broadening is the attenuation of the peak stress with the area under the attenuating peak contributing to broadening the pulse width. This momentum diffusion is possible through nonlinear mechanisms such as nonlinear elastic or plastic response. Figure 4.5 shows two pulses which corroborate the attenuation and broadening of the stress pulse as it propagates farther into the sample. The peak stress of 1+ GPa at 0.94 mm has attenuated to ~850 MPa while the pulse broadened from 15 ns (at peak stress) to 27 ns. Due to the nature of the interferometric signal the transition from elastic to plastic behavior is best resolved when it happens in the middle of a fringe traversal, where the displacement intensity relationship is roughly proportional. If the transition coincides with a fringe peak or valley the resolution is reduced due to the sinusoidal nature of the signal.
Figure 4.5: Comparison of 0.94 and 1.696 mm 6061 Al response to full energy loading by the Tempest laser.

4.4. Behavior from Picosecond Pulsed Laser

The pulse width of the Leopard laser is 50 ps, 1/100th the pulse width of the 5 ns Tempest laser. Such a rapid pulse could feasibly drive the 6061 Al sample to different material response. Since aluminum is largely rate insensitive at lower strain-rates, differences observed in material behavior from the Tempest to the Leopard laser may be attributable to the difference arising from the shorter pulse duration. Understanding any differences in the mechanisms is essential for proper application of the different duration pulses. The 0.94 mm 6061 Al sample was also tested with the Leopard laser. The samples showed a variety of material behavior, most similar to the Tempest.
Figure 4.6 shows a collection of reduced substrate stress profiles from the 0.94 mm 6061 Al sample tested with the Leopard laser. The data look very similar to the Tempest profiles. There is a very sharp shock front with a transition in the 400-600 MPa range and the pulse width is shorter by ~3 ns. While aluminum’s rate insensitive response is desirable, the material yields too quickly and at too low of a stress for good comparison. The complicated elastic-plastic response also makes it difficult to discern whether the very sharp shock fronts are a result of the pulse deposition and stress generation, or if they are the result of complicated material response. At this propagation distance it is likely that the stress wave has evolved into a similar profile from both the 5 ns and 50 ps lasers.

Table 4.2 lists the tensile and yield strengths for 6061 and 7075 aluminum alloys with various tempers. Comparing the yield strengths indicates that 7075 Al alloy is a good candidate material to study with
the Leopard laser since the minimum strength specified for the T6511 temper is ~500 MPa. With Poisson’s ratio ~ 1/3, Equation 16 gives a longitudinal stress at yield of ~1 GPa. The higher yield strength should allow us to study the elastic material response with both Tempest and Leopard lasers. The elastic response is ideal for comparison since it will indicate if the Leopard laser generates stress waves with the same temporal profile (i.e. Gaussian with 50 ps full-width-half-maximum) and if the stress amplitude is proportional to the input energy. The efficiency of the stress generation may be proportional to the laser intensity, which is much higher for the Leopard laser since it delivers the same energy in 1/100th the time.

![Figure 4.7](image)

**Figure 4.7:** Representative data for the plateau waveform for 1.1 mm 7075 Al alloy tested with Leopard laser at full energy.

Figure 4.7 shows some of the data from the 1.1 mm 7075 Al alloy testing. The plateau waveform, as seen with previous testing, was the most prevalent. For the Leopard laser testing there does not seem to be as strong of correlation between energy and pulse width as was seen with the Tempest testing. The pulse widths are slightly shorter than the previous Leopard test, with the 1.1 mm 7075 pulse width ranging from 7-10 ns as compared to the 0.94 6061 Tempest pulse widths from 12-15 ns. The 7075 Al alloy pulse shape is a flatter plateau, without the rising stress tendency seen with 6061 sample. Most
notably, the transition from the sharp shock front to the plateau is at a similar stress level, 400-600 MPa. This transition level is several hundred MPa lower than expected.

A 7075 Al sample of 1.18 mm thickness was prepared without the confining layer and tested under the same circumstances, to enable comparison with the elastic-plastic transition observed with the 5 ns pulsed laser. Overall the data was poor, mostly due to the high noise and low displacement. Some samples did not displace enough for a full half fringe while for others too much of the displacement was near the maximum or minimum inflection, where sensitivity of the interferometer is lowest. Figure 4.8 shows the data from a successfully reduced and analyzed shot (the peak near 80 mV corresponds to the peak observed from the peak-to-peak signal during calibration). The stress profile and level are similar to the elastic response observed from the 5 ns laser, but the pulse width is now much shorter due the 50 ps laser.
Follow up testing was performed on thicker 7075 Al alloy samples to determine if the observed waveforms from the thinner samples would evolve with farther propagation distance. Changes with longer propagation can indicate attenuation, plastic dissipation, or non-linear processes. If no changes are observed then it is likely the wave is not a steadily propagating elastic wave. It will still be subjected to geometric attenuation, but at propagation distances less than 3x the spot size it should be minimal.
Figure 4.9 shows two typical substrate stress profiles observed during testing of the thicker 2.18 mm 7075 Al alloy: a plateau profile (a) very similar to previous testing; and a ramp profile (b). The plateau profile shows a consistently lower transition stress level of ~300-400 MPa compared to the previous ~400-600 MPa trend. Pulse widths have varied with the Leopard laser, but the 2.18 mm sample pulse width appears shorter than that observed with the 5 ns laser. The initial elastic rise is not as sharp and stretches to nearly 1 ns for some shots. The bottom figure shows another consistent substrate stress profile with a very sharp initial stress rise followed by a gradual ramp-like decrease. All shots were conducted under similar conditions, therefore there does not seem to be a preferred profile for a given
test. A strong shock front with ramp decompression is an indicator of possible non-linear behavior. The ramp profiles consistently show a higher initial stress than the plateau response. This response is very similar to that observed from the bulk Si studies in term of the rise and fall time, but the aluminum response seems to be a consistent linear ramp rather than exponential decay.

For a complete picture of the stress propagation through the 7075 Al alloy samples loaded by the Leopard laser a thinner, 0.54 mm sample was prepared and tested. Figure 4.10 shows that the plateau (a) and ramp (b) profiles observed from the 2.18 mm 7075 Al sample are also present at shorter propagation distances. Stress amplitude is similar for both stress profiles and still consistently lower.
than the expected ~1 GPa longitudinal stress at yield. The ramp profile is not nearly as defined as the 2.18 mm sample, but the deviation from the plateau is still evident. This may indicate that the decay unloading observed in Si and the 0.54 mm 7075 Al may evolve into the linear unloading ramp observed in Figure 4.9 (b) for longer propagation distances.

4.5. Discussion and Conclusion

Testing with laser pulse widths of 50 ps and 5 ns leads to a variety of material behavior. For 6061 Al alloy loaded with the Tempest laser very consistent substrate stress profiles with fast elastic shock followed by linearly increasing ramp were observed. The stress at which this transition occurred ranged from 500-600 MPa, indicating a yield strength of 250-300 MPa for rate-insensitive behavior. This value is consistent with the literature for similar loading conditions at lower strain-rates [129]. The same material tested with the Leopard laser showed similar behavior. For the Leopard laser the transition stress was also consistently between 500-600 MPa, but after the yielding the stress did not tend to increase as much. Loading by the Tempest laser led to a peak stress after yielding of ~800 MPa, while peak stress for the Leopard laser after yielding was ~700 MPa (0.94 mm sample). The pulse width from the Leopard laser was also shorter.

7075 Al alloy tested by the Leopard laser showed that yielding occurred nearly instantaneously even at very low energies. This indicates the Leopards enhanced stress generation due to its shorter pulse width. The 7075 alloy did not show any trend for increasing stress after yielding, and instead favored a flat plateau, which can be attributed to much quicker elastic-plastic transition behavior. Samples as thick as 2.18 mm were tested and indicated the stress profile was not evolving with distance, e.g. a
steady elastic wave was reaching the front surface. In addition to the flat plateau, ramp unloading was also observed, with an overall pulse width 2-4 ns longer than the plateau response. Yield was observed at stresses of 300-400 MPa, indicating yield strength of 150-200 MPa. This is much lower than the yield strength of 500 MPa specified by ASTM B221. This is likely due to the 7075 not being in the tempered state.
Chapter 5. Finite Element Simulation of Cell-Substrate Decohesion by Laser-induced Stress Waves

5.1. Introduction

Cell-substrate adhesion is a fundamental process that plays a critical role at bio-interfaces. For biomedical applications, such as tissue response to implanted devices, a quantitative understanding of cell-substrate adhesion is necessary for successful development and optimization of biomedical devices. Various techniques have been developed to investigate cell–substrate adhesion. Commonly used techniques are hydrodynamic flow, centrifugation, and micromanipulation methods. Hydrodynamic flow uses the shear stress of a fluid to detach adherent cells. The ratio of adherent cells before and after the test is considered indicative of the adhesion strength of the cells [130–132]. In the centrifugation method, by controlling the rotation speed of a standard lab centrifuge, a normal force can be used to detach adherent cells from a substrate [133]. Using micromanipulation techniques including atomic force microscopy (AFM) [134], nanoindentation [135], and optical tweezers [136–139], the adhesion of single cells can also be studied.
Recently we introduced an experimental technique using laser-induced stress waves to study cell-substrate adhesion [115]. In the experiment, illustrated in Figure 5.1, the cells of interest are seeded on the top surface of a planar Si substrate. On the bottom surface of the Si substrate, an energy absorbing layer (aluminum) and a confining layer (waterglass) were deposited sequentially. A Gaussian laser pulse of nanoseconds duration with continuously adjustable energy from 0-300 mJ is incident from the bottom side of the substrate. A focal lens is used to focus the laser beam to a smaller size in order to increase the laser fluence. After passing through the transparent confining layer, most of the Nd:YAG laser pulse energy is deposited on the energy absorbing layer. Upon absorbing the laser energy, the sudden expansion and exfoliation of the absorbing layer generates a compressive stress wave which propagates towards the cells adhering to the top surface of the Si substrate. Due to the acoustic mismatch between the cells and the Si substrate, a significant amount of the compressive stress wave is expected to be reflected at the cell-substrate interface into a tensile wave while a smaller portion is transmitted into the cell which may be further reflected at the cell-medium interface. The

Figure 5.1: Schematic of the cell-substrate adhesion measurement using laser-induced stress waves[115].
combined effect of the wave reflection and transmission results in a detachment force at the cell-substrate interface. The laser energy is increased until a large enough detachment force is generated to fail the cell-substrate interface. Comparing to the previous techniques such as micromanipulation method using AFM [134], the major advantage of the laser-induced stress wave technique is that it is a non-contact technique and the experiment lasts a very short time. Therefore, the cells do not have time to respond to the applied stress pulse and the true adhesion between the cell and substrate can be measured in an un-predisturbed manner. While the reported work has demonstrated the feasibility of the technique [115], due to the ultra-short time involved in the experiment it was not clear how this stress wave pulse led to the detachment of the cell from the substrate. In order to study the detachment mechanism, transient dynamic finite element analysis (FEA) is performed and reported here.

While numerical methods are convenient for studying dynamic problems at small spatial (μm) and temporal scales (ns), appropriate physical models and material properties must be chosen in order for the simulation to be relevant to the physical processes. Previous work on this topic includes the cell-substrate modeling by McGarry et al. who simulated adherent cell response to cyclic substrate deformation [140, 141] by utilizing a cohesive zone formulation for the cell-substrate interfacial behavior and cell properties obtained experimentally by Sato et al. [142]. McGarry et al. investigated the cell detachment based on the number of cycles of substrate deformation and observed that cell detachment occurs from the development of a tensile strain at the leading contact edge between the cell and the substrate.

For mechanical models of cells there are many possible choices. From the continuum mechanics approach to mechanical cell properties there are two classes of models: cortical shell-liquid core models and solid models. The cortical shell-liquid core models, also known as liquid drop models,
were first developed by Yeung and Evans [143] to account for the rheology of cells during micropipette aspiration. In these models there are different treatments for the liquid behavior such as a Newtonian liquid, compound Newtonian liquid, shear thinning liquid, and Maxwell liquid. The Newtonian liquid drop model was developed to simulate the flow of liquid like cells into the micropipette [144]. The interior of the cell is treated as a Newtonian fluid while the cortex is treated as a viscous fluid layer in static tension. The compound Newtonian liquid drop model was developed to account for different degrees of density found within the cytoplasm [145, 146]. It is similar to the Newtonian liquid drop model, but contains an additional layer that is also under static tension which separates the two interior fluids of the cytoplasm. The shear thinning liquid drop model was motivated by the observation that the apparent viscosity of the cytoplasm decreased with increasing aspiration pressure by a power law relationship [147]. This power law relationship was incorporated into the cortical shell-liquid core model, which consisted of the cytoplasm being modeled as a power-law fluid with a cortical layer under static tension. The Newtonian and Newtonian-like models are able to account for the large deformation seen during micropipette aspiration, but to account for the small deformations seen during the initial entry into the pipette the Maxwell liquid drop model was developed [148]. The Maxwell liquid drop model uses a Maxwell fluid to model the cytoplasm and similarly a cortical layer under static tension. The Maxwell fluid is able to account for the initial elastic behavior of the cell as it enters the micropipette. Solid models include linear elastic, linear viscoelastic, and power-law structural damping. The power-law structural dampening model was developed to describe the dynamic behavior of cells [149, 150]. Most of the models treat the cell as being a single phase with the exception of biphasic model which delineates the solid and fluid components of the cell cytoplasm into two phases and treats them separately [151].
While a complete review of cell modeling can be found in literature [152], the linear elastic and linear viscoelastic models are used for the cells in this study as the majority of cell properties reported in literature use these models. Different experimental techniques all report cell properties that fall into a narrow range. Details of the linear elastic and viscoelastic models are provided in next section.

5.2. Simulation Scheme

In order to simulate the cell detachment process under laser-induced stress wave loading, an axisymmetric model, as shown in Figure 5.2, is used in the current work. The model consists of a cell deposited on a substrate. The cell is composed of a cell membrane, cytoplasm, and nucleus. The adhesion is treated by means of an interfacial layer between the cell and the substrate. It is assumed that the interface thickness (typically ~25 nm) is small compared with the thickness of the cell (typically ~4 μm) such that the stress experienced by elements within the thin interfacial layer can be assumed as the stress directly applied on the lower surface of the cell, i.e., interfacial stress. A similar numerical scheme was used by Liang et al. for the simulation of laser-induced thin film delamination [153], where a small interfacial layer was used to model the failure process of a thin film-substrate interface. The results of Liang et al. correlate well with both analytical predictions and experimental observations. Due to the large mismatch in material properties between the cell and substrate, and that wave propagation in elastic solids is well understood, the elastic response of the substrate can be ignored in the current work. Instead the elastic substrate with an input Gaussian pressure wave is replaced by a rigid substrate with a prescribed displacement resulted from the equivalent Gaussian pressure along the z-axis. The analytical solution for the displacement in an elastic solid induced by a Gaussian stress wave is well studied by Wang [108, 123] and it is essentially a Gaussian error function. As such, the prescribed rigid body displacement of the substrate takes the form of:
\[ u_{\text{sub}}(r;d,T) = d \cdot \left\{ 1 + \text{erf} \left( \frac{\sqrt{2}(t-2T)}{T} \right) \right\} \]

where \( u_{\text{sub}} \) is the displacement, \( d \) is half of the total substrate displacement, and \( T \) is the FWHM (full-width-half-maximum) of the laser pulse. The displacement is shifted such that the initial displacement is \( \sim \)zero at time zero. \( T \) is around 5 ns as used in the previous experiments [115] and the displacement is of the order of several hundred nanometers.

For this work two model geometries were considered. The first geometry represents the case when an adherent cell first comes into contact with a substrate similar to what is illustrated in Figure 5.2. This geometry typically results in a contact angle greater than 90° and is henceforth referred to as the hydrophobic cell model. Once adherent cells are able to attach themselves to an anchoring material they tend to stretch to maximize the adhesion area. This results in a contact angle of 90° or smaller and creates the hydrophilic cell model. For both the hydrophobic and hydrophilic cell models, ellipses are used to create the cell surface. The hydrophobic cell consists of two ellipses, one creating the top surface while the other creating the lower surface that connects to the interfacial layer. Only one ellipse is needed to create the cell surface for the hydrophilic cell. The interfacial layer dimensions are
representative of what has been reported in literature for ligand-receptor bond length [154, 155]. The rigid substrate has a small thickness and a radius twice the width of the cell to ensure there is adequate area for contact between the cell and substrate. For the case of the hydrophilic cell model both continuous and discrete adhesion were considered to capture possible affects resulting from focal adhesion. The discrete interface was modeled with 5 discrete adhesion sites of equal width representing 70% of the continuous interface width.

Different material models are adopted for different components in the test sample assembly. The cell cytoplasm is modeled as either linear elastic or linear viscoelastic, with viscoelastic properties coming from the work by Sato et al. [142]. The cell nucleus is modeled with the same constitutive equation as the cytoplasm but its material properties are scaled to be four times stiffer [156]. The interfacial layer is modeled as linear viscoelastic with the same material properties as the linear viscoelastic cell model. The cell membrane is 6 nm thick and modeled as elastic. The constitutive equation for a linear elastic material is

\[ \sigma_{ij} = \frac{E}{1 + \nu} \left( \varepsilon_{ij} + \frac{\nu}{1 - 2\nu} \varepsilon_{kk} \delta_{ij} \right) \]  

(18)

where \( \sigma_{ij} \) is the stress tensor, \( \varepsilon_{ij} \) is the strain tensor, \( E \) is the modulus of elasticity, \( \nu \) is the Poisson’s ratio, and \( \delta_{ij} \) is the Kronecker’s delta. The linear elastic model is characterized by two independent material properties; in this case the modulus of elasticity, \( E \), and the Poisson’s ratio, \( \nu \). Linear elastic models can be insufficient when applied to cells since the physical properties of cells are time-dependent. In order to capture the time-dependent nature of the cell mechanical response, the linear viscoelastic model (shown in Figure 5.3) proposed by Schmid et al. [157] is also used for the cell and
the interfacial layer. The three parameter viscoelastic model is a combination of the fundamental Maxwell and Kelvin-Voigt models and its constitutive equation is given by [157]

\[
\sigma'_{ij} + \frac{\mu}{k_2} \dot{\sigma}'_{ij} = k_1 \varepsilon'_{ij} + \mu \left(1 + \frac{k_1}{k_2}\right) \dot{\varepsilon}'_{ij}
\]  

(19)

where \(k_1\) and \(k_2\) are elastic constants, \(\mu\) is a viscous constant. The prime indicates the deviatoric stress and strain, defined by

\[
\sigma'_{ij} = \sigma_{ij} - \frac{1}{3} \sigma_{kk} \delta_{ij} \quad \text{and} \quad \varepsilon'_{ij} = \varepsilon_{ij} - \frac{1}{3} \varepsilon_{kk} \delta_{ij}
\]

(20)

and the dot indicates the first derivative with respect to time.

Table 5.1 lists the material properties that were used for the simulations. While the chosen material properties may not be representative of all cells, this study is primarily focused on the mechanism of cell detachment under the applied stress waves. Material properties that lay in the same general range as those chosen generally result in the same detachment mechanism.
Table 5.1: Material properties used in the simulation.

<table>
<thead>
<tr>
<th>Component</th>
<th>Model</th>
<th>Parameter</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell cytoplasm and Interface</td>
<td>Elastic</td>
<td>Modulus of elasticity $E$</td>
<td>100</td>
<td>KPa</td>
</tr>
<tr>
<td></td>
<td>Poisson’s ratio $\nu$</td>
<td>0.49*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Density $\rho$</td>
<td>1000</td>
<td>kg/m$^3$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Viscoelastic</td>
<td>Elastic constant $k_1$</td>
<td>22.5</td>
<td>Pa</td>
</tr>
<tr>
<td></td>
<td>Elastic constant $k_2$</td>
<td>37.5</td>
<td>Pa</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Viscous constant $\mu$</td>
<td>$1.7 \times 10^3$</td>
<td>Pa s</td>
<td></td>
</tr>
<tr>
<td>Cell Membrane</td>
<td>Elastic</td>
<td>Modulus of elasticity $E$</td>
<td>10</td>
<td>MPa</td>
</tr>
<tr>
<td></td>
<td>Poisson’s ratio $\nu$</td>
<td>0.49*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Density $\rho$</td>
<td>1000</td>
<td>kg/m$^3$</td>
<td></td>
</tr>
</tbody>
</table>

For this study the LS-DYNA transient dynamic finite element code was used. LS-DYNA has several failure criteria that can be used to simulate material failure. These include specifying a failure pressure, principal stress, equivalent stress, or threshold stress. Failure can also be specified by a principal strain or shear strain. For this study the failure specified by both principal stress and principal strain was chosen. Since the incoming stress is largely in the $z$-direction, the principal stress will be dominated by the planar input stress. The model is treated as axisymmetric with the substrate constrained from rotation and only allowed translation along the $z$-axis. For both the continuous and discrete interface geometries, the interfacial elements are specified with an adhesion strength ranging from 1-30 MPa, chosen to be sufficiently high to capture a broad range of mechanical response and possible adhesion strengths. If the stress exceeds this strength the element is specified to fail and erode away. In addition to failure by stress, failure by strain is also considered. The interfacial layer has a thickness of 25 nm. If an interfacial element experiences more than 80% of principal strain it is specified to fail and erode.
away. The 80% was chosen because this amount of strain can result in a stretching of the adhesion protein bonding to 45 nm, which is longer than any proposed bonding mechanism [159]. Through the use of the failing interfacial elements, it is possible to investigate the mechanisms that lead to the detachment of the cell from the substrate.

In the numerical implementation of the linear elastic model the co-rotational rate of the deviatoric stress tensor is computed as [160]

$$\sigma_{ij}^{c-r} = 2G \varepsilon_{ij}^{c-r}$$  \hspace{1cm} (21)

where $\sigma_{ij}^{c-r}$ is the co-rotational deviatoric stress rate and is defined by

$$\sigma_{ij}^{c-r} = \frac{d \sigma_{ij}'}{dt} a_i \otimes a_j$$  \hspace{1cm} (22)

where $a_i$ and $a_j$ are principle directions that rotate with the elastic body, and $G$ is the elastic shear modulus. The linear viscoelastic model implementation takes the form [160]

$$\sigma_{ij}' = 2\int_0^t \phi(t - \tau) \frac{\partial \varepsilon_{ij}'}{\partial \tau} d\tau$$  \hspace{1cm} (23)

where $\phi$ is the shear relaxation modulus function and is given by

$$\phi(t) = G_\infty + (G_0 - G_\infty)e^{-\beta t}$$  \hspace{1cm} (24)

where $G_\infty$ is the long time shear modulus, also called the steady-state stiffness, which dominates the shear relaxation modulus as $t$ grows, $G_0$ is the short time shear modulus whose contribution is only significant for small $t$, and $\beta$ is the inverse of the characteristic creep time $\tau$ given by $\beta = \frac{1}{\tau}$, where

$$\tau = \frac{\mu(k_1 + k_2)}{k_1 k_2}$$

and is calculated to be 121 seconds based on the properties in Table 5.1. Equation (23) represents the heredity integral formulation of the constitutive equation with $\phi(t - \tau)$ being the kernel
function of the integral and describes the strain history. Here, for both the linear elastic and linear
viscoelastic material models, elastic bulk material behavior is assumed; hence the mean hydrostatic
stress is given by:

\[ p = -K \ln \frac{V_i}{V_0}, \tag{25} \]

where \( p \) is the pressure, \( K \) is the bulk modulus, and \( V_i \) over \( V_0 \) is the ratio of the current to initial
volume. Total stress is given by summing the deviatoric and hydrostatic stress.

To generate the mesh, a Planar Straight Line Graph (PSLG) representation of the model geometry
consisting of points and segments for the substrate, interface, and cell components was first created
which was subsequently input into a two-dimensional quality mesh generator and Delaunay
triangulator developed by Jonathan Shewchuk – Triangle [161]. Triangle has many features that make
it well suited for mesh generation in finite element applications. Most notable features are user
designated minimum angle in any triangle and user designated maximum area. The specification of a
minimum angle ensures the creation of triangles with aspect ratios close to unity, which is important
for numerical integration over the element. The specification of a maximum area for a triangle ensures
a high mesh density for solution convergence. The mesh generation is also unstructured, allowing for
a high element density in the area of interest, the interface, and a low element density away from the
interface.

5.3. Simulation Results
5.3.1. **Interfacial Stress**

Stress at the interface between the cell and substrate is generated by the acceleration of the substrate, which, in addition to compressing the interface, creates the tendency of the cell to flatten and spread. The effect of the spreading is not uniform across the interface and it is most pronounced at the radial edge of the cell. At the early stages of substrate acceleration the stress state in this region is mixed mode while the interface near the axisymmetric axis is largely in compression, as seen in Figure 5.4 (a) by the uniform height of the principal strain vectors along the interface until the edge, where the magnitude increases rapidly. In the uniform area the principal strain vectors are aligned with the z-axis, indicating the strain is in the z-direction. This is not the case at the radial edge where the principal strain vectors are rotated, indicating the strain response being dominated by shear.
Figure 5.4: Principal strain vectors of the interface layer for hydrophilic cell with continuous interface at 6-13 ns (a-h) showing the interface failure progression. Snapshots (f-h) show the contribution of the cell nucleus to the interface loading, nucleating a new failure site before the failure propagating for the edge of the cell arrives.

Although all cell parts combined determine the overall mechanical behavior of a cell, it is possible to see specific effects that arise from individual components. The cell membrane, modeled as a moderately stiff elastic material, provides a small amount of rigidity to the cell periphery. The viscoelastic cytoplasm is extremely soft in its deviatoric response. The cell membrane ensures that there can be no severe deformations, without which slivered elements could form in the cytoplasm. Elements that become extremely distorted can be inaccurate and lead to severe errors such as complex wave speeds.

Possibly the most interesting effect is the interaction between the propagating stress wave and the interface of the cytoplasm and the nucleus. When the propagating stress reaches the cytoplasm-
nucleus interface there is both transmission and reflection due to the nucleus being about four times stiffer than the cytoplasm. Along the curved surface of the nucleus this results in mixed mode loading being reflected at the cytoplasm-nucleus interface and propagating back toward the adhesion layer. This reflected mixed mode stress reaches the interface before the interface failure propagating from the radial edge, as seen in Figure 5.4 (f-h). Effectively, a new interface failure site is nucleated from the mixed mode loading and propagates in both directions, leading to much faster interface failure. This is seen in Figure 5.5 around 11 ns, when the slope of the interface erosion suddenly increases, indicating faster interface failure.

Figure 5.5: Interface erosion evolution for several different failure criteria for the spread cell model. The fastest failure happens during the focal adhesion (stress and strain failure criteria) model (red line with square is elastic model with focal adhesion, otherwise model is viscoelastic), followed by models with stress and strain criteria, strain only criterion, and a model with no nucleus. The slowest failure was from stress only criterion and also failed to completely erode all interface elements.
5.3.2. Cell-Substrate Decohesion Behavior

Figure 5.5 shows the interface failure evolution from various modeling scenarios. From left to right, the quickest failure is from the focal adhesion model (elastic then viscoelastic), followed by a model in which only strain is considered for the adhesion layer failure. Next is a simulation where stress and strain of the interfacial layer are considered. In order to elucidate the role the nucleus plays during interfacial failure the strain only failure model was run without the nucleus. The slowest failure simulation, and the only model with incomplete interface failure, was when only stress in the adhesion layer was considered for failure. Figure 5.5 shows that there is a broad range of possible interface erosion evolutions, but there are several common trends. In all cases interface failure is initiated at the radial edge of the cell and propagates toward the center.

Several snapshots showing the progression of interface failure are shown in Figure 5.4. The acceleration of the cell from the prescribed substrate displacement leads to the cell’s tendency to elongate and stretch in the radial direction in addition to compressing the interface. The substrate will only move in the z-direction with no motion in the radial direction. As a result there is a relative motion between the cell and the substrate in the radial direction. This relative motion creates large shear strains in the interface and is most exaggerated at the edge of the cell. As seen in Figure 5.4 (a) the strain builds up at the far radial edge of the cell while the rest of the interface is in nearly uniform strain from compression. When the strain reaches the strain failure criterion it begins propagating across the interface toward the center of the cell (b-f). The propagation is steady for most of the interface, until the effects from the nucleus are seen and described above on interfacial stress above. This behavior is seen for all the models except in the stress only failure criterion model, where there
is slow and incomplete interfacial failure. This discrepancy arises from the interface being very soft in its deviatoric response. The propagation of stress/strain along the interface is mixed mode, but with small deviatoric stresses compared to the bulk elastic response (orders of magnitude difference). Large shear strains are realized before large principal stresses since the shear strain is from the deviatoric response and the principal stress is largely from the bulk elastic response. Without interfacial failure from strain, large stresses must develop in the interface, but only stresses from the bulk elastic response are able to generate sufficient loading. This ends up being a slower and less efficient process and also borders on being physically unreasonable since shear strains in the 1000’s of percent are realized before stress failure.

5.3.2.1. Elastic vs. Viscoelastic

For our simulations both elastic and viscoelastic material models were considered for the cell and interface. This helped to determine whether or not the proposed detachment mechanism was sensitive to the choice of material model. The cell’s inherent time-dependent behavior could feasibly affect the detachment mechanism observed, making it different from the elastic material response. However, the viscoelastic material properties used in this study make this unlikely since the characteristic creep time \( \tau \) is of the order of 100’s of seconds, which is too long in comparison to the nanosecond characteristic time of the pressure pulse. Indeed, overall simulated material behavior was similar for the elastic and viscoelastic models. For both material models the interfacial failure is dominated by strain of the interfacial elements with the largest strain component for both models being shear. Looking at the curves for elastic versus viscoelastic in Figure 5.5, the elastic model has a steeper slope and fails before the viscoelastic model. This is attributed to the elastic model being more compressible than the viscoelastic model since elastic bulk behavior is used for both models and the bulk modulus
is calculated based on the elastic modulus and Poisson’s ratio for the elastic material model while it is a specified material parameter for the viscoelastic model. Even with a Poisson’s ratio of 0.49 the bulk modulus for the elastic model is much smaller than that specified for the viscoelastic model (the bulk modulus of water). This difference is small since the behavior is very similar and is characterized by a nearly constant rate of interface failure from initiation to completion.

5.3.2.2. Effect of Hydrophobicity

In addition to investigating the effect of material models on the detachment mechanism, the evolution of cell geometry for a contact angle representing a hydrophobic cell to a contact angle representing a hydrophilic cell was also investigated.

Most adherent cells change morphology when they are in contact with a substrate. Initially adherent cells display a contact angle appearing to be hydrophobic, as seen in Figure 5.2. Then they tend to extend and flatten out on the substrate. The change in morphology affects the initiation of failure of the interfacial elements and its time evolution, but all the same mechanisms appear. Figure 5.6 compares the interface erosion evolution between the hydrophobic and hydrophilic cell models. For the hydrophobic cell initiation of interface failure is inhibited by the overhung area of the cell coming into contact with the substrate, preventing strain buildup at the edge of the interface. While strain is building up to its failure level at the edge stress is being transmitted into the cell and, consequently, being reflected at the cell-nucleus interface. Since upon arrival of the nucleus-cytoplasm reflected stress less of the interface has failed compared to the hydrophilic model, a larger area is affected. The larger area achieves a more uniform strain state, as seen in the 12 and 13 ns insets in Figure 5.6 for the
hydrophobic cell (right), compared to the hydrophilic cell at 12 ns (left). Nearly uniform strain in the interface leads to nearly simultaneous failure at a rate slightly quicker than for the hydrophilic cell.

Figure 5.6: Comparison of the interface evolution for the hydrophilic (left) and hydrophobic (right) cell geometries. Insets show principal strain vectors for their respective models.

5.3.2.3. Effect of Focal Adhesion

Spread cells tend to form focal adhesions. Here we simplify the biological case to 5 focal adhesion sites of uniform width which occupies 70% of the total interface length. Figure 5.7 (a-f) shows the interface failure of a focal adhesion site at the edge of the cell. The effect of focal adhesion is a quicker interface failure. Comparison of the continuous and discrete interfaces shows that the discrete interface begins failing faster and progresses at a nearly constant rate. Earlier failure of the focal adhesion simulation is due to stress concentration on the inside edge of the focal adhesion sites, leading to failure before the far radial edge seen in Figure 5.7 (c). The rate is very similar to that
exhibited in the second stage of interface failure in the continuous model and understood by the same mechanism, except for the case of the focal adhesion interface there is no delay for the nucleation of new failure sites; they are inherent in the discrete interface model geometry. This can be seen in Figure 5.7 (d-f) where interface failure has now been initiated at both side of the focal adhesion and propagate in both directions simultaneously. This process of failure propagating in both directions happens at all the focal adhesion sites and explains the rate difference of the continuous versus discrete interface models.

Figure 5.7: Snapshots at 4-9 ns of the leading edge focal adhesion site during interface failure. From (a-d) we see the cell come into contact with the substrate. This creates a stress concentration on the inside edge of this focal adhesion site, leading to failure before the far radial edge. This explains why the focal adhesion simulation begins failure before the continuous interface. (e-f) show that after failure initiation the focal adhesion site is quickly eroded from the simultaneous failure propagation in both directions.

5.4. Discussion
The validity of any model depends greatly on its assumptions, which dictates what behavior is possible. The linear elastic and viscoelastic models used for these simulations result in very similar cell detachment process due to the characteristic time of the viscoelastic model being many orders of magnitude greater than the applied loading and the assumption of bulk elastic behavior for both models. The cell is also treated as nearly incompressible by using a Poisson’s ratio close to 0.5 for the elastic model and using the bulk modulus of water for the viscoelastic model. Thus both models simulate nearly incompressible elastic pressure, and both models have very similar interface failure. Another assumption made for simplifying the model was treating the substrate as rigid with a prescribed displacement resulting from the solution to an elastic wave with a Gaussian profile. This is justified by the large mismatch in material properties between the silicon substrate and the cell. While this is computationally more convenient and efficient, it precludes interaction between the cell and substrate. However, the interface stress profile with no failure criteria is similar to the analytically derived interface stress for the case of an elastic thin film on a substrate, so the interfacial behavior is accurate.

A notable exclusion from this model is the contribution of the cytoskeleton. The cytoskeleton is a key mechanical component of the cell. Recently McGarry et al. [162] used the cell contractility model developed by Deshpande et al. [163] to simulate the force cells exert onto an array of micro-posts. Deshpande et al.’s model couples the polymerization of actin to stress fiber formation and the stress fiber tension. McGarry et al. are able to accurately predict the contractility response for several cell types, including the observed distribution of actin within the cell and the observed scaling of force with the number of posts. When considered an active material, the cytoskeleton is largely responsible for mechanical changes observed during cell growth, division, and movement. The ability to react and interact with the cell environment depends largely on the polymerization rates for the cytoskeletal
substructures formed from actin filaments, microtubules, and intermediate filaments. The polymerization rate for each of these filaments is much slower than the applied displacement. Thus on the time scale of our experiment and simulation the cell is passive. A consequence of this modeling approach is that the strains predicted may be larger than those experienced by the cell in areas with a high concentration of filaments.

It is worth noting that the continuous and discrete interfaces are investigated for the same range of interfacial strengths, despite having different contact areas. This approach is taken since we do not know exactly what the interfacial strength is and we are interested in any changes in the mechanism of cell detachment that might result at different strengths. Experimentally, adhesion strength is observed to increase until it reaches a steady state level. This can be understood in terms of the amount of integrin binding, which matures over time and correlates well with adhesion strength [164]. So while the amount of contact area is decreasing from the continuous interface to the discrete interface, the strength per unit length increases. In our simulations we observed that the prescribed interfacial strength did not materially affect the detachment mechanism or time evolution. This is reasonable since strain in the interface dominates the failure, and where stress from failure contributes, the time difference between stress levels is very short.

As was seen experimentally by Hu et al. [115] cells are effectively detached by laser-induced stress waves. Our model explains that the cell detachment is from the large strains experienced in the interface from the cell’s tendency to spread out during the rapid movement of the substrate. The interface is modeled as a solid which may differ in some respects from the actual behavior of the proteins in the interface. The mechanics of the bonding and debonding of the proteins are complicated
and follow different kinetic pathways under different conditions [159], which result from slip bonds or catch bonds. Slip bond failure is characterized by the failure rate being proportional to the applied force, whereas catch bonds can strengthen with increasing force. Slip bond failure is analogous to constant adhesion strength, but catch bond failure would make the adhesion strength a function of the loading history. Consequently, if interface detachment was dominated by catch bond failure, it would take longer for the shear strains in the interface to develop to the failure level. Since our interface is modeled as a continuum, the failure of the protein bonding is only being captured on a much larger scale. Nevertheless, the interface strains predicted by the model are sufficiently large that bond failure would likely occur for a variety of adhesion proteins and bonding mechanisms (interface strain failure exceeds 100% without a strain failure criterion applied). Variation from the experiment to the simulation is certain, but we are confident in the overall interface failure mechanism and evolution predicted by the simulation.

5.5. Conclusions

The detachment process of an adherent cell from a substrate under laser-induced stress wave loading was simulated using a transient finite element method and an axisymmetric cell-substrate configuration. An interfacial layer of 25 nm thickness was added between the cell and substrate to capture the stress state at the cell-substrate interface. The cell and the interfacial layer were modeled as both linear elastic and viscoelastic using the properties obtained from literature. An error function profile rigid body displacement with a 5 ns period was used to simulate the laser-induced stress wave pulse in the experiment. Both hydrophobic and hydrophilic cell geometries were used to simulate the cells in an early and fully developed stage, respectively. The major conclusions are:
1) The cell detachment under laser-induced stress wave loading is due to a complex stress/strain state resulted from the cell geometry and the applied loading.

2) The principal detachment mechanism is the strain driven failure resulting from the cell’s tendency to flatten and elongate along the substrate.

3) The detachment behavior is similar for both elastic and viscoelastic material models for the cell. This is due to the characteristic creep time of the viscoelastic material model being many orders of magnitude longer than the nanosecond characteristic time of the applied stress wave pulse, leading to non time-dependent behavior of the viscoelastic material model.

4) The evolution of cell geometry from hydrophobic to hydrophilic results in the same detachment process.

Together with the previously reported experimental development, this work confirmed that laser-induced stress wave technique is a feasible method for measuring the adhesion between biological cells and inorganic substrates. Due to the non-contact loading and the orders of magnitude difference between the duration of the laser-induced stress wave pulse and the characteristic response time of the cell, the cells being tested would have no time to react to the applied loading thus a time independent, intrinsic adhesion between the cell and substrate can be measured.
Chapter 6. Response of Nanoporous Zeolite to Laser-induced Loading

6.1. Zeolite Background

Zeolites form a class of nanoporous and crystalline aluminosilicates. They are naturally occurring minerals, but synthetic zeolites are also highly desired. This is due to their nanoscale porosity allowing unique applications as molecular sieves and ion-exchangers. The crystalline pore structure allows simultaneous high porosity and mechanical stability. Synthesizing zeolites allows fine control of the aluminum to silicon ratio, which dictates the materials ion-exchange capability, influencing the materials performance and allowing tuning for a desired application. Low silica zeolites, whose aluminum to silicon ratio is ~1 find widespread application as ion-exchangers. It is also possible to synthesize zeolites without aluminum, known as pure silica zeolites. These have found recent interest as a next generation low dielectric constant material for the semiconductor industry due to the high porosity. Zeolites have also been investigated for applications as environmentally friendly wear and corrosion resistant coatings [165]. Wear resistance is provided by their high mechanical strength and resilience, which is comparable to that of chromium. Corrosion resistance is provided by high and pure silica zeolites, which are only attacked by hydrofluoric acid [166].

In general, porous materials provide several responses which make them good candidate materials for impact and shock. Due to the presence of voids and pores in the material they undergo compaction and densification during compression. While the strength of the porous material may be lower than that of its bulk counterpart, energy must be used for the initial collapsing of the pores. This process of reducing the material from its large specific volume to its standard volume involves not only
overcoming elastic and plastic response, but also friction and other dissipative mechanisms. Additionally, the porous nature of the material allows wave interactions, such as transverse relief, to operate at a small scale and dissipate additional energy. Thus compaction of porous materials is highly dissipative and even modest porosity can achieve significant stress attenuation. Dynamic compaction may also be localized to the area of applied loading, with little effect on the surrounding material. Counterintuitively, the compression of a porous material to a given volume requires more energy than compressing the bulk material to the same volume. This is due to the compression of the porous material being accompanied by larger thermal energy, and hence thermal stress, than experienced by the bulk material [167]. The spallation behavior of porous materials is sensitive to the compressive plastic strain experienced during the initial loading as well as ductile or brittle response.

6.2. Sample Preparation, Zeolite Growth, and Structure Confirmation

Substrates were chosen for this study based on their response to laser loading and their applicability as materials whose performance would be improved by being coated with zeolite. 4130 chromoly steel and 6061 aluminum alloy find wide use as structural materials, but require surface coating in many applications to overcome a specific deficiency. 4130 steel has poor corrosion resistance, while 6061 aluminum alloy has poor hardness and wear resistance. The substrates were cut into thin disks from bulk bar stock. Grinding, lapping, and polishing were performed on both surfaces to provide an ideal surface for both the zeolite film growth, as well as to accommodate our optical interferometer, which relies on an optically flat, specular reflective surface.
The zeolite studied is ZSM-5, an MFI framework zeolite first reported by Kokotailo et al. [168]. The ZSM-5 framework consists of two interpenetrating porous networks. A straight, nearly circular channel running parallel to [010] with dimensions of 5.4 X 5.6 Å, and an elliptical zigzag channel along [100] with dimensions of 5.1 X 5.4 Å. ZSM-5 are orthorhombic crystals and belong to space group No. 62, Pnma, with cell parameters of \(a = 20.07\), \(b = 19.92\), and \(c = 13.42\) Å [169]. Zeolite film growth is achieved by hydrothermal deposition and follows the procedure of Lew et al. [170]. A solution was prepared with aluminum powder, tetrapropylammonium hydroxide (TPAOH), tetraethylorthosilicate (TEOS), and sodium hydroxide (NaOH) in de-ionized water with a molar composition of 0.16TPAOH:0.64NaOH:TEOS:92H₂O:0.0018Al. The initial step in the solution synthesis procedure is mixing 0.0104 g Al powder, 100 g de-ionized water, and 5.36 g NaOH pellets for 30 minutes at 400 RPM. 17.03 g TPAOH is then added and stirred for an additional 15 minutes. Subsequently 236 g of de-ionized water is added and stirred for 15 minutes. Final solution synthesis step is the dropwise addition of 43.6 g TEOS while stirring. Solution is aged for 24 hours while stirred at 800 RPM. After ageing the solution is placed in a Teflon lined autoclave, in which the 4130 steel of 6061 aluminum alloy thin disk substrates have been suspended by copper wire. After ensuring the substrates are fully immersed with adequate separation from one another, the autoclave is sealed and placed in an oven at 175 °C for 24 hours, after which film growth rates drops. In order to achieve the thickness of films needed for this study, the hydrothermal synthesis process is repeated as needed, using a fresh solution for each 24 hour growth stage.

SEM imaging of the surface of the as synthesized zeolite film was performed to examine the surface and crystal morphology. Figure 6.1 (a) is a low magnification micrograph showing island-like surface features which are dominant above 10 μm length scale. Surface profiling of the as synthesized surface
is shown in Figure 6.1 (b), with a measured RMS surface roughness of 4.5 μm. Figure 6.1 (c) shows the high degree of intergrowth and twinning with no preferred orientation, a trademark morphology for this specific zeolite and synthesis procedure, which was optimized to be a thin film membrane coating. Figure 6.1 (d) shows individual crystals ranging in size from 5-20 μm, which were used to measure the length-to-width ratio of 3.5. This ratio is consistent with our growth temperature of 175 °C. For ZSM-5 the individual crystal size is limited by the Al atom concentration, since the nucleation rate is proportional to the Al³⁺ concentration [171].

Figure 6.1: SEM images of the as synthesized zeolite surface morphology (a), (c-d), and profile of surface roughness (b).
X-ray diffraction (XRD) was used to confirm the crystal structure by comparing measured XRD data with that of the known zeolite ZSM-5 structure [172]. Quantitative XRD was obtained by Rietveld refinement [173, 174] using the MAUD [175, 176] software. Reference data comes from the Database of Zeolite Structures [177], with the ZSM-5 XRD data originating from van Koningsveld et al. [172]. Overall good agreement between the measured XRD data and the Rietveld refinement is observed, with corresponding refined cell parameters of $a = 20.03$, $b = 19.92$, and $c = 13.40$ Å.

![XRD measurement and Rietveld refinement results](image)

Figure 6.2: XRD measurements (black) and Rietveld refinement results (red), with corresponding cell parameters of $a = 20.03$, $b = 19.92$, and $c = 13.40$ Å.

6.3. Experimental Setup

The experimental setup is that of the standard laser spallation experiment. Thin (several hundred microns) 4130 steel or 6061 aluminum alloy substrates were coated with 10’s µm thick MFI zeolite...
using the synthesis process described in section 6.2. For compression experiments the substrate is 4130 steel. The motivation for using a steel substrate is that the stress profile has a smooth Gaussian profile, with a width comparable to that of the 5 ns loading laser. In order to elicit only the compressive behavior of the ZSM-5, a fused silica window was used to minimize tensile stress which would normally develop from reflection at the free surface. The sample geometry is shown in Figure 6.3 (top). Fused silica is closely acoustically matched to ZSM-5, allowing the compressive stress to be efficiently transmitted into the substrate. The inner surface of the 1.5 mm fused silica window was coated with a thin 40 nm sputter deposited aluminum film, thus forming a back surface mirror needed for the interferometer. The back surface of the substrate, which faces the loading laser, has an energy absorbing layer (400 nm Al) as well as a spin coated waterglass confining layer. Spallation experiments were also conducted, with 6061 aluminum alloy as the substrate material. The sample geometry is shown in Figure 6.3 (bottom). 6061 aluminum alloy for the substrate was chosen due to its close acoustic match to the zeolite substrate, allowing both high stress generation and efficient coupling to the zeolite. A downside of the 6061 aluminum alloy substrate is the large distortion of the stress profile due to plasticity. This does not hinder the measurement of the spallation strength, though, since spallation creates unique signal features, allowing property extraction even in the presence of wave distortion from plasticity. Since the aim of these experiments is spallation, the laser-induced stress wave is allowed to reflect at the zeolite free surface into a tensile wave. Actual tension in the substrate is only achieved once the reflected tensile wave meets the unloading portion of the incoming compressive stress. If the tensile stress generated from the superposition of the free surface reflected wave and the compressive unloading wave exceeds the dynamic tensile strength of the zeolite, the spallation strength will be measured. The side of the sample facing the 5 ns Nd:YAG loading laser is coated with the typical 400 nm energy absorbing layer and 10 μm spin coated waterglass. For the spallation experiment it is important that the confining layer is thin enough to ensure that the
unloading wave intersects with the free surface reflected tensile wave within the zeolite thickness and
away from the 6061 aluminum alloy-zeolite interface, thus ensuring the measured spallation strength
is that of the bulk zeolite, and not influenced by the interface.

Figure 6.3: Zeolite sample geometry for compression (top) and spallation (bottom) experiments. Compression:
4130 steel substrate was coated with MFI zeolite films of 10's μm thickness. Standard Al energy absorbing layer
and spin coated waterglass confining layer was used to augment and control stress generation. 1.5 mm fused
silica was used as a windowing material, with the inner surface coated with a thin aluminum reflective film.
Tension: thick zeolite films was grown on thin 6061 aluminum alloy substrate. The zeolite will be coated with a
thin aluminum reflective film.

6.4. Compression Experiment with Thick Zeolite Films

Compression experiments were carried out for several 4130 steel substrate samples, with and without
zeolite coatings. The principal goal was to measure the wave profile for coated and uncoated samples
to determine if there was any distortion to the stress wave. Figure 6.4 shows typical interferometer
signal (top) and stress history (bottom) for a 560 μm thick 4130 steel bare substrate (left) and a
substrate with the same thickness and a 20 μm zeolite coating (right). Both profiles are Gaussian with
time constants of 6.1 ns for the 4130 and 6.3 ns for zeolite. Peak stress achieved in the uncoated
substrate is 1.5 GPa, while that of the coating is 400 MPa.
Figure 6.4: Interferometer signal (top) and stress history (bottom) for 560 μm thick 4130 bare substrate (left) and the same substrate coated with 20 μm thick ZSM-5 (right). Peak stress in the bare steel substrate was 1.5 GPa, while for the sample coated with the zeolite coating the peak stress is 400 MPa.

To increase the amount of interaction of the stress wave with the zeolite coating, a much thicker coating was grown via sequential hydrothermal synthesis. The resulting film was 63 μm thick, grown on a 290 μm thick 4130 substrate. Compression experiment with a 1.5 mm fused silica window were conducted, which simulates measurement of the in situ particle velocity. For fused silica windowing with moderate stress amplitude, no corrections are needed other than the stress calculations no longer having a one-half prefactor, which was previously required for free surface reflection since the incoming compressive wave and reflected tensile wave both displace the surface in the same direction.
Figure 6.5 (top-left) shows the recorded interferometer signal and (top-right) the stress history for the 63 μm thick zeolite on 330 μm 4130 substrate. For the thicker coating the stress profile is now asymmetric, with some features similar to that observed from the silicon testing. Peak stress ranges from 300-400 MPa, with an average near 330 MPa. SEM imaging, shown in Figure 6.5 (bottom), of the front surface revealed two distinct features: 1) some areas show spallation-like deformation; 2) surface cracking. The asymmetry of the stress profile can be attributed to the thinner substrate, which shows more elastic-plastic behavior than longer propagation distances in the thicker substrate.

Figure 6.5: Top: Interferometer signal (left) and substrate stress history (right) for 63 μm zeolite. The thicker zeolite coating displays an asymmetric stress profile, with a peak stress of 300 MPa. Bottom: SEM images of resulting spallation and surface cracking.
6.5. Spallation Experiment with Bulk Zeolite

Due to the onset of brittle fracture observed during the compression experiments, and the observation of spallation for areas in which there was poor contact with the fused silica window, it was determined that more information on the dynamic response of zeolite could be extracted from spallation experiments. For this testing the substrate chosen was 6061 aluminum alloy, which has a higher stress transmission coefficient ($\beta_t = 0.72$). While 6061 aluminum alloy will plastically deform even at moderate stress levels and alter the stress profile, this will not inhibit spallation measurement as long as the zeolite experiences sufficient stress. Initial testing of an uncoated 6061 aluminum alloy substrate measured peak stresses of 3.5 GPa. For the stress transmission coefficient from aluminum to zeolite we can expect stress levels of ~2.5 GPa.

![Figure 6.6: Interferometer signal (left) and substrate stress history (right) for 250 \( \mu \text{m} \) thick zeolite on 150 \( \mu \text{m} \) thick 6061 Al substrate. Usable fringe data only lasts for ~20 ns, before complete unloading. Peak stress measured is ~2.5 GPa.](image)

Figure 6.6 shows the measured interferometer signal and derived stress history for the zeolite loaded at fluence of ~33 J/cm². Peak stress of 2.5 GPa was measured, consistent with peak stress measurement for the uncoated aluminum combined with the stress transmission efficiency. The elastic precursor and elastic-plastic transition from the 6061 is substrate clearly visible in the loading signal.
Due to degraded interferometry signal for some of the data collected, a new analysis technique was required which does not depend on data reduction at the individual half-fringe level. Instead, a specular technique was used, following the technique of Strand et al. [178], in which the frequency response as a function of time was interpreted by a shifting Fourier analysis. Fourier analysis was performed on 10 ns intervals, using a Blackman windowing function on each interval to ensure periodicity. A continuous spectrum is generated by advancing a single data point, 50 ps, for each spectrum analysis. The fringe frequency can be converted to surface velocity by multiplying by the fringe constant, \( \frac{\lambda}{2} \).

Figure 6.7 shows the spectrograph of the surface velocity in comparison with the velocity derived from fringe analysis, resulting from loading of 3.7 J/cm². Very good agreement is observed for the two profiles. While the fringe interpreted surface velocity shows sharper features, noise is more detrimental. The velocity spectrum is naturally smoothed by both the frequency resolution, as well as analyzing 10 ns at a time.
Figure 6.7: Velocity spectrograph compared with the fringe based data reduction. $\Delta u_{fs}$, the velocity pullback, is also indicated.

Also shown in Figure 6.7 is the signature of spallation, the pullback signal. The velocity pullback, $\Delta u_{fs}$, is labeled for convenience. The pullback signal is the result of the free surface reflected wave interacting with the unloading wave, creating a spall pulse. Within the “acoustic approach” the spallation strength can be extracted from the pullback signal by [179]:

$$
\sigma_{\text{spall}} = \frac{1}{2} \rho c_L \Delta u_{fs}
$$

(26)

where $\rho$ is the density, $c_L$ is the longitudinal wave speed, and $\Delta u_{fs}$ is the aforementioned velocity pullback. Another spallation analysis technique depends on the spallation depth. If the stress history is known, then the stress at any depth, $h$, can be computed by:

$$
\sigma(t; h) = \sigma(t - h/c_L) - \sigma(t + h/c_L)
$$

(27)
Figure 6.8 shows measurement of the spallation depth by scanning, contact profilometry. The spallation depth was measured to be 110 μm, with a width of ~1.5 mm. This corresponds to a stress transit time of 20 ns. Spallation strength analysis using the spallation depth requires interferometry data for a time of at least $2h/c\nu$, or 40 ns for this data. Interferometry data is not reliable for this duration, so spallation strength based on the velocity pullback must be used.

![Spallation profile 250 μm zeolite - 3.7 J/cm²](image)

*Figure 6.8: Profilometer measurement of spallation depth. Mean spallation depth was measured as 110 μm, while the spallation width is ~1.5 mm.*

Figure 6.9 shows SEM images of the spallation surface at magnifications of 50x and 2000x, respectively. While image resolution is limited due to the charge buildup of the insulating zeolite, it is clear that dominant fracture feature is intergranular failure. Some large planar faces are also visible, which may be from transgranular failure.
Figure 6.9: SEM images of spallation surface. Left image at 50x shows the large scale fracture structure, with noticeable steps away from the center of the spallation plane. Right image, zoomed to 2000x, shows the dominance of transgranular fracture, with some fracture facets of individual grain typical of intergranular fracture.

Due to the depth of the measured spallation, it was important to determine if the spallation was due to the bulk material failure, or being influenced by the substrate/zeolite interface. Energy-dispersive x-ray spectroscopy (EDS) generates characteristic x-rays which can originate from 5-10 μm deep within the sample. EDS was performed on the spall plane to determine if the composition matches that expected for the ZSM-5 zeolite, and the results are shown in Figure 6.10. The stoichiometry of uncalcinated ZSM-5 is \( \left( \left( \text{C}_{12} \right)_{4} \text{NOH} \right) \left[ \text{Si}_{95.7} \text{Al}_{0.3} \text{O}_{192} \right] \), with an expected Si-Al-O weight percentage of ~46.5-0.5-53%. The actual EDS measurements are ~45.1-0.4-54.5%. This indicates the spallation happened far enough away from the substrate such that no additional Al signal is measured.
Figure 6.10: EDS analysis of the spallation area shown in Figure 6.9. Highest elemental percentages correspond to silicon and oxygen, as expected. Si-Al-O weight ratio agrees with that of the zeolite stoichiometry.

Correlation analysis was performed with the measurement values for laser energy, peak stress, spallation strength, and spallation depth, shown in Figure 6.11. Correlation coefficient for each variable pair is on the graph of the intersection of the row and column variable. Significant correlations are highlighted in red. Strongly correlated variable pairs are laser energy, peak stress, and spall depth. The spallation strength was measured with a mean of 215 MPa and standard deviation of 70 MPa. The intersection of a variable with itself shows the histogram of the measurements. Laser pulse energy, thus peak stress, was varied to determine if the zeolite spallation strength exhibits any trend. There is a small, positive correlation between peak stress and spallation strength, but the trend is far smaller than the data scatter.
Figure 6.11: Correlation matrix for laser pulse energy, peak stress, spallation strength, and spallation depth. The numbers in each plot shows the correlation coefficient between the intersection of the row and column variable, with those in red showing significant correlation. Correlated variables are energy, peak stress, spall strength, and depth.

6.6. Discussion

Compression experiments using the 5 ns Tempest laser at fluences ~33 J/cm² on the zeolite coated and uncoated 4130 steel substrates showed several interesting behaviors. For both thin and thick coatings the stress history is an accurate temporal copy of the uncoated stress history. The 560 μm thick 4130 steel showed a Gaussian stress profile, with time constants for the uncoated and coated close to that of the loading laser. This is the expected elastic and long term propagation behavior for the stress wave away from the stress generation region. While at first inspection it would appear that the zeolite coating is quite remarkable in its attenuation capability, reducing the incident stress...
amplitude of 1.5 GPa from the 4130 substrate to only 400 MPa, this response can be explained with purely elastic behavior. Upon arrival of the stress wave at the interface of the 4130 substrate and zeolite coating, stress and acceleration continuity are required. The result is that there is transmission and reflection at the interface. The transmission coefficient from steel to zeolite is given by:

\[ \beta_t = \frac{2(\rho c_L)^{\text{ZSM-5}}}{(\rho c_L)^{\text{ZSM-5}} + (\rho c_L)^{\text{4130}}} = 0.32 \]  

(28)

where \( \rho \) is the density, \( c_L \) is the longitudinal wave speed, and the superscript indicates the density and wave speed specified for either the zeolite (ZSM-5) or the steel (4130). A transmission coefficient of 0.32 is very close to the observed ratio of 0.27 and well within the error level associated with data reduction.

The observation of spallation of the zeolite coating is unexpected. Zeolite is very closely acoustically matched to the fused silica window material, allowing nearly all of the incident compressive stress to be efficiently transmitted from the zeolite to the window. Fused silica has a slightly higher acoustic impedance than zeolite, which results in the reflected wave at the zeolite-fused-silica interface to have the same sign as the incoming wave, i.e. a compressive wave is reflected at the surface, not a tensile wave. It may be possible that the tensile stress needed for spallation was generated from the free surface reflection at the fused silica window. While this wave will eventually interact with the film, fused silica is a highly nonlinear elastic solid. For stresses under 3.5 GPa it is dominated by negative nonlinear stress-strain behavior. The result of the negative nonlinear behavior is that low amplitude stress propagates faster than high amplitude stress [106, 180]. While the wave propagates through the window it will attenuate and stretch, leading to much lower stress. Additionally, the interface between the window and zeolite is unlikely capable of supporting significant tensile stress. Investigation of the
fringe record reveals that the areas with spallation had abnormally high stresses, twice as high as any other data. Stress and displacement twice that of the norm corresponds exactly to the expected behavior from a free surface reflection. A set of data were taken without the windowing material, which matched that of the anomalously high stress data where spallation was observed. In these areas the contact between the zeolite and the window was poor, resulting in a free surface for the zeolite coating.

The final SEM observation, shown at bottom right in Figure 6.5, is surface cracking of the zeolite. Surface cracking was observed with good interferometry data that indicated uniform contact with the fused silica window. Surface fracturing at moderate stress levels of 300-400 MPa is in sharp contrast with the mechanical response of zeolite under nanoindentation [165, 181], where no fracture features are observed even under maximum loading conditions, which represent contract stresses in excess of 3 GPa. There are two contributions to the observation of surface cracking at much lower stresses than observed for nanoindentation. The first contribution is the zeolite coatings used for this study are of a thickness where they behave as bulk materials. Nanoindentation is a local probe of the material property, unless done specifically near existing defect, e.g. grain boundaries [182]. For thin films defect concentration and flaw size generally grow with film thickness, as principal sites of defect concentration like grain boundaries become significant. As the typical zeolite crystal size ranges from 5-20 μm, any film thicker than this will begin to behave more as a bulk material. The second contribution to the observed zeolite behavior may be attributed to the very high strain-rate associated with laser loading. At very high strain-rates materials may undergo a ductile to brittle transition. Such a transition is possible when the stress rate, related to the elastic strain-rate, far exceeds the plastic strain-rate, which is responsible for crack tip blunting [183]. Nanoindentation results show that zeolite...
has simultaneous high hardness (6.3 GPa) and low elastic modulus (51 GPa), resulting in high resilience [165]. For such materials under high strain-rate loading energy can be supplied to the crack tip faster than can be dissipated from blunting and crack advance. The appearance of multiple intersecting fractures also corroborates the possibility of a strain-rate driven ductile to brittle transition, as lower rate crack growth tends to initiate at a single area that has reached a critical stress level leading to catastrophic growth and branching before other flaws are activated [183].

Spallation experiments on 6061 aluminum alloy substrates with peak compressive stresses ranging from 250-3000 GPa were conducted to determine the dynamic tensile failure behavior of bulk zeolite. The brittle nature of zeolite under high strain-rate conditions was confirmed by the spallation study. SEM images of the spallation morphology show that the spallation is dominated by brittle transgranular fracture, but accompanied by some degree of intergranular fracture. Profile measurement and SEM images indicate the spallation area is larger than the loading area, indicating long term failure development after the initial onset of spallation, a typical response for brittle materials. Due to reduced signal quality at time scales relevant to the first wave interaction with the surface, a specular analysis technique was adopted to extract the relevant spallation feature from the interferometer data, the velocity pullback signal. EDS analysis performed within the spallation area indicates a close stoichiometric match to the bulk zeolite material, indicating the spallation happened far enough away from the interface that the true bulk spallation strength was measured. The bulk spallation strength of 215 MPa is substantially lower than that of the interfacial strength, measured to be 326 MPa [111]. Brittle material spallation strength can be sensitive to the initial compressive loading, as the compressive wave can act on preexisting flaws, microcracks, and grain boundaries to initiate the fracture process before arrival of the release wave. Correlation analysis shows there is no
significant dependence of the spallation strength on the loading parameters, e.g. laser pulse energy or peak stress, as is observed with some brittle materials such as alumina [184]. Strong correlation is observed between laser energy and peak stress, as expected, and also between energy/peak stress and spallation depth. This is further indication that the final spallation depth is determined by long term (post initial stress wave) fracture and fragmentation.

6.7. Conclusions

Under high strain-rate dynamic loading by short pulse laser-generated stress waves the behavior of bulk zeolite is that of a brittle solid. The only significant stress attenuation can be attributed to the acoustic mismatch between the substrate material and the bulk zeolite coating. Under moderate compressive loading of only several hundred MPa peak stress, surface fracturing is observed. The surface fracture morphology indicates simultaneous nucleation and propagation of cracks, a predominately high strain-rate brittle behavior. Spallation experiments with peak stress range from 250-3000 MPa were conducted. Spectral analysis of the interferometry data was used to extract the velocity pullback signal. The spallation strength was measured from the velocity pullback, with mean value of 215 MPa. This value is lower than that of the interfacial strength of zeolite. EDS analysis on the spallation area indicated no excess of aluminum, indicating spallation occurred away from the interface and the true bulk spallation strength was measured. SEM imaging showed the predominance of brittle transgranular fracture. No correlation was observed between the peak compressive stress and spallation strength.
Chapter 7. Concluding Remarks and Future Suggestions

7.1. Concluding Remarks

The objective of this dissertation was to study the dynamic, high strain-rate behavior of materials as elicited by loading from short pulse lasers. In order to understand the applicability of the technique, a parametric study was first carried out to understand the effect of various parameters on the stress wave generation. The technique was then applied to several material systems ranging from conventional solids such as Si and aluminum, to biological cells and further to nanoporous oxides, to understand their unique response under high strain-rate loading.

In the parametric study, the effect of laser pulse duration and confinement were studied in monolithic single crystal silicon at low and high fluences. For unconfined low fluence loading, it was observed that the measured stress profile was comparable to the laser duration with both laser pulse widths. Under high fluence and confined conditions, the stress profile is that of a strong shock with exponential decay release. For the 5 ns loading laser there is a dramatic transition is the stress profile, while for the 50 ps laser both low fluence/unconfined and high fluence/confined the principal difference is the peak stress generated. Both 5 ns and 50 ps laser at high fluence produced peak stresses of 7 GPa with confinement. Under unconfined conditions only the 50 ps laser is capable of producing significant stress, which is due to the higher intensity. The 50 ps laser under unconfined conditions produces a stress wave which is still highly symmetric. Albeit lower peak stress is generated, an order of magnitude increase in the strain-rate is observed due to the symmetric rise and fall of the stress wave.
The high strain-rate compressive yielding behavior of two aluminum alloys, 6061 and 7075, was measured with 50 ps and 5 ns loading laser pulse durations. An elastic-plastic wave was observed, with transition stress occurring at a stress level consistent in the literature from several different dynamic loading techniques. Post Hugoniot elastic limit behavior shows propagation distance dependent wave evolution consistent with plasticity. At large propagation distances a steady elastic wave was observed, without an elastic-plastic transition. No rate dependency is observed between the 5 ns and 50 ps loading durations.

Transient finite element simulations were conducted of an experiment to measure the adhesion strength of cells to an inorganic substrate using the laser-induced stress wave technique. The simulation elucidated the cell detachment process, which was not observable during the experiment due to the short nanosecond time scale. A thin interfacial layer, with dimensions corresponding to the integrin-receptor bonding length, was explicitly modeled to extract the state of the interface during the stress wave interaction with the cell and cell-substrate interface. Both elastic and viscoelastic models were simulated for the cell and interface properties. The stress, strain, and failure evolution of the interface indicates there is no sensitivity to the time dependent properties of the cell material. This is due to the applied loading from the 5 ns laser is many orders of magnitudes shorter than the characteristic response time of the cell’s viscous and active responses. Hydrophobic and hydrophilic cell geometries were considered, which describe the evolution of cell geometry from initial contact to fully spread. For both cell geometries the same failure process was observed. The principal detachment mechanism was found to be strain driven failure of the interface from the rapid acceleration of the substrate into the cell, whose tendency to flatten and elongate generate interfacial strains larger than can be accommodated by the protein bonding responsible for adhesion.
Nanoporous zeolite ZSM-5 was synthesized as a bulk coating of 4130 steel and 6061 aluminum alloy for compression and spallation measurements. Under the high strain-rate loading from laser-generated stress waves bulk zeolite behaves as a brittle material. Stress attenuation in compression experiments can be attributed to the acoustic mismatch between the substrate and zeolite coating. Surface fracturing during compressive loading, even under moderate loading, indicates brittle high strain-rate response. This is corroborated by SEM imaging of the crack morphology showing multiple intersecting fractures, a feature of high strain-rate brittle failure. Measurement of the spallation strength of bulk zeolite coatings on a closely acoustically matched 6061 aluminum alloy substrate indicate a dynamic tensile strength typical of brittle solids. The low spallation strength of zeolite compared to the interfacial strength of thin zeolite films indicates that when significant stress wave interaction happens within the coating thickness, brittle fracture will occur before the onset of delamination.

7.2. Future Suggestions

The effects of pulse duration and confinement from laser-generated stress waves allows variation of the peak stress, stress profile, as well as the strain-rate. With the fluences available from tabletop pulsed lasers, peak stresses in the 10’s GPa range are feasible for moderate thickness samples. Stress profile alteration, as the result of varying the pulse duration or confinement conditions, allow investigation of material response overall several decades of strain-rate within the ultra-high-strain-rate regime. Laser pulse shaping, by methods such as injection, could also be pursued to study specific
thermodynamic loading paths, such as the quasi-isentropic compression response when materials are subjected to ramp loading.

The modeling of cell behavior considered in this dissertation determined that the cell detachment process proceeds by creating large interfacial strains from the rapid acceleration of the substrate into the cell. The details of the process depend critically on the behavior of the interfacial proteins during loading. Multiscale modeling, such as atomic-to-continuum, may provide a method for treating the complex protein behavior at the atomic level via molecular dynamics, while continuum methods like finite element analysis are used to model the large scale stress interactions.

A remaining fundamental question about the high strain-rate fracture of zeolite is whether the inherent nanoporous structure behaves as preexisting flaws for nucleation and coalescence, as well as the degree of pore collapse and compaction prior to the initiation of fracture. Low angle, time resolved x-ray diffraction could be used to infer whether the pore structure undergoes significant deformation, as well as whether the scattering centers remain periodic and a coherent diffraction signal is observed throughout the stress interaction.
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Appendix A Derivation of Stress-Velocity Relation

The rate of change of momentum for a body is equal to the external forces acting upon it. For a 1D scenario this can be stated as:

\[ F = \frac{d}{dt}(mv) \]  

(A1)

\[ \sigma A = \frac{d}{dt}(\rho \cdot A \cdot dx \cdot v) \]  

(A2)

\[ \sigma = \rho \frac{dx}{dt} v + \rho \cdot dx \cdot \frac{dv}{dt} \]  

(A3)

where the force has been decomposed to a stress \( \sigma \) acting on a surface \( A \), and the mass is given as: \( \rho \cdot A \cdot dx \). Disregarding the product of differentials \( dx \cdot \frac{dv}{dt} \) as being much small than the first term, i.e. \( dx \cdot \frac{dv}{dt} \ll \frac{dx}{dt} \), and realizing that \( \frac{dx}{dt} \) is the characteristic \( c_L \), we arrive at the conservation of momentum which relates stress to the particle velocity

\[ \sigma = \rho \cdot c_L \cdot v \]  

(A4)

Since our measurements are conducted at the sample free surface, the measured displacement is twice that within the bulk of the material, \( v = \frac{1}{2} \frac{\partial u}{\partial t} \). This is due to the incoming compressive wave and reflected tensile wave displacing the free surface in the same direction, following

\[ u(x,t) = \frac{1}{\rho \cdot c_L} \left\{ \int_{-x/c_L}^{0} \int_{0}^{(x-h)/c_L} \int_{0}^{(x-h)/c_L} \sigma(\tau)d\tau + \int_{0}^{(x-h)/c_L} \sigma(\tau)d\tau \right\}, \text{ where } h \text{ is an arbitrary distance within the sample to the free surface.} \]

Substituting \( x = h \) we see that integrals are equal, resulting in doubling the displacement.
The conservation relationship between stress and particle velocity can also be derived by first considering the balance of linear momentum:

$$\sigma_{ij,j} = \rho \cdot \ddot{u}_i$$  \hspace{1cm} (A5)

which for 1D reduces to:

$$\frac{\partial \sigma_{xx}}{\partial x} = \rho \cdot \frac{\partial^2 u_x}{\partial t^2}$$  \hspace{1cm} (A6)

Under uniaxial strain conditions the stress and strain are related by:

$$\sigma_{xx} = (\lambda + 2\mu) \cdot \varepsilon_{xx} = (\lambda + 2\mu) \cdot \frac{\partial u_x}{\partial x}$$  \hspace{1cm} (A7)

where $\lambda$ and $\mu$ are Lamé's constants. Combining with the balance of linear momentum:

$$\frac{\partial}{\partial x} \left[ (\lambda + 2\mu) \cdot \frac{\partial u_x}{\partial x} \right] = \rho \cdot \frac{\partial^2 u_x}{\partial t^2}$$  \hspace{1cm} (A8)

we arrive at the 1D elastodynamic wave equation:

$$\frac{\partial^2 u_x}{\partial t^2} = c_t^2 \frac{\partial^2 u_x}{\partial x^2}$$  \hspace{1cm} (A9)

where $c_t^2 = \frac{\lambda + 2\mu}{\rho}$ is the characteristic of the wave equation (for uniaxial strain). From D'Alembert, the wave equation admits solutions of the form: $u = f(x + c \cdot t)$, where $f(\cdot)$ is an arbitrary function.

The spatial derivative of the D'Alembert’s solution is:
\[
\frac{\partial u_x}{\partial x} = \frac{\partial f(x+c\cdot t)}{\partial (x+c\cdot t)} \cdot \frac{\partial (x+c\cdot t)}{\partial x} = f'(x+c\cdot t) \cdot (1) = f'(x+c\cdot t), \text{ while the temporal derivative is given by:}
\]
\[
\frac{\partial u_x}{\partial t} = \frac{\partial f(x+c\cdot t)}{\partial (x+c\cdot t)} \cdot \frac{\partial (x+c\cdot t)}{\partial t} = f'(x+c\cdot t) \cdot (c) = c \cdot f'(x+c\cdot t). \text{ The derivative of the arbitrary function must be continuous, single valued, and equal, thus:}
\]
\[
\frac{1}{c} \cdot \frac{\partial u_x}{\partial t} = \frac{\partial u_x}{\partial x} \cdot \frac{\partial u_x}{\partial x} \text{ is related to the stress by the constitutive relationship, i.e.} \frac{\partial u_x}{\partial x} = \frac{\sigma_{xx}}{\lambda + 2\mu}, \text{ while the elastic constants are related to the wave speed by the 1D characteristic: } (\lambda + 2\mu) = c_L^2 \cdot \rho. \text{ Combining, we arrive at the conservation of momentum relating stress to the particle velocity:}
\]
\[
\frac{1}{c_L} \cdot \frac{\partial u_x}{\partial t} = \frac{\partial u_x}{\partial x} = \frac{\sigma_{xx}}{(\lambda + 2\mu)} = \frac{\sigma_{xx}}{c_L^2 \cdot \rho} \text{ with the final result being:}
\]
\[
\sigma_{xx} = \rho \cdot c_L \cdot \frac{\partial u_x}{\partial t}
\]  
\[ (A10) \]
Appendix B Fringe Data Analysis

% fringe analysis
% open files from Lecroy oscilloscope
% assumes folders AllData and AllFigures exist in data parent folder
% clear workspace and any open figures

close all; clear; clc; format long; format compact;

% Load input data
%
% this function presents the user with a dialog box
% to pick the input file

[handles.fname,...
  handles.pname,...
  handles.findx] = uigetfile( ...%
  {'*.dat','LeCroy MATLAB Output File (*.dat)';
   '*.m;*.fig;*.mat;*.mdl','All MATLAB Files (*.m, *.fig,
   *.mat, *.mdl)';
   '*.','All Files (*)'}, ...%
   'Pick a file');

% fname is the complete path/file name and is formed by
% concatenating the pathname and filename string variables

handles.datafile = strcat(handles.pname,handles.fname);

% checks to see which filterindex was used to decide the input option
% filterindex 1 is for the default output the LeCroy oscilloscope uses
% when a MATLAB file is specified

if handles.findx == 1
  % loads the data from fname (*.dat)
  handles.data = load(handles.datafile);
else
  % uses uiimport to import data, may work for some data formats
  uiimport(handles.datafile);
end

% Convert to nanoseconds for convenience
handles.data(:,1) = handles.data(:,1) * 1e9;
% Set first data point to 0 seconds in time
handles.data(:,1) = handles.data(:,1) - handles.data(1,1);

% New data arrays to be used for manipulation
handles.current_data = handles.data;
handles.mod_data = handles.data;

% smoothing based on smooth function (moving average)
% for very fast shocks width of ~3 works well, for slower
% signals up to 20
% pts works
% 4 pts & 2 iterations works for many signals (2 iterations is
% recommended
% for a rectangular smoothing filter used with taking 1st
derivative)
handles.Swidth=4;
handles.Sits=2;
for ii=1:handles.Sits;
    handles.current_data(:,2)=smooth(handles.current_data(:,2),
    handles.Swidth);
end

% variables assossiated with material constants
% e.g. these are for 4130 Steel without film

handles.FilmThickness = 0.0;            % micron
handles.FilmDesntiy = 0.0;              % gram per cubic centimeter
handles.SubstrateDensity = 7.85;        % gram per cubic centimeter
handles.WaveSpeedInSubstrate = 5850;    % meter per second
handles.TimeStep = 0.05;                % oscilloscope time step, nano-seconds
handles.Lambda = 514.5;                 % wavelength of Argon-ion laser, nm
handles.ThickFilm=0;                    % 1 means the film is thick and
% interface stress will be calculated from sigma(t+2h/c)-
sigma(t)
handles.FilmSpeed=5000;                % needed for h/c calc
handles.HOverC=int64(handles.FilmThickness/... 
    handles.FilmSpeed(handles.TimeStep*1000);  % h/c needed for shifting substrate stress
% interactive plot of the data
% user uses the left mouse button to define the new range and zoom
% into the data of interest. Left mouse click on left range and right mouse
% click on right range defines final range used in analysis

handles.fh = figure;
handles.FullScreenPosition=[1 49 1920 952];
handles.axes1 = axes('Parent', handles.fh);
plot(handles.axes1, ... 
        handles.current_data(:,1), ... 
        handles.current_data(:,2));
xlabel(handles.axes1, 'Time (ns)'); 
ylabel(handles.axes1, 'Photodetector Signal (V)');
% set(gcf,'Position',handles.FullScreenPosition);
set(handles.fh, 'units', 'normalized', 'outerposition', [0 0 1 1]);
but = 1;
index = 1;
while but == 1
    [a, b, but] = ginput(2);
    [tmpvar, LB(index)] = min(abs(handles.current_data(:,1)-a(1)));
    [tmpvar, UB(index)] = min(abs(handles.current_data(:,1)-a(2)));
    handles.current_data = handles.current_data(LB(index):UB(index),:);
    handles.current_data(:,1) = ... 
        handles.current_data(:,1) - handles.current_data(1,1);
    plot(handles.axes1, ... 
        handles.current_data(:,1), ... 
        handles.current_data(:,2), ... 
        '-o', 'MarkerSize', 2);
    xlabel(handles.axes1, 'Time (ns)'); 
ylabel(handles.axes1, 'Photodetector Signal (V)');
    index=index+1;
end
handles.mod_data = handles.current_data;
% Set the current data values & plot
plot(handles.axes1,... 
        handles.mod_data(:,1),... 
        handles.mod_data(:,2));
xlabel(handles.axes1,'Time (ns)'); 
ylabel(handles.axes1,'Photodetector Signal (V)');

% check timestep
handles.TimeStep=mean(diff(handles.data(:,1)));
% Find the maximums and the minimums by finding any data points which are
% the maximum/minimum within the specified span for the search width

handles.SearchWidth = 6;
handles.MaxMin=[];
for i = handles.SearchWidth+1:length(handles.mod_data)-
    handles.SearchWidth
        if sum(handles.mod_data(i,2)>handles.mod_data(i-:
            handles.SearchWidth ...)
                == 2*handles/SearchWidth
            handles.MaxMin = [handles.MaxMin i];
        end
    if sum(handles.mod_data(i,2)<handles.mod_data(i-
            handles.SearchWidth ...)
                == 2*handles/SearchWidth
            handles.MaxMin = [handles.MaxMin i];
        end
    if handles.mod_data(i,2)==handles.mod_data(i+1,2)
        if sum(handles.mod_data(i,2)>handles.mod_data(i-
            handles.SearchWidth ...)
                >= 2*handles/SearchWidth-2
            handles.MaxMin = [handles.MaxMin i+1];
        end
        if sum(handles.mod_data(i,2)<handles.mod_data(i-
            handles.SearchWidth ...)
                >= 2*handles/SearchWidth-2
            handles.MaxMin = [handles.MaxMin i+1];
        end
    end
end

% first and last data point assumed to be max or min (if partial fringe
% this is taken care of in the displacement analysis). 1st column is the
% data index, 2nd column if the data value at that index

handles.MaxMin = [1 handles.MaxMin];
handles.MaxMin = [handles.MaxMin length(handles.mod_data)];
handles.MaxMin = handles.MaxMin(:,);
handles.MaxMin = sort(handles.MaxMin);
handles.MaxMin(:,2)=handles.mod_data(handles.MaxMin,2);
\[
\text{if isempty(a)}
\]
\[
\begin{align*}
\text{if handles.MaxMin(1,2)<handles.MaxMin(2,2)} & \\
\text{handles.flag=1;}
\end{align*}
\]
\begin{align*}
\text{% displacement analysis, for each half fringe the intensity} \\
\text{displacement is determined from eq. (6), incrementing the phase factor} \\
\text{by } \pi \text{ with each new max/min pair}
\end{align*}
\[
\text{for i=1:length(handles.MaxMin)-1} \\
\text{for j=handles.MaxMin(i,1):handles.MaxMin(i+1,1)}
\]
\[
\begin{align*}
\text{handles.Displacement(j)=(asin((handles.MaxMin(i,2)+} & \\
\text{... handles.MaxMin(i+1,2)-} & \\
\text{2*handles.mod_data(j,2))/(abs(handles.MaxMin(i,2)-} & \\
\text{... handles.MaxMin(i+1,2))))*(-1)^}& \\
\text{hands.\text{flag+handles.flag*pi}*handles.Lambda/4/pi;}
\end{align*}
\]
\[
\text{handles.Displacement(j)=real(handles.Displacement(j));}
\]
% end;  
  handles.flag=handles.flag+1;  
end  
else  
  handles.flag1=0;  
  handles.flag2=0;  
  if handles.MaxMin(1,2)<handles.MaxMin(2,2)  
    handles.flag1=1;  
    handles.flag2=1;  
  end  
  if abs(handles.MaxMin(1,2)-handles.MaxMin(2,2))<...  
    abs(handles.MaxMin(2,2)-handles.MaxMin(3,2))  
    handles.MaxMin(1,2)=handles.MaxMin(3,2);  
end  
  if abs(handles.MaxMin(end,2)-handles.MaxMin(end-1,2))<...  
    abs(handles.MaxMin(end-1,2)-handles.MaxMin(end-2,2))  
    handles.MaxMin(end,2)=handles.MaxMin(end-2,2);  
end  
  %  
  for i=1:length(handles.MaxMin)-1  
    for j=handles.MaxMin(i,1):handles.MaxMin(i+1,1)  
      handles.Displacement(j)=(asin((handles.MaxMin(i,2)+...  
        handles.MaxMin(i+1,2)-2*handles.mod_data(j,2))/...  
        (abs(handles.MaxMin(i,2)-  
          handles.MaxMin(i+1,2)))*(1)^...  
        handles.flag1+handles.flag2*pi)*handles.Lambda/4/pi;  
      end  
  end  
  if j==handles.reversal  
    handles.flag1=handles.flag1+1;  
  end  
  handles.flag1=handles.flag1+1;  
  handles.flag2=handles.flag2+1;  
end  
end  

% if only 2 pts for max min, want to scale displacement based on  
% max and  
% min of total data signal (since two points may not represent  
% true fringe  
% peaks or valleys  
%  
% if length(handles.MaxMin)==2
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% handles.Displacement=handles.Displacement*...
% (max(handles.MaxMin(:,2))-min(handles.MaxMin(:,2)])/...
% (max(handles.data(:,2))-min(handles.data(:,2)));
% end

% Set initial data point to zero
handles.Displacement=handles.Displacement(handles.Displacement(1);

% Smooth displacement data
handles.mod_Displacement=handles.Displacement;
for i=1:handles.Sits
handles.mod_Displacement=smooth(handles.mod_Displacement,handles.Swidth);
end

% % fit displacement to 8th order fourer
% handles.FourFit=fit(handles.TimeStep*(0:length(handles.Displacement)-1)',...
% handles.Displacement','fourier8');
% handles.mod_Displacement=feval(handles.FourFit,handles.TimeStep*...
% (0:length(handles.Displacement)-1));
% %

% Take numerical derivative of the mod_Displacement
% use central difference:

handles.Velocity=(handles.mod_Displacement(3:end)-...
    handles.mod_Displacement(1:end-2))/2(handles.TimeStep;

% Smooth velocity data
for i=1:handles.Sits
handles.mod_Velocity=smooth(handles.mod_Velocity,handles.Swidth)
end
% CHECK HERE ALWAYS TO MAKE SURE THE RIGHT CALCULATION IS BEING MADE!

% Calculate substrate stress from velocity - From free surface

handles.SubStress = -
handles.mod_Velocity * handles.SubstrateDensity * ...
    handles.WaveSpeedInSubstrate / 2 / 1e3;

% Calculate substrate stress from velocity - Windowed

handles.SubStress = -
handles.mod_Velocity * handles.SubstrateDensity * ...
    handles.WaveSpeedInSubstrate / 1e3;

% Take numerical derivative of the mod_Velocity

handles.Acceleration = (handles.mod_Velocity(3:end) - ...
    handles.mod_Velocity(1:end-2)) / 2 / handles.TimeStep;

% Smooth acceleration data

handles.mod_Acceleration = smooth(handles.Acceleration, handles.Smooth);
for i = 1:handles.Sits

handles.mod_Acceleration = smooth(handles.mod_Acceleration, handles.Smooth);
end

% Calculate interface stress from acceleration

handles.IntStress = -
handles.mod_Acceleration * handles.FilmDensity * ...
    handles.FilmThickness;

% for thick films calculate based on substress

if (handles.ThickFilm == 1 || exist('handles.ThickFilm', 'var'))
    handles.IntStress = [];
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handles.IntStress(1:length(handles.SubStress)-2*handles.HOverC)=...

handles.SubStress(1+2*handles.HOverC:length(handles.SubStress))-

handles.SubStress(1:length(handles.SubStress)-2*handles.HOverC);
end

close all;

% Output plots using exportfig to make nice figures
% Some useful data

handles.ShotNumber=handles.pname(strfind(handles.pname,'shot'):end-1);
handles.ShotNumber=strrep(handles.ShotNumber,'s','S');
handles.ShotNumber=strrep(handles.ShotNumber,'_',' ');
TmpC=strfind(handles.pname, '\');
handles.AllFigs=[handles.pname(1:TmpC(end-1)) 'AllFigures\'];
handles.FigOpts = struct('Format','png',...'
Preview','tiff','...',
'Width',8,....
'Height',6,...
'Bounds','tight',..., 
'Color','bw',..., 
'FontMode','fixed',..., 
'FontSize',16,...
'linestylemap','bw');

% Interferometric Signal Plot

figure;
handles.Extra = 200;
handles.Interferometric = handles.data(sum(LB) - handles.Extra:... 
sum(LB)+length(handles.mod_data) + handles.Extra,2);
plot(-
(length(handles.Interferometric)-1-handles.Extra)... 
,handles.Interferometric);
grid on;
title({'Interferometric Signal',handles.fname,handles.ShotNumber},... 
'interpreter','none');
xlabel('Time (ns)');
ylabel('Voltage (V)');
handles.SigXLim=get(gca,'XLim');
handles.SigYLim=get(gca,'YLim');
handles.SigXTick=get(gca,'XTick');
handles.SigYTick=get(gca,'YTick');
handles.SigXTickLabel=get(gca,'XTickLabel');
handles.SigYTickLabel=get(gca,'YTickLabel');
exportfig(gcf,[handles.pname handles.pname(end-2:end-1) ' ' ...
    int2str(gcf) ' Interferometric Signal'],handles.FigOpts);
exportfig(gcf,[handles.AllFigs handles.pname(end-2:end-1) ' ' ...
    int2str(gcf) ' Interferometric Signal'],handles.FigOpts);

% Displacement History Plot

figure;
plot(0:handles.TimeStep:handles.TimeStep*...  
    (length(handles.mod_Displacement)-1),handles.mod_Displacement);
grid on;
title({'Displacement',handles.fname,handles.ShotNumber},'interpreter','none');
xlabel('Time (ns)');
ylabel('Displacement (nm)');
handles.DisXLim=get(gca,'XLim');
handles.DisYLim=get(gca,'YLim');
handles.DisXTick=get(gca,'XTick');
handles.DisYTick=get(gca,'YTick');
handles.DisXTickLabel=get(gca,'XTickLabel');
handles.DisYTickLabel=get(gca,'YTickLabel');
exportfig(gcf,[handles.pname handles.pname(end-2:end-1) ' ' ...
    int2str(gcf) ' Displacement'],handles.FigOpts);
exportfig(gcf,[handles.AllFigs handles.pname(end-2:end-1) ' ' ...
    int2str(gcf) ' Displacement'],handles.FigOpts);

% Substrate Stress History Plot

figure;
plot(0:handles.TimeStep:handles.TimeStep*...  
    (length(handles.SubStress)-1),handles.SubStress);
grid on;
title({'Substrate Stress History',handles.fname,handles.ShotNumber},'interpreter','none');
xlabel('Time (ns)');
ylabel('Stress (MPa)');
handles.SubXLim=get(gca,'XLim');
handles.SubYLim=get(gca,'YLim');
handles.SubXTick=get(gca,'XTick');
handles.SubYTick=get(gca,'YTick');
handles.SubXTickLabel=get(gca,'XTickLabel');
handles.SubYTickLabel=get(gca,'YTickLabel');
exportfig(gcf,[handles.pname handles.pname(end-2:end-1) ' '; ...
   int2str(gcf) ' Substrate Stress History'],handles.FigOpts);
exportfig(gcf,[handles.AllFigs handles.pname(end-2:end-1) ' '; ...
   int2str(gcf) ' Substrate Stress History'],handles.FigOpts);

% Interface Stress History Plot

if (handles.FilmThickness~=0)
    figure;
    plot(0:handles.TimeStep:handles.TimeStep*...    
    (length(handles.IntStress)-1),handles.IntStress);
    grid on;
    title={["Interface Stress History' handles.fname,handles.ShotNumber},'interpreter','none'});
    xlabel('Time (ns)');
    ylabel('Stress (MPa)');
    handles.IntXLim=get(gca,'XLim');
    handles.IntYLim=get(gca,'YLim');
    handles.IntXTick=get(gca,'XTick');
    handles.IntYTick=get(gca,'YTick');
    handles.IntXTickLabel=get(gca,'XTickLabel');
    handles.IntYTickLabel=get(gca,'YTickLabel');
    exportfig(gcf,[handles.pname handles.pname(end-2:end-1) ' '; ...
       int2str(gcf) ' Interface Stress History'],handles.FigOpts);
    exportfig(gcf,[handles.AllFigs handles.pname(end-2:end-1) ' '; ...
       int2str(gcf) ' Interface Stress History'],handles.FigOpts);
end

% Subplot

handles.SubOpts = struct('Format','png',...
   'Preview','tiff',...
   'Width',8,....
   'Height',6,....
   'Bounds','tight',....
if (handles.FilmThickness==0)
figure;
    subplot(2,2,1:2);
    plot(-handles.TimeStep*handles.Extra:... 
         handles.TimeStep:handles.TimeStep*... 
         (length(handles.Interferometric)-1-handles.Extra)... 
         ,handles.Interferometric);
    grid on;
%    title({'Interferometric Signal'},'interpreter','none');
    xlabel('Time (ns)');
    ylabel('Photodiode output (V)');
    set(gca, 'XLim', handles.SigXLim);
    set(gca, 'YLim', handles.SigYLim);
    set(gca, 'XTick', handles.SigXTick);
    set(gca, 'YTick', handles.SigYTick);
    set(gca, 'XTickLabel', handles.SigXTickLabel);
    set(gca, 'YTickLabel', handles.SigYTickLabel);
    subplot(2,2,3);
    plot(0:handles.TimeStep:handles.TimeStep*... 
         (length(handles.mod_Displacement)-1),handles.mod_Displacement);
    grid on;
    %    title({'Displacement'},'interpreter','none');
    xlabel('Time (ns)');
    ylabel('Displacement (nm)');
    set(gca, 'XLim', handles.DisXLim);
    set(gca, 'YLim', handles.DisYLim);
    set(gca, 'XTick', handles.DisXTick);
    set(gca, 'YTick', handles.DisYTick);
    set(gca, 'XTickLabel', handles.DisXTickLabel);
    set(gca, 'YTickLabel', handles.DisYTickLabel);
    subplot(2,2,4);

    plot(0:handles.TimeStep:handles.TimeStep*(length(handles.SubStress)-1),handles.SubStress);
    grid on;
%    title({'Substrate Stress History'},'interpreter','none');
    xlabel('Time (ns)');
    ylabel('Substrate stress (MPa)');
    set(gca, 'XLim', handles.SubXLim);
    set(gca, 'YLim', handles.SubYLim);
    set(gca, 'XTick', handles.SubXTick);
set(gca,'YTick',handles.SubYTick);
set(gca,'XTickLabel',handles.SubXTickLabel);
set(gca,'YTickLabel',handles.SubYTickLabel);
hout=suptitle_withpatch({handles.fname,handles.ShotNumber,' '})...

%      ['Filter Frequency =
,'num2str(handles.FourierFilterFreq),' GHz'],'' });
set(hout,'interpreter','none');
exportfig(gcf,[handles.pname handles.pname(end-2:end-1) ' ' ...
int2str(gcf) ' SubPlot'],handles.SubOpts);
exportfig(gcf,[handles.AllFigs handles.pname(end-2:end-1) ' '
... int2str(gcf) ' SubPlot'],handles.SubOpts);
hout=suptitle_withpatch({handles.fname,handles.ShotNumber,...
['Filter Frequency =
,'num2str(handles.FourierFilterFreq),' GHz'],'' });
set(hout,'interpreter','none');
exportfig(gcf,[handles.pname handles.pname(end-2:end-1) ' ' ...
int2str(gcf) ' ' strrep(num2str(handles.FourierFilterFreq),... 
'.','_') 'Ghz' ' SubPlot'],handles.SubOpts);
else
    figure;
    subplot(2,2,1);
    plot(-handles.TimeStep*handles.Extra:handles.TimeStep:...
        handles.TimeStep*(length(handles.Interferometric)-1-
        handles.Extra)... ,handles.Interferometric);
    grid on;
%    title({'Interferometric Signal'},'interpreter','none');
xlabel('Time (ns)');
ylabel('Photodiode output (V)');
set(gca,'XLim',handles.SigXLim);
set(gca,'YLim',handles.SigYLim);
set(gca,'XTick',handles.SigXTick);
set(gca,'YTick',handles.SigYTick);
set(gca,'XTickLabel',handles.SigXTickLabel);
set(gca,'YTickLabel',handles.SigYTickLabel);
subplot(2,2,2);
plot(0:handles.TimeStep:handles.TimeStep*...
    (length(handles.mod_Displacement)-
    1),handles.mod_Displacement);
    grid on;
%    title({'Displacement'},'interpreter','none');
xlabel('Time (ns)');
ylabel('Displacement (nm)');
set(gca,'XLim',handles.DisXLim);
set(gca,'YLim',handles.DisYLim);
set(gca,'XTick',handles.DisXTick);
set(gca,'YTick',handles.DisYTick);
set(gca,'XTickLabel',handles.DisXTickLabel);
set(gca,'YTickLabel',handles.DisYTickLabel);
subplot(2,2,3);
plot(0:handles.TimeStep:handles.TimeStep*(length(handles.SubStress)-1), handles.SubStress);
grid on;
%
    title({'Substrate Stress History'},'interpreter','none');
xlabel('Time (ns)');
ylabel('Substrate stress (MPa)');
set(gca,'XLim',handles.SubXLim);
set(gca,'YLim',handles.SubYLim);
set(gca,'XTick',handles.SubXTick);
set(gca,'YTick',handles.SubYTick);
set(gca,'XTickLabel',handles.SubXTickLabel);
set(gca,'YTickLabel',handles.SubYTickLabel);
subplot(2,2,4);
plot(0:handles.TimeStep:handles.TimeStep*(length(handles.IntStress)-1), handles.IntStress);
grid on;
%
    title({'Interface Stress History'},'interpreter','none');
xlabel('Time (ns)');
ylabel('Interface stress (MPa)');
set(gca,'XLim',handles.IntXLim);
set(gca,'YLim',handles.IntYLim);
set(gca,'XTick',handles.IntXTick);
set(gca,'YTick',handles.IntYTick);
set(gca,'XTickLabel',handles.IntXTickLabel);
set(gca,'YTickLabel',handles.IntYTickLabel);
hout=suptitle_withpatch({handles.fname,handles.ShotNumber, '});
set(hout,'interpreter','none');
exportfig(gcf,[handles.pname handles.pname(end-2:end-1) ' ' int2str(gcf) ' SubPlot'],handles.SubOpts);
exportfig(gcf,[handles.AllFigs handles.pname(end-2:end-1) ' ' int2str(gcf) ' SubPlot'],handles.SubOpts);
end

% close all figures, pause so user can see any obvious issues and is 
% reanalysis is needed

pause;
close all;

% Save Workspace Data
% Make filename

handles.AllData=[handles.pname(1:TmpC(end-1)) 'AllData\'
handles.ShotNumber ' data'];
save(handles.AllData);
save([handles.pname handles.ShotNumber ' data']);

% display shot number of analysis just performed to inform user
handles.ShotNumber