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The vast array of potential applications for plasmons has laid bare the need for a detailed understanding of the complex interactions that occur between multiple plasmons and between plasmons and near-field probes. In this dissertation, the capacity of electron energy-loss spectroscopy (EELS) to probe plasmons is examined in detail. EELS is shown to be able to detect both electric hot spots and Fano resonances in contrast to the prevailing knowledge prior to this work. The most detailed examination of magnetoplasmonic resonances in multiring structures to date and the utility of electron tomography to computational plasmonics is explored, and a new tomographic method for the reconstruction of a target is introduced.
Since the observation of single-molecule surface-enhanced Raman scattering (SMSERS) in 1997, questions regarding the nature of the electromagnetic hot spots responsible for such observations still persist. A computational analysis of the electron- and photon-driven surface-plasmon resonances of monomer and dimer metal nanorods is presented to elucidate the differences and similarities between the two excitation mechanisms in a system with well understood optical properties. By correlating the nanostructure’s simulated electron energy loss spectrum and loss-probability maps with its induced polarization and scattered electric field we discern how certain plasmon modes are selectively excited and how they funnel energy from the excitation source into the near- and far-field. Using a fully retarded electron-scattering theory capable of describing arbitrary three-dimensional nanoparticle geometries, aggregation schemes, and material compositions, we find that electron energy-loss spectroscopy (EELS) is able to indirectly probe the same electromagnetic hot spots that are generated by an optical excitation source. EELS is then employed in a scanning transmission electron microscope (STEM) to obtain maps of the localized surface plasmon modes of SMSERS-active nanostructures, which are resolved in both space and energy. Single-molecule character is confirmed by the bianalyte approach using two isotopologues of Rhodamine 6G. The origins of this observation are explored using a fully three-dimensional electrodynamics simulation of both the electron energy loss probability and the near-electric field enhancements. The calculations suggest that electron beam excitation of the hot spot is possible, but only when the electron beam is located outside of the junction region, and further that the location of the hot spot can be inferred from the node in the loss probability in the junction along with the high loss probability on the edges away from the junction.
The optical-frequency magnetic and electric properties of cyclic aromatic plasmon-supporting metal nanoparticle oligomers are explored through a combination of STEM/EELS simulation and first-principles theory. A tight-binding type model is introduced to explore the rich hybridization physics in these plasmonic systems and tested with full-wave numerical electrodynamics simulations of the STEM electron probe. Building from a microscopic electric model, connection is made at the macroscopic level between the hybridization of localized magnetic moments into delocalized magnetic plasmons of controllable magnetic order and the mixing of atomic \( p_z \) orbitals into delocalized \( \pi \) molecular orbitals of varying nodal structure spanning the molecule. It is found that the STEM electrons are uniquely capable of exciting all of the different hybridized eigenmodes of the nanoparticle assembly—including multipolar closed-loop ferromagnetic and antiferromagnetic plasmons, giant electric dipole resonances, and radial breathing modes—by raster scanning the beam to the appropriate position. Comparison to plane wave light scattering and cathodoluminescence (CL) spectroscopy is made. The presented work provides a unified understanding of the complete plasmon eigenstructure of such oligomer systems as well as of the excitation conditions necessary to probe each mode.

Through numerical simulation, we predict the existence of the Fano interference effect in the EELS and CL of symmetry-broken nanorod dimers that are heterogeneous in material composition and asymmetric in length. The differing selection rules of the electron probe in comparison to the photon of a plane wave allow for the simultaneous excitation of both optically bright and dark plasmons of each monomer unit, suggesting that Fano resonances will not arise in EELS and CL. Yet, interferences are manifested in the dimer’s scattered near-
and far-fields and are evident in EELS and CL due to the rapid $\pi$-phase offset in the polarizations between super-radiant and sub-radiant hybridized plasmon modes of the dimer as a function of the energy loss suffered by the impinging electron. Depending upon the location of the electron beam, we demonstrate the conditions under which Fano interferences will be present in both optical and electron spectroscopies (EELS and CL) as well as a new class of Fano interferences that are uniquely electron-driven and are absent in the optical response. Among other things, the knowledge gained from this work bears impact upon the design of some of the world’s most sensitive sensors, which are currently based upon Fano resonances. The Fano interference phenomenon between localized surface plasmon resonances (LSPRs) of individual silver nanocubes is then investigated experimentally using dark-field optical microscopy and electron energy-loss spectroscopy (EELS) in a scanning transmission electron microscope (STEM). By computing the polarization induced by the electron beam, we show that the hybridized modes responsible for this Fano interference are the same as those present in the resonance-Rayleigh scattering spectrum of an individual nanocube on a substrate.

Finally, a group of five semi-collinear nanoparticles are modeled both by making a guess as to the third dimension from a single top-down electron micrograph and also through electron tomography. The former technique is the conventional modeling method most often employed in creating computational models of plasmonic targets, though it is akin to modeling a skyscraper from a satellite picture of the roof. Electron tomography offers a way to reconstruct the particles fully, with a minimal amount of guesswork. The degree of similarity between the computed properties of the target built through the two different methods is examined,
as are the targets themselves. It is shown that purely far-field properties, such as the optical scattering are largely unaffected, but near-field properties, which are highly dependent on the fine-scale structure of the targets, differ considerably depending on which modeling method is employed. This work suggests that caution should be used by the theoretician when attempting to model the near-field of a physical structure, and that electron tomography offers an attractive way to overcome the problem of the third dimension.
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Chapter 1

Introduction

1.1 Surface plasmons

The interaction of optical-frequency light and metal nanoparticles has been used by humans for millennia to produce colored glass [1], but it was not until 1857 that the underlying cause of the glass to assume various colors when mixed with small fractions of silver and/or gold was discovered by Faraday [2], who explained the coloration as scattering of light off small particles of metal. However, the reason they expressed specific colors was not fully understood at that time.

The nature of the collective optical excitation of the conduction electrons in a metal was first explored by Ritchie in 1957 [3]. These collective electron excitations and can be described as quasi-particles known as plasma polaritons, or simply “plasmons” [4][5]. The world would have to wait another five years before detailed experimental results were published for plasmons living on the surface of a metal nanoparticle [6], though an understanding of the
Figure 1.1: The Lycurgus cup contains plasmon-supporting silver and gold nanoparticles that cause it to appear green in reflection and red in transmission. Photo credit: Johnbod.

electromagnetic response of a perfect sphere with a given dielectric function had existed since Mie in 1908 [7]. A more detailed look at the surface plasmons of individual nanoparticles followed throughout the next several years [8–10]. After a period of relative inactivity, optical frequency excitations of conduction electrons in nanostructures have enjoyed a rapid growth in research interest in the past decade [11], as plasmons have found use in photovoltaics [12–17], chemical sensing [18–21], ultramicroscopy [22–24], medicine [25–27], and many other applications. A full understanding of plasmonic behavior is necessary to realize their potential, and many problems remain unexplored in the field of plasmonics, particularly in the complex interactions between plasmons that occur in aggregates of several plasmon-supporting nanoparticles.
Recently, attention has focused on a form of resonant energy transfer known as the Fano resonance, in which energy from one plasmon is transferred to another in the near-field. If the frequency of interrogating light is below the energy of the Fano resonance, then the energy transfer will occur with the two plasmons in phase and the effect will be constructive, forming a “bright” mode. Above the energy of the Fano resonance, the transfer will be out of phase and thus the effect will be destructive and a “dark” mode will occur. Transitions between bright and dark states can be sudden, with less than 0.1 eV separating them, making plasmonic Fano resonances very appealing as sensors of the dielectric environment [28–30].

Further, plasmonic nanoparticles arranged in rings may support collective plasmonic modes which set up a circulating oscillatory current and thus a corresponding linear magnetic field normal to the plane of the particles. These strong magnetic responses live at optical frequencies and similar materials are found nowhere in nature.

1.2 Electron spectroscopies performed in an electron microscope

1.2.1 Electron energy-loss spectroscopy

Traditional experimental methods for probing plasmonic behavior rely on excitation by and then measurement of optical far-field light. This method provides excellent sensitivity in frequency, but the spatial resolution is limited by diffraction to approximately one-half wavelength of the interrogating light, which is on the order of 100s of nm, several times larger
than the structure of the plasmons which is on the order of 10s of nm [11].

![Transmission electron micrograph of two Ag nanoparticles](image)

Figure 1.2: Transmission electron micrograph of two Ag nanoparticles, showing fine detail well below the diffraction limit of visible light [31].

Several new techniques for exciting or measuring plasmon/electromagnetic interactions have been developed to improve spatial resolution to the point that the electronic structure of the plasmons may be directly resolved, all relying on near-field interactions between probe and target. Near-field measurements of plasmons can take place in a variety of ways, including direct near-field measurements of far-field optically-excited plasmonic fields with fine metal probes [32] or the use of electrons to excite plasmons instead of light [8, 11], for which initial experiments date to the late 1950s and the original research into surface plasmons in metal nanoparticles [33–35]. The large reduction in wavelength provided by using electrons
instead of photons yields proportionally finer spatial resolution. The interaction is quanti-
tated by measuring the amount of energy lost by the probing electron after interaction with
the nanoparticle. This method is known as Electron Energy Loss Spectroscopy, or EELS
[11]. EELS is attractive in that the equipment necessary is relatively easy to obtain and
operate and experimental setup is relatively straightforward compared to other near-field

Most modern EEL instruments use made by adding an electron calorimeter that is capable
of measuring the kinetic energies of electrons to a precision of \( \sim 0.1 \text{ eV} \) to the detector in a
scanning transmission electron microscope (STEM). The STEM provides a well-collimated
source of electrons with known kinetic energies (typically on the order of hundreds of keV
\( \pm 0.4 \text{ eV} \)) that can be focused to a sub-nanometer spot size, courtesy of the magnetic lenses in
the STEM and the relativistic electron’s \((v \geq 0.5c, \text{ also called a “swift” electron})\) picometer-
scale de Broglie wavelength [36]. A representative TEM image is shown in 1.2 illustrating
the degree of spatial resolution possible with such an instrument. Recently, some STEMs
have had energy filters placed between the electron source and the target, giving the incident
beam an energy uncertainty of \( \pm 0.1 \text{ eV} \), dramatically improving the energy resolution of the
EEL-STEM [37].

EELS is primarily used to probe plasmons to understand their behavior when illuminated
with far-field light, as is most commonly encountered in end-user applications. However,
there are a number of differences between excitation by a swift electron and far-field light
which must be accounted for in order to understand the interaction with the far-field from
EELS data. Thus, in order to understand the experimental results being produced by EELS, it is necessary to have a strong theoretical understanding of the electron/particle interactions. Theory can provide information hidden to the experimentalist, such as the internal polarization of, or the induced electric field near the target, which can help elucidate the complex interactions that occur in EELS. Chief among these differences is the different geometry of the exciting electric field.

1.3 Theory and simulation

1.3.1 Light scattering and absorption

Light scattering and absorption are processes by which the wave vector, \( k \), of a plane wave may be changed when it encounters a target. Much like acceleration, the change in \( k \) can take the form of either a change in magnitude (in absorption, also often called “absorbance”) or direction (in scattering), while the total cross-section is the sum of the two and is known as extinction. For an arbitrary target, the scattering cross-section may be written

\[
C_{\text{sca}} = \frac{8\pi^3 |\alpha|^2}{3\lambda^4} \tag{1.1}
\]

while the absorption cross-section is,

\[
C_{\text{abs}} = \frac{2\pi}{\lambda} \text{Im}[\alpha] \tag{1.2}
\]

where \( \alpha \) is the linear polarizability of the target. A great deal of physics is hidden in \( \alpha \), as the target’s geometry and composition is encoded within. For the sphere, the polarizability
Figure 1.3: A plane wave, $E_{pw}(x, t) = E_0 e^{i(k \cdot x - \omega t)}$, is incident on a nanoparticle much smaller than the wavelength of light (size exaggerated for clarity), where $E_0$ is the incident intensity. An outgoing spherical wave is scattered from the particle, per $E_{sca} = C_{sca} e^{i(k \cdot r - \omega t)}$, where $r$ is the distance from the target and $C_{sca}$ is the scattering amplitude. Additional energy from the plane wave may be lost internally through Ohmic heating.

is known from Mie [7] and is written

$$\alpha_j(\omega) = V_j \frac{\epsilon_j(\omega) - 1}{\epsilon_j(\omega) + 2}, \quad (1.3)$$

where $\epsilon_j$ and $V_j$ are the associated dielectric function and volume, respectively [38].

Diagrammatically shows the scattering of far field light with wavevector $k$ and amplitude $E_0$ ($E_{pw} = E_0 e^{i(k \cdot x - \omega t)}$) is being scattered off a spherical metal nanoparticle, producing an outgoing spherical wave at point $x$ a distance of $r$ from the particle with scattering
amplitude $C_{sca}$ ($\mathbf{E}_{sca} = C_{sca} e^{i(kr - \omega t)}$). Analytical expressions for the polarizability of other simple geometries exist, though the spherical result is perhaps the best known, and will be useful in the coming sections on numerical methods.

### 1.3.2 The discrete-dipole approximation

When plane wave light encounters a simple target, such as a sphere, the electromagnetic response can be well-described analytically. However, light scattering off of arbitrary targets presents a non-trivial challenge to the theoretician. Due to the necessity of finding such solutions, there exist a wide variety of algorithms for numerically solving Maxwell’s equations on arbitrary geometries, including finite difference time domain methods [39], boundary element methods [40], and pseudospectral methods [41], among many others. The method of coupled dipoles is particularly attractive to us, as it does not require the discretization of any homogenous background media around the target and the incident electric field is easily parametrized for many excitation sources.

The method of coupled dipoles (also known as the discrete-dipole approximation, or “DDA”), was first suggested by DeVoe in 1964 [42], but it was Purcell and Pennypacker in 1973 [43] who added the effects of retardation, bringing the coupled dipole approximation to the form that we use today. Several implementations of the DDA followed in the ensuing decades [44–46]. The DDA combines linear response theory and dipolar radiation theory to model the electromagnetic properties of an arbitrary target that is discretized into a finite number of dipoles, each with an associated dielectric function. In Gaussian units, the polarizability
of the $j^{th}$ dipole, $\alpha_j$, is known from the Clausius-Mossotti relationship given in 1.3. The polarization electric field generated by each dipole, $P_j$, is then known from linear response theory:

$$P_j = \alpha_j E_j.$$ (1.4)

For multiple dipoles, the electric field $E_j$ is not trivial, as it includes contributions from both the prescribed incident field and from the polarizations of the other dipoles. The electric field at point $j$ from the other dipoles is given by the dipole relay tensor:

$$E(x_l, \omega) = \sum_{j \neq l} \frac{e^{ikr_{jl}}}{r_{jl}} \left[ k^2 (|\hat{r}_{jl}|^2 - I_3) + \frac{ikr_{jl} - 1}{r_{jl}^2} (3|\hat{r}_{jl}|^2 - I_3) \right] P_j = A_{lj} P_j$$ (1.5)

in which $\hat{r}_{jl}$ is a normal vector pointing from the $j^{th}$ to the $l^{th}$ dipole, $r_{jl}$ is the interdipole distance, $k$ is the wavenumber at the frequency of incident light, and $I_3$ is a $3 \times 3$ identity matrix $[47, 48]$. The electric field at the point $j$ is simply the sum of $\sum_l E(x_l, \omega)$ and the incident electric field. Thus, the elements of the linear matrix, $A_{jl}$ are $3 \times 3$ matrices given by eqn. 1.5 on the off-diagonals and

$$A_{jj} = \alpha_j^{-1}$$ (1.6)

on the diagonal, where $\alpha$ is the full vector polarizability of the target. Then, beginning with
an initial guess for the polarizations, the linear equation

$$\sum_{j=1}^{N} A_{ij} P_j = E_{inc,l}$$  \hspace{1cm} (1.7)

may be brought to self-consistency to find the polarization of each dipole, $P_j$. Once the polarizations are known, properties such as the near and far electric fields, the relative scattering, absorbance, and total extinction may be derived.

The only approximation made in DDA, beyond those implicit in linear response theory and dipole radiation theory, is in the discretization of the continuous target into a finite number of dipoles, which implies that DDA is very accurate so long as these dipoles are much smaller than any physical feature of target or of the incident electric field [47]. As DDA operates without energy loss to the incident field, the electron is treated adiabatically in this treatment. In experiment, the kinetic energy of the probing electrons is on the order of $10^5$ eV, while the energy of the optical plasmons are on the order of 1 eV, which implies that the adiabatic approximation is very accurate [11].

### 1.3.3 Simulating EELS with the DDA

In electron energy-loss spectroscopy, a target is probed using high-energy electrons ($E > 100$ keV, $v > 0.5c$), which are dilute enough that each interaction may be treated as occurring independently [11] [49]. As the speed of the electrons is generally greater than $0.5c$, a fully relativistic treatment of the electric field is necessary. The electron is modeled as travelling...
along the the same axis as the wavevector in conventional DDA for consistency. Starting with an expression for a charge moving in a straight line and Fourier transforming it to frequency space, we find an expression for the interrogating electric field that is compatible with frequency-space Maxwell’s equation solvers, like the DDA:

\[ E(x, \omega) = \frac{2e\omega}{v^2\gamma}e^{i\omega x / v} \left[ iK_0\left(\frac{\omega R}{v\gamma}\right)\hat{z} - K_1\left(\frac{\omega R}{v\gamma}\right)\hat{R} \right], \quad (1.8) \]

where \( x = (R, z) \) and \( R = (x, y) \), with \( R = |R| \). \( K_\nu \) are the modified Bessel functions of the second kind of order \( \nu \). Relativistic considerations have been accounted for by inclusion of the standard Lorentz contraction in space, \( \gamma \), as per

\[ \gamma = \frac{1}{\sqrt{1 - \left(\frac{v}{c}\right)^2}}, \quad (1.9) \]

where appropriate [11, 38]. Equation [1.8] may the be substituted for the right hand side of equation [1.7] to simulate EEL experiments. Note that in taking the Fourier transform, no consideration has been given to any momentum transfer to the target. This is the adiabatic or non-recoil approximation, which is accurate so long as the energy lost in the interaction with the target is very small compared to the kinetic energy of the electron (\( \hbar q \ll m_e v^2 / 2 \)). As expected, the electric field of the swift electron displays radial symmetry orthogonal to the motion of the charge. Parallel to the motion of the charge the electric field is non-zero and varies sinusoidally. This is in direct contrast to plane wave light, wherein the electric field is isotropic about, and only has non-zeros components perpendicular to, the wavevector.
These differences between the structure of the exciting electric fields from plane wave and electron beam sources will play a pivotal role in understanding the correlation between the plasmons excited by each source.

Replacing the plane wave electric field used in the standard DDA ($E_{inc,l}$ in eqn. 1.7) with eqn. 1.8 allows DDA to perform EEL calculations. To that end, we have produced an in-house code where the right hand side of 1.7 was replaced with 1.8 based on the DDSCAT code by Draine, et. al. [47]. In our code, which we call the electron driven DDA or simply the $e$-DDA, the incident plane wave electric field has been replaced with that of an aloof, relativistic electron, which efficiently models the EELS experiment. The implementation of the coupled dipole method known as DDSCAT that we used as the framework for our own $e$-DDA was developed in the 1980s by Draine and coworkers at Princeton for the study of interstellar dust [47]. It was quickly understood that the code could be applied to the study of the interaction between plane wave light and other objects — including nanoparticles — without modification [50]. With modification to the incident field, it is possible to simulate EELS experiments using the DDA. This method of simulation enjoys the maturity and simplicity of the DDSCAT code. This method of simulating EELS was suggested by García de Abajo in early 2010 [11], though it appears only very preliminary work has been done on electron-driven DDA. Geuquet and Henrard modeled the electric field of the electron as a point charge travelling with non-relativistic linear motion in a completely new DDA code and applied the model to several simple nanoparticles [48], but to date all other EELS simulations have used other code, often with even greater simplifications to the incident field [51]. In Draine’s DDA code, the incident field is generated by a dedicated subroutine “evale.f90”, making substitu-
tion of the new electric field easy. Modified Bessel functions were generated by additional sub-routines employing a polynomial approximation sourced from Numerical Recipes [52]. The author’s modified version of the code is available free of charge via a GNU license online at http://faculty.washington.edu/masiello/Masiello_Group_Website/e-DDA.html and the code necessary to modify DDSCAT to function as the e-DDA in its basic form is included in the appendices of this work.

Finally, loss probability per unit energy, $\Gamma(\hbar \omega)$, is found by integrating the rate of doing work by the scattered field of the target back on the electron, $via$

$$dW/dt = \int_V J \cdot \mathbf{E}_{\text{scat}} d^3x$$

(1.10)

where $J(x,t) = -e\mathbf{v}\delta(x - \mathbf{v}t)$ and $\mathbf{v}$ is the velocity of the electron. The total loss energy can then be written

$$\Delta E = \int_0^\infty d(\hbar \omega) \Gamma(\hbar \omega).$$

(1.11)

where $\Gamma(\hbar \omega)$ is the loss probability per unit energy, $\hbar \omega$. We write $\Gamma(\hbar \omega)$ as

$$\Gamma(\hbar \omega) = \frac{1}{\pi \hbar^2} \sum_j N \text{Im}[\mathbf{E}^{inc}(\mathbf{x}_j, \omega) \cdot \mathbf{P}_j(\omega)],$$

(1.12)

which can be though of as comparing the work done by the electron in polarizing the tar-
get back on the electron, mediated by the induced electric field. In principle eqn. 1.11 is complete and exactly describes the total energy loss of the electron, though rarely is the dielectric data the target complete from the DC limit to the gamma rays and beyond. Fortunately, our energetic region of interest spans only the optical and near optical, so it is not necessary to calculate $\Delta E$, and $\Gamma(h\omega)$ will provide us with all the information we require.

### 1.3.4 Cathodoluminescence

A plasmon created by the swift electron can radiate to the far-field if it has a non-zero dipole moment. This process of plasmon-mediated photon emission following an electron excitation is called cathodoluminescence. Cathodoluminescence, or CL, from plasmons was first predicted by Ferrell in 1958 [53], and detected by Steinmann two years later [54] in thin films. The comparative ease with which far-field photons can be counted and their energies quantitated makes CL an attractive method for investigating plasmonic structures with electrons, though care must be taken not to confuse CL with EELS. EELS involves both a near-field excitation and measurement, whereas in CL the excitation occurs in the near-field, but the measurement in the far-field. CL response can be thought of as the convolution of the far-field radiation spectrum and the EEL spectrum, as it is the product of both the dipole transition moment and the loss probability.

We calculate the CL intensity once eqn. 1.7 is brought to self-consistency and the polarizations are known, at which point the scattered electric field at any point $\mathbf{x}$ may be computed using eqn. 1.5. The energy flux radiated by the target is given by Poynting’s theorem.
Integrating the outgoing energy over the surface of a sphere centered at the target and over all time will yield the total energy radiated per electron interaction, in Gaussian units as

\[
\Delta E = \int dt \int d\Omega \hat{r} \cdot S(r, t) = \frac{c}{4\pi} \int dt \int d\Omega \hat{r} \cdot (E(r, t) \times B(r, t))
\]  

(1.13)

in vacuum, where \(S\) is the Poynting vector and \(\Omega\) is the solid angle. If the spherical shell of integration is sufficiently large (\(r_{\text{sphere}} \gg \frac{2\pi c}{\omega}\)), we can write the form of the outward propagating field as the product of a spherical wave multiplied by a vector scattering amplitude:

\[
E^{\text{sca}}(\Omega, r) = f(\Omega) \frac{e^{ikr}}{r},
\]  

(1.14)

where \(k = \omega/c\) in vacuum. Assuming that \(E^{\text{sca}}, B^{\text{sca}},\) and \(\hat{r}\) are mutually orthogonal and Fourier transforming eqn. 1.14 into frequency space, with the electric field given by eqn. 1.5, we can write the CL intensity per electron, per unit energy:

\[
\Delta E(h\omega) = \frac{r^2}{4\pi^2 \hbar k} \int d\Omega |E^{\text{sca}}(\Omega, r)|^2.
\]  

(1.15)

We may then use eqn. 1.15 with far-field calculations from the \(e\)-DDA to compute cathodoluminescence spectra or cathodoluminescence maps in the same way as with the loss probability. It may also be of interest that the CL response scales as the magnitude of the polarizability, whereas the EEL scales as the imaginary component of the polarizability. Comparing
this knowledge to 1.1 and 1.2 we see that CL and EELS encode the same information about
the target as optical scattering and absorbance, respectively [55].

1.3.5 Electron tomography

Tomography, coming from the Greek τ´οµος meaning “slice”, is the process by which a three-
dimensional model of an object can be built from many two-dimensional images of that object
taken at different angles. The mathematical basis for tomography was initially explored by
Radon in 1917 [56] and the method was first suggested to produce two-dimensional maps
from single-dimensional radio data by Bracewell in 1956 [57]. Tomography was expanded to
the third dimension by Cormack seven years later [58] and it has subsequently become a cen-
tral tool in medicine, engineering, and many other fields [59]. Magnetic resonance imaging
(the “MRI”), computed axial tomography (“CAT scans”), and positron emission tomog-
raphy (“PET scans”) are all examples of tomography familiar to the general public due to
their ubiquitous nature in modern medicine, though each of these three forms of tomography
use a different method to build their constituent two-dimensional images. In principle, any
method of generating a two-dimensional image of a target can be used in tomography, so
long as the images can be made from multiple different angles.

Electron microscopy is one such method, and the resulting electron tomography allows for
fully three dimensional models to be made with the same sub-nanometer resolution afforded
by the electron beam. This method is of great interest to the plasmonics community as it
allows us to build complete models of real plasmon-supporting structures with a minimal
amount of inference about the third dimension. This takes much of the guesswork out of the
electrodynamic modeling of plasmonic structures and helps promote theory from qualitation
to full quantitation.

1.4 Electromagnetic hot spots

the capability of plasmons to focus optical-frequency electromagnetic fields into deep sub-
diffraction limit volumes is at the central to their function in most applications [11]. For
example, single-molecule surface-enhanced Raman scattering (SMSERS) which relies on elec-
tric hot spots to amplify the Raman signal while quenching fluorescence to the extent that
Raman spectra can be obtained from a single molecule [18, 19]. Electromagnetic hot spots
tend to form in the junction between two adjacent nanoparticles when plasmons supported
on each particle are arranged in a “bonding” fashion; that is, when the polarizations of each
particle are arranged in a head-to-tail manner at the point of nearest approach between the
particles. By placing a positive charge at the head of one of the polarizations nearest the
negative charge at the tail of the other, the bonding arrangement is stabilized compared to
the converse anti-bonding arrangement, and the close proximity of the large positive and
negative charges leads to very high electromagnetic fields inside the junction. In this ar-
rangement, the junction can be thought of as a capacitor, with a large amount of energy
from around the nanoparticle stored in the very strong field in the junction [60, 61].

Despite the importance of the hot spot in most practical applications of plasmons and the
utility of EELS in investigating the plasmons on their own length scales, it was the prevailing
understanding in the field that EELS is “completely blind to the hot spot” \[62\]. This belief was based on the (correct) assertion that the radial symmetry of the electron’s electric field would not excite a bonding arrangement of the plasmons in a multi-particle system when the beam is at the location of the hot spot. However, in contrast to the prevailing belief, the work in this thesis will show that it is still possible to infer the existence of a hot spot with EELS \[60\].

1.5 Magnetoplasmonics

Circular aggregates of nanoparticles support plasmonic eigenmodes in which all the polarizations are arranged head to tail, forming a loop. These loop eigenmodes support electric hot spots in all the junctions between the particle and a magnetic hot spot in the center of the ring of particles, as the loop of polarizations forms an oscillating circular current \[63\] \[65\]. This system, which is effectively an LC-circuit \[66\], is highly significant because the magnetic field exists at the same frequency as the plasmons that collude to create it, that is, in or near the optical. No materials found in nature have are known to have a significant magnetic response at optical frequencies, and as such, magnetic hot spot supporting plasmonic structures have properties “beyond” normal materials and belong to a category of materials that has come to be known as the “metamaterials”.

Most metamaterials are still in their infancy, and magneto-optical materials are no exception. Prior work has established a solid introduction to magnetoplasmonics, but no detailed studies of complex structures of multiple rings existed prior to this work. Much like a single
nanoparticle can support an array of electric modes, so too can multi-ring aggregates support an array of magnetic modes, a fact which had gone unexplored until this year.

### 1.6 Fano resonances

![Figure 1.4: Spectra for two coupled, damped oscillators, only one of which is driven, found by solving the damped, driven oscillator equation for a wide range of driving frequencies $\omega$. For this model $\omega_1 = 2.223$, $\omega_2 = 2.5$, $\gamma_1 = 0.32$, $\gamma_2 = 0$, and $a_1 = 1$. The coupling potential $v_{12}$ was varied from 0.0 to 0.2 to show the development of a classical Fano resonance in in the high-energy peak in analogy to bringing two nanoparticles together, one which is optically bright and one which is dark. A schematic of the two oscillators is drawn in the upper left corner.](image)

The coupling of two plasmons can form a Fano resonance, a type of interference in which one of the plasmon modes transfers energy through the electric near-field to another mode either in phase or out of phase. This leads to the creation of a super-radiant mode when
the transfer is in phase and constructive, and a sub-radiant mode when it is out of phase and destructive. Because the phase flip occurs very quickly as the frequency of the incident electric field increases past the resonant frequency of one of the modes, Fano resonances can be extremely narrow. Fano resonances have been described as being “of significant importance particularly in the development of high-sensitivity plasmon-based sensors, where Fano resonances currently underlie some of the world’s best” [67]. Fano resonances are a general wave phenomena that can occur anywhere two oscillatory phenomena can couple to one another. First described by Ugo Fano in 1961 in the neutron scattering spectra of helium [68], Fano resonances have since been found in everything from classical masses on springs [69] to excited electrons in high temperature superconductors [70].

The Fano resonance can be modelled by treating the two interfering plasmons as coupled harmonic oscillators in which only one is driven. This is known as the Alzar model [69], and can be instructive in designing a plasmonic Fano resonance. The results of a numerical solution of the Alzar model is shown in [1.4] as an example of a Fano resonance, with comparison to the uncoupled oscillator (red), and two coupled oscillators of increasing coupling strength (green and blue, respectively). The spectrally-sharp asymmetric feature between 2.4 and 2.6 energy units is the Fano resonance. Transparency can be observed in the reduced response relative to the uncoupled oscillator below 2.48 energy units, while dramatically increased response is seen in above 2.48 energy units. The asymmetric line shape that is characteristic, though not diagnostic, of a Fano resonance.

Because a Fano resonance requires one mode to be (relatively) undriven by the driving field, it was thought that EELS would not be able to resolve a Fano resonance, as the electron
beam can access all plasmon modes at once \[51\]. However, a Fano resonance can occur when one mode is simply less driven by the incident field than another, allowing for EELS to show the phenomenon for a beam location that favors one mode over another. If one of the modes is also optically dark, the Fano resonance can appear enhanced in the CL spectrum as well. This is shown for the first time in this work \[72\].

1.7 Outline

1.7.1 Publications

The author’s peer-reviewed work in the Masiello group spans six published papers, one in review, and four more in preparation, for a total of eleven publications, with two additional papers published prior to the author’s graduate school work, not enumerated here. Nicholas W. Bigelow’s publications in the Masiello group are as follows:

1. *Characterization of the Electron- and Photon-Driven Plasmonic Excitations of Metal Nanorods*

   N. W. Bigelow, A. Vaschillo, V. Iberi, J. P. Camden, and D. J. Masiello.

   *ACS Nano* 6, 7497 (2012)

N. W. Bigelow, A. Vaschillo, J. P. Camden, and D. J. Masiello.

*ACS Nano* 7, 4511 (2013)


4. **Thermal Signatures of Plasmonic Fano Interferences: Toward the Achievement of Nanolocalized Temperature Manipulation**

C. L. Baldwin, N. W. Bigelow, and D. J. Masiello.


5. **Resonance-Rayleigh Scattering and Electron Energy Loss Spectroscopy of Silver Nanocubes**

V. Iberi, N. W. Bigelow, N. Mirsaleh-Kohan, S. Griffin, P. D. Simmons, B. S. Guiton, D. J. Masiello, and J. P. Camden.

*Journal of Physical Chemistry C* 118, 10254 (2014)

6. **A Combined Tight-Binding and Numerical Electrodynamics Understanding of the STEM/EELS Magneto-Optical Responses of Aromatic Plasmon-*
Supporting Metal Oligomers


ACS Photonics 1, 1013 (2014)

7. Nanoscopic imaging of energy transfer from single plasmonic particles to semiconductor substrates via 3D STEM/EELS

G. Li, C. Cherqui, N. W. Bigelow, G. Duscher, P. J. Straney, J. E. Millstone, D. J. Masiello, and J. P. Camden.

This work is currently under review.

8. Electron Tomography and its Importance to Quantitative Modeling of Experiment


This work is currently in progress.

9. EEL spectra on individual Ag nanospheres spanning 10 - 200 nm in diameter

C. Cherqui, G. Li, N. W. Bigelow, J. P. Camden, and D. J. Masiello.

This work is currently in progress.

10. Experimental study of individual alloy nanospheres of varying concentration

G. Li, C. Cherqui, N. W. Bigelow, N. Thakkar, D. J. Masiello, and J. P. Camden.

This work is currently in progress.
11. *Theoretical study of plasmonic energy transfer at a metal nanoparticle-semiconductor substrate interface*

G. Li, C. Cherqui, N. W. Bigelow, D. J. Masiello, and J. P. Camden.

*This work is currently in progress.*

#These authors contributed equally to this work.

Papers that Nicholas W. Bigelow is first author or first theory author have their titles bolded in the list above. This dissertation is composed of five of the six published papers in which the author is either first author, or first theory author and has direct ownership of a major part of the work. Chapters 2 through 6 are works already published and chapter 7 is work currently in preparation.

### 1.7.2 The form of this dissertation

The work contained in this thesis is broken into three main parts: first, the capability of EELS to resolve electromagnetic hot spots in contrast to the published literature is predicted in chapter 2, then experimentally verified in chapter 3. Chapter 2 develops the concept of hot spot inference by first comparing the plasmon modes excited by an electron beam and plane wave light, where it is found that modes at the same energy are structurally identical regardless of excitation source. Once the interchangeability of the exciting electric field is established, the capacity for an electron beam to generate an electric hot spot in a hot spot
spatially removed from the electron beam is shown, and in this way the problem of the electron beam’s symmetry is avoided. Armed with this knowledge, this work then predicts that the existence of an electric hot spot can be inferred from EEL data when there is a peak in the loss probability at the distal ends of the particles, and a node in the probability in the junction. This is in direct contrast to the prevailing opinion prior to the publication of this work.

Chapter 3 shows the experimental verification of the ability to infer the existence of an electric hot spot with EEL data, as predicted in chapter 2. This chapter is an experimentally-led paper in which the author provided all theoretical and computational results. The existence of an electric hot spot is determined by finding an aggregate of nanoparticles that is SMSERS-active, then characterizing that aggregate with electron microscopy and EELS. Electron micrographs of the aggregate are used to construct a computational model of the system, and EEL and scattered electric near-field data is computed and compared to experiment. As predicted, at the energy at which an electromagnetic hot spot is known to exist around the structure, the EEL data shows maximal loss probability far from the junction, and a node in the loss probability in the junction, confirming EEL’s ability to detect and characterize electric hot spots.

Chapter 4 extends the work on electric hot spots to magnetic hot spots in ring structures. The work presented here is the most complete examination of magnetic hot spots to date, and structures that support multiple different ferromagnetic and antiferromagnetic hot spots are examined. The structure and energetics of the magnetic hot spots is explored in depth,
and the location of the electron beam for the excitation of all magnetic modes in the studied structures is presented. Several theoretical models of magnetoplasmonic phenomena, including the LC-circuit model, the Hückel model, the coupled-dipole model and full computational electrodynamics, are explored as well.

Chapter 5 predicts the ability to generate and detect Fano resonances with the electron beam, which had previously been deemed impossible, or at least very challenging [51, 71]. A bi-metallic system of two collinear metal rods, whose lengths have been chosen such that the dipolar (optically bright) plasmon of the small rod overlaps energetically with the quadrupolar (optically dark) plasmon on the larger rod. The Fano resonance that occurs from the hybridization of these two modes is readily evident in optical scattering, as expected, and also in the EEL experiment when the electron beam is placed near the end of the smaller rod. A second energy-reversed Fano resonance is also found when the electron beam is placed at a distance below the junction. The latter Fano resonance is not found in the optical experiment and is of a type entirely new to science. Its “birth” is shown in detail as the electron beam is raster-scanned away from the junction, “unpinning” the polarizations and allowing for a complete phase flip in the rods. This is the first time an EEL Fano resonance has been predicted in the literature.

Chapter 6 is the first experimental verification of a Fano resonance in an EELS experiment. Like chapter 3, this chapter is an experimentally-led paper in which the author provided all theoretical and computational results. A plasmon-supporting nanocube is placed on a substrate and its optical and EEL spectra are measured. The cube on a substrate is a sys-
tem that had previously been show to support a Fano resonance \[73\]. Through comparison of experiment and theory, this work verifies the existence of a Fano resonance in the EEL experiment, and in the process develops a richer language with which to understand the phase transitions endemic to Fano resonances.

The last chapter prior to the conclusion compares and contrasts the plasmonic properties of two models of the same real multi-particle target: one generated in the standard way from a single electron micrograph looking down from above the target and the other a fully three-dimensional tomographic reconstruction of the target. Some properties, such as the far-field plane wave spectrum are shown to be very similar between the two models, but properties that are highly dependant on the fine structure of the target, such as the hot spot volume, are shown to differ considerably between the guess and tomographic reconstructions. The utility of tomography for future work on plasmonics thus shown, this dissertation concludes.
Chapter 2

Characterization of the Electron- and Photon-Driven Plasmonic Excitations of Metal Nanorods

This work has previously been published in the following article:

N. W. Bigelow, A. Vaschillo, V. Iberi, J. P. Camden, and D. J. Masiello.

*ACS Nano* 6, 7497 (2012)
2.1 Abstract

A computational analysis of the electron- and photon-driven surface-plasmon resonances of monomer and dimer metal nanorods is presented to elucidate the differences and similarities between the two excitation mechanisms in a system with well understood optical properties. By correlating the nanostructure’s simulated electron energy loss spectrum and loss-probability maps with its induced polarization and scattered electric field we discern how certain plasmon modes are selectively excited and how they funnel energy from the excitation source into the near- and far-field. Using a fully retarded electron-scattering theory capable of describing arbitrary three-dimensional nanoparticle geometries, aggregation schemes, and material compositions, we find that electron energy-loss spectroscopy (EELS) is able to indirectly probe the same electromagnetic hot spots that are generated by an optical excitation source. Comparison with recent experiment is made to verify our findings.
2.2 Introduction

The mechanisms by which a swift ion can deposit energy into metallic films, spawning both individual and collective electronic excitations, have been well established [11, 33, 74, 76]. The experimental techniques developed to probe these phenomena and their related theoretical underpinnings are now seeing a renaissance in the fields of nanophotonics and nanoplasmonics. Recent experimental interrogation of nanoscopic metal triangular prisms [77, 79], spheres [80, 81], rods [82, 84], cubes [85], and decahedra [86] with swift electrons has exposed a variety of new information that is not resolvable with standard optical techniques alone. The observation of optically dark plasmonic modes [81, 84] evidences the differing selection rules between electron- and photon-excitation sources. Also, the direct spatial mapping of plasmon resonances and, with correlated optical techniques, their associated evanescent near-field and electromagnetic far-field demonstrates the unique resolving power of the electron [87, 88]. Still, questions remain that call for the implementation of theories capable of describing the electron-driven excitation of plasmonic nanoparticle assemblies of arbitrary geometry, aggregation scheme, and material composition. Examples include the following: 1) Is there a difference between the plasmons generated at the same excitation energy but by an electron rather than a photon source? 2) What is the difference between their associated evanescent near-fields? 3) How similar are their far-fields? 4) What is the signature of electromagnetic hot spots in EELS and what is their relationship to optical excitation?

In the following, we address these questions within the context of monomer and dimer silver nanorods using an electron-scattering theory based upon a modification of the discrete-
dipole approximation (DDA) [43, 47]. An interesting result of our work is that EELS is capable of indirectly probing electromagnetic hot spots, such as those responsible for surface-enhanced Raman scattering (SERS). Our argument, which relies upon correlating electron and photon spectroscopies, is that the spatial locations of high electron energy loss and intense photonic near-fields need not be colocated; yet they are related in a simple way by noticing that the near-field generated by an electron probe, when positioned properly, is directionally identical to that set up by an optical source. Recent experiment is consistent with this prediction [89].

The motion of a swift ion generates an electric field whose structure and dynamics are governed by the equation of motion [38]

\[ \nabla \times \nabla \times E + \epsilon \mu \ddot{E}/c^2 = -4\pi \mu \dot{J}/c. \]  

(2.1)

Accordingly, an electron of charge \(-e\) moving uniformly along the trajectory \(r(t) = vt\) imposes the field

\[ E_{\text{EELS}}(x, \omega) = \frac{2e\omega}{v^2 \epsilon \gamma} e^{i\omega z/v} \left[ \frac{i}{\gamma} K_0 \left( \frac{\omega b}{v \gamma} \right) \hat{v} - K_1 \left( \frac{\omega b}{v \gamma} \right) \hat{b} \right] \]  

(2.2)

upon a point \(x\) located a distance \(|x| = \sqrt{b^2 + z^2}\) away from its path. The structure of this field is markedly different from that of a plane wave in that it has polarization components perpendicular to \((\hat{b} \perp \hat{v})\) and along the direction of propagation \((\hat{v} \parallel \hat{e}_z)\). Both
components decay radially as the modified Bessel functions $K_0$ and $K_1$, and are not spatially isotropic for $v < c$. Rather the electric field of the electron is spatially localized and spectrally broadband, exactly the opposite of the spatially isotropic and monochromatic plane wave. Experiments like EELS exploit these unique electromagnetic properties by using electrons with keV kinetic energies to probe the electronic structure of matter with sub-Ångstrom spatial resolution [90]. Such experiments [77, 88] and their correlation with optical spectroscopies now represent the next generation of light-matter interaction in nanoplasmonics and nanophotonics offering unprecedented spatial, spectral, and temporal resolution.

Metal nanorods with high aspect ratios and their aggregates serve as a good test bed for our numerical approach as they support a clear progression of longitudinal multipolar plasmon resonances that hybridize in a straightforward manner upon aggregation [91]. The symmetry of the rod establishes electronic density disturbances that are eigenfunctions of parity, i.e., $\Pi \Omega_{g,u}(x) = \Omega_{g,u}(-x) = \pm \Omega_{g,u}(x)$. One would expect that only the transitions $\langle \Omega_u | \mathbf{x} | \Psi_0 \rangle$ from the many-electron (symmetric) ground state $\Psi_0$ of the metal to transient, odd-parity plasmons $\Omega_u$ will be dipole-allowed, whereas those transitions to even-parity plasmons $\Omega_g$, which have no net dipole moment, will be forbidden. This is the case for a plane wave excitation source in the so-called long-wavelength or electric-dipole interaction approximation. However, this approximation is inappropriate for electron-driven transitions because the variation of the electron’s associated electric field over the target is significant and, further, carries a wavelength that is reduced by a factor of $v/c$ in comparison to a photon of the same energy. Because of this, the electron source is able to probe transitions that are optically inaccessible [81, 84].
Our numerical approach, which we call electron-driven DDA (e-DDA), imposes the exciting electric field \( \mathbf{E}_{\text{EELS}} \) of a swift electron instead of a plane wave upon each point \( \mathbf{x}_j \) of the target. Through electric-dipole radiation each dipole couples to all others in the same manner as in the DDA, yielding a similar problem for every spatial position \( \mathbf{b} \) of the electron beam with respect to the target, the latter described by its bulk dielectric function \( \epsilon(\omega) \) through the linear polarizability \( \alpha_{jk}(\omega) \equiv \alpha_j(\epsilon(\omega))\delta_{jk} \) of each point \( j \). Iterative solution of these e-DDA equations from the initial guess \( \mathbf{P}_j = 0_j \) at each \( \omega \) determines the polarization induced in the target by the loss of energy \( \hbar\omega \) from the electron beam.

The probability per unit energy \( P_b \) for the incident electron to lose kinetic energy is determined from the rate of doing work by the electric field of the electron back upon itself, i.e.,

\[
\frac{dW}{dt} = \int_V \mathbf{J} \cdot \mathbf{E}_{\text{EELS}} \, d^3x.
\]

Assuming that the electron undergoes no recoil as it moves along its trajectory, its current density becomes \( \mathbf{J}(\mathbf{x},t) = -e\mathbf{v}\delta(\mathbf{x} - \mathbf{v}t) \), which leads to the following loss probability,

\[
P_b(\hbar\omega) = \frac{1}{\pi \hbar^2} \text{Im} \sum_{j,k=1}^N \mathbf{E}_{\text{EELS}}^*(\mathbf{x}_j,\omega) \cdot [\mathbf{\alpha}^{-1}(\omega) - (1 - \delta)\mathbf{A}]^{-1}_{jk} \cdot \mathbf{E}_{\text{EELS}}(\mathbf{x}_k,\omega). \tag{2.4}
\]
Computation of $P_b$ allows us to determine the energy loss spectrum of each spatial point $b$ in the plane of the target in direct analogy to experiments where the scanning transmission electron microscope (STEM) is rastered over the target and the energy loss spectrum of the electron is collected at each point. We emphasize that this $e$-DDA allows us to compute the fully retarded electron-driven plasmonic responses of a three-dimensional nanoparticle assembly of arbitrary geometry, aggregation scheme, and material composition. This differs from other recent theoretical approaches to EELS that work within the quasi-static approximation to study idealized, flat, disk-shaped nanoparticles \[62\], or that antisymmetrize the polarization of the plane wave to mimic the transverse polarization of the electron’s electric field \[81\]. The $e$-DDA is, however, similar to the coupled-dipole/DDA approach implemented by Guoquet and Henrard \[48\], with the main difference being that we work within the existing framework of Draine’s DDSCAT code \[47\] to numerically implement the working equations in parallel. The flexibility and efficiency of the existing algorithm, which relies upon a bi-conjugate gradient method for the iterative solution of \[2.3\], allow us to easily extract the plasmonic polarization and scattered electromagnetic field at any point in space induced by the loss of energy from a passing swift electron. This $e$-DDA approach should compare similarly to other rigorous and efficient theoretical/numerical approaches to EELS such as the boundary-element \[92\] and $T$-matrix \[93\] methods. Both map the full three-dimensional electromagnetic scattering problem onto a two-dimensional boundary-value problem defined at the interface between dielectric media. Also, an implementation of EELS in COMSOL has recently been reported \[94\]; however, due to the brevity of its description it is difficult to compare to the $e$-DDA.
Figure 2.2: Energy loss spectrum (black) of a 202 nm × 40 nm silver nanorod on an amorphous SiN_x substrate. The rod is excited by a 0.1 MeV electron beam positioned 1 nm away from the rod’s tip as indicated by position 1 in the upper panel. The beam is propagating normal to the plane of the substrate (not shown). For comparison, the optical extinction spectrum of the rod is displayed in the background. The red (blue) curve corresponds to light propagating normal to the substrate and polarized along (θ = 45° with respect to) the rod axis. The four lowest energy resonances correspond to the lowest lying longitudinal plasmon modes of which the first (n = 1) and third (n = 3) are optically bright and the second (n = 2) and fourth (n = 4) are optically dark. The latter two are absent in the optical extinction spectrum.

2.3 Results and discussion

2.3.1 EELS spectra and maps.

[2.2] presents the e-DDA-based EELS spectrum (black) of a 202 nm × 40 nm silver nanorod supported upon an amorphous SiN_x substrate. The propagation direction of the 0.1 MeV electron beam is oriented normal to the long axis of the rod (also normal to the substrate, which is not shown) as shown in the upper panel of the figure. For comparison, the computed optical extinction spectra for light propagating normal to the substrate and polarized both
Figure 2.3: Experimental (red, right vertical axis) and theoretical (black, left vertical axis) EEL spectra corresponding to three positions of the electron beam as shown in the upper panel of 2.2. To mimic the instrumental resolution, each point in the computed spectra (dotted black) is convoluted with a Gaussian function whose full width at half-maximum is 0.4 eV (solid black). The height of each Gaussian at each spectral point is chosen so that its area is equal to the corresponding loss probability at that point.

along (red) and $\theta = 45^\circ$ (blue) from the rod axis are also displayed across the same spectral range using the DDA. A progression of collective electronic resonances arise in the low loss energy part of the spectrum corresponding to the excitation of multipolar surface plasmons that are spatially delocalized along the longitudinal axis of the rod. Interestingly, while the EELS spectrum shows both odd and even order plasmonic resonances, the optical resonance features skip all even orders because their wave functions exhibit no net dipole moment and are, therefore, optically dark. Indeed, the consequences of plasmon symmetry are immediately evident in comparing the electronic and optical spectra of the nanorod. At higher loss energies near 3.5 eV, surface-plasmon resonances that oscillate transverse to the rod’s long axis are excited by the $\hat{v}$-dependence of the polarization (2.2), before the excitation of the bulk plasmon at even higher energies.

A set of silver nanorods similar to this was recently characterized under STEM/EELS by
Guiton, Camden, and co-workers [82]. Their experiment correlated, for the first time, EELS plasmon maps with optical scattering from the exact same nanoparticles. 2.3 displays the experimental EELS spectra (red) measured at three different spatial points surrounding the rod as shown in the upper panel of 2.2. EEL spectra computed at the same three points are displayed in the background as the dotted black curves. For comparison between the two spectra, each point is convolved with a Gaussian function having a full width at half-maximum of 0.4 eV (blue), the area of which is equal to the computed loss probability at that point. The width of 0.4 eV is not an adjustable parameter, but rather is dictated by the resolution of the STEM/EELS instrument. No shifting is performed on either the computed or observed spectra, yet their agreement is quite good. Some reasons for the differences between the spectra, particularly at low loss energies, may be due to the fact that the zero-loss peak must be subtracted from the experimental EEL spectrum. In general, this is a difficult task even with good signal-to-noise ratios. Small imperfections in the shape of the rod and/or substrate can alter the rod’s local dielectric function, thereby affecting the EELS spectrum. This, in addition to the distance/angle between rod and substrate, is challenging to quantify experimentally and, therefore, was not accounted for in the computations. Also, it is not unreasonable to speculate that the electron beam is damaging the target and/or the substrate, providing a further spatial-dependent modification of the dielectric functions of each [81].

At the energy of the two lowest lying longitudinal plasmon resonances of the rod monomer (2.2) and dimer (not shown) we compute a spatial mapping of the loss probability $P_b$. The dimer is oriented along the $x$ axis and is composed of co-linear 111 nm $\times$ 11 nm monomer
Figure 2.4: Loss-probability maps of the two lowest lying longitudinal plasmon modes of a silver nanorod supported on an amorphous SiN$_x$ substrate. $n = 1$ (1.50 eV) and $n = 2$ (2.61 eV) correspond to the first bright and dark plasmon modes of the monomer. The upper two panels display the experimentally measured loss-probability maps, adapted from Ref. [82], while the middle two panels display the same observable computed via the e-DDA. Each map indicates where in space the incident electron is likely to deposit the fraction $\hbar\omega$ of its initial 0.1 MeV kinetic energy into a multipolar plasmon mode. The white dotted line in the middle right panel indicates the spatial location of the node of the first dark plasmon mode of the rod monomer. The lower two panels display the magnitudes of the corresponding electric fields scattered from the rod after excitation by a plane wave, computed via the DDA; these near-field magnitudes are taken in ratio to the magnitude of the incident plane wave, $E_{\text{photon}}$. For the $n = 1$ mode the incident field’s direction of propagation (electric polarization) is normal (parallel) to the long axis of the rod. While for the $n = 2$ mode, the incident field propagation and polarization directions lie in the plane of the long axis of the rod and its normal, but are tilted by $\pm 45^\circ$ with respect to the normal. This arrangement allows for light to couple into a mode of the rod that is dark under normal incidence. In order to symmetrize the $n = 2$ scattered electric field, we average together both $\pm 45^\circ$-polarizations [82]. It is clear that the loss-probability maps (upper four panels) and the photonic local density of states [95], which is related to the scattered electric field magnitude [96] (bottom two panels), are not simply related to each other in this case [62, 97].
subunits separated by a 1 nm gap. For both monomer and dimer, $P_b$ is projected onto the plane that bisects the long axis of the rod and that is perpendicular to the direction of propagation of the electron beam. This requires solving Equation 2.4 across a two-dimensional grid of impact parameters $b$ surrounding the target. Its pattern shows where in space the electron is likely to deposit the fraction $\hbar \omega$ of its initial 0.1 MeV kinetic energy. By computing the electronic polarization induced in the target by the electron beam we see that the regions of high loss-probability occur at the characteristic nodes of each plasmonic wave function and at the rod ends, which are also effectively nodes. This is due to the fact that the longitudinal components of the electric force $F_\parallel = -eE_\parallel$ exerted by the electron beam maximally
coincide with the opposing plasmonic polarization vectors at each node of the plasmon wave function. This means that the potential energy of interaction between the polarization of the electron beam’s electric field and the polarization of the plasmonic target is minimized at the position of each node. Depending upon the magnitude of the loss energy, $\hbar \omega$, different multipolar plasmons are excited, each with its own nodal structure (i.e., no nodes, 1 node, 2 nodes, etc.) and associated loss probability map.

In 2.4 we compare the experimentally determined loss-probability maps of the two lowest lying longitudinal plasmon resonances, labeled $n = 1, 2$, of the rod monomer (upper panels) with those computed via the $e$-DDA (middle panels). Excellent agreement between these data (as well as for the spectra in 2.2) indicates that the $e$-DDA provides a reasonable description of these electron-driven plasmonic excitations. For comparison, the lower two panels of 2.4 display the magnitude of the corresponding electric fields scattered from the rod when driven by a plane wave, computed via the DDA. To optically excite the $n = 2$ plasmon mode, which is dark, we rotate the propagation direction by $\pm 45^\circ$ from the normal in the plane containing the rod’s long axis, and average the two scattered fields together to symmetrize the electric field magnitude; this rotation and averaging technique was used previously 82 to explain the observed loss-probability maps of dark plasmon modes. However, here we see that the scattered electric field magnitude misses certain details in the loss-probability map. For example, in the case of the $n = 2$ dark mode, $P_b$ is largest in the middle of the rod and is smaller at the rod’s ends; the electric field inverts these trends, even in the case of a monomer.

2.5 displays the loss-probability maps of the lowest energy bonding and antibonding plasmon
Figure 2.6: Induced polarization and electric field scattered from the nanorod monomer and dimer upon excitation by a 0.1 MeV electron beam located 1 nm away from the rod’s right tip, as indicated by the “x”. Both the polarization vectors (red arrows) and electric field vectors (white) and magnitude (background) are plotted in the plane bisecting the rod. Here the near-field magnitude is taken in ratio to the spatially anisotropic exciting field magnitude, corresponding to $E_{\text{EELS}}$. Each map is computed at the loss energies corresponding to the $n = 1$ (1.50 eV) and $n = 2$ (2.61 eV) bright and dark modes of the monomer and the $n = 1$ bonding (1.50 eV) and antibonding (1.95 eV) modes of the dimer; the former resonances are displayed in 2.2. Even with electron excitation, an electromagnetic hot spot is formed in the junction of the dimer at the loss energy corresponding to the $n = 1$ bonding mode.

resonances of the rod dimer, computed via the $e$-DDA. It is important to point out that $P_b$ is nearly zero in the junction of the dimer at the loss energy corresponding to the bonding mode. Yet when excited by a plane wave at this energy, polarized along the dimer axis, the dimer supports an electromagnetic hot spot in the junction (not shown), implying a corresponding increase in the photonic local density of states. A related observation in the case of flat, disk-shaped dimers, showing the disconnect between EELS and the photonic local density of states, was demonstrated by Hohenester et al. [62] in contrast to earlier work [97]. This has led to the belief that EELS is unable to probe electromagnetic hot spots such as those responsible for SERS.
2.3.2 Electron-induced target polarization and electric near-field.

It is instructive to visualize the polarization induced in the nanorod target at different loss energies when the electron beam is fixed at a single point in space. The polarizations (red vectors) of the two lowest lying longitudinal plasmon resonances of the rod monomer and dimer are displayed in 2.6 in the plane that bisects the long axis of the rod, and that is perpendicular to the direction of propagation of the electron beam. Interestingly, it is clear that a single position of the electron beam (denoted by an “x”) is sufficient to excite a spatially delocalized, multipolar, plasmonic resonance of the rod. Each plasmon mode, being a transient and oscillatory electronic density disturbance, generates a corresponding electromagnetic field as a decay channel by which to remove (conserve) energy. The near-zone scattered electric component of each is displayed in 2.6 with its magnitude shown in the background and its vector structure indicated by the overlaid white vectors. Because of the localized nature of the excitation source the induced polarizations and scattered electric fields are not symmetric, unlike the corresponding \((g, u)\) plasmon eigenmodes induced by a plane wave of the same frequency.

2.3.3 Comparison of the electron- and photon-induced plasmon polarizations and scattered electric fields.

To compare the nature of the multipolar plasmonic excitations generated by either a photon (plane wave) or electron (EELS) source at the same excitation energy we define the following overlap measure
Figure 2.7: Projections of the electron- and photon-induced polarizations, $\Delta P$, and the electron- and photon-induced scattered electric near-fields, $\Delta E$, of the nanorod monomer and dimer. $P$ and $E^{\text{scatt}}$ are normalized to have unit length, making the projections a measure of the overlap of their directions only. Both the $n = 1$ monomer and $n = 1$ bonding dimer modes are optically bright. Spatial regions where the two polarization and scattered electric fields are the same (white) or opposite (red) in direction are clearly visible. Interestingly, the $n = 1$ bonding dimer mode shows that the electric field set up in the junction by a swift electron has the same directional dependence as the junction field induced by a plane wave. The position of the electron beam is denoted by an “x” and the polarization of the plane wave is directed along the long axis of the rod.

\[
\Delta g = \frac{g_{\text{photon}}}{|g_{\text{photon}}|} \cdot \frac{g_{\text{EELS}}}{|g_{\text{EELS}}|},
\]

(2.5)

with $g = P$ or $E^{\text{scatt}}$. We choose to normalize the plasmon polarization $P$ and scattered electric field $E^{\text{scatt}}$ from both sources to expose the directional dependence of the overlap, independent of their differing magnitudes. Clearly $-1 \leq \Delta g \leq 1$, with 1 implying that the directionality of $g_{\text{photon}}$ and $g_{\text{EELS}}$ is the same, $-1$ implying their directionality is opposite, and 0 implying they are orthogonal. Figure 2.7 displays the projections $\Delta P$ and $\Delta E$ for both the rod monomer and dimer in the plane that bisects the long axis of the rod and that is
perpendicular to the direction of propagation of the electron and photon beams. The lowest energy $n = 1$ bright (1.50 eV) and bonding (1.50 eV) plasmonic excitations are chosen for comparison. For both monomer and dimer, the position of the electron beam is indicated by an “x” in the figures and the polarization of the plane wave is directed along the longitudinal axis of the rod.

It is evident from $\Delta P$ and $\Delta E$ that the optically bright plasmon modes of the monomer and dimer and their associated electric near-fields are almost directionally identical for both excitation sources. In the case of the dimer, it is important to point out that the electric field in the junction that is set up by the electron-driven bonding plasmon has near unit overlap with the junction field set up by a plane wave at the same energy. This is interesting because it shows that a swift electron can indirectly excite a junction field that is similar to the electromagnetic hot spot generated by plane wave excitation. In fact the two fields are directionally identical. This observation adds a softening of the statement that EELS is “completely blind to the hot spot” \[62\] that was based upon a comparison between EELS and the photonic local density of states. Through our numerical experimentation, comparing EELS to the vector-valued electric field itself, we see that EELS is not blind to hot spots if the observer knows how to correlate the loss probability map to the scattered electric near-field. For example, the loss probability map of the bonding dimer mode is bright at the ends of the dimer \[2.4\], indicating that this is the most efficient way to set up the bonding arrangement of the plasmon polarization needed to generate a capacitive- or hot spot-like field in the junction. This implies that the location where EELS probes may be spatially separated from where a hot spot is generated. Recent collaborative work with experiment
has shown this reasoning to be true even for complex three-dimensional aggregates that are determined to be single-molecule SERS active [89].

Lastly, we compute the projections, $\Delta E$, of the scattered electric far-fields induced by electron and photon sources (cathodoluminescence versus photoluminescence) for the two lowest energy plasmonic modes of the rod monomer and dimer. For these projections we evaluate $E_{\text{scatt}}$ along a distant circle of radius 2 $\mu$m surrounding the target in the plane perpendicular to the direction of propagation of the electron and photon beams; the upper panel of 2.2 shows a representation of this distant circle in blue. For both the monomer’s and dimer’s $n = 1$ bright and bonding modes, $\Delta E \approx 1$ for all angles (not shown). This indicates that the electric field scattered by the monomer and dimer into the far-field are nearly identical in direction for both excitation sources for these modes. Knowing how these near- and far-fields behave suggests an electron-driven version of SERS experiment, where the flow of energy may be tracked between the electron source and a Raman-active molecule located within an electromagnetic hot spot.

2.4 Conclusion

In summary, we numerically implement the $e$-DDA, adding the exciting electric field of a swift electron [38] to the standard DDA of Draine [47]. This allows us to efficiently compute the plasmon polarization within and the electric field scattered from an arbitrary nanotarget excited by an electron source and to correlate these quantities with their photon-induced analogs, computed via the DDA. In our numerical investigations of the nanorod monomer
and dimer we learn how both bright and dark multipolar plasmons are selectively excited and how they funnel energy from the near-field to the far-field. We also learn, in the case of the nanorod dimer, that EELS can indirectly indicate the presence and even location of a junction field that is directionally identical to the hot spot set up by plane wave excitation. This is demonstrated by comparing the loss-probability map to the vector-valued electric near-field, rather than to the photonic local density of states. Recent experiment has demonstrated that this numerical observation on rod dimers is also true for more complex nanostructures [89].

2.5 Methods

2.5.1 Continuum electrodynamics simulations.

The DDA is routinely used to study the response of metal nanoparticles subjected to optical-frequency radiation [98]. In this approximation the target is discretized into a finite collection of polarizable point dipoles $P_j$, $1 \leq j \leq N$, each driven by an exciting plane-polarized electric field as well as by the fully retarded electric-dipole field $\sum_{k \neq j}^N \Lambda_{jk} \cdot P_k$ generated by all other points; here $\Lambda_{jk} = e^{i k r_{jk}} \left\{ (1/r_{jk}^3 - i k/r_{jk}^2) [3 \hat{n}_{jk} \hat{n}_{jk} - \mathbf{1}_{jk}] - k^2 \hat{n}_{jk} \times (\hat{n}_{jk} \times)/r_{jk} \right\}$ is the standard
dipole tensor that relays the electric field generated by a dipole at one point in space \( x_j \) to another \( x_k \) a distance \( r_{jk} \) \( \hat{n}_{jk} = |x_j - x_k| \hat{n}_{jk} \) away. In this manner, the responses of the system that are optically accessible can be computed once each dipole is brought into self consistency with all others at a certain excitation frequency, \( \omega \). This is accomplished through the iterative solution of the following equation,

\[
\sum_{k=1}^{N} \left[ \alpha^{-1}_{jk}(\omega) - (1 - \delta_{jk}) \Lambda_{jk} \right] \cdot P_k(\omega) = E_{\text{photon}}(x_j, \omega), \tag{2.6}
\]

and depends upon the frequency-dependent linear polarizability \( \alpha_{jk}(\omega) \equiv \alpha_j(\epsilon(\omega))\delta_{jk} \) of the target point \( j \). The polarizability is related to the dielectric function through the lattice dispersion relation \([99]\).

Our numerical approach, which we call \( e \)-DDA, replaces the exciting field of the plane wave, \( E_{\text{photon}} \), with that of a swift electron, \( E_{\text{EELS}} \), given in \([2.2]^{[38]} \); \( \gamma = 1/\sqrt{1 - \epsilon(v/c)^2} \) is the Lorentz factor involving the dielectric function \( \epsilon \) of the background medium, which is taken to be vacuum in all calculations, and \( v \) is the electron’s incident velocity corresponding to the incident kinetic energy \( m\gamma c^2 - mc^2 \). We choose the phase \( e^{i\omega z/v} = 1 \) at the \( z \)-height of the mass centroid of the target. Otherwise, we use the existing DDSCAT numerical algorithm to solve the resulting \( e \)-DDA equations. This allows us to efficiently compute the EEL spectra at hundreds to thousands of points surrounding the nanotarget, in parallel. The \( e \)-DDA source code is distributed free of charge under the GNU General Public License at http://faculty.washington.edu/masiello \([100]\).
All e-DDA and DDA simulations performed in this article involve nanorods that are supported upon a 5 nm thick amorphous SiN$_x$ substrate. The substrate is located directly below the target, with no gap in between the two media. All target structures are excited by a 0.1 MeV electron beam directed normal to the substrate; the corresponding velocity of the electrons in the beam is 0.55 $c$. Only points external to the target are considered in the simulations and the two-dimensional grid of impact parameters $b$ for the electron beam is chosen to have a 1 nm spacing. Dielectric data from Johnson and Christy [101] is used for silver, while those for the substrate are taken from Palik [102]. An interdipole spacing of 1 nm for both target and substrate is used throughout; other dipole spacings were tested to ensure that all spectra are converged at this value. Similarly, all electric fields are evaluated on a grid with 1 nm grid spacing.

### 2.5.2 STEM/EELS experiment.

A description of the correlated optical and STEM/EELS data collection methods are described in detail elsewhere [82]. Briefly, a 2 $\mu$L aliquot of the colloidal nanoparticles is drop-coated onto a TEM grid and allowed to dry in air. The sample is subsequently loaded onto an inverted optical microscope equipped with a dark-field condenser and wide-field imaging camera. Under dark-field conditions, the resonance Rayleigh spectra of the individual nanoparticles is recorded, as well as the wide-field image showing the individual particles as diffraction-limited spots. After transferring the sample to an aberration-corrected STEM equipped with EELS, the wide-field images obtained on the optical and electron microscopes
are compared and pattern-matching is used to determine the particle of interest \[103\]. The nanoparticles, when viewed on the STEM, are observed to be monodisperse and comprise a range of shapes and sizes. EEL spectra are recorded for every pixel in the region of interest, which encompasses the entire nanorod. From this large data set, we extract either EEL spectra at a particular spatial point \(2.3\), or we plot the loss intensity for a specific energy loss \(2.4\). The energy resolution of the EELS is determined from the full width half-maximum of the zero-loss peak, and is 0.4-0.5 eV for the current experiments.
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Chapter 3


This work has previously been published in the following article:


3.1 Abstract

Since the observation of single-molecule surface-enhanced Raman scattering (SMSERS) in 1997, questions regarding the nature of the electromagnetic hot spots responsible for such observations still persist. For the first time, we employ electron energy-loss spectroscopy (EELS) in a scanning transmission electron microscope (STEM) to obtain maps of the localized surface plasmon modes of SMSERS-active nanostructures, which are resolved in both space and energy. Single-molecule character is confirmed by the bianalyte approach using two isotopologues of Rhodamine 6G. Surprisingly, the STEM/EELS plasmon maps do not show any direct signature of an electromagnetic hot spot in the gaps between the nanoparticles. The origins of this observation are explored using a fully three-dimensional electrodynamics simulation of both the electron energy loss probability and the near-electric field enhancements. The calculations suggest that electron beam excitation of the hot spot is possible, but only when the electron beam is located outside of the junction region.
3.2 Can STEM/EELS image electromagnetic hot spots?

Surface-enhanced Raman scattering (SERS) [104–106], discovered more than three decades ago, relies on the localized surface plasmon resonance (LSPR) [107, 108] to deliver large Raman enhancement factors \(10^6 - 10^{10}\) to molecules located close to the surface of plasmonic nanostructures. The SERS effect is so dramatic that, despite the weakness of Raman scattering, the vibrational spectrum of a single molecule can be easily observed [18, 19]. The claims of single-molecule SERS (SMSERS) were initially met with skepticism because of the extraordinary enhancements proposed \(10^{15}\), and efforts immediately turned to proving the existence of SMSERS [109–111] and characterizing the nanostructures that gave rise to such massive enhancements [112–115]. More than 15 years later it has become widely accepted that electromagnetic hot spots play a major role in SMSERS. In the electromagnetic mechanism (EM) of SERS, excitation of the LSPR in a plasmonic nanostructured material leads to a significant electric field enhancement (EFE) at the particle surface, and the Raman cross section of molecules in this enhanced field can be increased by several orders of magnitude [108, 116]. Electromagnetic enhancements of \(10^{10} - 10^{11}\) at the junction between two closely spaced metallic particles (hot spots) have been predicted [112, 117, 118], although the maximum achievable enhancements are moderately reduced when quantum effects are taken into account [119]. Also, studies have shown that more modest enhancement factors (on the order of \(10^7 - 10^8\)) are sufficient to observe a single molecule in SERS for a resonant molecule such as Rhodamine 6G (R6G) [120].

While the idea of electromagnetic hot spots in SERS is well-known [121, 122], Brus and
co-workers [20, 123] showed using polarization studies that hot spots formed at the junction of two nanoparticles likely play a major role in SMSERS. This claim was further supported by atomic force microscopy showing that SMSERS-active structures are aggregates of Ag nanoparticles. A study correlating high resolution transmission electron microcopy (HRTEM), SMSERS, and LSPR showed that multiple aggregate nanostructures 100 nm in size were suitable for observing SMSERS and continuum electrodynamics calculations on the simplest SMSERS-active aggregates, also confirming that the hot spot was located near the interparticle junctions [21, 31]. Wustholz et al. [124] demonstrated that the EFE can reach its maximum when two particles are in subnanometer proximity or have coalesced to form crevices. Studies performing high-resolution two-dimensional (2D) imaging of SMSERS hot spots measured the spatial distribution of the SMSERS centroid position and the SERS intensity [125, 126], and these studies were later expanded to include images of the active aggregates [127]. A recent theoretical investigation of the spatial, spectral, and polarization dependence of the electro-magnetic SMSERS-active hot spots showed that high electro-magnetic field strength can be produced at multiple spectral and spatial locations [31]. This study further demonstrated that some hot spots exist due to the collective and phase-uniform excitation of LSPRs, while others originate from interfering plasmonic excitations resulting from scattering from gaps and surfaces.

Despite the large body of evidence in favor of electromagnetic hot spots, only now have techniques emerged that can image plasmons with the spatial (≈1 nm) and energy resolutions (0.1-0.3 eV) necessary to observe the elusive electromagnetic hot spots, which are thought to be essential for SMSERS. One such technique is electron energy-loss spectroscopy (EELS)
in a scanning transmission electron microscopy (STEM) [11, 55, 79, 81, 83, 84, 94, 128, 129].

The power of this technique is derived from its ability to experimentally render the photonic local density of states (LDOS). Using a Greens function approach, Garcia de Abajo and Kociak [97] concluded that the energy loss probability is directly related to the LDOS in arbitrary systems. Numerical simulations support this conclusion, and they further emphasize the correspondence between the projection of the LDOS onto the electron trajectory and the EELS signal [97]. Hohenester, Ditlbacher, and Krenn [62] considered this same question and instead concluded that there exists no clear-cut relation between EELS and LDOS [62]. They further examined coupled, flat metallic nanostructures and state that EELS can be blind to the hot spots in the gap region between particles. These theoretical studies focused on structures that are quasi-planar, and it is not clear to what extent the results apply to the
complex three-dimensional (3D) nanoaggregates encountered in SMSERS, where the imaging of hot spots takes on primary importance. Previous experimental studies have examined (mostly planar) coupled nanoparticle structures \cite{79, 81, 84, 94, 128}, although none of them were known to be SMSERS-active.

Herein, we present the first STEM/EELS imaging study of plasmon modes in nanostructures confirmed to be SMSERS-active. Our STEM/EELS studies do not show an enhanced EEL in the gap regions between nanoparticles, where one would expect the electromagnetic hot spots to be located. Further, we support our experimental findings with a fully three-dimensional electrodynamics simulation of both the near-electric field enhancement (hot spot) and EELS loss probability, for the exact nanoparticle geometry obtained from the experiment. The simulations are in full agreement with the experimental results and yield insights into the specific EEL signatures associated with hot spots.

In our experiment, SMSERS-active clusters were identified using the bianalyte approach \cite{109, 130}, which relies on two isotopologues of Rhodamine 6G, 9R6G – d$_0$ and R6G – d$_4$. Briefly, Ag nanoparticles were treated with a low concentration of the mixture of R6G – d$_0$ and R6G – d$_4$ (ca. $10^{-9} M$) such that approximately one R6G molecule, either R6G – d$_0$ or R6G – d$_4$ was adsorbed per active site according to the Poisson distribution \cite{110} (see Supporting Information (SI), Figure 3.6). Many SMSERS-active aggregates were analyzed with our correlated STEM/EELS/optical approach to ensure a representative data set. 3.2 presents correlated annular dark field (ADF) images and optical spectra of two representative nanostructures confirmed to be SMSERS-active. In good agreement with previous HRTEM
Figure 3.3: Spatially resolved EEL maps for a loss energy of 2.3 eV for SMSERS-active trimers. Images have been normalized to the ZLP. A complete EEL spectrum is obtained for every pixel in the region of interest (defined by the ADF in 3.2); however, we focus on the loss energy of 2.3 eV as this corresponds to the energy of the Raman laser (532 nm, 2.3 eV) used in the SMSERS experiment. (Images for other loss features are available in the SI.) While it is assumed that the largest electromagnetic enhancement is obtained at the gap region, no localization of the EEL intensity is observed in the gaps. Scale bars are 50 nm (left) and 100 nm (right).

studies [21], our structures consist of a number of nanoparticles with varying degrees of contact. These contact regions, which we call junctions, arise from coalesced or closely spaced structures and are thought to support electromagnetic hot spots. 3.2 also displays the Raman spectra, without baseline or background correction, and the resonance-Rayleigh scattering measurements of the two SMSERS-active particles. As previous studies have indicated, there is no correlation between the SERS enhancement factor and the LSPR maximum [20, 21].

When preparing SMSERS-active nanoclusters via aggregation, only a few percent of the total aggregates are found to be active [13]. This small population of active aggregates is due, in part, to the low analyte concentrations required to ensure single molecule character; however, it is additionally assumed that only special aggregates generate an electromagnetic
Figure 3.4: ADF images (left) and EEL spectra (right) for selected points around the SMSERS-active structures (a,b). For comparison, the EEL spectra and ADF images of a nanorod are adapted from [129]. The energy of the laser line used in our experiment (532 nm $\approx$ 2.3 eV) is indicated with an arrow in the graphs. The spectra have been normalized so the highest point is 1. Scale bars are 50 nm (a), 100 nm (b), and 50 nm (c).
hot spot on resonance with the excitation laser. In this picture, these special aggregates lead
to the strongest SMSERS signal; although, theoretical studies \[31\] have cautioned that one
aggregate may have multiple hot spots and that the maximum electromagnetic enhancement
may be a weak function of the laser excitation energy. To examine the possibility of an elec-
tromagnetic hot spot at the energy of our resonance-Raman experiments (532 nm, 2.3 eV)
we plot, in \[3.3\] the spatially resolved intensity corresponding to an electron energy loss of
2.3 eV for the structures shown in \[3.2\]. We emphasize that the image obtained in \[3.3\] is not
dependent on the EELS data processing method. Raw energy slices of EEL (spectra after
centering, normalizing to the zero loss peak (ZLP), and subtracting the ZLP), and plasmon
modes extracted using the Automated eXpert Spectral Image Analysis (AXSIA) program,
are similar to those presented in \[3.3\] (see SI Figures \[3.7b, 3.8b, 3.9c, 3.10b\]). These results
demonstrate that there is no localization of the EEL intensity in the gaps at 2.3 eV, even at
the junctions between the particles.

We have also extracted EEL spectra from the gap regions and display them in \[3.4\]. This
allows us to probe resonances occurring at energies different from the excitation laser, e.g.,
an exceptionally bright aggregate may yield SMSERS activity, even when the laser is off
resonance from the hot spot. As evident from \[3.4a,b\], we do not observe any sharp resonance
for either trimer at the points located between the nanoparticles. One might object that
the energy resolution of the current experiment (0.5 eV) is insufficient to resolve some of
the modes (e.g., modes corresponding to the gap between the nanoparticles); therefore, for
comparison, we have also included in \[3.4\] EELS data for a nanorod adapted from our previ-
ously published work \[129\]. For the nanorod, we observe well-resolved (spatial and spectral)
plasmon resonances.

While it is well-known that extreme near-electric-field enhancements can be obtained at locations near sharp surface protrusions or in nanogaps \cite{112, 117, 118}, our EELS results do not show a clear localization of the EEL intensity at the junction of two nanoparticles. In order to examine this observation in detail, we employ a modified version of the discrete-dipole approximation (DDA), called *electron-driven* DDA \((e\text{-DDA})\) \cite{60}, which imposes the electric field of a swift electron \cite{76, 132},

\[
E_{\text{EELS}}(x, \omega) = \frac{2e\omega}{v^2 \epsilon \gamma} e^{i\omega z/v} \left[ iK_0\left(\frac{\omega b}{v \gamma}\right) \hat{v} - K_1\left(\frac{\omega b}{v \gamma}\right) \hat{b} \right]
\] (3.1)

rather than a plane wave upon a fully three-dimensional target located a distance \(|x| = (|b|^2 + z^2)^{1/2}\) away from the direction of propagation, \(\hat{v}\). In this expression, \(v\) is the speed of the electron, chosen to propagate along the \(z\)-axis, \(\gamma = 1/(1 - \epsilon(v/c)^2)^{1/2}\), and \(K_0\) and \(K_1\) are modified Bessel functions. As in the DDA, the target is discretized into a finite collection of \(N\) polarizable points that are each driven by the field of the electron \((eq 1)\) and by the electric-dipole field of all other target points. Each point is described by a linear polarizability that depends upon the complex-valued and frequency-dependent dielectric function of the bulk material \cite{102}. When the electron beam is positioned near the target, the EEL spectra at each impact parameter \(b\) can be computed from the loss probability per unit frequency \cite{11, 133}.  
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\[ P_b(\omega) = \frac{1}{\pi \hbar} \text{Im} \sum_{j=1}^{N} E^*(x_j, \omega) \cdot P_j(\omega) \] (3.2)

where \( P_j \) is the dipole moment of the \( j^{th} \) target dipole, and \( E \) is the electric field of the swift electron evaluated at position \( j \). Further details of the theoretical methods are available in the SI, and an in-depth comparison of \( e \)-DDA calculations with experimental STEM/EELS measurements are the subject of a companion manuscript [60].

3.5(a) compares the calculated electric near-field magnitude, obtained from plane wave excitation (DDA), and the energy loss-probability map, obtained from a 100 keV electron beam (\( e \)-DDA). The calculation in both cases is performed at an energy of 2.3 eV corresponding to excitation with 532 nm light or a 2.3 eV energy loss from the electron beam.

The calculated loss-probability map (3.5a, right panel) compares well with the experiment (3.3), although small differences are observed, likely due to the complex nature of the nanoaggregates, imperfect reconstruction of the experimental ADF image to an array of dipoles, and variations in the local environment of the aggregate. Even though this structure is predicted to have an intense electromagnetic hot spot in the junction region under plane wave excitation (3.5a, left panel), and is known to be SMSERS-active, a strong EEL probability in the junction region at 532 nm is not observed in either the STEM/EELS experiment or the \( e \)-DDA theory. We do, however, observe strong loss features at points external to the junctions (3.5).
Figure 3.5: (a) Comparison of the calculated electric near-field magnitude obtained from plane wave excitation (left) with the EEL probability map for a 100 keV electron beam (right) for the SMSERS-active trimer displayed in 3.2. Simulation of the plane wave excitation is performed via the DDA at a wavelength of 532 nm. The wave vector of the excitation field is directed along the z axis and is polarized along the x-axis. The 2D slice displayed corresponds to the plane where the electric-field magnitude is maximized. Other polarizations, wave-vector directions, and projection planes were examined and show similar localization of the field in the junction regions. The loss probability map, computed via the e-DDA, is displayed at a corresponding loss energy of 2.3 eV. In agreement with the experiment, the EEL map does not show an intense loss probability in the junction region. (b) Induced polarization maps (2.3 eV) obtained for two different positions of the electron beam (green bullet). Placement of the electron beam in the junction leads to a net antibonding arrangement of dipoles (right), whereas placement of the electron beam on the outside right corner leads to a net bonding arrangement (left). Also shown is the induced polarization (red vectors) and resulting scattered electric field (blue vectors), both normalized to unity to aid visualization. Both panels display 2D slices taken from fully 3D simulations of the trimer. The plane of visualization was chosen to lie at the height of the centroid of the two cubes.
Insight into these features can be explored by computing the polarization induced in the target at 2.3 eV for different electron-beam positions (3.5b). Our analysis suggests that the planar model of bonding and antibonding dipoles \(62\) is applicable to the more complex geometries observed in SMSERS. When the electron beam is positioned in the junction, the calculations show that a net \textit{antibonding} arrangement of the targets polarization vectors is induced. This leads to a node of the scattered electric field in the junction and a small loss probability results. When the electron beam is positioned on the right side of the nanoaggregate, a net \textit{bonding} arrangement of the induced polarization vectors is obtained. This underlies a capacitive electric field that is localized in the junction and is characteristic of an electro-magnetic hot spot. In fact, we show in a related paper that the electron-induced junction field and the hot spot set up by plane wave excitation are directionally identical \(60\).

Both of these arrangements of the targets electronic polarization are due to the forces exerted by the polarization of the electric field of the swift electron. Interestingly, this means that the electromagnetic hot spot can indeed be excited by the electron beam, and that it is in principle possible to induce Raman scattering from the single molecule with the electron beam.

In summary, we present, for the first time, plasmon maps of SMSERS-active nanoparticles employing STEM/EELS. Although it is widely accepted that electromagnetic hot spots are responsible for SMSERS activity, and are located between the gaps of nanoparticles, we do \textit{not} see a large EEL intensity in these regions. We have rigorously confirmed that each
structure examined indeed gives rise to SMSERS before EELS imaging. Our experimental results are complemented with a fully 3D simulation that builds the electron-beam excitation directly into the DDA and utilizes shape parameters derived from the experiment. The simulations are in good agreement with the experimental results and yield insights into the specific EEL signatures associated with hot spots. In other words, the electromagnetic hot spot can be excited when the electron beam is positioned at the periphery of the nanoggregate. With the rapid emergence of STEM/EELS as a tool for probing the plasmonic properties of nanostructures, we believe the work presented here will impact a wide range of STEM/EELS plasmon imaging experiments going forward.

3.3 Methods

R6G $- \text{d}_4$ was synthesized according to the procedure described by Blackie and co-workers,\textsuperscript{48} with NMR and mass spectrometry data of the resulting compound matching this prior report. Ag nanoparticles were treated with a low concentration of the mixture of R6G $- \text{d}_0$ and R6G $- \text{d}_4$ (ca. $10^{-9}$ M) such that approximately one R6G molecule, either R6G $- \text{d}_0$ or R6G $- \text{d}_4$ was adsorbed per active site according to the Poisson distribution \textsuperscript{[110]} (3.6). Silver nanoparticles were obtained from nanoComposix and used without further purification. In our experiment, no salt was added to the SMSERS solution since previous nanoparticle studies had demonstrated the existence of sufficient aggregations, and, for the purpose of this study, simpler structures with not many overlapping nanostructures were desired. Two hundred mesh Cu grids coated with holey carbon (SPI supplies #3540C-FA) were used as
TEM supports. A 3 µL aliquot of the SMSERS solution was drop-coated directly onto the TEM grid, and the solvent was allowed to evaporate. After deposition, the sample was placed on a coverslip, mounted in a custom-designed sample holder, and purged with dry nitrogen. For the Raman scattering, the sample was irradiated with 532 nm linearly polarized laser light (Spectra Physics, model J-20) at a grazing incidence with a power density of 0.03 W/cm². Optical measurements were carried out on an inverted microscope (Nikon, Ti-U) equipped with a dark field condenser (Nikon, NA = 0.95-0.80) and an ultrastep Raman long-pass edge filter (Semrock) to block the laser Rayleigh line. Raman spectra were collected using a 100X (Nikon, 0.7 < NA < 1.4, oil immersion) objective and detected on a liquid nitrogen-cooled back-illuminated charge-coupled detector (CCD) (Princeton Instruments, PIXIS 100). Resonance-Rayleigh scattering measurements were performed on the SMSERS-active nanoparticles after removing the long-pass edge filter utilizing the unpolarized light output of a tungsten-halogen lamp. A wide-field image of the silver nanoparticles on the TEM grid was also recorded to serve as a map for subsequent characterization in the STEM. This method enabled correlated optical and STEM measurements of the exact same SMSERS-active nanostructures with an average of 15 active clusters per grid.

After identification and optical characterization of active SMSERS nanoparticles, the sample was inserted into an aberration-corrected, cold-field-emission STEM (VG Microscopes HB501UX STEM with Nion aberration corrector and Gatan Enfina EEL spectrometer). The SMSERS-active nanoparticles were found by comparing the dark-field optical map to the pattern of particles visible in the STEM at very low resolution[103]. After identification, a high-resolution ADF image and an EEL spectrum image were collected from the ZLP
containing region, i.e., an EEL spectrum is recorded at each pixel over the entire region of interest. The spectrometer dispersion was set to 0.05 eV per channel with an exposure time of 0.05 s per spectrum. The pixel size/density (60 × 37 pixels for left and 57 × 76 pixels for right, with a spatial resolution of ∼3 nm per pixel) was chosen to give a total acquisition time of around 11 min for a single spectrum image. Shorter acquisition times were used to avoid accumulation of contaminations caused by the electron beam. The energy resolution, determined by the full-width-half-maximum of the ZLP, was ∼0.5-0.55 eV. The STEM/EELS data were analyzed using three different approaches: in the first approach, the raw EELS data were examined after centering the ZLP of each spectrum at 0 eV, normalizing to the ZLP, and subtracting the ZLP, leaving only the inelastic contributions to the spectrum image. In the second approach, for a particular pixel of interest, the complete EEL spectra, after centering and subtracting the ZLP, were background subtracted and plotted for different probe positions on the entire structure. In a third and final approach, multivariate statistical analysis employing the AXSIA program [134, 135] was applied to the data to extract statistically significant component spectra and maps; details of this analysis have been discussed in our previously published work [82]. The data analysis using AXSIA is presented in the SI. Our experimental measurements are also supported by electrodynamics simulations based on the DDA [47, 136] and the details are presented in the SI.
3.4 Supplimental information

3.4.1 Simulation methods

Discrete Dipole Approximation (DDA) calculations [47, 136] were utilized to examine the electromagnetic-field properties of the trimer aggregate shown in the Figure 1a of the manuscript. In the DDA the target is discretized into a collection of polarizable points, each induced by its interaction with an incident plane wave and with fields arising from the other polarizable elements. Structural parameters for the SMSERS-active nanostructures, such as the edge length, corner rounding (radius of curvature), and the gaps between the nanoparticles were obtained from the experimental annular dark field (ADF) image and were used to build the dipole array. These fields are calculated half a grid spacing from the surface, instead of immediately on the surface, in order to avoid numerical instabilities that arise at the surface. The grid spacing used was 2 nm, the dielectric constants of silver were from Palik [102], and the effective medium approximation of 1.35 was employed to include the substrate effect implicitly. The effective medium approximation is a well-documented method to include the effects of substrate and the environment of the nanoparticles and defines an average dielectric function to describe the optical response of the entire aggregate [137]. Simulation of the plane wave excitation is performed at a wavelength of 532 nm. The wave vector of the excitation field is directed along the z-axis and is polarized along the x-axis. The two-dimensional slice displayed corresponds to the plane where the electric-field magnitude is maximized. Other polarizations, wave-vector directions, and projection planes were examined and show similar localization of the field in the junction regions. The loss-probability map, computed via the e-DDA, is displayed at a corresponding loss energy of 2.3 eV. In agreement with the
experiment, the EEL map does not show an intense loss probability in the junction region.
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3.8 Supplimental figures

Figure 3.6: Histogram showing the frequency with which only R6G – d\(_0\) (red), only R6G – d\(_4\) (blue) and both R6G – d\(_0\) and R6G – d\(_4\) (purple) vibrational modes were observed. Nanoparticles were treated with a low concentration of the mixture of R6G – d\(_0\) and R6G – d\(_4\) (ca. 10\(^{-9}\) M) such that approximately one R6G molecule, either R6G – d\(_0\) or R6G – d\(_4\) was adsorbed per active site according to the Poisson distribution.

Figure 3.7: Energy slices from the spectrum image of trimer, after centering, normalizing to zero-loss peak (ZLP) and subtracting ZLP, but before noise reduction with principal components analysis.
Figure 3.8: Plasmon maps and loading spectra of SMSERS active nanostructures using AXSIA. Multivariate statistical analysis (MVSA) employing the AXSIA program, was applied to the data to extract statistically significant component spectra and maps.

Figure 3.9: Energy slices from the spectrum image of trimer, after centering, normalizing to zero-loss peak (ZLP) and subtracting ZLP, but before noise reduction with principal components analysis.
Figure 3.10: Plasmon maps and loading spectra of SMSERS active nanostructures using AXSIA. Multivariate statistical analysis (MVSA) employing the AXSIA program, was applied to the data to extract statistically significant component spectra and maps.
Chapter 4

A Combined Tight-Binding and Numerical Electrodynamics Understanding of the STEM/EELS Magneto-Optical Responses of Aromatic Plasmon-Supporting Metal Oligomers

This work has previously been published in the following article:

C. Cherqui#, N. W. Bigelow#, A. Vaschillo, H. Goldwyn, and D. J. Masiello.

*ACS Photonics* 1, 1013 (2014)
4.1 Abstract

The optical-frequency magnetic and electric properties of cyclic aromatic plasmon-supporting metal nanoparticle oligomers are explored through a combination of scanning transmission electron microscopy (STEM)/electron energy-loss spectroscopy (EELS) simulation and first-principles theory. A tight-binding type model is introduced to explore the rich hybridization physics in these plasmonic systems and tested with full-wave numerical electrodynamics simulations of the STEM electron probe. Building from a microscopic electric model, connection
is made at the macroscopic level between the hybridization of localized magnetic moments into delocalized magnetic plasmons of controllable magnetic order and the mixing of atomic $p_z$ orbitals into delocalized $\pi$ molecular orbitals of varying nodal structure spanning the molecule. It is found that the STEM electrons are uniquely capable of exciting all of the different hybridized eigenmodes of the nanoparticle assembly—including multipolar closed-loop ferromagnetic and antiferromagnetic plasmons, giant electric dipole resonances, and radial breathing modes—by raster scanning the beam to the appropriate position. Comparison to plane wave light scattering and cathodoluminescence (CL) spectroscopy is made. The presented work provides a unified understanding of the complete plasmon eigenstructure of such oligomer systems as well as of the excitation conditions necessary to probe each mode.

4.2 Introduction

The magnetic permeability of the coinage metals is nearly that of vacuum in the visible part of the electromagnetic spectrum. However, when a localized surface plasmon resonance is excited on a metal nanoparticle, its electron density oscillation induces a small local magnetic field that is 90 degrees out of phase from its electric field. In spite of the relative weakness of this magnetic field, in 2005 Alù and Engheta [138] predicted that a sizable effective magnetic resonance could be generated within a collection of metal nanoparticles arranged on the corners of a rigid polygon due to the collective electric polarization of each particle [63–65]. This collective mode may hybridize in the “bonding” configuration (i.e., as electric dipoles organized head-to-tail around the polygon ring in a closed loop) to mimic a split-ring resonator [139] with multiple splits. When the system is driven resonantly at the frequency...
of its lowest lying eigenmode with either far-field plane wave radiation \[140, 141\] or in the near-field with an electric or magnetic dipole \[142, 143\], a polarization current is set up that oscillates back and forth on each constituent nanoparticle. All together the nanoparticles conspire to localize their weak intrinsic magnetic fields constructively toward the ring center. This collective magnetic resonance has an effective magnetic moment—a so-called *magnetic plasmon*—that oscillates between north (counterclockwise) and south (clockwise) at optical frequencies. Assemblies of nanoparticles that support magnetic plasmon modes are defined to be magnetic metamaterials, meaning that they possess anomalous magnetic properties beyond that of ordinary metals.

As multiple nanoparticle-based polygon assemblies are fused together into extended metal oligomers, the magnetic plasmon resonances of each ring unit cell mix and hybridize \[144–146\] just as electric plasmon resonances do \[147\], forming new delocalized magnetic plasmons of varying magnetic character and nodal order. Evidence of this hybridization has already been predicted in near-linear chains of fused nanoparticle rings \[142, 143\], where the long-range propagation and interference of the maximally nodal antiferromagnetic plasmon was demonstrated. The existence of magnetic plasmon modes has also been demonstrated in metallodielectric nanoclusters \[148\], where certain magnetic plasmon modes were transmuted to new ones through the addition of dielectric nanoparticles. Beyond the fundamental magnetic plasmon resonances described in these papers, the theory of plasmon hybridization further dictates the existence of delocalized plasmon resonances of varying magnetic and electric character and multipolar order. However, to date no systematic and unifying first-principles understanding of the complete hybridized plasmon eigenstructure of such oligomer
Figure 4.2: Planar cyclic assemblies of metal nanoparticles—so-called metal oligomers—arranged into a 1-mer (left), 2-mer (middle), and 6-mer (right), mimicking the aromatic molecules benzene, naphthalene, and coronene. Each system is constructed from the same hexagonal unit cell depicted in the left image. When resonantly driven at frequencies near the electric dipole plasmon resonance of an individual nanoparticle, the $N$-mer exhibits collective plasmon resonances of both electric and magnetic character that are delocalized across the entire assembly. The magnetic plasmon resonances of these $N$-mer systems are especially interesting as they support optical frequency magnetic moments of antiferromagnetic or ferromagnetic character of varying nodal order, all of which may be controllably excited by the electron beam of a STEM and detected in EELS. The particular aloof beam positions labeled $a$, $b$, $c$, and $d$ (and their symmetric equivalents) will be investigated in the following.

systems of arbitrary morphology has appeared in the literature. Nonetheless, magnetic plasmons have recently been the focus of intense interest due to their potential application in the design of metamaterials. The exploration of Fano effects based on the interference between magnetic and electric plasmon resonances has also attracted considerable investigation recently. Beyond this literature, particular attention should be given to the work of van Aken and co-workers on the detection of toroidal modes in plasmonic nanocavities using energy-filtered transmission electron microscopy. Babinet’s principle dictates how the surface plasmon modes of an array of nanocavities are related to an array of nanoparticles of the same shape. Yet, this analogy has yet to be explored for these nanocavity arrays and the exotic magnetic resonances that they support.

It is a main purpose of this paper to construct a complete picture of both magnetic and
electric plasmon hybridization across a family of experimentally accessible cyclic aromatic oligomer systems of arbitrary morphology and metallic composition. To illustrate the formalism in detail, we focus on the particular structures displayed in 4.2. The geometries under consideration are composed of planar cyclic assemblies of metal nanoparticles arranged to mimic certain aromatic molecules [180]. This similarity allows us to exploit a corresponding microscopic electric and macroscopic magnetic tight-binding model. The tight-binding model for aromatic molecules is known as Hückel theory and is mathematically equivalent to the model of magnetic plasmon hybridization used in this paper [181]. Using these models, we find that such structures support a progression of hybridized multipolar magnetic plasmons of varying ferromagnetic and antiferromagnetic character as well as multipolar electric plasmons of giant dipole and radial breathing character. We further demonstrate through simulation that these hybridized plasmons can be individually excited by a scanning transmission electron microscope (STEM) and identified in electron energy-loss spectroscopy (EELS) and cathodoluminescence (CL) experiments. Such experiments are simulated with the full-wave electron-driven discrete-dipole approximation (e-DDA) code, which numerically solves for the electrodynamics of a swift ion and its interaction with nearby metal surfaces [11, 92, 182, 184]. The results are found to be in excellent agreement with those stemming from the tight-binding analysis.

The work presented here differs from previous studies of magnetic plasmons in several ways: earlier studies have focused on a few of the modes possible in single ring systems [64, 138, 149] and in near-linear chains of coupled systems [143]. However, excitation of the complete eigenspectrum of collective magnetic and electric plasmon modes in aromatic nanoparticle...
oligomers by a STEM electron beam has not been explored previously. Consequently, their complete hybridization structure has not been fully appreciated. Larger and more extended systems exhibit even richer magnetic properties that could be useful in the development of magneto-inductive wave guides [185, 186] and metamaterials [187–190]. The keV electrons generated within the STEM possess a high degree of spatial localization due to their sub-Angstrom de Broglie wavelength, allowing one to specifically control the spatial location where energy is deposited into the system. This provides a mechanism for the systematic excitation of the entire plasmon eigenspectrum, which cannot be achieved with plane wave excitation. It is the purpose of this paper to elucidate these diverse and controllable properties of extended cyclic magnetic-plasmon supporting nanostructures using analytic theory combined with STEM/EELS simulations.

4.3 Tight-binding models of interacting localized surface plasmon resonances

4.3.1 Electric tight-binding model

To model the electric plasmon resonances occurring in cyclic metal nanoparticle assemblies such as those displayed in 4.2 we follow the coupled oscillator formalism of Lucas and co-workers [191]. This model treats the electric dipole response induced in the $i$th nanoparticle as a fictitious surface plasmon oscillator of mass $m_{sp}$ and dipole moment $p_i(\omega) \equiv p(R_i, \omega) = \alpha(\omega) \cdot E(R_i, \omega)$ and is equivalent to the well-known hybridization theory [147] in the dipole limit. Particles located at positions $R_i$ and $R_j$ are coupled through their
mutual electric dipole-electric dipole interaction, \(-p_i(t)\Lambda_{ij}^0 p_j(t)\), where \(\Lambda_{ij}^0 \equiv \Lambda^0(R_i, R_j) = [3\hat{n}_{ij}\hat{n}_{ij} - 1_{ij}]/|R_i - R_j|^3\) is the near-field component of the standard electric dipole relay tensor evaluated in the quasi-static limit \((kd \ll 1)\) and \(\hat{n}_{ij} \equiv (R_i - R_j)/|R_i - R_j|\). In the case where each particle is an isotropic metal nanosphere of radius \(d\) then its linear polarizability may be decomposed into the sum of two terms,

\[
\alpha(\omega) = \alpha_C + \alpha_{sp} \frac{\omega_{sp}^2}{\omega(\omega + i\gamma) - \omega_{sp}^2}, \tag{4.1}
\]

the first corresponding to the ionic core response and the second to the response of the electron gas confined to the surface of a sphere, giving it a resonant frequency of \(\omega_{sp} = \Omega_{pl}/\sqrt{\varepsilon_\infty + 2}\) in terms of the plasma frequency \(\Omega_{pl}\), a bulk dephasing rate of \(\gamma\), and an infinite frequency relative permittivity \(\varepsilon_\infty\). Here, \(\alpha_C = d^31(\varepsilon_\infty - 1)/(\varepsilon_\infty + 2)\) and \(\alpha_{sp} = 3d^31/(\varepsilon_\infty + 2)\) are based upon the Drude model \(\epsilon(\omega) = \varepsilon_\infty - \Omega_{pl}^2/\omega(\omega + i\gamma)\) for the electronic response of the metal.

If we ignore the polarization of the core we find that the time evolution of the dipole moment of the surface conduction electrons induced by an electric field \(E\) is described by

\[
p(R, t) = \alpha_{sp}\omega_{sp}^2 \int_{-\infty}^{t} dt' \frac{\sin \sqrt{\omega_{sp}^2 - (\gamma/2)^2(t - t')} \sqrt{\omega_{sp}^2 - (\gamma/2)^2}}{\omega_{sp}^2 - (\gamma/2)^2} e^{-\gamma(t - t')/2} E(R, t'), \tag{4.2}
\]

which is the solution of the damped and driven harmonic oscillator \(\ddot{p}(R, t) + \gamma \dot{p}(R, t) + \omega_{sp}^2 p(R, t) = (-e/m_{sp})E(R, t)\). Neglecting damping, this equation can be derived from the
classical Hamiltonian

\[ H_0 = \frac{\varphi_i^2}{2m_{sp}} + \frac{1}{2}m_{sp}\omega_{sp}^2 u_i^2 - (-e) u_i \cdot E \]  \hspace{1cm} (4.3)

expressed in terms of its generalized coordinates for the displacement \( u = p/(-e) \) and momentum \( \varphi \) of the fictitious plasmon oscillator of mass \( m_{sp} = e^2/\alpha_{sp}\omega_{sp}^2 \), where \( \alpha_{sp} \) is defined according to \( \alpha_{sp} = \alpha_{sp1} \). Extension of (4.3) to an assembly of \( n \) metal nanoparticles interacting pairwise through the electric dipole-electric dipole potential energy \( -p_i(\omega) A_{ij}^0 p_j(\omega) \) results in the total Hamiltonian

\[ H = \sum_i \left[ \frac{\varphi_i^2}{2m_{sp}} + \frac{1}{2}m_{sp}\omega_{sp}^2 u_i^2 \right] - \frac{e^2}{2} \sum_{ij} u_i \cdot A_{ij}^0 \cdot u_j, \]  \hspace{1cm} (4.4)

where the electric field appearing in \( H_0 \) is here generated by the \( n - 1 \) other nanoparticles according to \( E(R_i, t) = \sum_{j \neq i} A_{ij}^0(-e)u_j(t) \). The first term in brackets is the sum of kinetic and potential energies for the localized surface plasmon resonance on each particle. The second term is the interaction energy of the \( i \)th plasmon with the electric field produced by the \( j \)th plasmon.

It is convenient to recast (4.4) in terms of the dimensionless variables \( Q_i(t) = \sqrt{m_{sp}\omega_{sp}/\hbar} u_i(t) \) and \( \Pi_i(t) = \varphi_i(t)/\sqrt{\hbar m_{sp}\omega_{sp}} \) yielding
\[
\frac{H}{\hbar \omega_{sp}} = \frac{1}{2} \sum_i \left[ \Pi_i^2 + Q_i^2 \right] - \frac{1}{2} \sum_{ij} g_{ij} \left[ 3Q_i \cdot \hat{n}_{ij} \hat{n}_{ij} \cdot Q_j - Q_i \cdot Q_j \right]
\] (4.5)

with the dimensionless coupling constant \( g_{ij} = \alpha_{sp}/d^3 r_{ij}^3 = (1/r_{ij}^3)(3/[\epsilon_\infty + 2]) \) and dimensionless distance between nanoparticles, \( r_{ij} = |\mathbf{R}_i - \mathbf{R}_j|/d \). Restricting the nanoparticles to lie within a common plane and further restricting to nearest neighbor interactions removes the \( ij \)-dependence from \( r \) and \( g \) when the nanoparticles are positioned at the vertices of a regular polygon, such as is the case of the three \( N \)-mer assemblies displayed in [4.2]. This has the effect of simplifying the Hamiltonian even further by removing a direction of space (i.e. the direction normal to the plane) and simplifying the coupling constants. A route to quantization of the surface plasmon is now apparent by promoting the dynamical variables in [4.5] to operators and imposing upon them the commutation relations associated with boson statistics [192, 193]. Interestingly, the coupling constant \( g \) is independent of the sphere radius and only depends on the ratio of the distance between the particles to their radius. This lack of dependence on the sphere radius is to be expected given that the quasi-static approximation is built into our tight-binding model. Furthermore, since the dipole that represents the response of a nanosphere is located at the sphere center, there is a minimum value for \( r \) and in the limit that two spheres touch \( g \) has a maximum of \((1/2^3)(3/[\epsilon_\infty + 2]) \neq \infty \).

It should be noted that this model neglects all quantum effects due to electron wave function spill out, electron tunneling between metal nanoparticles, and the discretization of energy levels as the particles becomes small enough to be classified as metal clusters. Such effects are important for nanoparticles separated at distances less than \( \sim 0.5 \) nm or for radii of
only a few nanometers, imposing a lower bound on the validity of our model. Despite these limitations, it provides a reliable description of the energy eigenspectrum for the hybridized plasmon responses occurring within the $N$-mer nanoparticle assemblies discussed in this paper.

Diagonalization of the Hamiltonian in \ref{eq:4.5} for the planar 1-mer unit cell composed of six nanoparticles (see \ref{fig:4.2} left panel) yields a set of 12 hybridized plasmon eigenmodes, $\{p_i(t)\}_\nu$, labeled by $\nu = 1, \ldots, 12$. The spatial dependence of the magnetic field magnitude $|B_\nu|$ associated with each through the curl of the vector potential $A_\nu(x,t) = \sum_{i=1}^{6}(-ik)p_i(t)\exp(ik|x - R_i|)/|x - R_i|$ is displayed in \ref{fig:4.3}; here $k = \omega/c$ is the wave vector of light. The ground state is characterized as having electric dipole moments oriented tangent to the circle circumscribing the hexagon on which they lie. This head-to-tail or closed-loop arrangement of the dipoles allows for the concentration of the individual magnetic fields produced by each sphere toward the center of the unit cell, leading to a non-trivial focusing of the magnetic field into a magnetic hot spot with an effective magnetic moment. This is a well known result, first proposed in 2005 by Alù and Engheta \cite{Alu2005} and is similar to how a split ring resonator operates.

When a collection of $N$ unit cells is arranged into an $N$-mer, such as the 2-mer and 6-mer displayed in \ref{fig:4.2} the spectrum of the Hamiltonian in \ref{eq:4.5} contains an even greater diversity of eigenmodes. Magnetic plasmons that are hybridizations of the effective magnetic moments of each unit cell arise as do fundamentally different plasmons of giant electric dipole and radial breathing character, among many others. \ref{fig:4.4} and \ref{fig:4.5} display the magnetic field magnitude, $|B|$, corresponding to five eigenmodes of the 2-mer and the lowest lying nine eigenmodes of
Figure 4.3: $|\mathbf{B}_{\text{loc}}|$ associated with each of the 12 tight-binding model eigenmodes of the 1-mer unit cell arranged in increasing energy order, labeled by $\nu = 1, \ldots, 12$. Red (blue) represents a north (south) oriented magnetic dipole, while white represents the absence of a magnetic moment. The black arrows in each panel depict the electric dipole moments of the corresponding eigenmode. Circles are overlaid upon each dipole to indicate the locations of the underlying nanoparticles, although the latter are not explicitly included in the tight-binding model. The dipole moments of the ground state ($\nu = 1$) form a closed loop and act to localize their magnetic field into the center of the unit cell. They present no net electric dipole moment but they collectively generate an effective magnetic moment. The latter is called a magnetic plasmon resonance \cite{64,138}. In addition there are eigenmodes that correspond to giant electric dipoles ($\nu = 3, 4$) and even a radial breathing mode ($\nu = 12$). Depending on the location of the STEM electron beam, each one of these features can be controllably excited and detected in EELS. The symbols appearing in each panel correspond to certain spectral positions in \cite{4,6}. The net electric and magnetic moments $\mathbf{p}_{\text{tot}}$ and $\mathbf{m}_{\text{tot}}$ are overlaid above each eigenmode.
Figure 4.4: $|B_{loc}|$ associated with five of the tight-binding model eigenmodes of the 2-mer arranged in increasing energy order, labeled by $\nu = 1, 2, 9, 11, 19$. 15 other eigenmodes also appear in the spectrum, which we do not display. With only two units cells, the 2-mer possesses only two hybridized magnetic plasmons. The ground state ($\nu = 1$) is ferromagnetic in character with the magnetic moments on each unit cell pointing in the same direction. The opposite is true for the first excited state ($\nu = 2$) which is antiferromagnetic in character. A giant electric dipole plasmon ($\nu = 9$) also appears in the spectrum. Depending on the location of the STEM electron beam, each one of these features can be controllably excited and detected in EELS. The symbols appearing in each panel correspond to certain spectral positions in Figure 4.7. The net electric and magnetic moments $p_{tot}$ and $m_{tot}$ are overlaid above each eigenmode. Those eigenmodes of closed-loop magnetic character having $m_{tot} = 0$ are antiferromagnetic, while those with $m_{tot} \neq 0$ are ferromagnetic.
Figure 4.5: $|B_{\text{loc}}|$ associated with nine of the tight-binding model eigenmodes of the 6-mer arranged in increasing energy order, labeled by $\nu = 1, \ldots, 8, 26$. 39 additional eigenmodes also appear in the spectrum, which we do not display. With six unit cells, the 6-mer possesses seven hybridized magnetic plasmons. The ground state ($\nu = 1$) is ferromagnetic in character with the magnetic moments on each unit cell pointing in the same direction. Beyond this appears a multipolar progression of hybridized magnetic plasmons ($\nu = 2 - 6$) of antiferromagnetic character and increasing angular nodal order. The ground state taken together with the ferromagnetic excited state with one radial node ($\nu = 7$) bookend this collection of antiferromagnetic modes. A giant electric dipole ($\nu = 8$) and giant radial breathing mode ($\nu = 26$) also exist above all magnetic eigenmodes. The STEM electron beam can access each of these modes by raster scanning to the appropriate position. The symbols appearing in each panel correspond to certain spectral positions in 4.8. The net electric and magnetic moments $p_{\text{tot}}$ and $m_{\text{tot}}$ are overlaid above each eigenmode. Those eigenmodes of closed-loop magnetic character having $m_{\text{tot}} = 0$ are antiferromagnetic, while those with $m_{\text{tot}} \neq 0$ are ferromagnetic.
the 6-mer, computed from $H$ in (4.5) the 2-mer has 20 and the 6-mer has 48 total hybridized eigenmodes. Some of the general features exposed by this model are:

1. All ferromagnetic plasmon modes contain a net zero electric dipole moment and a net nonzero magnetic dipole moment.

2. The hybridized plasmon eigenenergies split with respect to the electric dipole response, $\hbar \omega_{sp}$, of a single nanoparticle, with the closed-loop magnetic modes all lying at the bottom, bounded from above by the collective giant dipole modes. All hybridized plasmon resonances of either electric or magnetic character reduce to that of the single nanoparticle’s dipole plasmon in the limit where $g \to 0$.

3. The dynamics of the system is governed by nearest neighbor interactions, meaning that the local environment of each nanoparticle dominates the energetics of the collective assembly. Since all magnetic plasmon modes are composed of electric dipoles on adjacent particles oriented in a head-to-tail arrangement, they are all nearly energetically degenerate. This means that choosing an excitation source with the right spectral and more importantly spatial behavior will be important when trying to excite a particular magnetic plasmon.

It is important to point out that because the electric Hamiltonian (4.5) was derived within the quasi-static limit, it does not account for the total energy of the system whenever a non-trivial amount of energy is contained within the magnetic field. But this is precisely the case for all of the closed-loop magnetic modes of the $N$-mer. The consequences of this shortcoming are that the energy ordering of the magnetic modes among themselves is incorrect. For example, in the case of the 2-mer, the antiferromagnetic plasmon (mode 2 in (4.4)
is predicted to have a lower energy than the ferromagnetic plasmon (mode 1 in 4.4). However, as will be shown in the following, full-wave electrodynamics simulations reveal that the ferromagnetic mode is the ground state and the antiferromagnetic mode is the first excited state of the 2-mer. This inverse ordering should be expected if one adopts a circuit model in which in-phase current loops form the lowest energy configuration of the system 145, 194. Interestingly, while the specific energy ordering of the magnetic modes is incorrectly predicted by $H$, the specific polarization of individual nanoparticles for any given magnetic mode is nearly exactly predicted by the electric tight-binding formalism. This is the case for all $N$-mer systems. This breakdown in the model marks a transition from a system whose energetics are electrically dominated to a system where both electric and magnetic effects are important. To resolve this issue, several options exist, the most rigorous of which is to solve Maxwell’s equations, which we do in the following. Another approach is to coarse grain the $N$-mer into a collection of interacting magnetic moments, parametrized by their underlying electric interactions. The details of the latter will now be described.

### 4.3.2 Magnetic tight-binding model

As $kd$ becomes smaller, the electric near-field extends to infinity and the magnetic field becomes negligible. It is, therefore, not surprising that the previous quasi-static electric tight-binding Hamiltonian is incomplete in its description of systems that store energy in the magnetic field. The metal oligomers under investigation in this paper are examples of systems where magnetic effects can be important. To properly understand their magnetic
eigenmode structure we will to use the unique magnetic plasmon mode of the 1-mer to construct a coarse-grained magnetic tight-binding Hamiltonian.

The magnetic moment of the 1-mer unit cell’s ground state may be well described as a magnetic dipole when the size of the unit cell is small in comparison to the wavelength of an interrogating photon of energy $\hbar \omega$. Even when this is not true, the dipole moment of a multipolar distribution of charge and current often describes the physics qualitatively correctly. Neglecting damping, the magnetic dipole moment $\mathbf{m}$ associated with a collection of $n$ electric dipoles $\mathbf{p}_i$ arranged in a closed loop with current density $\mathbf{J}(x, t) = \sum_i \dot{\mathbf{p}}_i(t) \delta(x - R_i)$ is

$$
\mathbf{m}(R = 0, t) = \frac{1}{2c} \int \mathbf{x} \times \mathbf{J}(\mathbf{x}, t) d^3x = \frac{n\omega_M p R}{2c} \cos(\omega_M t) \hat{e}_z,
$$

where $\mathbf{R} = 0$ is the location of the center of the unit cell, $\hbar \omega_M = \hbar \omega_{\text{sp}} \sqrt{(1 - 7g)/2}$ is the ground state energy eigenvalue of 4.5, and $|R_i| \equiv R$ and $|p_i| \equiv p$ for $1 \leq i \leq n$. This magnetic dipole oscillates periodically in time at frequency $\omega_M$ and is characterized by the magnetic polarizability

$$
\alpha_M(\omega) = \alpha_{\text{msp}} \frac{\omega^2_M}{\omega(\omega + i\gamma_M) - \omega^2_M},
$$

where $|\alpha_{\text{msp}}| \equiv \alpha_{\text{msp}} = n\alpha_{\text{sp}}/2$ and has a component only in the $zz$-direction. In this way, by excising all higher order eigenmodes from the eigenspectrum, the 1-mer unit cell is
coarse-grained by \( m \).

In an analogy to the procedure leading to 4.3, a tight-binding Hamiltonian for the unit cell can be defined that dictates the behavior of the single magnetic dipole \( m \) in a magnetic field \( B \). For a collection of \( N \) unit cells such as the 2-mer and 6-mer structures displayed in 4.2, the effective magnetic dipole localized within each ring unit will hybridize with those on neighboring units through mutual magnetic dipole-magnetic dipole interactions of the form \(-m_i(t)\Lambda_{ij}^0 m_j(t)\), where \( m_i(\omega) \equiv m(X_i, \omega) = \alpha_M(\omega) \cdot B(X_i, \omega) \). Restricting to nearest neighbors leads to the following dimensionless coarse-grained Hamiltonian for the \( N \)-mer

\[
\frac{H_M}{\hbar \omega_M} = \frac{1}{2} \sum_i [\pi_i^2 + q_i^2] - \frac{g_M}{2} \sum_{ij} q_i q_j
\]

in an analogy to 4.5 where the magnetic and electric coupling constants are connected by \( g_M = g/n \) and where the prime on the sum denotes nearest neighbors. The symmetry of the system makes \( g_M \) the same for all \( i, j \). Here \( q_i(t) = \sqrt{m_{\text{msp}} \omega_{\text{msp}} / \hbar} |m_i(t)| / (-e) \) and \( \pi_i(t) = m_{\text{msp}} (|\dot{m}_i(t)| / (-e)) / \sqrt{\hbar m_{\text{msp}} \omega_{\text{msp}}} \) are the generalized dimensionless coordinates and momenta of a fictitious magnetic plasmon oscillator of mass \( m_{\text{msp}} = e^2 / c_{\text{msp}} \omega_{\text{msp}}^2 \).

This is the magnetic plasmon equivalent of the Hückel Hamiltonian used in the description of the molecular orbitals of aromatic molecules. As the \( p_z \) atomic orbitals of an aromatic molecule hybridize into \( \pi \) molecular orbitals of varying nodal structure, so too do the magnetic dipole moments on each unit cell hybridize into collective magnetic plasmons that can
be classified as ferromagnetic or antiferromagnetic in character. Like the Hückel Hamiltonian, which contains the coupling constants $\alpha$ and $\beta$ expressing the strengths of the on-site and nearest neighbor interactions and which may be computed by accounting for the microscopic Coulombic interactions between electrons in the atomic orbitals, $H_M$ contains coupling parameters that can be relayed back to the underlying microscopic physics of the electric dipole plasmons on each nanoparticle in the $N$-mer assembly. Once $\alpha_{SP}$ is known for a single particle then all magnetic properties contained within $H_M$ can be determined for a given assembly.

Diagonalization of the coarse-grained magnetic Hamiltonian $H_M$ in 4.8 leads to an eigen-spectrum comprising the hybridized magnetic dipole moments of an arbitrary planar $N$-mer. Because they are good approximations to the closed-loop hybridized magnetic eigenmodes of $H$, we do not display the eigenmodes of $H_M$ but instead use their corresponding eigenenergies to properly reorder the magnetic eigenmodes of $H$. 4.4 and 4.5 display the hybridized plasmon resonances of the 2-mer and 6-mer composed of the same basic 1-mer unit cell described in 4.2. The eigenmodes are computed from $H$ in 4.5 and placed in order of their eigenenergies except for the closed-loop magnetic plasmons, which are reordered according to the corresponding eigenenergies of $H_M$. The 2-mer has only two hybridized magnetic plasmons; the ground state ($\nu = 1$) is ferromagnetic with the magnetic moments in each unit cell pointing in the same direction, while the opposite is true for the antiferromagnetic excited state ($\nu = 2$). The 6-mer possesses an even richer set of hybridized magnetic eigenmodes. The ground state and highest lying excited state ($\nu = 1$ and 7) are ferromagnets and book-end the magnetic part of the spectrum, while the five states in between ($\nu = 2 - 6$) are antiferromagnets of increasing nodal order. Effectively, we see a progression of modes that
go from having a single well-defined magnetic moment at the center of mass of the $N$-mer to a fully antiferromagnetic character. The lowest mode being that with a single magnetic moment representing in-phase polarization currents in all unit cells and the highest energy antiferromagnetic mode being that with maximally out-of-phase polarization currents. The ferromagnetic ground state ($\nu = 1$) possesses a finite magnetic moment as does the first ferromagnetic excited state ($\nu = 7$), while all antiferromagnetic modes have none. Because of this, the former modes are expected to have a signature in the system’s CL response in addition to those modes supporting net electric dipole moments.

The analogy between this magnetic tight-binding model and Hückel theory is especially apparent in the eigenmodes of the 6-mer, with each 1-mer unit cell corresponding to a single carbon atom. However, there is one notable exception. Benzene has only six carbon atoms and six $\pi$ molecular orbitals [195]. But the 6-mer has seven magnetic plasmon eigenmodes. Unlike in chemistry the central ring of the 6-mer behaves as a seventh unit cell (or as a seventh carbon atom). Because of this unique feature, the ferromagnetic modes 1 and 7 exist and have different energies. In fact there is no molecular analog to the $\nu = 7$ mode of the 6-mer. Interestingly, modes 1 – 6 have the same degeneracy pattern as that of the Hückel description of benzene [195]. Full-wave electrodynamics simulation will also show this degeneracy pattern for all magnetic modes of the $N$-mer, although the magnitude of their splitting is quite small. The consequences of these facts will be discussed in the following.
4.4 Full-wave electrodynamics simulation and discussion

We now investigate the behavior of these systems with full-wave e-DDA numerical electrodynamics simulations. The previous formalism has predicted a rich and diverse set of oligomer eigenmodes, but it is not clear \textit{a priori} how well they approximate the solutions of Maxwell’s equations. Nor is it clear what the necessary excitation conditions are to drive each mode. It is the purpose of this investigation to resolve these open questions by considering both optical and electron-beam driving sources. The eigenmode polarizations dictated by the tight-binding model are of critical importance in this analysis as they will inform our choices of excitation source parameters such as the position of the electron beam relative to the target, thereby allowing us to drive specific modes of interest.

Rather than spheres we choose to employ nanodisks arranged on the corners of the hexagonal unit cell in 4.2. None of the physics described previously is affected by this change. Each nanodisk is composed of gold [101], has a 200 nm diameter, is 15 nm thick, and is separated by 225 nm (center to center) from the next adjacent particle in the lattice. For reference, the electric dipole plasmon of each individual nanodisk is located at 1.45 eV. All calculations employ a 100 keV electron beam to interrogate the system. Other nanoparticle shapes, sizes, separation distances, and material compositions that do not significantly differ from these parameters will only shift the collective plasmon resonances of the \(N\)-mer to other parts of the electromagnetic spectrum from the near UV through the visible to the near IR.
Figure 4.6: Normalized EEL probability $\Gamma_{\text{EELS}}$ (black) and signed local magnetic field magnitude $|\mathbf{B}_{\text{loc}}|$ (blue/green) spectra (lower panels) of the 1-mer unit cell composed of 200 nm diameter by 15 nm thick gold nanodisks separated by 225 nm from center to adjacent center. The electron beam is positioned at the aloof locations $a$ and $b$ denoted in the left panel of 4.2. All panels are computed from full-wave numerical electrodynamics simulations within the $e$-DDA. The spectrum of $|\mathbf{B}_{\text{loc}}|$ is evaluated by integrating the locally induced magnetic field magnitude inside of the ring; red (blue) represents a north (south) oriented magnetic dipole, while white represents the absence of a magnetic moment. The upper panels display the spatial behavior of all of the energetically unique collective magnetic eigenmodes of the 1-mer that are excited at beam positions $a$ and $b$. The corresponding electric tight-binding eigenmode, labeled by $\nu$, is enumerated within each of the upper panels. The corresponding eigenmodes are overlaid as black arrows, with green arrows showing the deviation between model and simulation. Of particular importance is the ground state eigenmode (upper left panel), where the electric dipole moments (black arrows) on each disk conspire to generate a magnetic field localized within the ring ($\blacklozenge$). Such an eigenmode is referred to as a magnetic plasmon resonance [64, 138]. Also shown is a primitive antiferromagnet ($\blacklozenge$), a giant electric dipole (■), and a pair of high-lying excited states (▲ and ◀), one of radial breathing character (★). Modes of quadrupolar character also exist in the spectrum above $\sim 1.7$ eV (not explicitly shown), which are beyond the approximations built in to the presented tight-binding model.
We first examine the 1-mer unit cell. Figure 4.6 displays the computed EEL probability $\Gamma_{\text{EELS}}$ and local magnetic field magnitude $|B_{\text{loc}}|$ spectra of the 1-mer at the aloof beam positions $a$ and $b$ shown in Figure 4.2. The electron-induced $|B_{\text{loc}}|$ is computed by integrating the locally induced magnetic field magnitude inside the ring. The spectral location of the closed-loop magnetic plasmon eigenmode can easily be gleaned by comparing the two spectra at position $a$. The upper panels show the spatial behavior of the $|B_{\text{loc}}|$ associated with five of the collective plasmon eigenmodes of the 1-mer, all of which are predicted from and are enumerated in accordance with the tight-binding eigenstates labeled by $\nu$. The ground state of the 1-mer is a closed-loop magnetic plasmon resonance ($\Box$). Beyond that lies a primitive antiferromagnetic plasmon ($\Diamond$), a giant electric dipole plasmon ($\blacksquare$), and two high-lying states, one of which has the character of a radial breathing mode ($\star$). These states, which are all accessible by the STEM electron beam, represent the complete set of energetically unique magnetic eigenmodes of the 1-mer. Other collective eigenmodes of quadrupolar (or higher multipolar) character might also appear in an experiment, but are not part of the presented tight-binding model. It is of course possible to extend the model to include such higher order multipolar effects.

When two unit cells are brought together into a 2-mer the eigenmodes intrinsic to each rehybridize into an even richer set of eigenmodes spanning the dimer. Figure 4.7 displays the computed EEL probability $\Gamma_{\text{EELS}}$ and local magnetic field magnitude $|B_{\text{loc}}|$ spectra (lower panel) of the 2-mer at the aloof beam positions $a$ and $b$ shown in Figure 4.2. The electron-induced $|B_{\text{loc}}|$ is computed by integrating the locally induced magnetic field magnitude within the closest ring unit adjacent to the electron beam. The upper panels show the spatial behavior of the
Figure 4.7: Normalized EEL probability $\Gamma_{\text{EELS}}$ (black) and signed local magnetic field magnitude $|B_{\text{loc}}|$ (blue/green) spectra (lower panel) of the 2-mer computed within the $e$-DDA. The electron beam is positioned at the aloof locations $a$ and $b$ denoted in the middle panel of 4.2. The upper panels display the spatial behavior of a few of the 2-mer’s collective eigenmodes that are excited at beam positions $a$ and $b$. The corresponding tight-binding eigenmode is enumerated within each of the upper panels. Of particular importance is the ferromagnetic ground state (♦), where the magnetic moments in each unit cell point in the same direction. The first excited state is a closed-loop antiferromagnetic plasmon (▲), where the magnetic moments in each unit cell point in opposite directions. A giant electric dipole (■) and a radial breathing mode (★) also appear in the spectrum above both closed-loop magnetic plasmon modes.

$|B_{\text{loc}}|$ associated with five of the collective plasmon eigenmodes of the 2-mer, all of which are predicted from and are enumerated in accordance with the tight-binding eigenstates labeled by $\nu$. The ground state of the 2-mer is a closed-loop magnetic plasmon resonance that is characterized by a colinear arrangement of the magnetic moments in each unit cell (♦). The first excited state, which is nearly degenerate with the previous, is also a closed-loop magnetic plasmon resonance, but has the magnetic moments in each unit cell pointing in opposite directions (▲). Together, they are the lowest energy ferromagnetic and antiferro-
magnetic plasmons of the 2-mer. Three other excited states of interest are identified, one of
giant electric dipole character (♣) and the highest lying being an excited antiferromagnetic
plasmon (★).

The hybridization patterns that occur in moving from the 1-mer to the 2-mer carry over to
the 3-mer, 4-mer, and 5-mer (not shown) in a straightforward manner, independent of how
the basic 1-mer unit cells within each are linked, i.e., either linearly or cyclically. Of par-
ticular note is the multipolar progression of magnetic plasmon resonances as the addition of
another 1-mer introduces the possibility for another node in the magnetic plasmon density.
However, a strikingly new behavior appears in the case where six 1-mers are arranged cycli-
cally to form the 6-mer displayed in 4.2. In this geometry the 6-mer is a rescaled version of
the 1-mer, where each nanoparticle of the 1-mer is replaced by the 1-mer unit cell itself. The
two structures share the same point group. This means that the 1-mer and 6-mer partially
share a similar collection of eigenmodes, but on different length scales. For example, the
ferromagnetic ground state (ν = 1) of the 1-mer and 6-mer are equivalent. The primitive
antiferromagnetic first excited state (ν = 2) of the 1-mer is equivalent to the maximally
nodal antiferromagnetic excited state (ν = 6) of the 6-mer. The two primitive giant electric
dipoles (ν = 3, 4) of the 1-mer are equivalent to the giant electric dipoles hybridized across
the 6-mer (ν = 8, 9). The radial breathing mode (ν = 12) of the 1-mer is equivalent to the
giant radial breathing mode of the 6-mer (ν = 26; see 4.8), etc.

4.8 displays the computed EEL probability Γ_{EELS} and local magnetic field magnitude |B_{loc}| spectra (lower panel) of the 6-mer at the aloof beam positions a, b, c, and d shown in 4.2.
Figure 4.8: Normalized EEL probability $\Gamma_{EELS}$ (black) and signed local magnetic field magnitude $|B_{loc}|$ (blue/green/red) spectra (lower panel) of the 6-mer computed within the e-DDA. The electron beam is positioned at the aloof locations $a$, $b$, $c$, and $d$ denoted in the right panel of 4.2. The upper panels display the spatial behavior of a few of the 6-mer’s collective eigenmodes that are excited at beam positions $a$, $b$, $c$, and $d$. The corresponding tight-binding eigenmode is enumerated within each of the upper panels. Of particular importance is the ferromagnetic ground state (blue, ♦), where the magnetic moments in all unit cells point in the same direction. The maximally nodal antiferromagnetic plasmon excited state (orange, ♦), where magnetic moments in each unit cell alternate in direction, is the highest lying magnetic plasmon of closed-loop character in the spectrum. Others of varying nodal order in both radial and angular directions appear in between these two modes. Also a giant dipole (■) appears in the spectrum above all closed-loop magnetic plasmon modes. The large peak in the EEL function near 1.5 eV is due, in part, to the excitation of the giant radial breathing mode of the 6-mer (★). For this reason we do not display the EEL spectrum at beam position $d$. 
The electron-induced $|B_{\text{loc}}|$ is computed by averaging the local magnetic field induced inside of the closest 1-mer ring unit to the electron beam. The upper panels show the spatial behavior of the $|B_{\text{loc}}|$ associated with eight of the collective plasmon eigenmodes of the 6-mer, all of which are predicted from and are enumerated in accordance with the tight-binding eigenstates labeled by $\nu$. The ground state of the 6-mer is a giant closed-loop ferromagnetic plasmon resonance that is characterized by a colinear arrangement of the magnetic moments in all six unit cells (green, ♦). It is important to point out that the central open ring within the 6-mer acts as an effective seventh unit cell and is involved in defining the magnetic moment of the ground state. In fact this central ring also participates in the $\nu = 7$ ferromagnetic eigenmode (yellow, ♦), which has one radial node separating it from the ground state, making it the first ferromagnetic excited state. This is contrast to the aromatic benzene molecule where all six of the $\pi$ molecular orbitals are nearly zero in magnitude in the empty space within the six-membered carbon ring. In addition to these ferromagnetic plasmon modes the electron beam is also able to access all of the multipolar magnetic plasmon resonances of arbitrary nodal order in the angular direction ($\nu = 2, 4, 5, 6$). These modes are all of antiferromagnetic character since they have no net magnetic moment. For completeness we also show one of the giant electric dipoles (■) as well as a giant radial breathing mode (★). The latter appears most clearly at beam position $d$ at 1.485 eV; however, since this resonance can also be seen at positions $a$, $b$, and $c$ we do not show the EEL spectrum at position $d$. What we see developing here is that each class of hybridized magnetic and electric plasmon resonance of the $N$-mer (i.e., the antiferromagnet, ferromagnet, giant electric dipole, and radial electric breathing modes) has a ground state as well as a family of excited states of increasing nodal order.
Figure 4.9: Normalized CL (blue/green) and EELS (black) responses of the same 2-mer system described previously in Section 4.7, computed via the e-DDA. The electron beam is positioned at the aloof locations $a$ and $b$ denoted in the middle panel of Figure 4.2. All panels are computed from full-wave numerical electrodynamics simulations within the e-DDA. Because the CL spectrum encodes resonances of either net electric dipole $p_{\text{tot}}$ or net magnetic dipole $m_{\text{tot}}$ character (or neither) it is expected that the ferromagnetic ground state of the 2-mer ($\blacklozenge$) will be visible in CL due to its finite magnetic dipole moment. The same is true for the antiferromagnetic excited state ($\blacklozenge$) due its finite electric dipole moment. However, with $p_{\text{tot}} = m_{\text{tot}} = 0$ it is surprising to find the radial breathing mode ($\star$) in the CL spectrum. This is due to the fact that the spatial localization of the electron beam excitation biases the system so that in the presence of loss a finite dipole moment arises even when the eigenmode itself has none. This is why eigenmodes of even formally zero electric and magnetic dipolar character can have a CL response. For comparison, the net moments $p_{\text{tot}}$ and $m_{\text{tot}}$ of the tight-binding eigenmodes themselves are overlaid upon the five resonances of interest.

Lastly, we discuss the differences between the STEM electron beam and the plane wave as an excitation source. In addition to this, we examine the signatures of the $N$-mer’s various collective eigenmodes in cathodoluminescence spectroscopy. We have demonstrated that a subset of the full eigenspectrum of the $N$-mer can be excited in the STEM and detected in EELS by raster scanning to the appropriate beam position; other eigenmodes, which are not shown, are accessible at other locations. However, due to the polarization structure and
delocalized nature of the plane wave in contrast to the localized evanescent electric field of the electron, the plane wave is incapable of accessing the entire eigenspectrum. When the plane wave’s electric field is oriented in the plane of the \( N \)-mer, only those collective plasmon resonances of net electric dipolar character parallel to the polarization axis can be excited. Examples of this are the giant electric dipoles described previously. Alternatively, when the plane wave’s magnetic field is oriented normal to the plane of the \( N \)-mer, a ring current is set up whose associated magnetic field acts to oppose the applied field in accordance with Lenz’s law. This is precisely how the ground state magnetic plasmon of a single ring nanosystem was excited in Ref. [141]. But this means that the magnetically polarized plane wave can excite only those magnetic plasmons of ferromagnetic character, because the associated antiferromagnetic plasmons have no net magnetic moment and, therefore, are incapable of screening the applied magnetic field.

The CL response of the \( N \)-mer elucidates its collective magnetic and electric character further by indicating the net or total magnetic and electric dipole character of each eigenmode. An interesting consequence of the electron probe is that even plasmon eigenmodes that have no net electric dipole moment under plane wave excitation can have a finite electric dipole character in electron spectroscopy due to the spatial localization of the electron beam when placed away from the target’s center of symmetry. As a result, both ferromagnetic and antiferromagnetic plasmons can be detected in CL as well as EEL spectroscopies, though with weaker oscillator strength. 4.9 compares the CL and EELS responses of the 2-mer, to illustrate the different information contained in each spectrum for the simplest nontrivial \( N \)-mer system. It is clear that both closed-loop magnetic modes (♦, ▲) of the 2-mer appear
in the CL spectra, the ferromagnetic mode by having a finite magnetic dipole moment (♦) and the antiferromagnetic mode (▲) by having a finite electric dipole moment. Other non-magnetic modes with a net electric dipole moment (■, ♣) have CL responses as well. Interestingly, the $\nu = 19$ eigenmode (★) has no net electric or magnetic dipole, yet a strong response appears in the CL simulations at this loss energy due to the bias induced by the deep subwavelength localization of the electron beam. It is unclear if the small dip near 1.55 eV is the result of the lack of an electromagnetic dipole moment for mode 19, or if it is the result of other nearby mode structure dominating the response. In general, for these $N$-mer systems, the CL spectrum closely tracks the EELS spectrum in the region where the surface plasmon resonance of each nanodisk is well described by an electric dipole. At higher energies the responses of the nanodisks begin to take on a quadrupolar character and the CL response drops to zero. Since the electric polarization of each nanodisk has no net dipole moment at these energies, the bias introduced by the position of the electron beam does not affect the CL spectrum.

4.5 Conclusion

Recent experimental advances in probing the magneto-optical properties of cyclic assemblies of plasmon-supporting metal nanoparticles linked into extended oligomers have provided impetus for a corresponding rigorous theoretical understanding of their rich structure and energetics. In this paper we present a first-principles theoretical description of the hybridization of the fundamental electric plasmons of each nanoparticle in the assembly into a family of delocalized oligomer plasmons based upon a combination of microscopic elec-
tric and macroscopic magnetic tight-binding models. Diagonalization of the corresponding Hamiltonian reveals a variety of hybridized surface plasmon resonances spanning the entire system, such as closed-loop magnetic plasmons of both ferromagnetic and antiferromagnetic character of varying multipolar order, giant electric dipole plasmons, and even plasmons that behave as giant radial breathing modes. The eigenmode spectrum is investigated in detail for three particular cyclic oligomers, the 1-mer, 2-mer, and 6-mer, and comparison is made to full-wave numerical simulations of their electron-driven responses. It is found that the tight-binding formalism is in excellent agreement with the simulated EELS and, further, that all of the aforementioned modes can be systematically probed by the STEM electron beam and detected in EELS. Comparison is made to plane wave excitation as well as to the CL response of the system. The work presented in this paper provides a rigorous and complete way to think about the collective electronic resonances of general oligomer systems of arbitrary morphology and material composition, advancing the design of future metamaterials with unprecedented magneto-optical properties.

4.6 Methods

4.6.1 Electron energy loss and cathodoluminescence simulations in $e$-DDA

The coupled-dipole [43] or DDA [47] approach is routinely used to study the response of metal nanoparticles subjected to optical-frequency radiation [98]. In our previous work we developed and numerically implemented the $e$-DDA [60, 100] as a generalization of this
approximation, incorporating the electron beam of a STEM in place of a plane-polarized electric field source as is common to the DDA. In the $e$-DDA the target is discretized into a finite collection of polarizable point dipoles $P_j$, $1 \leq j \leq N$, each driven by the evanescent electric field

\[
E_{\text{electron}}(x, \omega) = \frac{2e\omega}{v^2} e^{i\omega z/v} \left[ \frac{i}{\gamma} K_0\left(\frac{\omega b}{v\gamma}\right) \hat{v} - K_1\left(\frac{\omega b}{v\gamma}\right) \hat{b} \right]
\] (4.9)

of a passing swift electron as well as by the fully retarded electric-dipole field $\sum_{j \neq i}^{N} \Lambda_{ij} P_j$ generated by all other points; here $\Lambda_{ij} = e^{ikr_{ij}} \{(1/r_{ij}^3 - ik/r_{ij}^2)[3\hat{n}_{ij}\hat{n}_{ij} - 1_{ij}] - k^2\hat{n}_{ij} \times (\hat{n}_{ij} \times)/r_{ij}\}$ is the standard dipole tensor that relays the electric field generated by a dipole at one point in space $x_i$ to another $x_j$ a distance $r_{ij}\hat{n}_{ij} = |x_i - x_j|\hat{n}_{ij}$ away. In this manner, the electron-induced responses of the system can be computed once each dipole is brought into self consistency with all others at a certain value of the electron’s loss energy, $\hbar\omega$. This is accomplished through the iterative solution of the following equation,

\[
\sum_{j=1}^{N} \left[ \alpha^{-1}_{ii}(\omega) \delta_{ij} - (1 - \delta_{ij}) \Lambda_{ij} \right] \cdot P_j(\omega) = E_{\text{electron}}(x_i, \omega),
\] (4.10)

and depends upon the frequency-dependent linear polarizability $\alpha_{ij}(\omega) \equiv \alpha_{ii}(\epsilon(\omega))\delta_{ij}$ of the target point $i$. The polarizability is related to the dielectric function through the lattice dispersion relation $[99]$. The electric field of the electron $[38]$ in $4.9$ depends upon the modified Bessel functions of the second kind $K_0$ and $K_1$, the Lorentz contraction factor $\gamma = 1/\sqrt{1 - (v/c)^2}$, and the dielectric function $\epsilon$ of the background medium, which is taken
to be vacuum in all presented calculations. The incident velocity $\mathbf{v} = v\hat{v}$ of the electron is determined by its incident kinetic energy $m\gamma c^2 - mc^2$, and is oriented along the $z$ axis. We choose the phase $e^{i\omega z/v} = 1$ at the $z$-height of the mass centroid of the target, which defines the plane of the impact parameter $\mathbf{b} = b\hat{b}$, with $\mathbf{x} = (\mathbf{b}, z)$ that is perpendicular to the electron beam and that contains this point.

All target structures investigated via $e$-DDA simulations are excited by a 100 keV electron beam directed normal to plane of the $N$-mer; the corresponding velocity of the electrons in the beam is $0.55c$. Only aloof trajectories through vacuum are considered in the simulations and the electron beam never placed within one dipole spacing from the target, which is discretized at a dipole spacing of 5 nm; other values were tested to ensure that all spectra are converged at this value. Dielectric data from Johnson and Christy [101] is used for gold.

The most recent version of the $e$-DDA code [100] computes CL spectra and spatial maps in addition to EEL properties. The electron-induced response, $P_j$, of the target is solved at each spatial position of the electron beam according to [4.10] as in the previous version of our code. However, for CL, at each spatial position of the beam and at each value of the loss energy, the induced electric field $E_{\text{ind}}$ is computed according to

$$E_{\text{ind}}(\mathbf{x}, \omega) = \sum_{j=1}^{N} \mathbf{A}(\mathbf{x}, \mathbf{x}_j) \cdot P_j(\omega)$$

(4.11)

at various points $\mathbf{x}$ in the far-field. For the $e$-DDA-based CL calculations performed in this
article, $\mathbf{E}_{\text{ind}}$ is computed on an angular grid of points spanning the surface of distant sphere of radius 5 $\mu$m, with 75 points in $\theta$ and 75 points in $\phi$. In this way, either the differential CL response $d\Gamma_{\text{CL}}/d\Omega$ or, by quadratured solid-angle integration, the total CL response $\Gamma_{\text{CL}}$ may be computed.
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5.1 Abstract

Through numerical simulation, we predict the existence of the Fano interference effect in the electron energy-loss spectroscopy (EELS) and cathodoluminescence (CL) of symmetry-broken nanorod dimers that are heterogeneous in material composition and asymmetric in length. The differing selection rules of the electron probe in comparison to the photon of a plane wave allow for the simultaneous excitation of both optically bright and dark plasmons of each monomer unit, suggesting that Fano resonances will not arise in EELS and CL. Yet, interferences are manifested in the dimer’s scattered near- and far-fields and are evident in EELS and CL due to the rapid $\pi$-phase offset in the polarizations between super-radiant and sub-radiant hybridized plasmon modes of the dimer as a function of the energy loss suffered by the impinging electron. Depending upon the location of the electron beam, we demonstrate the conditions under which Fano interferences will be present in both optical and electron spectroscopies (EELS and CL) as well as a new class of Fano interferences that
are uniquely electron-driven and are absent in the optical response. Among other things, the knowledge gained from this work bears impact upon the design of some of the world’s most sensitive sensors, which are currently based upon Fano resonances.

5.2 Introduction

Interference is ubiquitous in nature. It can be heard in the discord of out-of-tune musical instruments, seen in the skipping of a rock on a still pond, and evidenced as electrons are subjected to the famous double slit. In 1961, Ugo Fano explained the asymmetric line shapes observed in the spectrum of helium vapor under electron impact as being due to the interference between the scattering amplitudes for the incident electron to scatter directly and to scatter via autoionization [68]. A similar asymmetric line shape is observed in the optical scattering spectra of metal nanostructures when a bright plasmon mode is resonantly coupled to a dark plasmon [51, 71, 141, 196, 197]. From the excited bright mode, energy is transferred nonradiatively to the dark mode and back to the bright, with a $\pi$-phase offset. Both excitations superimpose and destructively interfere on the bright mode, which radiates a signal into the far-field that is characterized by an asymmetric Fano line shape.

Electron spectroscopies like electron energy-loss spectroscopy (EELS) and cathodoluminescence (CL) are rapidly emerging as important tools in the characterization of plasmon resonances due to their sub-Ångstrom spatial resolution [11, 90, 198]. EELS has been used to investigate the plasmonic properties of a wide variety of nanostructures, including cubes [85], spheres [80, 81], prisms [55, 199], split-ring resonators [200], rods [60, 83, 129, 201],
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and complex star-like structures [201]. Nanoparticle aggregates have also been explored with EELS, including nanodisk multimers [71], dolmen-like structures [51], sphere trimers [141], asymmetric sphere dimers that are homogeneous in composition [81], cube dimers [89], planar triangular dimers and trimers [94], and nanorod dimers [60, 202, 203]. Over the past few years a number of experimental and theoretical efforts have exploited EELS and CL to better understand how nanoparticles interact, broadcast energy to the far-field, and store energy in the near-field [11, 204–206]. The signatures of electromagnetic hot spots and the relationship between the local density of states and EEL probability is now well understood [60, 62, 89, 97]. Yet, in light of this wealth of knowledge, it is still unclear if and under what conditions Fano interferences will appear in EELS and CL, and what the optical response will be in these situations. Since plasmon modes that are optically dark may be bright under electron excitation, it seems that Fano interferences will be absent in electron spectroscopies. To date, all nanostructures that display Fano resonances in their optical spectra reported in the literature have not shown them in EEL or CL spectroscopies at the same energies [51, 71]. Advances in the energetic sensitivity of EELS will play an important factor in finding electron-induced Fano-like interference features, as they can be spectrally sharp and difficult to observe in the laboratory [37, 207, 208]. It is the purpose of this article to guide experiment in this pursuit by predicting the electron-induced optical frequency responses of metal nanorod dimers \textit{via} numerical simulation.

Both EEL and CL spectroscopies are initiated by a collimated stream of swift electrons, often originating from a scanning transmission electron microscope (STEM), impinging upon a target. Most electrons are elastically scattered. However, inelastic scattering events occasion-
ally occur as electrons suffer kinetic energy losses in exchange for the creation of elementary and/or collective excitations in the target \[11\]. For noble metal nanostructures, it is the latter type of response that is important, corresponding to surface plasmon resonances that are usually excited at optical frequencies.

Due to the differing selection rules between the electron probe, which acts as a nano-localized source of broadband electromagnetic radiation, and a far-field source of monochromatic light like a plane wave, both optically bright and dark plasmon modes of the target may be excited by the electron. Only those modes with a net dipole moment are capable of out-coupling their energy to the far-field and are identifiable in CL spectra. Yet both bright and dark modes may contribute to the EEL spectrum. The EEL signal

\[
\Gamma_{\text{EELS}}(\hbar\omega) = \frac{e}{\pi \hbar^2 \omega} \int dt \text{Re}\{e^{-i\omega t} \mathbf{v} \cdot \mathbf{E}_{\text{ind}}(\mathbf{r}(t),\omega)\}
\]  

(5.1)

is determined from the work done on the impinging electron, located at \(\mathbf{r}(t)\), by its induced electric field, \(\mathbf{E}_{\text{ind}}\). \(\Gamma_{\text{EELS}}\) represents the probability for the electron to lose kinetic energy to the target per unit of energy loss suffered by the passing electron. When the STEM is scanned in the vicinity of the target, it is mainly the near-field components of \(\mathbf{E}_{\text{ind}}\) that contribute to \(\Gamma_{\text{EELS}}\). While the total CL signal

\[
\Gamma_{\text{CL}}(\hbar\omega) = \frac{c r_S}{4\pi^2 \hbar^2 \omega} \int d\Omega |\mathbf{E}_{\text{ind}}(\mathbf{x}_S,\omega)|^2
\]  

(5.2)
is determined from integrating the radiative energy flux carried by the far-field components of the induced electric field, \( \mathbf{E}_{\text{ind}}(x, \omega) \sim f(\Omega)e^{ikr}/r \), over the surface of a distant flux screen of radius \( r_S = |\mathbf{x}_S| \), with \( kr_S \gg 1 \). It represents the number of photons emitted in all directions at the energy \( \hbar \omega \) per incoming electron. Both of these expressions are parametrized by the path of the electron, described by \( \mathbf{r}(t) \). In this way, EELS is characterized by a near-field probe and near-field observation, while CL is characterized by a near-field probe and far-field observation. This is in contrast to optical spectroscopy, where both the excitation source and observation are in the far-field. It is also important to note that aggregates of nanoparticles may support hybridized plasmon modes that are super- or sub-radiant in character. Neither mode is dark and both may store electromagnetic energy in the near-field as well as carry electromagnetic energy to the far-field. These particular properties will be important in the following in understanding interference effects in optical and electron spectroscopies.

In this paper, we explore the consequences of Fano interferences in electron and optical spectroscopies between multipolar plasmonic excitations in symmetry-broken nanorods that are heterogeneous in material composition and asymmetric in length. These interferences arise from the phase offsets between the electric dipolar (bright) plasmon of a Pd rod with the electric quadrupolar (dark) plasmon of a nearby Ag rod. Both of these plasmonic responses are excited by the electron beam and may hybridize into super- and sub-radiant plasmons that store and radiate electromagnetic energy in the near- and far-field. The relative size of each monomer unit is tuned so that these Pd and Ag plasmon resonances overlap spectrally and, depending upon the position of the electron beam, their interference can be read out in
the near-field via EELS and in the far-field via CL. In addition, we identify the conditions
where both the far-field optical and CL scattering evidence Fano interferences as well those
conditions where interferences are absent in the optical response but are present in the CL.
The understanding gained from this particular system guides us in predicting if and how
interference features will arise in the electron and optical spectroscopies of more general
systems. This will be of significant importance particularly in the development of high-
sensitivity plasmon-based sensors, where Fano resonances currently underlie some of the
world’s best [28–30].

5.3 Results and discussion

5.3.1 Fano interferences in electron energy-loss spectroscopy

To examine the signatures of Fano interferences in EELS and CL, we perform numerical
simulations on a nanorod dimer using our recently implemented electron-driven discrete-
dipole approximation (e-DDA) [60]. The e-DDA is a generalization of the DDA concept [43,
47] to include the electron source of a STEM instead of a plane wave. In this article, the
e-DDA is further extended to compute CL. For simplicity in presentation, a description of
the theory and numerical implementation of the e-DDA is deferred to the Methods section.

Symmetry breaking

We begin by engineering a metal nanostructure that supports Fano resonances in both optical
and electron spectroscopies. High aspect ratio rods make an ideal test bed for these studies
because they support a multipolar progression of alternating, longitudinally polarized bright
Figure 5.2: Optical and electronic responses of a symmetry-broken Pd-Ag nanodimer. Upper panel: a depiction of the dimer system is displayed together with the locations of three positions of the electron beam used to interrogate the system; positions 1 and 3 are computed 1 nm off of the respective rod’s tip and have an impact parameter $b_y = 1$ nm off of the rod’s surface (11 nm from the rod’s center); position 2 is centered in the junction and has an impact parameter that ranges between 1 and 30 nm off of the rod’s surface ($b_y = 11$ to 40 nm from the junction center) in addition to the junction center ($b_y = 0$ nm). Middle panel: the optical spectrum of the mixed-metal dimer is presented (black) as are the EEL spectra of the Ag (blue) and Pd (red) monomers excited at their ends. A pronounced Fano interference “dip” is apparent near 2.80 eV in the optical spectrum. Lower panel: the EEL spectra corresponding to each of the three positions in the upper panel are presented. Position 1 is displayed in blue, position 2 (computed at $b_y = 30$ nm) is displayed in red, and position 3 is displayed in green; the EEL probability at position 2 is multiplied by 5 to aid in visualization. Fano interference features are clearly visible in the EEL spectra taken from positions 1 and 2. While no interference is observed in the EEL spectrum at position 3.
and dark plasmon modes that can be spectrally tuned by altering the rod’s composition and length. Asymmetric nanorod dimers offer the possibility for an optically dark plasmon on one monomer unit to spectrally overlap an optically bright mode on the other. In addition, the symmetry of such a heterodimer is lowered in comparison to the corresponding monomer in such a way that the two modes may couple. More precisely, before adding a second particle, the odd-parity (bright) and even-parity (dark) modes of the rod monomer do not interact because they belong to different irreducible representations of the $C_{\infty v}$ point group (neglecting the presence of the electron probe). However, after breaking the symmetry by the addition of a second particle, both even- and odd-parity plasmons transform according to the same irreducible representation of the $C_s$ group and, therefore, can interact. Further, the spatial symmetry-breaking induced by the placement of the electron beam itself is enough to allow odd- and even-parity plasmons on a single rod monomer to interact, but tuning the spectral positions of these modes so that they overlap is challenging.

Section 5.2 presents the optical and electron spectra of a symmetry-broken Pd-Ag nanorod dimer as well as the spectra of their corresponding monomers. We choose these metals because the Pd dipole is quite lossy in the optical regime and makes an ideal candidate for the requisite broad and bright mode, while the Ag quadrupole is narrow and dark. Other choices of metals that have similar properties may also serve as ideal candidates. As depicted in the top panel, the left rod is composed of Pd and has a length of 50 nm, while the right rod is composed of Ag and has a length of 100 nm; they both have a 10 nm radius, are colinearly arranged, and are separated by a gap of 1 nm. The lengths of each monomer unit have been adjusted so that the spectrally narrow and optically dark electric quadrupole ($n = 2$) and optically
bright electric hexapole \( (n = 3) \) plasmon of the Ag rod (blue curve) overlap the broadband optically bright electric dipole \( (n = 1) \) plasmon of the Pd rod (red curve) as displayed in the middle panel.

On the basis of these symmetry properties, we expect to find a Fano interference feature in the optical spectrum of the dimer in the vicinity of the Pd dipole-Ag quadrupole overlap, due to the near-field energy exchange between bright and dark modes and the subsequent interference originating from their relative phase offset. Indeed this is true, as exemplified by the black curve in the middle panel. A pronounced Fano “dip” in the extinction spectrum is visible near 2.80 eV, where the Ag quadrupole (blue curve) and Pd dipole (red curve) plasmons interfere. Interestingly, no such pronounced feature occurs if both rods are of the same material composition, due to the poor spectral overlap between super- and sub-radiant plasmons. This may not be true in general, but is true if both rods are Pd or both are Ag.

**Electron-driven Fano resonances**

The question now remains of what the EEL response will be when the STEM is rastered across different points surrounding the target. The lower panel of Figure 5.2 presents the EEL spectra corresponding to the three different spatial points indicated in the upper panel. In all calculations, an aloof 0.10 MeV electron beam is used to perturb the system. Interestingly, we see that three qualitatively different responses are predicted.

The blue curve is the EEL spectrum resulting from an electron beam placed at position 1. Comparison with the optical spectrum in the middle panel (black curve) shows that both ex-
hibit a similar Fano line shape and associated dip near 2.80 eV. However, the mechanism for this interference in EELS is somewhat different from that occurring in optical spectroscopy. First, both the bright Pd dipole plasmon and dark Ag quadrupole plasmon are simultaneously co-excited to some extent by the electron beam. For loss energies between \( \sim 2.45 \) and 2.65 eV, the passing electron is able to efficiently pump energy through the Pd dipole into the super-radiant hybridized plasmon mode of the dimer (displayed in the caption figure). While for loss energies exceeding \( \sim 2.70 \) eV, the sub-radiant hybridized plasmon mode (displayed in the caption figure) is more energetically favorable yet is difficult to excite with the electron beam positioned at point 1. This is because the polarization of the electron’s evanescent electric field (see \textcolor{red}{3.1} below) pins the orientation of the Pd dipole and forces the polarization of the Ag quadrupole to flip its phase by \( \pi \) at loss energies greater than \( \sim 2.70 \) eV. For these reasons, there is a higher EEL probability below the Fano resonance frequency (\( \sim 2.75 \) eV) than above. It is worth noting that an Alzar model \textcolor{green}{[69]} describing the nanorod dimer as a system of coupled springs driven out of phase also reproduces these Fano interferences.

A strikingly different EEL spectrum results when the electron beam is positioned at point 2 (red curve). There, the sub-radiant hybridized plasmon mode is more efficiently pumped, which leads to an inverted Fano line shape that is optically inaccessible. At loss energies above \( \sim 2.70 \) eV, the sub-radiant mode is resonant and, indeed, the EEL probability is larger there. For loss energies below \( \sim 2.70 \) eV the super-radiant mode is more energetically favorable but is difficult to excite with the electron beam near the junction. This is because the polarization of the electron’s evanescent electric field pins the antibonding arrangement of polarizations in the vicinity of the junction and either the Pd dipole or Ag quadrupole must
flip the phase of its polarization by $\pi$ to accommodate the super-radiant configuration. The probability for the passing electron to lose energy into this arrangement is, consequently, smaller.

When the electron beam is rastered to position 3 (green curve), no interference is observed in EELS. This is because the electron beam is perfectly positioned to drive the Ag quadrupole with high probability. At loss energies below $\sim 2.75$ eV the quadrupole funnels energy into the super-radiant plasmon mode, while for loss energies greater than $\sim 2.75$ eV the quadrupole funnels energy into the sub-radiant plasmon mode. At this position the electron beam only pins the polarization of the Ag quadrupole, leaving the distant Pd dipole flexible to flip its phase by $\pi$ between super- and sub-radiant orientations. However, the electric near-field induced by this $\pi$-phase offset of the Pd rod provides only a small perturbation to the near-field of the Ag quadrupole acting back upon the electron at position 3. Therefore, almost no interference signature is manifested in the EEL spectrum at this position of the electron beam.

At positions 1 and 2, there is a corresponding interference in the electric near-field generated by the superposition of oscillating bright and dark plasmonic modes. Figure 5.3 displays the spectrum of the unit normalized induced electric-field magnitude (green curves) evaluated at positions 1 and 2 of the electron beam, together with the corresponding EEL spectrum (red curves) at each position. Pronounced destructive and constructive interference dips and peaks in the field magnitude are clearly visible at the loss energies where the electron-induced Fano resonances occur. These spectral features impact the EEL probability as governed by
Figure 5.3: EEL spectrum (red) and magnitude (green) and phase (blue) of the scattered electric near-field evaluated at positions 1 and 2 where electron-induced Fano interferences occur. The electric field magnitude is normalized so that its maximum takes a value of 1 in each panel. Upper left panel: at position 1, the electron beam is oriented to pump the super-radiant plasmon mode of the dimer through the Pd dipole between $\sim 2.45$ and $2.65$ eV. However, as the loss energy approaches $2.75$ eV, the sub-radiant plasmon becomes resonant and the phase of the polarization of the Ag quadrupole flips from 0 to $\pi$, resulting in a destructive interference of the induced electric field at position 1 and a corresponding Fano resonance near $2.75$ eV. Upper right panel: at position 2, when the electron beam is placed at $b_y = 11$ nm there is no Fano resonance. This is due to the fact that the electron beam is locally pinning the sub-radiant plasmon, which maintains a relative phase offset of $\pi$ for all loss energies. Lower panels: nonetheless, a Fano resonance can be activated at position 2 by rastering the electron beam to larger impact parameters, $b_y$, away from the junction within the impact plane. As $b_y$ increases from 0 to 40 nm a pronounced relative phase offset rapidly grows between monomer units (black arrows). At these positions, the electron beam is oriented to pump a locally antibonding arrangement of the plasmon polarization in the vicinity of the junction, which is consistent with the sub-radiant plasmon configuration. The corresponding electric field induced by this local configuration is destructive. However, as the loss energy is lowered to $\sim 2.70$ eV, the super-radiant plasmon mode becomes resonant and the Pd dipole flips its phase by $\pi$ to accommodate the resonant configuration. This forces the relative plasmon phase delocalized across the dimer to fall to 0 near $\sim 2.70$ eV, and leads to a constructive interference of the associated induced electric field and an associated Fano resonance. Position 3 is not investigated since no significant interference in the EEL spectrum is observed at impact parameters, $b_y$, near that point.
the loss function in [5.1] opening up effective transparency and opacity windows of minimized and maximized EEL probability.

In the upper left panel of [5.3] corresponding to position 1, the electric field minimum near 2.75 eV is due to the polarization flip of the Ag rod’s quadrupole plasmon. Because the superposition of induced electric fields at position 1 is constructive before the polarization flip, it becomes destructive afterward. This is the scenario portrayed in the caption figure. In the upper right panel corresponding to position 2 with an impact parameter $b_y = 11$ nm, the electron beam pins the locally antibonding arrangement of polarizations, with a correspondingly destructively interfering induced electric field in the junction. This is the energetically favorable plasmon configuration at loss energies greater than $\sim 2.80$ eV. At lower loss energies, where the super-radiant mode is resonant, either the Pd dipole or Ag quadrupole must flip its phase to accommodate the new configuration and the superposition of induced electric fields becomes constructive in character.

To further elucidate the underlying plasmonic motion responsible for these interference effects, we additionally plot in [5.3] the relative phase $\phi$ (blue curves) of the electron-induced electric field evaluated at the position of the impinging electron. [5.1] dictates that the EEL signal is determined from the work done by the electron’s induced electric field acting back upon the electron. However, in the case of the nanorod dimer the electron “sees” the superposition of electric fields scattered from both the Pd and Ag rods as $E = E_{Pd} + e^{i\phi}E_{Ag}$, with magnitude
\[ |E(x_j)| = \sqrt{|E_{Pd}(x_j)|^2 + |E_{Ag}(x_j)|^2 + 2|E_{Pd}(x_j)||E_{Ag}(x_j)| \cos \phi}, \] (5.3)

with \( j = \text{position 1, 2} \).

The dependence of \( \phi \) upon the loss energy indicates how the polarization of each monomer unit contributes to the total polarization of the super- or sub-radiant plasmon delocalized across the dimer. When the two monomers are out of phase by \( \pi \), then they participate in the sub-radiant hybridization. While they compose the super-radiant hybridization when they are in phase.

At position 1 (upper left panel) a pronounced phase shift (blue curve) occurs rapidly near 2.70 eV as the plasmonic motion transforms between super- and sub-radiant configurations. Corresponding to this \( \pi \) phase shift of the Ag quadrupole is a Fano resonance in the EEL spectrum (red curve). Interestingly, even though there is an asymmetric EEL line shape at position 2 at an impact parameter of \( b_y = 11 \) nm, there is no Fano resonance. This can determined by examining the plasmon’s relative phase, which remains near \( \pi \) for all loss energies. The rigidity of this phase is due to the fact that the swift electron passing near to the junction mainly feels the strong local polarization of the junction, which is pinned in an antibonding configuration. Plasmon polarization components that are distant from the junction have little effect upon the phase of the field in the junction. However, as the electron beam is rastered out of the junction to larger impact parameters a variety of unusual Fano interference features can be initiated.
The lower six panels of 5.3 display the birth and evolution of a Fano resonance in EELS at position 2 as a function of impact parameter $b_y = 0 - 40$ nm. In particular, between $b_y = 27$ and 30 nm, the plasmon’s phase drops rapidly from $\pi$ down to 0 near 2.70 eV. This is due to the fact that in addition to the locally pinned antibonding arrangement of the plasmon polarization in the vicinity of the junction, there is a more distant polarization component of the Pd monomer that flips its phase to accommodate the super-radiant configuration that is resonant at $\sim 2.70$ eV. When the beam is close to the junction the electric field scattered from this component is small in comparison to that generated by the locally antibonding plasmon configuration. However, at larger impact parameters, it becomes more important and is responsible for the rapid phase change as well as the corresponding constructive interference of the scattered electric field and resulting Fano interference. Such an electron-driven Fano resonance is inverted with respect to that occurring at position 1 and is absent in optical spectroscopy because it stems from an antibonding plasmon configuration that is optically inaccessible.

### 5.3.2 Fano resonances in cathodoluminescence spectroscopy

We now turn to the question of what, if any, will be the signatures of Fano interferences in CL and will they be observable in situations where there is no corresponding optically-driven Fano resonance. In order for there to be a CL response, 5.2 dictates that there must be an electron-induced radiative emission of energy carried to the far-field. This means that only plasmon modes that have a net dipole moment will be visible in CL spectra. However,
Figure 5.4: CL (blue) and EEL (red) spectra taken from positions 1, 2, and 3 as well as the optical extinction spectrum (dashed black) of the Pd-Ag nanorod dimer. Each curve is normalized so that its maximum takes a value of 1 in each panel. Left panel: At position 1, all three spectroscopies display Fano interferences and encode qualitatively the same information in their spectra. Middle panel: Strikingly different spectra are observed at position 2 at $b_y = 30$ nm, due to the location of the electron beam near the junction. At this position, an antibonding (optically dark) plasmon is responsible for establishing the Fano interference. This new Fano feature is manifested in both EELS and CL, but has no optical analog. Right panel: Due to the distant location of position 3, only the Ag particle is appreciably excited and any phase reorientation of the Pd dipole acts only as a perturbation to the induced electric field of the Ag plasmon. Therefore, no significant interference effect is present in either of the electron spectroscopies.

In the case of the Pd-Ag nanorod dimer studied herein, both of the previously discussed electron-driven Fano interferences involve the excitation of super- and sub-radiant plasmon modes. Both of these hybridized excitations have a net dipole moment and can broadcast electromagnetic energy into the far-field. This means that, in principle, it should be possible for asymmetric Fano line shapes to be observed in CL.

Figure 5.4 displays the CL (blue curves) and EEL (red curves) spectra of the symmetry-broken Pd-Ag nanorod dimer displayed in Figure 5.2, corresponding to the positions 1-3 of the electron beam.
beam. Each panel also displays the optical scattering spectrum (black dashed curves) of the same dimer for comparison. Since all three spectra have different units, we have chosen for simplicity to rescale each curve so that its maximum value has a magnitude of 1.

In the left panel of 5.4 corresponding to position 1, the first Fano resonance peak near 2.70 eV is common to all three spectroscopies. It arises from the emission of radiation from the Pd dipole-Ag quadrupole super-radiant plasmon powered by the Pd dipole. All three spectra are qualitatively similar and they encode basically the same information.

This is no longer true when the electron beam is moved to position 2 at the impact parameter $b_y = 30$ nm, as seen in the middle panel of 5.4. There the electron spectroscopies are both capable of exciting the Pd dipole-Ag quadrupole sub-radiant mode with high probability via the Ag quadrupole plasmon. Neither of these hybridized plasmons of the dimer (induced by EEL or CL probes) are optically dark, and both may store electromagnetic energy in the near-field and liberate energy to the far-field in the form of radiation. This is why the EEL and CL responses look so similar. Further, this provides a surprising example of an electron-driven Fano interference that is observable in the far-field (through CL) but has no optical signature. To our knowledge this is the first prediction of a new class of Fano resonance that is accessible by the differing selection rules of the electron beam, and that can be selectively excited based on the beam’s position.

Lastly, in the right panel of 5.4 corresponding to position 3, there is no significant interference effect in either of the electron spectroscopies. Just as in the case of EELS at position
Figure 5.5: EEL probability maps (left column) and CL maps (right column) of the Pd-Ag nanorod dimer computed at the four loss energies indicated by the vertical black dashed lines in 5.2. Regions of high EEL probability correspond to nodes in the plasmon’s polarization [60]. The latter is indicated by overlaid white arrows, with a relative phase dictated by the electron beam source located at the × position. The re-orientation of the direction of the underlying monomer plasmons composing the hybridized dimer plasmon as it transitions from super-radiant to sub-radiant character is visible in both the EEL and CL maps.

The polarizations of the Ag quadrupole and at lower loss energies the Ag dipole plasmons are pinned by the electron beam, and the induced field generated by either orientation of the distant Pd dipole acts only as a perturbation in both the near- and far-fields. However, since the Ag dipole plasmon scatters a radiation field that is relatively much stronger than those scattered by the super- and sub-radiant (Pd dipole-Ag quadrupole) plasmon modes of the dimer, the latter two plasmon modes appear as small spectral features on the shoulder of the Ag dipole resonance in CL. This differs from the EEL response where the energetically distant Ag dipole does not play as significant of a role in the near-field.

5.4 displayed the spectral correlation between EEL and CL responses across two Fano res-
onances of the Pd-Ag nanorod at three specific spatial electron beam positions. In \(5.5\) we now present the corresponding spatial correlations between aloof EELS and aloof CL at four specific energies, 2.64, 2.70, 2.76, 2.82 eV, indicated by the vertical black dashed lines in the lower panel of \(5.2\). The reorientation of the relative direction (or relative phase shift of \(\pi\)) of the underlying monomer plasmons comprising the hybridized dimer plasmon as it transitions from super-radiant to sub-radiant character is clearly visible across this limited spectral range. A set of averaged plasmon polarization vectors (white arrows) are overlaid on the EEL maps corresponding to an electron beam placed at the \(\times\) to aid in visualization. Such a phase flip of the plasmon’s polarization is distinguished by the increased EEL probability in the dimer junction \(60\) at higher energies, and is echoed in the CL intensity. This demonstrates that for this system, the two electron-driven spectroscopies are correlated both spatially and spectrally for certain positions of the exciting electron beam.

\[5.4\] **Conclusion**

Through numerical simulation, we have predicted the signatures of Fano interferences in the EELS and CL of symmetry-broken nanorod dimers that are heterogeneous in material composition and asymmetric in length. The mechanism underlying this electron-driven interference effect is different from that occurring in the optical case: we have discovered that the electron beam of a STEM, depending upon its position, may pin the local orientation of a nanostructure’s induced polarization. As a consequence, it is the polarizations of the more distant components that are forced to flip their phase by \(\pi\) to accommodate the hybridized (global) plasmon configuration that is resonant at a given value of the EEL. This polarization
phase flip generates a corresponding interference in the induced electric near- and far-fields that can show up in EELS, CL, and sometimes in optical spectroscopy as Fano interferences. On the basis of these ideas, we have further predicted a new class of Fano resonances that are uniquely electron-driven and are absent in the optical response.

5.5 Methods

5.5.1 Electron energy loss and cathodoluminescence simulations

The coupled-dipole [43] or DDA [47] approach is routinely used to study the response of metal nanoparticles subjected to optical frequency radiation [98]. In our previous work, we developed and numerically implemented the e-DDA [60, 100] as a generalization of this approximation, incorporating the electron beam of a STEM in place of a plane-polarized electric field source as is common to the DDA. In the e-DDA, the target is discretized into a finite collection of polarizable point dipoles $P_j$, $1 \leq j \leq N$, each driven by the evanescent electric field

$$E_{\text{electron}}(x, \omega) = \frac{2e\omega}{v^2\epsilon\gamma} e^{i\omega z/v} \left[ \frac{i}{\gamma} K_0\left(\frac{\omega b}{v\gamma}\right) \hat{v} - K_1\left(\frac{\omega b}{v\gamma}\right) \hat{b} \right]$$  (5.4)

of a passing swift electron as well as by the fully retarded electric dipole field $\sum_{j \neq i}^{N} \Lambda_{ij} P_j$ generated by all other points; here $\Lambda_{ij} = e^{ikr_{ij}} \{ (1/r_{ij}^3 - ik/r_{ij}^2) [3\hat{n}_{ij}\hat{n}_{ij} - 1_{ij} ] - k^2 \hat{n}_{ij} \times (\hat{n}_{ij} \times)/r_{ij} \}$ is the standard dipole tensor that relays the electric field generated by a dipole at one point in space $x_i$ to another $x_j$ a distance $r_{ij}$ away. In this manner,
the electron-induced responses of the system can be computed once each dipole is brought into self-consistency with all others at a certain value of the electron’s loss energy, $\hbar \omega$. This is accomplished through the iterative solution of the following equation,

$$
\sum_{j=1}^{N} \left[ \alpha_{ii}^{-1}(\omega) \delta_{ij} - (1 - \delta_{ij}) \Lambda_{ij} \right] P_j(\omega) = E_{\text{electron}}(x_i, \omega),
$$

and depends upon the frequency-dependent linear polarizability $\alpha_{ij}(\omega) \equiv \alpha_{ii}(\epsilon(\omega)) \delta_{ij}$ of the target point $i$. The polarizability is related to the dielectric function through the lattice dispersion relation [99], and includes the effects of radiation reaction [47]. The electric field of the electron in 5.4 depends upon the modified Bessel functions of the second kind $K_0$ and $K_1$, the Lorentz contraction factor $\gamma = 1/\sqrt{1 - \epsilon(v/c)^2}$, and the dielectric function $\epsilon$ of the background medium, which is taken to be vacuum in all calculations. The incident velocity $v = v \hat{v}$ of the electron is determined by its incident kinetic energy $m\gamma c^2 - mc^2$, and is oriented along the $z$ axis ($\hat{z} \parallel \hat{v}$). We choose the phase $e^{i\omega z/v} = 1$ at the $z$-height of the mass centroid of the target, which defines the plane of the impact parameter $b = b \hat{b}$, with $x = (b, z)$ that is perpendicular to the electron beam and that contains this point.

Other approaches to simulating EELS rely on different numerical methods of varying efficiency. The $e$-DDA benefits from the requirement that only the target need be discretized. The source field of the electron as well as the scattered fields of each target dipole are all known analytically. Finite-element-based methods, such as the COMSOL implementation [94], require both the target and surrounding medium to be discretized into elements, with
all fields and associated boundary conditions represented numerically on the grid. Both approaches should result in the same observable quantities as long as all relevant convergence criteria are met.

All target structures investigated via e-DDA simulations are excited by a 0.10 MeV electron beam directed normal to the longitudinal axis of the rod; the corresponding velocity of the electrons in the beam is 0.55 $c$. Only aloof trajectories through vacuum are considered in the simulations and the two-dimensional grid of impact parameters $b$ for the electron beam is chosen to have a 1 nm spacing. Dielectric data from Johnson and Christy [101] is used for Ag and from the SOPRA database [209] for Pd. An interdipole spacing of 1 nm is used for the target; other dipole spacings were tested to ensure that all spectra are converged at this value.

The most recent version of the e-DDA code [100] computes CL spectra and spatial maps in addition to EEL properties. The electron-induced response, $P_j$, of the target is solved at each spatial position of the electron beam according to (5.5) as in the previous version of our code. However, for CL, at each spatial position of the beam and at each value of the loss energy, the induced electric field $E_{\text{ind}}$ is computed according to

$$E_{\text{ind}}(x, \omega) = \sum_{j=1}^{N} \Lambda(x, x_j) P_j(\omega) \quad (5.6)$$

at various points $x$ in the far-field. For the e-DDA based CL calculations performed in this article, $E_{\text{ind}}$ is computed on an angular grid of points spanning the surface of distant sphere
of radius 5 \( \mu \text{m} \), with 75 points in \( \theta \) and 75 points in \( \phi \). In this way, either the differential CL response \( d\Gamma_{\text{CL}}/d\Omega \) or, by quadratured solid-angle integration, the total CL response \( \Gamma_{\text{CL}} \) may be computed.
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Chapter 6

Resonance-Rayleigh Scattering and Electron Energy Loss Spectroscopy of Silver Nanocubes

This work has previously been published in the following article:

V. Iberi, N. W. Bigelow, N. Mirsaleh-Kohan, S. Griffin, P. D. Simmons, B. S. Guiton, D. J. Masiello, and J. P. Camden.

6.1 Abstract

The Fano interference phenomenon between localized surface plasmon resonances (LSPRs) of individual silver nanocubes is investigated using dark-field optical microscopy and electron energy-loss spectroscopy (EELS) in a scanning transmission electron microscope (STEM). By computing the polarization induced by the electron beam, we show that the hybridized modes responsible for this Fano interference are the same as those present in the resonance-Rayleigh scattering spectrum of an individual nanocube on a substrate.

6.2 Introduction

Metal nanoparticles support collective excitations of their conduction electrons, which are known as localized surface plasmon resonances (LSPRs) [210]. LSPRs can be probed by both far- and near-field excitation sources, including laser light and swift electrons from a scanning transmission electron microscope (STEM) [11, 33]. The field of plasmonics has
experienced rapid growth in the past decade, driven in large part by the ability of metallic nanostructures to manipulate light at subwavelength scales and the high degree of tunability of the LSPRs by modifying the size, shape, and the surrounding dielectric environment of the nanoparticle [98]. When light is concentrated using LSPRs, there is an enhancement in the electric field near the nanoparticle surface, which can be used in various surface-enhanced spectroscopies, chemical catalysis, and other applications [105, 116, 211, 212]. Localized surface plasmon resonances are also utilized routinely in other areas including the detection of single molecules [18–21], optical waveguides [213–216], photonic circuits [217–219], nonlinear spectroscopy [220–225], and solar energy harvesting [12–17], among others.

The recent increase in the diverse applications of LSPRs warrants a fundamental understanding of the optical response of nanostructures based on their geometries and interactions with a local environment, particularly at the single nanoparticle level [226, 227]. Numerous studies on noble metal nanoparticles have correlated optical resonance-Rayleigh scattering with particle structure and continuum electrodynamics simulations [228–236]. These reports emphasized the strong dependence of the LSPRs on nanoparticle geometry; however, direct measurements of the near-field optical response of nanostructures were lacking. Similarly, the effect of a surrounding dielectric environment on LSPRs has been investigated with spectral shifts in the LSPRs due to changes in the refractive index of the substrate being reported [73, 230, 237–239]. STEM with electron energy-loss spectroscopy (EELS) offers a method of probing the near-field response and local dielectric environment of metal nanoparticles with subnanometer spatial resolution [11, 90, 198]. The emergence of STEM with EELS [11, 77, 240, 242] or energy-filtered TEM (EFTEM) [37, 243], as an unprecedented tool for directly
mapping plasmon modes in metal nanostructures with subnanometer resolution, has fostered a deeper understanding of the near- and far-field effects in plasmonic systems.

More recent studies have reported the manifestation of Fano resonances in plasmonic nanostructures when excited by light \[73, 244, 246\]. This phenomenon occurs as a result of the coupling and interference between optically bright and dark modes due to symmetry breaking \[28, 73\]. The energetically narrow spectral features found in Fano resonances make them attractive in areas such as refractive index \[196\] and molecular sensing \[246\], particularly due to the absence of radiative damping in the subradiant modes. While most Fano interference studies have involved optical techniques such as dark-field optical microscopy, the observation of this phenomenon in STEM/EELS is still lacking and not well understood.

To date, only cathodoluminescence (CL) spectroscopy, in which a focused electron beam is used as an excitation source, has been used to investigate Fano resonance signatures in certain plasmonic systems \[71, 247\]. It has been shown that under electron beam excitation Fano interferences were not observed in these systems. More recently, however, Masiello and co-workers have predicted the signatures of electron-driven Fano resonances in CL and EELS in symmetry-broken nanorod dimers that are heterogeneous in material composition and asymmetric in length \[67\].

In this article, we apply a combination of dark-field optical microscopy and STEM/EELS \[82, 89\] to the investigation of the LSPR properties in individual silver nanocubes. Single nanocubes have been chosen in this study due to their already well-characterized plasmonic and optical Fano resonances \[73, 229, 230, 247, 250\]. Our observations are supported with fully
three-dimensional continuum electrodynamics simulations using plane wave and electron beam excitations. Our simulations and experiments indicate that Fano interferences are present within the nanocube-substrate configuration and can be excited with EELS.

6.3 Methods

6.3.1 Dark-field optical scattering experiment.

Samples were prepared using a method described previously [82]. Briefly, a 3 μL aliquot of silver nanoparticle colloids was drop-coated onto a copper TEM grid coated with 10-20 nm of amorphous carbon (SPI supplies # 3520C-CF). Resonance-Rayleigh scattering measurements were performed on a series of individual particles using an inverted microscope (Nikon, Ti-U) equipped with a dark-field condenser (Nikon, NA = 0.95-0.80). The excitation source was unpolarized light from a tungsten-halogen lamp. Scattered light from an individual nanoparticle was collected with a 100 × objective (Nikon, 0.7 < NA < 1.4, oil immersion) and coupled into a dispersive imaging spectrometer (Acton Research, f = 0.3 m) using a f = 5.0 cm lens. Light was detected on a liquid nitrogen-cooled back-illuminated charge coupled detector (CCD) (Princeton Instruments, PIXIS 100). The dark-field scattering spectrum of each individual nanocube was obtained using a 150 grooves/mm grating with a 500 nm blaze. A wide-field image of the silver nanoparticles on the TEM grid was also recorded to serve as a map for subsequent location in the STEM. This method enabled correlated optical and STEM measurements from the same nanostructures [251]
6.3.2 STEM/EELS experiment.

STEM/EELS experiments were performed on a Carl Zeiss LIBRA 200MC field emission transmission electron microscope equipped with a monochromator and operating at 200 kV. The electron source was a Schottky emitter, and the monochromator was integrated in the field emission gun to form an omega-type imaging element. This special design of the monochromator eliminated second order chromatic aberrations and also made it suitable for STEM/EELS under the operating conditions. The nanocubes of interest were found by comparing the optical maps to the pattern of particles imaged in the STEM at very low magnification. After correctly identifying each nanocube with an optically-measured LSPR spectrum, a high resolution high angle annular dark field (HAADF) image was recorded. EEL spectra were obtained at each pixel over the entire region of interest with a dispersion of 0.05 eV per channel and a dwell time of 0.05 s per pixel. The pixel size density used for collecting each spectrum image (SI) resulted in a total acquisition time of 12 min per SI. The energy resolution for each SI, determined by the full width at half-maximum (fwhm) of the zero loss peak (ZLP), was 0.19 eV. Experimental STEM/EELS data from each nanocube were analyzed using DigitalMicrograph imaging software by Gatan Inc. Briefly, a pixel of interest from the SI of the nanocube was selected and the corresponding full energy loss spectrum was obtained. The ZLP of the EEL spectrum was fit to a Gaussian and Lorentzian and centered at 0 eV, with each EEL spectrum normalized to the ZLP before subtraction. The deconvoluted EEL spectrum was truncated to a region (2.0-4.0 eV) corresponding to the measured Rayleigh scattering spectra of the nanocubes in order to fully compare the resonances from both excitation sources. The Automated eXpert Spectral Image Analysis
(AXSIA) program developed by Keenan and co-workers [134] was used in order to extract and interpret the plasmon modes which overlap spectrally and spatially. Furthermore, the application of multivariate statistical analysis (MVSA) to the experimental EELS data ensured the reduction of nonuniform noise in the spectrum image while the principal component analysis (PCA) in Automated eXpert Spectral Image Analysis (AXSIA) produced the plasmon modes and corresponding spectra [82].

6.3.3 Simulations.

The coupled-dipole approximation [43] or discrete-dipole approximation (DDA) [47] approach has been routinely used to study the response of metal nanoparticles subjected to electromagnetic radiation [98]. In this paper, plane wave spectra and the associated scattered electric fields and target polarizations are computed via the DDA [47]. Electron energy loss spectra (EELS), the resulting scattered electric fields, and target polarizations are generated through the recently developed electron-driven discrete-dipole approximation (e-DDA) [60, 100]. The structure of the computed cubes is adjusted within the experimental measurement error to best fit the computed far-field scattering spectrum to the experimental results. The corner radii are within the variation of the observed radii for the cube being modeled, and the height of the cube, while not observed directly, is within the observed deviation from cubic of other synthesized cubes in the same batch. The two lowest energy plasmonic modes of the cube on a substrate are hybrid modes constructed from linear combinations of dipole ($D^0$) and quadrupole ($Q^0$) modes of the cube in vacuum [73]. In order to determine the phase and
relative magnitude of either the fundamental or hybridized modes, the target polarizations, $P(\omega)$, are computed and then projected onto the appropriate eigenvectors associated with each mode

$$c_a(\omega) = \langle \hat{n}_a | P(\omega) \rangle$$  \hspace{1cm} (6.1)

$$a = D^0, Q^0, D^0 \pm Q^0$$  \hspace{1cm} (6.2)

where $c$ is the projection amplitude. For plane wave excitation, the primitive dipolar normal vector ($\hat{n}_{D0}$) points in the opposite direction of the polarization of the driving electric field. The plane wave-driven primitive quadrupolar normal vector ($\hat{n}_{Q0}$) points parallel to the polarization of the driving electric field in the upper half of the cube and antiparallel in the bottom half. For electron-beam excitation, the primitive dipolar normal vector points radially outward from the line path of the electron. The EELS primitive quadrupolar normal vector points radially outward from the line path of the electron in the upper half of the cube and radially inward in the lower half. All normal vectors are idealized abstractions of the modes they represent, and projections onto them are therefore qualitative, but not quantitative. The polarization of the substrate is not explicitly treated by this mode projection analysis, but its effects are implicitly accounted for in all calculations. The hybridized normal vectors for both optical and electron-driven cases follow in a manner consistent with the primitive normal vectors, with the exception of the cube on a substrate calculations, in which the separation between the $D^0 \pm Q^0$ polarization vectors is moved from 0.5 to 0.65.
times the cube height to better reflect the asymmetry of that cube system. Projections onto
the cube on a substrate also use a basis in which $0.7D^0 + Q^0$ and $D^0 - 0.7Q^0$ better reflect
the incomplete coupling between the $D^0$ and $Q^0$ modes in the modeled system.

6.4 Results and discussion

6.4.1 Correlated studies of individual silver nanocubes.

The plasmonic properties of silver nanocubes are characterized using dark-field optical mi-
croscopy and STEM/EELS (see Methods section) although the discussion here will be lim-
ited to a single nanocube. Structural parameters for each cube such as edge lengths and
radius of curvature have been obtained from the HAADF images in a STEM. 6.2 shows the
overlaid experimental (red trace) and theoretical (black trace) spectra obtained using plane
wave and electron beam excitations, from the exact same nanocube whose corresponding
HAADF image is shown in the inset. The experimental and theoretical optical scattering
spectra (left panel) highlight the characteristic optical response of a silver nanocube on a
substrate under plane wave excitation and are in excellent agreement with each other and
with previous studies [229, 230, 248]. In the optical scattering spectra, the peak at $\sim 2.3$ eV
is attributed to the hybridized bonding mode, $D^0 + Q^0$, between the primitive dipolar ($D^0$)
and quadrupolar ($Q^0$) modes of the cube in vacuum while the peak at $\sim 2.8$ eV corresponds
to the hybridized antibonding mode, $D^0 - Q^0$. Hybridization between the $D^0$ and $Q^0$ modes
occurs in the presence of a substrate, as evidenced by the dip at $\sim 2.7$ eV in the optical
scattering spectra, which lowers the symmetry of the plasmonic system and can be inter-
Figure 6.2: Comparison of the experimental (red trace) and computed (black trace) spectra obtained using plane wave light and electron beam excitation for a single silver nanocube (HAADF image in inset). Left panel: resonance-Rayleigh scattering spectrum of a silver nanocube (schematic diagram indicating the polarization of the incident electric field in inset). Middle and right panels: electron energy loss (EEL) spectrum obtained from the corner (position 1) and edge (position 2) of the same nanocube. Solid black trace in the EEL spectra was obtained by convolving each point in the computed EEL spectra (dotted black trace) with a Gaussian function with a full width at half-maximum of 0.19 eV. Black arrows in the three panels indicate the position at which the $D^0 + Q^0 \rightarrow D^0 - Q^0$ Fano interference occurs in the simulations.

Interpreted as a substrate-induced Fano resonance \cite{73}. Moreover, the splitting and relative peak intensities in the optical scattering spectrum are known to be strong functions of the spacing between the cube and the substrate \cite{248}. The higher energy modes (3.2 and 3.5 eV) present in the theoretical scattering spectrum are beyond the energy range of our spectrometer and hence are not observed experimentally.

In 6.2 the experimental EEL spectra (red trace, middle and right panel) are extracted from two different positions (1 and 2 in HAADF image inset) on the nanocube although the STEM/EELS procedure involved raster-scanning the electron beam over the entire nanocube. This was done in order to investigate the spectral dependence of the plasmon resonance on the position of the electron beam. The EEL probability spectra computed at the two
beam positions are indicated by the dotted black trace. In order to best compare to the STEM/EELS experiment, each point in the computed EEL spectra was convoluted with a Gaussian function with a full width at half-maximum (fwhm) of 0.19 eV, corresponding to the energy resolution of the ZLP in the STEM/EELS experiment (solid black trace). While the computed and experimental EEL spectra at the corner and edge of the cube are in good agreement, the absence of the large dip in the experimental EEL spectrum at position 1 at \( \sim 3.1 \) eV may be due to an overlap between plasmon modes which is evident by the shoulder at \( \sim 3.2 \) eV in the experimental EEL spectrum.

Utilizing a correlated approach in the study of the LSPR properties of silver nanocubes facilitates the investigation of Fano interferences with STEM/EELS since the optical scattering spectrum provides information on where this interference is likely to occur. In the resonance-Rayleigh scattering spectrum, the dip at 2.6 eV indicated by a black arrow is due to a Fano interference corresponding to the local minimum at \( \sim 2.5 \) eV in the experimental EEL spectrum at positions 1 and 2. Even without any sophisticated post STEM/EELS experimental data processing, the ability to resolve such a feature highlights the significance of obtaining EEL spectra at high energy resolution \[208 \ 252\]. In the computed EEL spectra, a similar feature at 2.6 eV (indicated by black arrow) is present at both electron probe positions; however, this feature is more pronounced when the probe is at position 2. This suggests that the efficiency of the coupling between the \( D^0 \) and \( Q^0 \) modes depends on the position of the probe and will be discussed subsequently.
6.4.2 investigation of Fano interference in STEM/EELS.

In 2005, Schatz and co-workers examined [230] the behavior of the quadrupole peak on the shoulder of the cube's dipole plasmon resonance as a function of its separation distance from the substrate. The cube was large enough for the quasistatic approximation to fail. The substrate and vacuum localization of the resulting hybridized plasmon resonances were adiabatically connected to the cube's fundamental modes away from the substrate. In 2011, Nordlander and co-workers [73] interpreted the two lowest lying peaks in the spectrum of a small cube on a substrate (within the quasistatic limit) as the hybridized modes, $D^0 \pm Q^0$, with the dip between them being attributed to a Fano resonance. Because of the smallness of the cube, the quadrupole plasmon was only excited through its substrate-mediated hybridization with the dipole plasmon.

The large and rounded cubes appearing in our study drive us to investigate a parameter space that is between both of these previous works. More specifically, we investigate the plasmon physics occurring within a cube that is large enough to support a dipole and quadrupole plasmon even in vacuum when driven by light. In this case the phase retardation causes significant excitation of the vacuum cube's quadrupole plasmon. This leads to an optical spectrum that is qualitatively indistinguishable from the optical spectrum of a cube on a substrate. However, the former lacks the hybridization and accompanying Fano interference of the latter. Here we examine how to differentiate between these two similar-looking spectra in case where the quasistatic approximation breaks down.
We can understand the Fano effect in the cube on a substrate by attaching a phase, \( \phi(\omega) \), to the \( Q^0 \) mode relative to the \( D^0 \) mode as a function of excitation energy so that we may write the contribution from the two fundamental modes as a function of energy as

\[
P = D^0 + Q^0 e^{i\phi(\omega)}
\]  

(6.3)

where \( P \) is the overall target polarization and \( D^0 \) and \( Q^0 \) are the full vector-valued representations of the modes they represent. The Fano resonance occurs when \( \phi \) crosses \( \pi/2 \), where the hybridization switches from a bonding to an antibonding arrangement.

[6.3] shows the optical extinction spectra for both a perfect cube (side length = 80 nm, corner and edge radius of curvature = 10 nm) in vacuum (first column) and the imperfect (symmetry-broken) cube on a substrate (second column) used to model the experimental data. For the perfect cube in vacuum, both the dipole and quadrupole are excited by far-field radiation and are seen in the extinction spectrum. As the symmetry of the cube is broken along the wave vector of light, by either the presence of the substrate or deformation (e.g., through asymmetric corner and edge rounding) or a combination of both, the dipole and quadrupole modes hybridize to form \( D^0 \pm Q^0 \) modes, which give an extinction spectrum that looks qualitatively like that of the perfect cube in vacuum. In order to distinguish between the two spectra, we recognize that the primitive \( D^0 \) and \( Q^0 \) plasmon modes form an orthogonal eigenbasis for the perfect cube in vacuum, while the hybridized \( D^0 \pm Q^0 \) modes form an orthogonal eigenbasis for the cube on a substrate. Just as the hybridized plasmons
Figure 6.3: Optical extinction spectra and polarization phase plots corresponding to the optical excitation of a large cube both in vacuum (left) and on a substrate (right) in the non-quasistatic limit. The left column presents data for a perfect cube, while the right column presents data for the same cube (with asymmetrically rounded corners and edges) used in this paper to model experiment. The optical spectra (top panels) of both look qualitatively the same and without performing a phase analysis it is unclear if the dip between the spectral peaks is due to a Fano interference or simply the damped oscillations of two uncoupled resonances. The appropriate basis must be chosen before the underlying physics is apparent. For the cube in vacuum (left column) the relative phase flips by $\pi$ in the $D^0$, $Q^0$ basis (left middle panel) in the spectral region between the peaks. While for the cube on a substrate (right column) the relative phase flips by $\pi$ in the $D^0 \pm Q^0$ basis (right lower panel) in the spectral region between the peaks. Since the $D^0 \pm Q^0$ basis is not well-defined in the absence of the substrate, it is the latter phase signature that is consistent with the Fano interference mechanism. The dotted line in the bottom right panel highlights the small departure from the zero polarization line for the $D^0 - Q^0$ projection, which is attributable to the use of idealized normal vectors and incomplete hybridization between the fundamental modes in vacuum. See text for details.
are constructed from fundamental plasmons, the opposite is also true:

\[
\frac{1}{2}[(D^0 + Q^0) + (D^0 - Q^0)] = D^0
\]

(6.4)

\[
\frac{1}{2}[(D^0 + Q^0) - (D^0 - Q^0)] = Q^0
\]

(6.5)

To distinguish whether the extinction spectrum is the result of two uncoupled primitive plasmon modes or a hybrid system displaying a Fano interference, in 6.3 we project the polarizations arising from the optical excitation of both the cube in vacuum and the symmetry-broken cube on a substrate onto both basis sets. If the appropriate basis to describe the spectrum is the fundamental basis, then the modes will appear as two uncoupled oscillators with a relative phase flip by \(\pi\) between \(D^0\) and \(Q^0\) modes occurring between the dipole and quadrupole peaks. If not, then the relative phase will change by \(\pi\) between the two hybridized (and equally uncoupled) \(D^0 + Q^0\) and \(D^0 - Q^0\) oscillators between the superradiant \((D^0 + Q^0)\) and subradiant \((D^0 - Q^0)\) peaks. These are the natural bases to interpret and identify the physics underlying each spectrum. Even though both spectra look qualitatively the same, the physics underlying the dip between the two lowest lying peaks is different. When viewed in the wrong basis, the projection coefficients are more complicated to interpret but are completely consistent with the transformations between them. The middle (bottom) row of panels in 6.3 projects the energy-dependent cube polarizations onto the \(D^0\), \(Q^0\) \((D^0 \pm Q^0)\) basis. For the cube in vacuum, the \(D^0\), \(Q^0\) basis describes the physics as two uncoupled oscillators. The primitive dipole projection (blue) is in phase with the driving
field at frequencies below the dipole resonance and then flips by $\pi$ above the resonance. The primitive quadrupole projection (red) remains in phase with the driving field up to the spectral location of the quadrupole resonance, where it flips its phase by $\pi$. The differing relative phase in polarization between these two low-lying peaks is the reason for the spectral dip between them. For the cube on a substrate, the pattern is the opposite. In the spectral range between the two lowest lying peaks the relative phase changes by $\pi$ only in the hybridized $D^0 \pm Q^0$ basis. This basis would not be well-defined in the absence of the substrate, even though both $D^0$ and $Q^0$ plasmon modes separately exist in this non-quasistatic limit. It is the phase flip by $\pi$ of the cubes polarization in this hybridized basis that is the signature of a Fano interference, whether induced by light or by an electron beam source.

Coupling between a bright and dark mode is essential for the observation of Fano resonances. With a STEM electron beam, the selection rules governing the excitation of LSPRs enable the excitation of both bright and dark modes and might hinder the direct observation of this interference. However, the strong spatial dependence of the evanescent electric field of the passing electron suggests the possibility of an interference between a mode excited close to the electron beam and another mode excited outside its influence [67]. While the substrate-mediated interaction between the $D^0$ and $Q^0$ modes under plane wave excitation has been shown to be a Fano resonance [73], no experimental work has of yet shown whether such a resonance will exist under electron-beam excitation.

To extract relative phase data from the computed polarizations, we have projected the simulated data onto the primitive dipole and quadrupole model normal vectors (see Methods).
Figure 6.4: Investigation of Fano interferences using the projection coefficients $c_{D^0+Q^0}(\omega)$ (blue trace) and $c_{D^0-Q^0}(\omega)$ (red trace) of the $D^0+Q^0$ and $D^0-Q^0$ modes under electron-beam excitation. The Fano interference occurs where the relative phase crosses $\phi = \pi/2$ at 2.7 eV, where the amplitude of the $D^0-Q^0$ hybrid mode grows considerably. The computed optical scattering spectrum has been used to correlate the position where the Fano interference occurs (2.7 eV). Left and right panels: projection coefficients with computed EEL spectra obtained at the corner and edge of the nanocube, respectively. Slight deviations from zero for $c_{D^0-Q^0}(\omega)$ at low energies in both plots and positive deviation for $c_{D^0+Q^0}(\omega)$ for position 2 at high energies are due to $\hat{n}_{D^0+Q^0}$ and $\hat{n}_{D^0-Q^0}$ being idealized and thus nonquantitative in addition to the incomplete hybridization of the $D^0$ and $Q^0$ modes (see text for details). Dotted horizontal lines in both panels show the deviation below the zero line of the $\hat{n}_{D^0-Q^0}$ projection.
6.4 shows the projection coefficients $c_{D^0+Q^0}(\omega)$ and $c_{D^0-Q^0}(\omega)$, for the $D^0 \pm Q^0$ modes as a function of excitation energy for both plane wave and electron beam excitations. The blue and red traces in all three cases correspond to $c_{D^0+Q^0}(\omega)$ and $c_{D^0-Q^0}(\omega)$, respectively. The green trace corresponds to the computed EEL spectra and has been included for comparison. Under plane wave excitation (6.3), $D^0 \pm Q^0$ behaves as nearly uncoupled oscillators, and a phase shift to large positive values of $c_{D^0-Q^0}(\omega)$ occurs around 2.7 eV. In 6.4, a similar phase line shape is observed and a corresponding phase shift away from 0 is seen in $c_{D^0-Q^0}(\omega)$, indicating the presence of a Fano interference in the EEL spectra as well. Similarly, a corresponding relative phase shift occurs in STEM/EELS close to 2.7 eV, again suggesting a Fano resonance. These results are in excellent agreement with the computed substrate- and vacuum-localized scattered electric fields computed just lower and higher in loss energy from the phase flip (6.6). However, the phase shift is less pronounced in both edge and corner EEL spectra, indicating that the Fano interference, while present, will be much more subtle in the EEL spectrum than in the plane wave spectrum. We believe this to be due to the electron beams capability to excite both the quadrupole and the dipole, though at different oscillator strengths depending on the location of the electron beam. By driving both the $D^0$ and $Q^0$ modes with the incident electric field to an extent, the phase shift in EELS is reduced compared to plane wave excitation and the Fano effect becomes smaller. It is also worth noting that a Fano effect is enhanced in cubes without rounded corners [73].
6.4.3 Plasmon and EEL probability maps of silver nanocubes.

6.5 presents the experimental and computed EEL probability maps of the same nanocube. The experimental spectrum images (left panel) and normalized loading spectra (middle panel) were extracted using the MVSA and AXSIA program [134]. This method has been used previously in the extraction and interpretation of plasmon modes with high spectral and spatial overlap [82, 89]. The extracted eigenmodes at 2.2, 2.7, and 3.1 eV exhibit a similar spatial profile in which the intensity is localized at the corners of the cube while the eigenmode at 3.5 eV has an edge-localized spatial profile. The EEL probability maps (right panel) were computed for energies corresponding to the peaks in the theoretical EEL spectra (6.2, middle and right panels) for comparison. Knowledge of the spectral positions of the superradiant (2.3 eV) and subradiant (2.8 eV) hybridized plasmon modes obtained from the optical scattering spectrum in 6.2 enabled us to directly correlate the energies that correspond to the same plasmon eigenmodes in 6.5 (2.2 and 2.7 eV). However, discerning the three-dimensional profile of the hybridized plasmon modes, which have identical spatial profiles when projected onto the plane perpendicular to the motion of the electron beam, was done only by computational means since our STEM/EELS experiment only gathers two-dimensional loss probability information (6.5). A recent report by Nicoletti et al. has demonstrated the ability to obtain three-dimensional plasmon maps in silver nanocubes with electron tomography [253].
Figure 6.5: Top-down plasmon maps and computed EEL probability maps of a silver nanocube. Left panel: experimental EEL spectrum image components derived using MVSA and AXSIA. Middle panel: corresponding loading spectra for each spectrum image component, interpreted as the energy of each plasmon mode. Right panel: computed EEL probability maps indicating spatial regions on the nanocube where there is high electron energy loss probability.
6.4.4 Identification of vacuum- and substrate-localized hybridized modes.

6.6 shows the computed scattered electric fields of the two lowest-energy modes, in which the vacuum and substrate localizations of the electric fields are investigated for both plane wave and EELS for two different electron-beam positions. Under plane wave excitation, the substrate-localized electric near-field (6.6, left panel, top) arises from the hybridized plasmon mode formed from the constructive superposition of the primitive dipolar ($D^0_0$) and quadrupolar ($Q^0_0$) plasmon modes, $D^0_0 + Q^0_0$. On the other hand, the vacuum-localized electric near-field (6.6, right panel, top) corresponds to the hybridized mode that originates from the destructive superposition of the primitive modes, $D^0_0 - Q^0_0$ [73].

In the electron-beam excitation scenario (6.6, middle and bottom rows), the field maps show two spatial profiles that correspond to the $D^0_0 + Q^0_0$ and $D^0_0 - Q^0_0$ hybridized modes at 2.34 and 2.8 eV obtained under plane wave excitation. For the $D^0_0 + Q^0_0$ mode, the spatial profiles of the scattered near-electric fields show a highly localized intensity at the cube-substrate interface for the two electron-beam positions. While the intensity is localized at the interface, there are small differences in spatial profile of this hybridized mode as the electron beam is moved from the corner to the edge of the cube. This is due to the induced polarizations in the target from the electron beam giving rise to the scattered fields that depend on the position of the electron probe relative to the target. Similarly, the $D^0_0 - Q^0_0$ hybridized mode shows a highly localized intensity at the top of the cube for both excitation sources. The significant correspondence between these plane wave and EELS hybridized plasmon modes...
Figure 6.6: Scattered near-electric fields of hybridized plasmon modes in a silver nanocube on a substrate (dashed line). Left panel: substrate-localized plasmon mode for plane wave (top) and electron-beam excitations (middle and bottom), corresponding to the constructive interference of the hybridized primitive dipolar ($D^0$) and quadrupolar ($Q^0$) plasmon modes. Right panel: vacuum-localized plasmon modes corresponding to the destructive interference of the $D^0$ and $Q^0$ plasmon modes. The plane in which the electric field is evaluated lies outside the cube by 1 nm, parallel to the front face of the cube, perpendicular to the substrate.
suggests that a Fano interference that has the exact same mechanism as that of a plane wave is induced by the electron beam.

6.4.5 Changes in local dielectric environment.

A recent EELS study of silver nanocubes by Mazzucco et al. suggested highly local effects on the LSPR [85]; however, a comparison of the experimental optical scattering spectra for the nanocubes was lacking despite the known strong dependence of the optical spectra on the local dielectric environment. The change in the optical LSPRs after STEM/EELS, recently highlighted in a perspective article [254], suggests that the dielectric environment has been drastically altered by the electron beam. Furthermore, the stretching of the LSPRs differs from previous studies on silver nanocubes which reported red-shifts of both peaks in the LSPRs as the refractive index of the substrate was increased [73, 230]. These effects suggest a possible reason for the weak observation of the Fano interferences in this study.

6.5 Conclusion

Through a correlated approach we have predicted and observed for the first time the subtle Fano interference in silver nanocubes with STEM/EELS. The presence of a substrate mediates the hybridization of the primitive dipolar and quadrupolar modes present in the silver nanocube in both optical and STEM/EELS experiments. By computing the polarization phase-flip from a relative phase of 0 to $\pi/2$ induced by the electric field of the electron probe, we have shown that the hybridized modes responsible for this interference are the same as those present in optical spectroscopy. Furthermore, we have highlighted the drastic
changes that occur in the optical LSPRs of silver nanocubes after exposure to the electron beam. As efforts to understand the detailed connection between optically driven and EELS-derived plasmons in complex nanostructures continue, a correlated approach, along with sophisticated data analysis and simulations, will be essential.
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Chapter 7

Electron Tomography and its Importance to Quantitative Modeling of Experiment


This work is currently in progress.

7.1 Introduction

Computational electrodynamics is among the most powerful tools employed in the study of plasmonics. The application of theory to challenging problems in plasmonics has lead to considerable insight through its ability to quickly produce good approximations of physical properties that are presently difficult or impossible to directly measure on the length scales of
the plasmon \[11\]. However, despite the resounding success of computational electrodynamics in modeling plasmons, significant challenges to simulation remain. A major problem lies in accurately reproducing a real target in silico, as idealizations of the target as a simple solid may omit important structural details and typical electron micrographs of the target are only from a single vantage, effectively hiding one dimension of the target from the theorist. Attempting to reconstruct a target from a single electron micrograph taken from above can be likened to trying to deduce what a skyscraper looks like using only a photograph of its roof. Electron tomography, a method by which a target is reconstructed in 3-d from a series of electron micrographs taken at different angles, has the capability to significantly alleviate much of this problem, though the method is not without its own set of challenges. Accurate reproduction of the target requires the images from which the tomogram is built to show all relevant details from several angles, which is difficult near a substrate or in the junction between two particles. Once a tomogram has been obtained, the boundary between different media must be determined, any gaps in the boundary must be filled, and the resulting target must be discretized such that it can be used in an electrodynamics code.

In this work, we detail a new implementation of electron tomography which mitigates the difficulties inherent to the method by extrapolating over any gaps in the data before finding the boundaries between different media and finally producing a shape file that is usable with the DDSCAT \[47\] and our own e-DDA \[60, 67\]. We then use a reconstructed nanoparticle multimer generated by the electron tomography code to compare both the target itself and a number of computed properties of the target including far-field excitation and extinction, electron energy-loss spectroscopy, and electric hot spot volume to those of a target generated
in the usual manner using idealized solid approximated from a single electron micrograph of the same aggregate.

### 7.2 Methods

Tomography, from the Greek τόμος meaning “slice”, is a method by which $n + 1$ dimensional data can be built up from $n$ dimensional data taken from various angles rotated about an axis of reconstruction \[56\]. To reconstruct a target with electron tomography, a series of electron micrographs are taken of the same structure from different viewing angles rotating about a single axis. A second series of images known as sinograms are built up in which one axis is a single row of electron tomography beam locations perpendicular to the axis of rotation and the other axis is the angle of rotation. Each row of electron tomography data can be thought of as a series of integrals of the electron loss intensity rastered over a plane perpendicular to the axis of rotation, effectively exchanging the beam location $(x, y)$ for a set of rotated coordinates $(a, b)$ via

\[
(x, y) = (a\sin \alpha + b\cos \alpha, -a\cos \alpha + b\sin \alpha),
\] (7.1)

where $\alpha$ is the angle of rotation and the absorbance at any point can be written in terms of the new rotated variable set. By appropriately integrating over all angles, the sinogram can be converted into a “slice” of the target perpendicular to the axis of rotation and the stacked slices from the other rows and their corresponding sinograms form a three-dimensional re-
construction of the target.

In order to make a shape file usable by an electrodynamics code, the edges of the structure must be determined. This is a non-trivial problem, as unlike x-ray imaging, the absorbance of the electron beam passing through the target is not necessarily proportional to the thickness of the target and some parts of the target may be occluded by others at some angles. To detect the edges, we employ a Canny edge detection algorithm followed by interpolation over any occluded parts of a shape using a cubic spline. The Canny edge detection begins by despeckling the image with a slight Gaussian blur followed by the application of a gradient operator to the image. Once the gradient of the image has been found, any pixels are suppressed if they are not greater than their nearest neighbors. The remaining maxima are subsequently filtered by a hysteresis threshold; beginning at a point with a gradient above a high threshold, the edge is followed until the gradient maxima line magnitude falls below a low threshold. Hysteresis thresholding eliminates any maxima contours that do not have a high intensity at some point, but the code will still follow a faint section of an edge after a starting point is identified. The gradient points toward the direction of greater electron absorbance, which delineates the interior of the target from the exterior and allows the code to distinguish which points are inside the target from those that are not.

After edge detection, a cubic spline is used to interpolate over any gaps in the edge and any areas where one particle occludes another. First, a starting point is found by searching the outline for cusps, indicative of the point at which two particles overlap. Once a cusp is found, two cubic splines are fit, one to each side of the cusp, to fill in the missing sections of
the edge. Then any edge that does not form a closed loop is identified and the points nearest
the gap(s) are use to interpolate across it, closing the loop. Once the edges are completed,
the interior of the target as defined by the gradient is given a value of 1, while the exterior
is given a value of 0 to generate a binary image. Sinograms can then be produced from the
resulting binary images and the target is then reconstructed as described above. After target
reconstruction, the number of shape points, or voxels, is reduced if necessary to produce a
set of Cartesian points that can be passed into computational electrodynamics code as a
target.

7.3 Results and discussion

7.3.1 Comparison of two targets generated by tomography and
top-down idealization

[7.1] overlays the target generated by assuming all particles are spheres on a common substrate
with radii and locations based on a single electron micrograph taken from above, henceforth
known as the “top-down spherical reconstruction”, over the full tomographic reconstruction
produced by the code described in this work. Immediately, several trends appear: first,
the overall shape and arrangement of the two targets are similar, though, second, there are
marked differences in the fine-scale structure and overall volume of the two targets. The
top-down spherical reconstruction is a full 11% smaller than the tomographic reconstruction
in volume. Scaling the surface area of the tomographic reconstruction by volume and then
Figure 7.1: A comparison of the tomographic (blue) and top-down spherical (red) reconstructions of an aggregate of silver nanoparticles from above relative to the substrate (upper left) and from two orthogonal views from the side (upper right and lower panels). Color intensity correlates in direct proportion to target thickness in the direction perpendicular to each plot. The overall form of both targets are similar, but marked deviations from spherical are seen in the tomographic reconstruction in all three viewing angles. The top-down spherical reconstruction was made only using a single electron micrograph from the same angle as the upper left panel, and therefore shows considerable deviation from the tomographic reconstruction in the direction perpendicular to the substrate (x), as shown in the left and bottom panels.

Dividing by the surface area of the guess reconstruction via

$$
\phi = \frac{A_{tomo} V_{guess}}{A_{guess} V_{tomo}} = \frac{A_{tomo} \sum_{j=1}^{N} r_j^3}{3 V_{tomo} \sum_{k=1}^{N} r_k^2},
$$

(7.2)

yields $\phi$, the ratio of the surface area of the target to the target composed of perfect spheres of the same volume, where the $A$'s are the surface areas and the $v$'s are the volumes and
Figure 7.2: Comparison of the plane wave extinction (dashed lines) and electric hot spot volume (solid lines, $|E_{\text{scat}}| \geq 100 \times |E_{\text{inc}}|$) spectra from a spherical top-down reconstruction (red) and a tomographic reconstruction (blue) of the same nanosphere aggregate, as shown in [7.1]. The extinction spectra show significant similarity in contrast to the considerable difference between the hot spot volume spectra. The dashed vertical black lines mark the energies where the scattered near-fields and LPMs are plotted in [7.4] and [7.3].

$r_{j,k}$ are the average distances from the centers of mass to the edges of each particle in the top-down electron micrograph of the target ($1 \leq j, k \leq N$). $\phi$ is a convenient way to quantitate tomographic reconstruction’s deviation from spherical. For example, if the target were of cubes of equivalent volume, $\phi$ would be $\sqrt[3]{6\pi} \approx 1.24$. For the tomographic reconstruction in this work, $\phi$ is not yet prepared, though such a measure will undoubtedly be useful to a researcher seeking to quantitate the difference between two target reconstruction methods.
7.3.2 Comparison of the electromagnetic properties of the two targets

The far-field extinction spectra (dotted lines, 7.2) for the two reconstruction methods are very similar, particularly in the blue, with a maximum of 16% difference between the two spectra over the plotted range. A slight red shift and increase in intensity for the tomographic reconstruction is seen below 2 eV, as would be expected for the tomographic reconstruction’s slightly larger volume. The solid lines in 7.2 are the volume of space surrounding the target where the magnitude of the scattered electric fields are one hundred times or more than the magnitude of the incident electric field ($|E_{sca}| \geq 100 \times |E_{inc}|$). In contrast to the far-field extinction spectra, the hot spot volume spectra are very different at energies of interest, with a maximum of 289% difference. The hot spot volume of the spherical reconstruction is larger above 2.4 eV, but the hot spot volume of the tomographic reconstruction is nearly three times larger around 2.2 eV, which is the location of the dipole mode as identified in the left panel 7.3 and demonstrates how sensitive the hot spot volume is to small changes in the target geometry. Surface roughness may induce the lightning rod effect [257, 258], where the electric field is enhanced at the point of a sharp feature. If that surface roughness brings the surface closer to another particle, then the effect will be magnified further by increased coupling. Thus, if there is considerable surface roughness in the tomographic reconstruction that is not captured by the idealized top-down reconstruction, it is reasonable to expect the maximum electric hot spot volume to be enhanced in the tomographic reconstruction and for the top-down reconstruction to underestimate the hot spot volume relative to experiment. While in this case the maximum hot spot volume is much larger for the
tomographic reconstruction, it is possible to imagine a deviation from the ideal that would instead reduce the hot spot volume, such as a flattening of the spheres near the junction, increasing the interparticle gap. It is left to the judgement of the computationalist whether a particular shape will lend itself to an increase or a decrease in hot spot volume over the ideal.

7.3 presents the electron energy loss probability maps (LPMs) for an area extending 4 nm outside the targets, which were generated by both reconstruction methods. Loss energies are at three peaks spanning the optical extinction spectrum at 3.4 eV, 2.7 eV, and 2.2 eV.

The LPM at 2.2 eV (right column) shows a collective dipolar loss pattern in the tomographic reconstruction, with high loss probability at the far ends of the structure and low loss probability inside, indicating a consistent polarization direction across all spheres, as is expected for the lowest energy eigenmode. Interestingly, the top-down reconstruction also has its lowest eigenmode at 2.2 eV, but this structure shows a significant dipolar loss pattern only across two of the five spheres with little participation by the others. The lowest energy eigenmode also corresponds to the largest hot spot volume for both reconstructions. In the bonding or collective dipolar mode the polarizations of all the spheres are largely colinear, and this head-to-tail arrangement of the polarizations leads to high electric field capacitive bonding in the junctions. That only two spheres participate strongly in this mode for the top-down reconstruction and all five spheres participate for the tomographic reconstruction is likely in part why the maximum hot spot volume is much smaller for the top-down reconstruction. Further, the high loss probability spans across the two large spheres in the tomographic reconstruction, with the small sphere on the end only providing a small exten-
Figure 7.3: Electron energy loss maps for both tomographic (top) and top-down (bottom) reconstructions of a nanosphere aggregate, at 2.2 eV (right), 2.7 eV (middle), and 3.4 eV (left). At 3.4 eV the loss probability is dominated by a dipolar excitation of the large spheres transverse to the long axis of the aggregate, while at 2.2 eV the loss probability map shows the collective dipole (bonding) mode of the aggregate. 2.7 eV shows a collective quadrupolar mode, with the node in the polarization coming between the two central smaller spheres in the tomographic reconstruction, as evidenced by the high loss probability in that junction. This effect is less clear in the top-down spherical reconstruction due to the overlap of other modes.
sion of the main loss probability, illustrating the degree of control the larger spheres exercise over the eigenmodes of the aggregate. At the highest loss energy plotted, the loss probability is dominated by a dipolar excitation of the individual spheres transverse to the long axis of the aggregate, which can be compared to the transverse modes of the single rod. The loss probability of the middle energy, 2.7 eV, shows what is likely a collective quadrupolar mode, with the node in the polarization coming between the two central smaller spheres in the tomographic reconstruction and between the lower large sphere and the inner small sphere in the top-down reconstruction, as evidenced by the high loss probability in that junction, though the latter is less obvious and likely overlaps with higher order modes to a greater extent.

Notably, while there are marked differences between the loss probability maps of each target, particularly near the surfaces of the targets, the overall structure of the far-field loss spectrum is the same, implying that similar eigenmodes are excited at each energy, but that their structure differs noticeably on the nanoscale. Examining the scattered electric fields around the targets at the same energy in further supports this assertion.

 shows the scattered electric field magnitude relative to the incident field magnitude \( \frac{|E_{\text{scat}}|}{|E_{\text{inc}}|} \) for both reconstructions at the same energies as the loss probability maps (2.2 eV, 2.7 eV, and 3.4 eV) excited by far-field light. The intensity of the color represents the magnitude of the scattered electric field, scaled to an appropriate maximum for each loss energy (20×, 10×, and 5×, respectively). The plots largely confirm the interpretation of the loss probability maps and hot spot volume spectra above. High scattered fields are
Figure 7.4: The scattered electric field magnitudes for both reconstructions of the nanoparticle aggregate relative to the incident field ($|E_{\text{scat}}|/|E_{\text{inc}}|$) as excited by a plane wave normal to the plane of the plot. Darker colors represent lower electric field magnitude, and brighter higher magnitude. Tomographic reconstructions are on the top row, and top-down spherical reconstructions are on the bottom. Excitation energies are 2.2 eV (right column), 2.7 eV (middle), and 3.4 eV (left). The color range for each energy is scaled independently. For 2.2 eV, the color maximum is 20 times the incident field, for 2.7 eV the maximum is 10 times, and for 3.4 eV the maximum is 5 times the incident field magnitude. The scattered fields at 3.4 eV show transverse single-sphere dipolar modes with some higher order structure visible in the large spheres. The two reconstructions’ field magnitudes show the greatest degree of similarity at 2.7 eV, though the location of the maximum field differs. At 2.2 eV, the tomographic reconstruction shows very high field magnitude in the junctions between the two large spheres, but the top-down spherical reconstruction shows very high field magnitude only in a single junction between one of the large $^{168}$Ge spheres and a small sphere.
seen transverse to the long axis of the aggregate at 3.4 eV, as expected. Some higher nodal structure is visible on the larger spheres at this energy due to overlap with higher order (quadrupole, hexapole, etc.) modes at this energy. At 2.7 eV, we now see hot spot volume heavily localized to the junctions between the spheres, indicating the presence of longitudinal modes at this energy. The scattered fields at 2.7 eV show the greatest degree of similarity between the two reconstructions of the three plotted energies, with only slight differences in the relative magnitudes observed. By 2.2 eV the collective dipolar mode is active, as shown in the left panel of 7.4 and of 7.3. The tomographic reconstruction shows the highest fields in the three junctions between the two large spheres, which corresponds well with the high loss probability at the ends of the same spheres. The top-down spherical reconstruction shows the highest loss probability between the lower large sphere and its neighboring internal small sphere, with the scattered fields in the other junctions being noticeably smaller. This again correlates well with the loss probability being highest at the ends of the spheres between which the scattered field assumes the greatest magnitude. Even when excited by a far-field probe such as plane wave light, the near-field effects differ between the two reconstructions.

7.4 Conclusion

Electron tomography offers an attractive method to bring computational electrodynamics on real targets into the realm of quantitation. This work has shown that near-field effects, either through the near-field probe of the electron beam or scattered near-fields after interaction with a far-field source such as plane wave light, are highly sensitive to small deviations from ideal in the target. Purely far-field effects are less sensitive to such changes and idealized
reconstructions of real targets still work well in modeling these effects. Tomography may also be applied directly to EELS. Recently, energy filtering has been applied to the electron micrograph slices to generate three dimensional reconstructions of the loss probability per unit length for metal cubes \(^{253}\), showing the utility of tomography applied to experimental EEL data as well. While considerable work remains to be done as the application of tomography to the numerical study of nanoparticles remains in its infancy, there is no doubt that tomographic methods will revolutionize the field of computational electrodynamics.
Chapter 8

Conclusion

The aim of this work has been to expand the understanding of plasmonics, particularly as it applies to interference phenomena and EELS. To accomplish this, the thesis is divided into four sections, each expanding the body of knowledge of plasmonics. First, using EELS to detect electric hot spots living near plasmons is shown to be possible. Prior work had intimated that EELS is "completely blind to the hot spot" [62], but this work shows it is possible to indirectly infer the existence of a hot spot anyway. This prediction is then experimentally confirmed, dramatically expanding EELS’ capabilities as an investigative tool for plasmonics.

Second, this work explores magnetic hot spots generated through the collusion of multiple plasmons to create oscillating ring currents. The rich collection of multiple magnetic plasmons of alternating magnetic and ferromagnetic order living on a single nanoparticle aggregate is shown for the first time. This work significantly expands the field of magneto-plasmonics and opens it to the construction of much more complex magnetically-active structures.
Third, the interference phenomena known as the Fano resonance is shown to be accessible by EELS for the first time in this work. Fano resonances have been described as the best sensors of the dielectric environment yet known, which when combined with the spatial resolution of EELS opens up a dramatic new way to measure local dielectric functions with unprecedented spatial and energetic resolution. In searching for Fano resonances in EELS, an entirely new class of Fano resonance in which an optically dark mode is preferentially driven is found living only in EELS. Experimental confirmation of the Fano resonance in EELS is then shown, having been found in the year following their prediction.

Last, the use of electron tomography to produce three-dimensional models of nanometer-scale plasmon-supporting targets is explored. It is found that for some properties, such as the far-field scattering spectrum, the traditional guess and tomographic reconstruction methods are in good agreement for the studied aggregates, though for other properties such as the hot spot volume the two reconstruction methods lead to markedly different results. This work urges care on the part of the theoretician in interpreting numerical results modeling real plasmonic systems, and helps bring previously qualitative results into the quantitative.
Chapter 9

Appendix

9.1 Appendix A

evale.f90 for the e-DDA

This subroutine calculates the incident electric field from an electron moving in a constant motion parallel to the x-axis in frequency space, which forms the right hand side of the coupled dipole approximation linear equation

\[ \sum_{j=1}^{N} \left[ \alpha_{ij}^{-1}(\omega)\delta_{ij} - (1 - \delta_{ij})A_{ij} \right] \cdot P_j(\omega) = E_{\text{electron}}(x_i, \omega), \quad (9.1) \]

as found in the e-DDA [60]. This code is designed to work with the addition of the Bessel function subroutines outlined in Numerical Recipes [52]: besseli0, besseli1, besselk0, and besselk1, corresponding to their respective Bessel functions. This code is designed to be dropped in to DDSCAT 7.1 [47] with minimal modification to the other subroutines. Inputs
and outputs must be modified in getfml.f90 and ddscat.f90 to reflect those found in the header of this code. Slight modifications to this code may be necessary to insert it into later versions of DDSCAT.

New variables added to the input/output deck are:

AEFFA: effective radius of the target, an internal variable already in DDSCAT 7.1.

WAVEA: equivalent wavelength of the $E_{inc}$, an internal variable already in DDSCAT 7.1.

MXRAD: number of effective radii, an internal variable already in DDSCAT 7.1.

MXWAV: number of equivalent wavelengths, an internal variable already in DDSCAT 7.1.

Center: the impact parameter of the electron beam, in dipole spacings.

c: the speed of light, in cm/s.

velocity: the speed of the electron, in cm/s.

e_charge: the charge of the electron in Coulombs.

DielectricConst: the background dielectric constant.

!**********************************************************Nicholas Bigelow and Alex Vaschillo 2012************************************
!Incorporated code that models a fast electron’s interaction with a group of dipoles 
!as in "Optical Excitations in electron microscopy", Rev. Mod. Phys. v. 82 p. 213 
equations (4) and (5)

SUBROUTINE EVAL(CXEOO,AKD,DX,X0,IXYZ0,MXN3,MXNAT,NAT,OX,NX,NY,NZ,CXE,AEFFA, & WAVEA,MXRAD,MXWAV,Center,c,velocity,e_charge,DielectricConst)
!!Arguments AEFFA and after added by NWB 3/8/12
USE DDPRECISION,ONLY : WP
IMPLICIT NONE

!*** Arguments:
INTEGER :: MXN3, MXNAT, NAT, NATO, NX, NY, NZ, MXRAD, MXWAV
!!MXRAD, MXWAV added by NWB 3/8/12
INTEGER :: IXYZ0(NAT0,3)
REAL(WP) :: AKD(3), DX(3), X0(3), AEFFA(MXRAD), WAVEA(MXWAV), Center(3)

!AEFFA and after added by NWB 3/8/12

! Note: CXE should be dimensioned to CXE(NAT,3) in this routine
! so that first 3*NAT elements of CXE are employed.
! XYZ0 should be dimensioned to
COMPLEX(WP) :: CXE(NAT,3), CXE00(3)

!*** Local variables:
COMPLEX(WP) :: CXFAC, CXI
REAL(WP) :: X, X1, X2, CenterX0(3)
INTEGER :: IA, IX, IY, IZ, M, JJ

!*** Variables added by Nicholas Bigelow and Alex Vaschillo:
REAL(WP) :: c, e_charge, EFieldConstant, omega, gamma, k_mag, DS, PI, &
BesselArg, DielectricConst, velocity
REAL, DIMENSION(:), ALLOCATABLE :: R
REAL(WP) :: Radius !This serves the exact same purpose as the array R() but
!is used in a different scope (only in the else statement, see below)
REAL(WP) :: besselk0, besselk1 !Values of Bessel functions K0 and K1
REAL(WP) :: besseli1, besseli0 !Values of Bessel functions I0 and I0,
!necessary for K0 and K1 routines
INTEGER :: i !For indexing do loops

!*** Intrinsic functions and constants:
INTRINSIC EXP, REAL
INTRINSIC ATAN2, DCOS, DSIN, AIMAG
PI = 4._WP*ATAN(1._WP) !pi

!*** Define center in internal coordinates
CenterX0(1) = Center(1) - X0(1) !Center of e-beam in relative coordinates
CenterX0(2) = Center(2) - X0(2)
CenterX0(3) = Center(3) - X0(3)

!************************************************************************
! subroutine EVAL
! Given: CXE00(1-3)=Incident E field at origin (complex) at t=0
! AKD(1-3)=(kx,ky,kz)*d for incident wave (d=effective
! lattice spacing)
! DX(1-3)=(dx/d,dy/d,dz/d) for lattice (dx,dy,dz=lattice
! spacings in x,y,z directions, d=(dx*dy*dz)**(1/3)
! X0(1-3)=(x,y,z)location/(d*DX(1-3)) in TF of lattice site
! with IX=0,IY=0,IZ=0
! IXYZ0(1-NAT0,3)=[x-x0(1)]/dx, [y-x0(2)]/dy, [z-x0(3)]/dz
! for each of NAT0 physical dipoles

175
MXNAT,MXN3=dimensioning information
MXN3=dimensioning information
NAT0=number of dipoles in physical target
NAT=number of locations at which to calculate CXE
Returns: CXE(1-NAT,3)=incident E field at NAT locations at t=0
Copyright (C) 1993,1997,2007,2012 N.W. Bigelow, A. Vaschillo,
B.T. Draine, and P.J. Flatau
This code is covered by the GNU General Public License.
******************************************************************************
CXI=(0._WP,1._WP)

!Evaluate electric field vector at each dipole location.
!If NAT=NAT0, then evaluate E only at occupied sites.
!If NAT>NAT0, then evaluate E at all sites.

*** Allocate memory to arrays
ALLOCATE( R(NAT) )

*** Compute dipole spacing in meters
DS = 1E-6_WP * AEFFA(1) * (4._WP * PI / (3._WP * NAT0))**(1._WP/3._WP)

*** Compute omega
omega = 2._WP * PI * c / (WAVEA(1) * 1E-6_WP) !Conversion from microns to meters

*** Calculate EFieldConstant - the constant that g(r) is multiplied by
gamma = (1._WP - DielectricConst * (velocity / c) ** 2._WP)**(-0.5_WP)
EFieldConstant = 2._WP * e_charge * omega / (velocity ** 2._WP * gamma &
               * DielectricConst)

PRINT *, 'Relative coordinates of beam:', Center
PRINT *, 'Electron speed:', velocity

IF (NAT == NAT0) THEN
  !*** Calculate radius and prevent divide by zero errors
  DO i = 1, NAT0
    R(i) = (IXYZ0(i, 3) - CenterX0(3)) ** 2._WP &
           + (IXYZ0(i, 2) - CenterX0(2)) ** 2._WP
    R(i) = SQRT(R(i)) * DS
    IF (R(i) .EQ. 0._WP) THEN
      !If the radius is zero, set to a small, but finite distance
      R(i) = 0.01_WP * DS
      PRINT *, 'WARNING: RADIUS = 0! Re-set to 0.01*DS!'
      PRINT *, 'IX, IY, IZ:', IX, IY, IZ
    END IF
  END DO
END IF
!*** Calculate g(r)
DO i = 1, NAT0
  BesselArg = omega * R(i) / (velocity * gamma)
  !The argument of the Bessel functions
  CXE(i, 3) = EXP(CXI * omega * DS * (IXYZ0(i, 1) - CenterX0(1)) / velocity)
  !This is the prefactor that each component of CXE is multiplied by
END DO
ELSE
  IA=0 !Index that labels each unique point at which the field is calculated
  DO IZ=1,NZ
    DO IY=1,NY
      DO IX=1,NX
        IA = IA + 1 !Advance IA
        !*** Calculate Radius and prevent divide by zero errors
        Radius = (IZ - CenterX0(3)) ** 2._WP + &
                  (IY - CenterX0(2)) ** 2._WP
        Radius = SQRT(Radius) * DS
        IF (Radius .EQ. 0._WP) THEN
          !If the radius is zero, set to a small, but finite distance
          Radius = 0.01_WP * DS
          PRINT *, 'WARNING: RADIUS = 0! Re-set to 0.01*DS!'
          PRINT *, 'IX, IY, IZ:', IX, IY, IZ
        END IF
        !*** Calculate g(r)
        BesselArg = omega * Radius / (velocity * gamma)
        !The argument of the Bessel functions
        CXE(IA, 3) = EXP(CXI * omega * DS * &
                         (DBLE(IX) - CenterX0(1)) / velocity)
        !This is the prefactor that each component of CXE is multiplied by
        !*** Calculate electric field components at point IA
        CXE(i, 1) = EFieldConstant * CXE(i, 3) * (CXI * besselk0(BesselArg) & / gamma)
        CXE(i, 2) = EFieldConstant * CXE(i, 3) * (-1._WP * besselk1(BesselArg)) * & DSIN(ATAN2((DBLE(IXYZ0(i, 2)) - CenterX0(2)), & (DBLE(IXYZ0(i, 3)) - CenterX0(3))))
        CXE(i, 3) = EFieldConstant * CXE(i, 3) * (-1._WP * besselk1(BesselArg)) * & DCOS(ATAN2((DBLE(IXYZ0(i, 2)) - CenterX0(2)), & (DBLE(IXYZ0(i, 3)) - CenterX0(3))))
      END DO IX
    END DO IY
  END DO IZ
END ELSE
CXE(IA, 1) = EFieldConstant * CXE(IA, 3) * &
(CXI * besselk0(BesselArg) / gamma)
CXE(IA, 2) = EFieldConstant * CXE(IA, 3) * &
(-1._WP * besselk1(BesselArg)) * &
DSIN(ATAN2((DBLE(IY) - CenterX0(2)) , &
(DBLE(IZ) - CenterX0(3))))
CXE(IA, 3) = EFieldConstant * CXE(IA, 3) * &
(-1._WP * besselk1(BesselArg)) * &
DCOS(ATAN2((DBLE(IY) - CenterX0(2)) , &
(DBLE(IZ) - CenterX0(3))))
END DO
END DO
END DO

PRINT *, "IA is: ", IA
ENDIF

DEALLOCATE( R )
RETURN
END SUBROUTINE EVALE
This subroutine calculates the probability for an electron to lose $\hbar \omega$ of energy to the target, given a set of target polarizations $P_j(\omega)$ previously calculated by other parts of the e-DDA code [60], via

$$P_b(\hbar \omega) = \frac{1}{\pi \hbar^2} \text{Im} \sum_{j,k=1}^{N} E_{\text{EELS}}^*(x_j, \omega) \cdot P_j,$$

in which $E_{\text{EELS}}(x_j, \omega)$ is the Fourier component at $\omega$ of the incident electric field of the electron at $x_j$ [11]. This code is designed to be dropped in to DDSCAT 7.1 [47] with minimal modification to the other subroutines. Inputs and outputs must be modified in getfml.f90 and ddscat.f90 to reflect those found in the header of this code. Slight modifications to this code may be necessary to insert it into later versions of DDSCAT.

New variables added to the input/output deck are:

- $h_{\text{bar}}$: Planck’s constant, in J-s
- $h_{\text{bar2}}$: Planck’s constant, in eV-s
- MXRAD: the number of effective radii, an internal variable already in DDSCAT 7.1.
- AEFFA: the effective radius of the target, an internal variable already in DDSCAT 7.1.
- NAT0: the number of dipoles in the target, an internal variable already in DDSCAT 7.1.
SUBROUTINE EVALQ(NAT3,CXE,CXP,CABS,CEXT,CPHA,IMETHD,MXN3, &
h_bar,h_bar2,MXRAD,AEFFA,NAT0)
  !All arguments h_bar and after added, some arguments removed by NWB 7/11/12
USE DDPRECISION,ONLY: WP
IMPLICIT NONE

*** Arguments:
INTEGER :: IMETHD, MXN3, NAT3, NAT0, MXRAD
REAL(WP) :: CABS, CEXT, CPHA, h_bar, h_bar2, AEFFA(MXRAD), AK(3)
COMPLEX(WP) :: CXE(MXN3), CXP(MXN3)

*** Local variables:
COMPLEX(WP) :: CXA, CXI, DCXA, RABS
REAL(WP) :: PI, DS
INTEGER :: J1, J2, J3, NAT

*** Intrinsic functions:
INTRINSIC AIMAG, CONJG, REAL, SQRT

*** SAVE statements:
SAVE CXI

*** Data statements:
DATA CXI/(0._WP,1._WP)/
! Zero out variables and define internal constants
CEXT = 0._WP
CABS = 0._WP
CPHA = 0._WP
PI = 4._WP * ATAN(1._WP) !pi

!*** Compute dipole spacing in meters
DS = 1E-6_WP * AEFFA(1) * (4._WP * PI / (3._WP * NAT0) )**(1._WP/3._WP)

IF ( IMETHD == 0 ) THEN

!*** Compute CEXT:
DO J1=1,NAT3
    CEXT = CEXT + AIMAG(CXP(J1)) * REAL(CXE(J1)) - &
    REAL(CXP(J1)) * AIMAG(CXE(J1)) !ORIGINAL CODE, Eapp* dot P
ENDDO

!Compute Gamma using CEXT NWB 7/11/12
CEXT = CEXT * ((PI * h_bar * h_bar2) ** (-1._WP)) * 1.E-18_WP
!(10^6)^3 correction factor for um/m

!Renormalize for dipole spacing
CEXT = CEXT * (DS * 1.E9_WP)**3._WP

ELSEIF (IMETHD == 1) THEN

!*** Compute CEXT:
DO J1=1,NAT3
    CXA = CXA + CXP(J1) * CONJG(CXE(J1))
ENDDO

!Compute Gamma using CEXT NWB 7/11/12
CEXT = AIMAG(CXA) * ((PI * h_bar * h_bar2) ** (-1._WP)) * 1.E-18_WP
!(10^6)^3 correction factor for um/m

!Renormalize for dipole spacing
CEXT = CEXT * (DS * 1.E9_WP)**3._WP
ENDIF
RETURN
END SUBROUTINE EVALQ
9.3 Appendix C

Additional code for ddscat.f90 and reapar.f90

This section of code can be added to ddscat.f90 immediately following the function call to REAPAR, which reads the parameter file and passes that data to DDSCAT. The first section of code defines the physical variables which the $e$-DDA uses that are not present in the base code. The second section converts the electron’s relativistic kinetic energy into a velocity, using

$$v = c \sqrt{1 - \left( \frac{E_{\text{kin}}}{m_e c^2} + 1 \right)^{-2}}, \quad (9.3)$$

where $c$ is the speed of light, $m_e$ is the mass of the electron, and $E_{\text{kin}}$ is the kinetic energy of the electron \(^{[259]}\). In all the following code new variables need to be defined in the headers of their subroutines.

New variables added to the input/output deck are:

- c: the speed of light, in m/s.
- e_charge: the charge of electron, in Coulombs.
- m_e: the mass of electron, in kg.
- DielectricConst: the background dielectric constant.
- h_bar: Planck’s constant, in j-s.
- h_bar2: Planck’s constant, in eV-s.
ELENERGY: the kinetic energy of the electron, in keV.

velocity: the speed of the electron, in m/s.

!**********************************************************************
! Define variables for eDDA NWB 7/11/12

    c = 3.E8_WP !Speed of light, m/s
    e_charge = 1.60217646E-19_WP !Charge of electron, Coulombs
    m_e = 9.10938188E-31_WP !Mass of electron, kg
    DielectricConst = 1._WP !Dielectric constant -- 1 for vacuum
    h_bar = 1.054572E-34_WP !h_bar, j-s
    h_bar2 = 6.582119E-19_WP !h_bar, eV-s

!**********************************************************************

!**********************************************************************
! Convert electron energy from keV to electron velocity in m/s
! NWB 7/12/12

    ELENERGY = ELENERGY*1.60217646E-16_WP !Convert to Joules
    velocity = c * (1._WP - ((ELENERGY / (m_e * c**2._WP)) + 1 ) &
                **(-2._WP))**0.5_WP

!**********************************************************************

The following two sections of code should be added to reapar.f90 in order to read in the
electron beam’s centroid in units of dipole spacings relative to the target frame and the
kinetic energy of the electron beam in keV. This code should be added immediately after
the code reading MXNX, MXNY, and MXNZ from the parameter file.

New variables added to the input/output deck are:

CENTER: Centroid of the electron beam, in dipole spacings

ELENERGY: Kinetic energy of the electron, in keV

!=======================================================================
! e-BEAM CENTROID READER
! Added by NWB 3/13/12
     READ(IOPAR,FMT=*,ERR=99)CENTER
!=======================================================================

! ELECTRON RELATIVISTIC ENERGY READER
! Added by NWB 7/12/12
     READ(IOPAR,FMT=*,ERR=99)ELENERGY
!=======================================================================
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