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While experimental developments have enabled the study of core-hole dynamics in X-ray spectroscopy, theoretical methods for dynamical effects are still underdeveloped. Additionally, traditional theoretical methods are in frequency space, in which the study of real-time dynamics does not come naturally. We develop a real-time formalism for calculating ordinary and time-dependent X-ray spectra. While we focus our calculations on ordinary (linear) XAS, we keep our methods sufficiently general that they are readily applied to pumped and nonlinear XAS. We combine DFT, TDDFT, and the Nozières-De Dominicis (ND) formalism to produce a real-time approach to model core-hole dynamics in X-ray spectroscopy. This method is based on a real-time time-correlation function. While the correlation function can be used alone, we also present a further approximation where we obtain the full Green’s function as a convolution of the single-particle photoelectron Green’s function calculated via the correlation function method, and the core-hole Green’s function calculated via a cumulant expansion based approach. The cumulant expansion is obtained from the density response of the valence electrons to the core hole. Calculations for diamond, C_{60}, and graphite are presented. Our calculations reproduce frequency space calculations based on the ND formalism. However, in our method the photoelectron interacts with dynamic valence electrons, unlike in frequency space methods.
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GLOSSARY

CORE HOLE: the unfilled core level orbital left behind by an ejected electron. If one considers the electron–hole pair as an excitation from the ground state, the hole carries an effective positive charge.

CORE-HOLE GREEN'S FUNCTION: the Green's function giving the probability of the system reacting to the creation of a core hole and ending up at a particular energy. Note that this is distinct from the mathematical term in the study of differential equations. The core-hole Green’s function is denoted as \( g_c \).

CUMULANT EXPANSION: the Taylor expansion of the logarithm of a Green’s function. In the thesis, it is used to calculate the core-hole Green’s function.

DFT: density functional theory. A reformulation of quantum mechanics in terms of the particle density.

EELS: electron energy loss spectroscopy. An electron is scattered off the system and the momentum transfer and energy loss are measured.

EXCITON: a bound electron–hole pair treated as a single excitation. The electron is also called a photoelectron if it was excited by a photon.

KS: Kohn-Sham. In the KS formulation of DFT and TDDFT, fictitious KS particles interact only with an external KS potential which is a functional of the total particle density. The complicated many-body physics is contained in the exchange-correlation (XC) part of the density-functional.
ND: the classic Nozières-De Dominicis formalism for calculating XAS. The core-hole is treated as an effective external perturbation on non-interacting non-core electrons. The total Green’s function \((F)\) is split into the core-hole Green’s function \((g_c)\) and the photoelectron Green’s function \((G)\).

PAW: the Projector Augmented Wavefunctions method. The PAW provides a smooth and efficient representation of wavefunctions, from which the physical “all-electron” wavefunctions can be reconstructed as needed.

PBE: the Perdew-Burke-Ernzerhof exchange-correlation (XC) functional, a form of Generalized Gradient Approximation (GGA). We use its adiabatic extension for the XC in our TDDFT calculations.

PHOTOELECTRON: the electron created by exciting an electron to above the Fermi level.

PHOTOELECTRON GREEN’S FUNCTION: the photoelectron Green’s function gives the probability of a photoelectron being created at a certain energy. Also referred to as the “transient Green’s function.” The photoelectron Green’s function is denoted as \(G\).

TDDFT: time-dependent density functional theory. A reformulation of time-dependent quantum mechanics in terms of the time-dependent density.

TRANSIENT GREEN’S FUNCTION: see “photoelectron Green’s function.”

XAS: X-ray absorption spectroscopy. The X-ray excites a core electron to create a core hole and a photoelectron in a level above the Fermi energy. The intensity of light absorbed is measured.

XC: the exchange-correlation functional. Often also referred to as the “kernel” or “functional.” A part of the KS density-functional external potential, the XC term contains
information on the many-body physics. In practice it needs to be approximated. We
use the PBE approximation and its adiabatic extension in the thesis.

XPS: X-ray photoelectron spectroscopy. Like in XAS, the X-ray excites a core electron
to create a core hole. However, in XPS the photoelectron has enough energy to exit
the system, and the energy of the photoelectron is measured.
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Chapter 1

INTRODUCTION

This dissertation focuses on real-time methods for the study of X-ray spectroscopy. While experimental methods have long existed for probing the dynamics of electronic structures with X-ray spectroscopy, the theoretical study of dynamics is still in the early stages of development. Methods for modelling dynamics are actively being developed and are in the forefront of current electronic theory research [1]. Traditional methods, which are in frequency space, have both conceptual and computational difficulty in modeling dynamics. The most natural way is to instead model electronic structure systems in real-time. Recently, real-time methods have been used to study non-linear dynamics in the context of optical absorption [2]. However, the extension of optical absorption methods to X-ray absorption methods is not straightforward. In this dissertation we seek to develop real-time methods applicable to X-ray spectroscopy.

This chapter motivates the study of X-ray absorption spectroscopy (XAS), describes the role core-hole dynamics plays in the understanding of XAS, and discusses real-time methods for the study of core-hole dynamics. We also define the purpose of this thesis and give an overview.

In X-ray absorption spectroscopy, a core electron absorbs an X-ray photon and jumps to an unoccupied orbital. This provides information about the local electronic structure in the vicinity of the absorber, unlike optical absorption [3]. Such information is useful in studying the local chemical properties of the system, and material properties such as the band gap [4]. The XAS can be approximated as the unoccupied density of states projected onto the dipole operator operating on a core wavefunction. For example, a spherically symmetric 1s core state will become a $p$ wave upon operation by the dipole operator, and the XAS is approximately the unoccupied density of states projected onto this $p$ wave. Since the core state is well localized, the projection is local to the absorber. In this way XAS provides an
approximate local view of the unoccupied density of states.

X-ray emission spectroscopy (XES), also provides information about the local electronic structure in the vicinity of the absorber, but this time about the occupied levels \[5\]. In this way it gives complementary information to XAS. XES can be modeled with similar theoretical techniques as XAS. We will mostly focus on XAS in this thesis. However the discussions of XAS can be readily extended to XES.

Figure 1.1: Schematic of X-ray Absorption/Emission Spectroscopy (XAS/XES) transitions for an Oxygen absorber. In XAS, a photon is absorbed by the photoelectron initially occupying the core orbital (dark blue wavy line) and the photoelectron jumps to an unoccupied molecular orbital (MO). The energy of the absorbed photon is the energy difference of the core and final orbitals. In XES, an electron from an occupied MO falls into the empty core orbital (core hole) created by a prior absorption event, emitting a photon of the energy difference between the initial and core orbitals. \(h\nu\): photon energy. a.u.: arbitrary units.

Source: Dong et al. \[4\], Copyright \(\copyright\) SPIE. Reused with permission.

The theory of XAS is complicated by the creation of the core hole. The electrons dynamically respond to and screen the core hole, which is effectively an additional positive charge
Therefore the density of states changes to reflect this. Furthermore, the shake up of the valence electrons also absorbs energy which is not accounted for in the projected-density-of-states approximation. Although this description focuses on XAS, other types of X-ray spectroscopy also require an understanding of core-hole dynamics. Furthermore, the system will always dynamically respond to the probe.

Dynamics is of even greater importance in spectroscopy techniques like pump-probe XAS which fundamentally probes dynamics and therefore cannot be modeled with traditional methods [1]. In the classic pump-probe experiments, a pumping laser excites the system and a second laser then acts as the probe for an absorption measurement. The first and second laser pulses can vary in time, so the dynamics of the reaction to the first pulse is probed by the second. The recent experimental development of the X-ray Free Electron Lasers (XFELs), a new class of lasers, can be used in pump-probe experiments at very high temporal and spatial resolution [6]. Each pulse can be as short as 7 fs [7], allowing for fine time resolution. The fine time resolution allows pump-probe experiments to probe dynamics in more detail.

Furthermore XFELs can probe the effects of multiple core holes in X-ray spectroscopy [8]. For example, multiple core holes have be created in an experiment on Neon gas [9]. The multiple excitons can dynamically affect each other, and the XAS becomes nonlinear, i.e. the XAS becomes no longer a linear function of photon intensity. Core-hole dynamics plays a central role in this regime. Since the first absorption event leaves the system in an excited state, the second absorption event requires modeling of the time-dependent dynamics. The methods developed in this thesis can readily address pump-probe and multiphoton absorption. Further extensions may be able to treat time-dependent Auger emission, which become non-linear and time-dependent in XFEL experiments with a focused beam [8].

The first XFEL source, the Linac Coherent Light Source (LCLS), first came online in 2009. Since then the technology has improved and the pulses will continue to become brighter and shorter. The LCLS represents the beginning of a new age of X-ray spectroscopy, where the dynamics of electronic structure plays an even greater role than before [10].

---

1 In XES the a similar problem arises from the system reacting to the annihilation of the core hole.
The development of theoretical methods for modeling the electronic structure dynamics observed in these experiments involves sophisticated techniques. Since the direct solution of a many-body quantum mechanical system is impractical, Kohn-Sham Density Functional Theory (KS DFT) and its time dependent extension (KS TDDFT) are often employed in the study of electronic structure theory [11]. DFT replaces interacting electrons with fictitious KS particles that have the same density as the true system. Since we are interested in dynamics, we focus on TDDFT, from which we may obtain the time dependent electronic density [12]. TDDFT brings great efficiency advantages over explicit time evolution of the true many-body state. However, observables need to be expressed as a functional of the density. While in theory all observables can be obtained from the density, in practice it is difficult to construct the required expressions.

To this end, we may look to methods from optical spectroscopy. In 1996, Yabana and Bertsch developed a real-time TDDFT (RT-TDDFT) method for obtaining the optical spectrum from dipole response [13]. The dipole response is the function of time obtained by integrating the density times the dipole field, and therefore it is simple to obtain from RT-TDDFT. In 2007, Takimoto et al. developed an RT-TDDFT method for non-linear optical absorption spectroscopy [2]. Takimoto et al. found that the real-time method using a Crank-Nicolson propagator implemented with a predictor-corrector scheme is numerically stable enough for practical calculations and scales much better than frequency space methods for large systems.

However, the frequency of the X-ray field presents difficulties in adapting the methods developed for optical response to X-ray absorption. In a direct attempt to obtain the dipole response for X-ray fields in the same way as for optical fields, one requires explicit modelling of the core electron and an extremely small time step relative to the total simulation time. The X-ray energy is on the order of 1000 eV which is very large compared with the energy scale of the features in the near-edge XAS, which are on the order of 0.1 eV or greater. In terms of times, the period of an X-ray field is in attoseconds and below. The period of the oscillations we are interested in, which come from energy differences in the XAS peaks, is in hundreds to thousands of attoseconds. Therefore the response would oscillate at a frequency much larger than the differences in features we are interested in, meaning
our time step would be much smaller than time scale of interest. Furthermore, as will be discussed in Chapter 3, it is in practice difficult to approximate the core-valence and valence-valence correlations simultaneously within a single determinant in TDDFT.

We bypass modelling the X-ray field and core electrons explicitly by deriving an expression from the dipole response that has the form of a time-correlation function of KS states from KS TDDFT. This form allows us to factor out the high frequency oscillation, and to insert the photoelectron and effective core-hole potential by hand without having to excite an explicit core electron via an explicit X-ray field. The time correlation based methods can be applied to obtain the spectrum directly, or they can be combined with the valence core-hole response so that the spectrum becomes a convolution between a time correlation function and a Green’s function describing the shakeup of the valence electrons due to the creation of the core hole.

1.1 Organization of the thesis

The rest of this chapter gives an overview of electronic structure theory and X-ray spectroscopy and their standard theoretical approaches. Chapter 2 describes adapting Fermi’s golden rule to a real-time formalism. Chapter 3 introduces a two-determinant approximation for X-ray spectroscopy. Chapter 4 is the main theoretical chapter and describes how to derive a practical real-time method for exploring time-dependent X-ray dynamics from the response in a two-determinant approximation. Calculations in later chapters are based on the formal developments in Chapter 4. Chapter 5 presents calculations using a convolved Green’s function approach based on ND, where the photoelectron correlation function is convolved with the core-hole Green’s function. The core-hole Green’s function is obtained via considering the density response of the valence electrons to the core hole. Chapter 6 describes time-dependent experiments that our real-time methods can be applied to and future directions for real-time X-ray spectroscopy. Appendices A and B describe the Real Time X-ray Spectroscopy (RTXS) software package developed for the calculations in the thesis. Appendix C describes a time-shifted correlation function based approach for calculating X-ray spectra. Appendix D contains technical details that are referred to as needed.
1.2 Conventions and notations

Throughout this thesis we use Hartree atomic units, \( m = e = \hbar = 1 \).

We use bold symbols to indicate the physical many-body operators and wavefunctions and ordinary symbols for Kohn-Sham effective single-particle operators and wavefunctions. For example, \( \mathbf{H} \) is a many body Hamiltonian, whereas \( H \) is a single particle Kohn-Sham Hamiltonian. \( |\Psi\rangle \) is a many body wavefunction while \( |\psi\rangle \) is a single particle wavefunction.

We place a tilde on top of wavefunctions and partial waves to denote pseudized versions, whereas symbols without the tilde are taken to refer to all-electron versions. For example, \( |\tilde{\psi}\rangle \) is a pseudo-wavefunction whose corresponding all-electron wavefunction is \( |\psi\rangle \).

We place a prime on quantities containing an effective core hole potential, or evolving under such a potential\(^2\). For example, \( H \) is the Kohn-Sham Hamiltonian before a core hole is introduced, while \( H' \) is the Hamiltonian with an effective core hole potential. Furthermore, if \( |\psi_i(t)\rangle \) is a Kohn-Sham single-particle wavefunction evolving under \( H \), then \( |\psi'_i(t)\rangle \) is a wavefunction evolving under \( H' \).

Note that Chapters 2 and 3 are copies of published papers and do not necessarily follow the conventions described here.

1.3 Overview of methods in X-ray spectroscopy

There are various X-ray spectroscopy techniques which are useful in probing electronic structure. We are mainly interested in X-ray absorption spectroscopy (XAS) and X-ray absorption near edge structure (XANES). The electron energy loss spectroscopy (EELS) and X-ray photoemission spectroscopy (XPS) experimental data can be used to check the different quantities that go into a calculation of XAS.

For XAS, in each absorption event a core-level electron is excited by a photon of known energy into an unoccupied state. The detector measures the number of photons transmitted, and from that one obtains the amount of absorption as a function of photon frequency. This gives information about the unoccupied energy levels. In their classic work, Nozières and

\(^2\) We model the creation of a core hole by turning on an effective core-hole potential. We do not explicitly model core-level wavefunctions.
De Dominicis (ND) realized that one can describe the XANES with a Green’s function where a photoelectron and structureless core-hole are created at the time of absorption, then evolved, with the system under the influence of an effective core-hole potential, and annihilated at a later time \[14\]. The ND Green’s function for XAS and the spectrum are given by

\[
F(t) = \lim_{\delta t \to 0^+} i \langle \Psi_g | c_c^\dagger(t) c_x(t - \delta t) c_x^\dagger(0 + \delta t) c_c(0) | \Psi_g \rangle
\]

\[
\mu(\omega) = -\frac{1}{\pi} \int_0^\infty dt e^{i\omega t} F(t).
\]

This describes the process where a core hole and photoelectron are created at time 0 when the system is in the ground state \( \Psi_g \), then both destroyed at time \( t \). The operator \( c_c \) creates a core hole and \( c_x^\dagger \) creates a photoelectron. One of the goals of this thesis is to calculate the Green’s function \( F \) and obtain the spectrum \( \mu(\omega) \) in a suitable approximation. The other goal, which is broader and parallel to the first, is to develop a method that can be adapted to time dependent XAS and other X-ray spectroscopies, where there may be multiple absorption events or a pumping field. Therefore while we focus on \( F \) for most of this thesis, we shall keep the other goal in mind and develop methods which are sufficiently general.

The traditional method to calculate XAS is to approximate Fermi’s golden rule in frequency space. In Fermi’s Golden Rule the spectrum is given by the equation

\[
\mu(\omega) = 2\pi \sum_{k'} |\langle \Psi_i | c_x^\dagger c_c | \Psi_g \rangle|^2 \delta_{\Gamma}(\omega - \epsilon_i) \theta(\omega - E_F),
\]

where \( \omega \) is the energy of the incoming photon, \( c_c \) creates a core hole, \( c_x \) creates a photoelectron in the state \( d |c\rangle \) where \( d \) is the dipole operator representing the electric field and \( |c\rangle \) is the core state, \( \Psi_g \) is the ground state many body wavefunction, \( \Gamma \) is the core-hole lifetime, \( \Psi_i \) is a many body eigenstate with energy \( \epsilon_i \), \( E_F \) is the Fermi energy, and \( \delta_{\Gamma}(\omega) = \frac{1}{\pi} \frac{\Gamma^2}{\omega^2 + \Gamma^2} \).

Since the many body eigenstates are impractical to calculate, to simplify we use the \( \Delta \) Self Consistent Field (\( \Delta \)SCF) approximation. There are a few variations depending on how one treats the valence electrons. In the initial-state rule (ISR), the valence electrons are approximated as not reacting at all to the X-ray. In the final-state rule (FSR), valence
electrons are approximated as going directly to the new ground state under the effective core-hole potential. In the transition state potential approximation, the valence electrons are approximated as going directly to the new ground state under an effective core-hole potential with half the physical strength \[3\]. The common theme is that the valence wavefunctions are approximated as going to some state that can be modeled as an SCF KS state. Within these approximations, the valence-electron parts of the many-body wavefunction can be dropped from Eq. 1.3 since the absorption event is assumed to cause the valence electrons to transition with complete certainty into our chosen state. The spectrum is given by

\[
\mu(\omega) = 2\pi \sum_{k'} |\langle k'|d|c \rangle|^2 \delta_{\Gamma}(E - \epsilon_{k'}) \theta(E - E_F),
\]

where \(k'\) is a single particle eigenstate of the Kohn-Sham Hamiltonian \(H'\) where the valence density is given by our chosen approximation.

Note that the formulation does not include any dynamical effects, and the effect of the valence electrons is to statically screen the core-hole potential in the calculation of eigenstates \(|k'\rangle\). The physical reasoning behind choosing the different approximations to the valence electrons is that during the process of creating a core hole and photoelectron, the screening due to the valence electrons is assumed to be static. Only the strength of the screening needs to be chosen. If the creation of photoelectron is immediate relative to the screening, then the eigenstates “initial-state” Kohn-Sham Hamiltonian is used, where there is no core hole and the valence density is the same as in the ground state. In the approximation where the photoelectron is created very slowly, the “final-state” Kohn-Sham Hamiltonian is used, where the valence electrons are assumed to have adiabatically relaxed into the new ground state with a core hole. Both these methods can be used to calculate XAS, and sometimes they can be close to experiment, however there is no \textit{ab initio} method to know which to use to best match experiment. Furthermore, it is empirically found that a “transition-state” Hamiltonian in some cases fits experiment best. In this approximation, the valence electrons are relaxed under a half strength effective core-hole potential.

In this thesis we go beyond the approximation of immediate or very slow creation of the photoelectron to include some dynamical effects from the interaction between the valence
electrons and the core hole (intrinsic effects), and between the valence electrons and the photoelectron (extrinsic effects). In particular, we use real-time methods, which are more natural for modeling dynamics, and besides that are more intuitive since the propagators are all originally formulated in real time as opposed to frequency space.

In one method, we split up the XAS Green’s function into a core-hole Green’s function which includes the intrinsic interactions between the core hole and the valence electrons and a transient Green’s function which models the photoelectron. The core-hole Green’s function is interesting in itself since it can be compared via other spectroscopies, Electron Energy Loss Spectroscopy (EELS) and X-ray Photoemission Spectroscopy (XPS), described below. The transient Green’s function is similar to the classic method of calculating XAS above, and can be compared directly to it.

In EELS, an electron is scattered off the sample, and its energy loss is measured. During the scattering event a core hole is created. EELS gives information pertaining to the charge shakeup of the system. In this work, EELS is approximately modeled by the core-hole response function $\beta(\omega)$ \cite{15}, defined below, and EELS experiment compares closely to our calculations.

$$\beta(\omega) = \frac{\omega}{\pi} \Re \int_0^\infty dt e^{i\omega t} \int d^3x v_c(t)(\rho(t) - \rho(0)) \quad (1.5)$$

where $v_c$ is the effective core-hole potential. The core-hole Green’s function depends directly on $\beta$ and so EELS provides a rough intermediate check. The connection is that the EELS is roughly the response due to a coulomb potential.

In XPS, the X-ray excites an electron with enough energy to leave the system and reach a detector \cite{16}. The electron energy is measured at the detector. XPS is useful to separate the photoelectron Green’s function from the core-hole Green’s function. This is because the photoelectron is ejected into an energy level where the density of states is approximately flat.

1.4 General formalisms

The work of this thesis in general relies on the formalisms of Density Functional Theroy (DFT), Time-Dependent Density Functional Theory (TDDFT), and Projector Augmented
Waves (PAW). We use DFT to calculate ground states, PAW for calculating matrix elements for excited states, and TDDFT to evolve the excited states. This section presents these basic ingredients. There are various details and variations on this basic pattern, which will be discussed in separate chapters.

1.4.1 DFT and TDDFT

The Schrödinger equation is too complicated to solve for large systems. Every particle depends on every other particle, so the problem is difficult to break apart. Furthermore, the number of configurations quickly becomes unmanageable with increasing system size [11]. One method to improve efficiency is to formulate quantum mechanics in terms of the density instead of wavefunctions. The density contains much less information than the many-body state. This class of theories is called Density Functional Theory (DFT) [17]. We focus on the Kohn-Sham DFT (KS DFT) [18].

In KS DFT, the many-body Hamiltonian is replaced by a single-particle Hamiltonian which is a functional of electron density. The original interacting electrons are replaced by fictitious KS electrons that interact only with the density. The density dependence is constructed so that the ground state of the KS system has the same density as the true density. The ground state density in principle can be used to calculate the ground state wavefunction $\Psi_g$, and therefore all information about the ground state. The Kohn-Sham Hamiltonian is given by

$$H(\rho) = T + V_H(\rho) + V_{\text{ext}} + V_{\text{XC}}(\rho),$$

where $V_H$ is the Hartree potential, which accounts for the electrostatic repulsion of an electron from the electron charge density, $V_{\text{ext}}$ is an external static potential, which accounts for the nuclear charges, $V_{\text{XC}}$ is the exchange-correlation functional, which accounts for Fermi exclusion and electronic correlations. Note that in our calculations the nuclei are modeled as fixed charges and they only enter our models as part of $V_{\text{ext}}$.

When DFT and KS DFT were first formulated in the 1960s and given rigorous justification, there was no practical method to calculate the exchange-correlation functional. It was not until the Local Density Approximation (LDA) [19] and later the Generalized
Gradient Approximation (GGA) \cite{20} were developed in the 1980s that DFT calculations became practical. These approximations rely on the exact exchange-correlation for a uniform electron gas, and local or semilocal functionals of the density. Throughout this thesis our calculations use the Perdew-Burke-Ernzerhof (PBE) functional \cite{21}, a form of GGA, and its adiabatic extension to TDDFT.

Both these and later approximations, while giving surprisingly accurate results for certain phenomena, are also known to have significant deficiencies \cite{22}. For example, it is known that with GGA, charge transfer over a distance of a few angstroms generally predicts a much lower energy than in experiment \cite{23}. Thus one must be careful to recognize the limitations of the functional when using KS DFT and KS TDDFT.

The KS ground state wavefunction is solved for self-consistently according to the coupled equations

$$H(\rho)|\psi_i\rangle = \epsilon_i|\psi_i\rangle$$

$$\rho(\vec{r}) = \sum_i \psi_i^*(\vec{r})\psi_i(\vec{r})$$

(1.7)

where the sum is over the states below the Fermi level. The calculation consists of diagonalizing the KS Hamiltonian, obtaining a density, obtaining a new KS Hamiltonian from the new density, and so on.

While DFT is limited to solving for the ground state, TDDFT can calculate response functions of excited systems. This means TDDFT is useful in spectroscopy. For example, the optical spectrum can be obtained from the dipole response. In TDDFT the Kohn-Sham Hamiltonian is used to propagate the single particle wavefunctions.

$$i\hbar \frac{d}{dt}|\psi_i\rangle = H(\rho)|\psi_i\rangle$$

(1.8)

Here, \{\psi_i\} are an arbitrary set of Kohn-Sham wavefunctions that can be evolved to via TDDFT propagation from the ground state wavefunction.

Formally, the DFT and TDDFT are based on two theorems, the Hohenberg-Kohn and Runge-Gross theorems.\cite{17} \cite{12} The Hohenberg-Kohn theorem establishes a one-to-one relationship between a static external potential, modulo a constant shift, and the ground

\[\text{Note that } \psi_i \text{ are automatically orthogonal by being eigenstates of the Hamiltonian, therefore the density can be obtained without taking a determinant.}\]
state density. This is the mathematical foundation of DFT. The Runge-Gross theorem does
the same for a time-dependent external potential, modulo a constant in space, but time-
dependent shift in potential. This is the mathematical foundation of TDDFT. In TDDFT, the true many body state being modeled may be excited out of the ground state by the dependent potential.

In this thesis, we add a core-hole potential as an effective external potential while evolving the wavefunctions using TDDFT. We use a half-step predictor-corrector Crank-Nicolson numerical propagator which is norm conserving and therefore numerically stable. This allows us to efficiently propagate wavefunctions with sufficient precision while using a large time step relative to other propagators, such as polynomial expansion based propagators.

1.4.2 Projector Augmented Wavefunctions

A common optimization that can be performed for DFT calculations is to neglect the core electrons, and smooth out the potentials and the valence KS wavefunctions in the core regions of atoms [24]. KS wavefunctions are highly varying in the core regions, so smoothing them out in this way improves the efficiency of their description. The pseudopotential is one way to perform this optimization. However, the method of pseudopotentials loses information about the core region. In 1990 Blochl described the Projected Augmented Wavefunction (PAW) method in which pseudopotentials were used to create pseudo-wavefunctions, yet the core region could still be reconstructed as needed [25]. GPAW implements the PAW method, which is important when calculating overlaps with the core wavefunction for XAS.

Since the core electrons do not interact significantly except when the core hole is created or destroyed, we may use the frozen core approximation where the core electrons are not evolved explicitly. In addition, valence electrons and photoelectron are smooth outside the core, which is where most of the interactions occur. Therefore the we approximate these physical wavefunctions with pseudo-wavefunctions. The physical wavefunctions are called “all-electron” wavefunctions because they are calculated in the presence of the core electrons, while the pseudo-wavefunctions are calculated with the core electrons removed and replaced with a pseudopotential chosen such that the core of the pseudo-wavefunctions
are smooth.

In the Projector Augmented Wavefunction (PAW) formalism, wavefunctions are described by a combination of pseudo-wavefunctions and a core reconstruction operator, $T$, that maps pseudo-wavefunctions to all-electron wavefunctions [25].

To construct the core reconstruction operator we require a set of corresponding pseudo partial waves and all-electron partial waves, which differ only in the core regions of atoms. The pseudo-wavefunctions are formally constructed from a linear combination of the pseudo partial waves, and to perform reconstruction one simply projects onto each pseudo partial wave, and adds a correction term for each partial wave. Formally we have

$$|\psi\rangle = T|\tilde{\psi}\rangle = \left(1 + \sum_{\lambda,\lambda_A} \left(|\phi_{i,\lambda}\rangle - |\tilde{\phi}_{i,\lambda}\rangle\right) \langle \tilde{p}_{i,\lambda} | \right) |\tilde{\psi}\rangle$$

where $\phi_{i,\lambda}$ are all-electron partial waves, and tilde and denotes pseudized variants, e.g. $\tilde{\phi}_{i,\lambda}$ is the $i$th pseudo partial wave for the $A$th atom.

The pseudo partial waves are intended to be smooth so they can be described with fewer grid points. The PAW cutoff radius is adjusted to allow enough freedom to smooth the pseudo partial waves [24].

In practice, the partial waves form only a finite, incomplete basis and are chosen such that expansions of wavefunctions in partial waves quickly converge.

In this work, the projectors are zero outside of the PAW cutoff radius for the particular atom. The corrections $\left(|\phi_i\rangle - |\tilde{\phi}_i\rangle\right)$ are by construction also zero outside of the PAW cutoff radius. Therefore the PAW correction depends only on information inside the core regions and only affects the core regions.

The PAW correction is important when creating the photoelectron, since it is explicitly a function of the core wavefunction. Additionally, the PAW is important for the modeling the core-hole potential efficiently. The core-hole potential is only highly varying in the core region.
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We present a local time-correlation function method for real-time calculations of core level x-ray spectra (RTXS). The approach is implemented in a local orbital basis using a Crank-Nicolson time-evolution algorithm applied to an extension of the SIESTA code, together with projector augmented wave (PAW) atomic transition matrix elements. Our RTXS is formally equivalent to ∆SCF Fermi’s golden rule calculations with a screened core-hole and an effective independent particle approximation. Illustrative calculations are presented for several molecular and condensed matter systems and found to be in good agreement with experiment. The method can also be advantageous compared to conventional frequency-space methods.

2.1 Introduction

We present an approach for real-time calculations of x-ray spectra (RTXS), including x-ray absorption (XAS) and emission (XES), based on local time-correlation functions. Formally such correlation functions form the starting point for the many-body theory of x-ray spectra, e.g., in the classic work of Nozières and De Dominicis (ND). Calculations based on time-correlation functions can be advantageous both formally and for practical calculations of many physical properties. They have recently been applied to problems ranging from non-linear optical response to thermal vibrations. Nevertheless, x-ray spectra for
deep core-levels have traditionally been calculated in frequency space using Fermi’s golden rule.\[29, 30, 31\]

Calculations of time-dependent response have been of increasing interest, especially with the advent of high brightness pulsed x-ray sources.\[32\] One approach to such calculations is based on time-dependent density functional theory (TDDFT).\[13, 33\] Real-space, real-time implementations of TDDFT have been developed for both linear and non-linear optical response.\[13, 2\] However, these approaches are currently restricted to the UV-VIS range due to basis set limitations and the need for very short time-steps to treat the x-ray regime and very long simulation times to account for the valence response. The many-body formulation based on time-dependent Green’s functions is particularly useful, e.g., to describe the x-ray edge singularity.\[14, 34\] However, calculations of XAS within the ND formalism require transient Green’s functions and the response to the sudden creation and destruction of a core-hole, for which a number of approaches have been proposed.\[35, 36, 37\] Nevertheless, edge-singularity effects are most important in metallic systems near threshold, and are typically suppressed due to lifetime and other broadening effects.

For the above reasons, we restrict our attention in this paper to the simpler, limiting case of x-ray response in the presence of a static, adiabatically screened core-hole. The extension to dynamical response will be reserved for a subsequent paper. This initial step is interesting in its own right, since it facilitates comparison with frequency-domain calculations and is often a good approximation for molecular and non-metallic materials. In particular this limiting case is equivalent to Fermi’s golden rule within a \(\Delta\)SCF approximation in an effective, independent particle picture. For XAS this picture is referred to as the final-state rule.\[38\] Like Green’s function approaches in frequency space,\[39\] the time-correlation function method is efficient, since it avoids the need for explicit sums over occupied or unoccupied states and depends only on local properties. Indeed the approaches are similar and can be related via time-Fourier transforms. Our approach is implemented using a real-time extension of the siesta code\[2\] with a Crank-Nicolson time-evolution operator,\[40\] and projector augmented wave (PAW) transition matrix elements.\[41\] This implementation results in a practical and generally applicable code that builds in full-potential electronic structure and self-consistent core-hole screening. Moreover, for the systems investigated,
the code yields results in as good or better agreement with experiment than conventional frequency-space methods.

2.2 Formalism

2.2.1 Time-correlation function

Assuming that the core- and valence-electron states can be treated as independent, factorizable subspaces, our starting point is an expression for the core-level XAS $\mu(\omega)$ in terms of a local time-correlation function $\langle \psi^+(0)\vert \psi^+(t) \rangle$ defined below,

$$
\mu(\omega) = \frac{1}{\pi} \text{Re} \int_0^\infty dt \ e^{\omega t} G_c(t) \langle \psi^+(0)\vert \psi^+(t) \rangle. \quad (2.1)
$$

The time correlation function characterizes the response to x-ray excitation via an interaction Hamiltonian (e.g., the dipole interaction) from a given core-orbital $\vert c \rangle$ with energy $\epsilon_c$. Here $G_c(t) = i\theta(t) \exp[i(\epsilon_c + i\Gamma)t]$ is the bare core-hole Green’s function with core-hole lifetime $\Gamma$. The time-evolution of $\vert \psi^+(t) \rangle$ is governed by the single particle equation of motion\cite{27}

$$
i \frac{\partial \vert \psi^+ \rangle}{\partial t} = H'(t) \vert \psi^+ \rangle,
$$

where $H'(t)$ is the dynamic, final-state one-electron Hamiltonian in the presence of a core-hole in level $\vert c \rangle$. Here and elsewhere below, we use atomic units $e = \hbar = m = 1$, and a prime denotes the presence of a core-hole. For deep core-states the initial “seed state” $\vert \psi^+(0) \rangle$ created by the dipole interaction $d(x) \exp(i\omega t)$ in XAS is

$$
\vert \psi^+(0) \rangle \equiv \mathcal{P} \vert \psi(0) \rangle = \mathcal{P} d(x)\vert c \rangle, \quad (2.3)
$$

which is localized with respect to the absorption site. Here $\mathcal{P} = 1 - \Sigma_{k}^{\text{occ}} |k\rangle \langle k|$ is the projector onto the sub-space of unoccupied valence and continuum states $|k\rangle$, i.e., energy eigenstates of the ground state Hamiltonian above the Fermi energy $E_F$. This projection reflects the fact that transitions to occupied states are excluded in the full many-body treatment of XAS. For an inhomogeneous system, one must also average over the chemical shifts for all core-state energy levels. A typical time correlation function for the dipole response for the C K-edge XES of benzene is shown in Fig. 2.4.
The projector $\mathcal{P}$ can be handled in several ways: i) One way is to construct $\mathcal{P} = 1 - \Sigma_k^{\text{occ}} |k\rangle \langle k|$ explicitly from the initial occupied Kohn-Sham states $|k\rangle$. ii) A simpler alternative is to start with an unprojected seed state $|\psi(0)\rangle = d|c\rangle$. With this latter choice the restriction to unoccupied states is added \textit{ex post facto} through Fourier filtering and the introduction of an \textit{ad hoc} factor $\theta(E - E_F)$ in Eq. (2.1), where $E = \omega + \epsilon_c$. In practice, the Fermi energy $E_F$ is set at mid-gap between the occupied and unoccupied states. In this paper we have generally used this alternative approach ii). However, a potential drawback is that the seed state may contain rapidly oscillating energy states that require relatively short time-steps to treat accurately.

X-ray emission spectra (XES) can be calculated similarly from the correlation function $\langle \psi_-(0)|\psi_-(t)\rangle$ and a time-evolution similar to that in Eq. (2.2) governed by the initial state Hamiltonian $\mathbf{H}(t)$ (i.e., the \textit{initial state rule}). Here the seed state is $|\psi_-(0)\rangle = \mathcal{P}_{\text{occ}}|\psi(0)\rangle$ i.e., with the projector $\mathcal{P}$ replaced by the projector $\mathcal{P}_{\text{occ}} = \Sigma_k^{\text{occ}} |k\rangle \langle k|$ onto occupied states below $E_F$. Unless otherwise specified we will focus below on the XAS case, with the understanding that the treatment for XES is similar apart from the treatment of the core-hole potential and projector $\mathcal{P}$.

A number of many-body effects can be incorporated in RTXS. For example, intrinsic losses from the dynamical response to the core-hole can be added subsequently \textit{via} convolution with an additional broadening function given by the Fourier transform of the exponential $e^{C(t)}$, where the cumulant $C(t)$ can also be obtained from the transient Green’s function. Final state lifetime effects due to extrinsic processes and interference effects lead to additional damping, which here are crudely represented as an additional exponential decay factor $e^{-\gamma t}$. Note that the core-hole lifetime $\Gamma$ as well as the decay of the correlation function serve as natural convergence factors in the calculation of the XAS which limit the maximum time in the evaluation of Eq. (2.1). These effects will be considered in more detail in a subsequent paper.

To evaluate the time-correlation function, we use a fixed, local, non-orthogonal basis set $\phi_j(\vec{x}) \equiv |j\rangle$, as in the SIESTA code. It is also convenient to define dual states $\langle \tilde{j} | = \Sigma_{j'} S_{jj'}^{-1} |j'\rangle$, where $S_{jj'} = \langle j | j' \rangle$ is the overlap matrix. These states satisfy the orthogonality relations $\langle \tilde{j} | j' \rangle = \delta_{jj'}$, and are also well localized with respect to atomic sites to the extent
the overlap matrix and its inverse are short-ranged. In this local orbital orbital basis, the
time-evolved state $|\psi(t)\rangle$ can be expanded as

$$|\psi(t)\rangle = \sum_j |j\rangle c_j(t). \quad (2.4)$$

At $t = 0$ the coefficients $c_j(0) = M_{jc}$ are given by quasi-local transition-matrix elements

$$M_{jc} = \langle \tilde{j} | d | c \rangle = \sum_{j'} S_{jj'}^{-1} \langle j | d | c \rangle. \quad (2.5)$$

As noted above, the time-evolution of $|\psi(t)\rangle$ can be expressed in terms of the unitary time-
evolution operator $U(t,0)$ such that $|\psi(t)\rangle = U(t,0)|\psi(0)\rangle$, where

$$U(t,0) = T \exp \left[ -i \int_0^t dt' \mathbf{H}'(t) \right], \quad (2.6)$$

and $T$ is the time-ordering operator. Thus the time-correlation function can be calculated
directly using the transition-matrix elements and the local matrix elements of $U$

$$\langle \psi(0) | \psi(t) \rangle = \sum_{jj'} \langle c | d^\dagger | j \rangle U_{jj'}(t,0) \langle \tilde{j}' | d | c \rangle. \quad (2.7)$$

Calculations starting from $|\psi_+(0)\rangle$ or $|\psi_-(0)\rangle$ are similar, and make use of the same operator
$U(t,0)$. Due to the local nature of the transition-matrix elements $\langle \tilde{j} | d | c \rangle$ for deep core-
orbitals $|c\rangle$, the sums over orbitals in these basis-set expansions are limited to a small
neighborhood of the core-site. Moreover, since the final state Hamiltonian is constant
during the period of integration, the calculation of the time-evolution operator is highly
efficient.

In our implementation for RTXS, the time evolution operator $U_{jj'}(t,t')$ is evaluated as
a product over many small time-steps $\Delta$ using a Crank-Nicolson algorithm, i.e.,
$c_j(t + \Delta) = \sum_{j'} U_{jj'}(t + \Delta, t)c_{j'}(t)$, where (in matrix notation) the differential time-evolution operator is

$$U(t + \Delta, t) = \frac{1 - iS^{-1} \mathbf{H}'(\bar{t}) \Delta/2}{1 + iS^{-1} \mathbf{H}'(\bar{t}) \Delta/2}, \quad (2.8)$$

and $\bar{t} = t + \Delta/2$. This approximation is manifestly unitary and also time-reversible to 2nd
order in the time interval $\Delta$, due to evaluating the operators at the interval midpoint $\bar{t}$. This
prescription has been found to be stable for relatively long time intervals $\Delta$. $\mathbf{H}'(t)$ is the
Hamiltonian of the final state evaluated in the local basis, which is independent of time over
the region of integration. In XAS, a core-hole is created during the photoelectron excitation
while the remaining electrons relax to provide a screening charge. Thus, in addition to the
Hartree Hamiltonian \( h_H \) and final state self-energy \( \Sigma \), \( H'(t) \) includes the screened core-hole
potential \( v_{ch} \) with matrix elements \( H'_{jj'} = \langle j | h_H + v_{ch} + \Sigma | j' \rangle \).

In practice, the core-hole effect is introduced by substituting the neutral pseudopotential
of the absorbing atom, with one that matches the full core-hole potential for the core-state
\( |c \rangle \). The system is then relaxed self-consistently in Siesta in the presence of the core-hole.
This produces, in a single initialization calculation, a Hartree Hamiltonian including the
Coulomb potential obtained from the core-hole relaxed density, and a local pseudocharge.
The resulting Hamiltonian is used for the subsequent propagation. For XES simulations
\( v_{ch} \) is not applicable, and the Hamiltonian matrix elements used are \( H_{jj'} = \langle j | h_H + \Sigma | j' \rangle \).
Although all matrix elements of \( H'_{jj'} \) and \( S_{jj'} \) are needed in the time evolution, only the
local matrix elements \( U_{jj'}(t,0) \) for \( j \) and \( j' \) in the neighborhood of the core-orbital are
needed in the calculation of \( \mu(\omega) \). In practical RTXS calculations, Siesta is used only to
obtain the matrix elements of \( H' \) (or \( H \)) and \( S \), the Fermi energy \( E_F \) and the basis functions
\( \phi_j(\vec{x}) \) needed to construct the atomic matrix elements. The time-evolution operator matrix
elements are calculated subsequently.

Physically, the Fourier transform of the time-correlation function can be interpreted as
a local density of final, unoccupied electron states \( \rho_+(\omega) \) defined for the state \( |\psi_+\rangle \); i.e., the
levels and amplitudes allowed by the transition operator in the presence of the core-hole,

\[
\rho_+(\omega) = \frac{1}{\pi \| \psi_+ \|^2} \Im \int_0^\infty dt \, e^{i\omega t} \langle \psi_+(0) | \psi_+(t) \rangle,
\]

(2.9)

where \( \| \psi_+ \|^2 \equiv \langle \psi_+(0) | \psi_+(0) \rangle \) is the normalization constant. For example, for K-shell
absorption, the state \( |\psi_+(0)\rangle \) is a superposition of local atomic-like \( p \)-orbitals and \( \rho_+(\omega) \)
corresponds to the local final, unoccupied state \( p \)-DOS, projected onto those orbitals. Similarly
the density \( \rho_- (\omega) \) corresponds to the density of occupied states of the initial state
Hamiltonian.
2.2.2 Equivalence to Fermi’s golden rule

As noted in the introduction, the time-correlation approach discussed herein for dipole mediated transitions is equivalent to Fermi’s golden rule within an effective independent particle picture and the ∆SCF approximation. To show this, one may evaluate the time correlation function formally in terms of the scattering eigenstates $|k'\rangle$ of $H'$ calculated in the presence of a core-hole. By expanding in one-particle states and applying the projector $P$ we obtain the conventional sum-over-states expression for the golden rule in the independent particle approximation

$$
\mu(\omega) = \sum_{k'} |\langle c|d|k'\rangle|^2 \delta(\Gamma(E - \epsilon_{k'}) \theta(E - E_F)),
$$

(2.10)

where $E = \omega + \epsilon_c$ and $\delta_\Gamma$ is a $\delta$-like function of unit weight broadened by the core-hole lifetime $\Gamma$.

Alternatively one can demonstrate the equivalence from a spectral representation of the time-evolution operator. Given that the time-Fourier transform of $U$ is proportional to the one particle Green’s function $G'(E)$ for the final state, [cf. Eq. (2.9)] calculated (for XAS) in the presence of a core-hole, the XAS from a core level at energy $\epsilon_c$ is

$$
\mu(\omega) = -\frac{1}{\pi} \text{Im} \langle c|d|P \cdot G'(E) \cdot P|d|c\rangle,
$$

(2.11)

which agrees with the formalism in the real-space Green’s function (RSGF) approach used, e.g., in the FEFF codes. Here $G'(E) = [E - H' + i\Gamma]^{-1}$ is the retarded one particle Green’s function at energy $E = \omega + \epsilon_c$, $H'$ is the one-electron Hamiltonian of the final quasi-particle state including a screened core-hole and a final state self-energy $\Sigma$, and again $P$ is the projector onto unoccupied states above the Fermi energy. Finally, in the limiting case of an empty conduction band described by Wannier orbitals, this result for $\mu(\omega)$ reduces to

$$
\mu(\omega) = |M_{0c}|^2 \rho'_{00}(E),
$$

(2.12)

in agreement with Eq. (41) of Ref. [35]. Here $E = \epsilon_c + \omega$ and $\rho'_{00}(E)$ is the local density of states at the absorption site 0 in the presence of a core-hole.
2.2.3 *Local Projection*

In practice it is computationally useful to simplify the above by projecting the initial state onto basis functions centered on the excited atom, when the initial state has a small overlap with other basis functions. For the systems studied in this paper, this produces good agreement with other theories and experiment as long as the projector is applied to the energy eigenvectors as well. Given a complete set of eigenvectors \{\ket{k}\} with eigenvalues \(E_k\) so that \(\ket{k} = \sum_j a_{kj} \ket{j}\), we may expand the seed state as

\[
\ket{\psi(0)} = \sum_j c_j(0) \ket{j} = \sum_{k,ij} a_{ki}^* S_{ij} c_j(0) \ket{k},
\]

and the absorption/emission intensity for a given eigenvalue \(E_k\) as

\[
W_k = |\langle k | \psi(0) \rangle|^2 = \sum_{ij} |a_{ki}^* S_{ij} c_j(0)|^2.
\]

Due to the highly localized nature of the core states, the seed state can be approximated as a local initial state \(P_A \ket{\psi(0)}\), where \(P_A\) projects onto the subset of basis set vectors centered on the excited atom \(A\),

\[
P_A = \sum_{i \in A} \ket{i} \langle \tilde{i} |.
\]

Within this approximation, the local spectral weight is

\[
W_k^A = \left|\langle k | P_A^\dagger P_A | \psi(0) \rangle\right|^2 = \sum_{ij \in A} |a_{ki}^* S_{ij} c_j(0)|^2,
\]

and the time-correlation function \(C(t) = \langle \psi(0) | \psi(t) \rangle\) can be approximated as a local quantity

\[
C_A(t) = \langle \psi_A(0) | \psi_A(t) \rangle,
\]

where

\[
\ket{\psi_A(t)} = U(t, 0) P_A^\dagger P_A \ket{\psi(0)}.
\]

Although this simplification provides only minor performance improvements, it highlights the local nature of the process where a photo-electron state is created.
2.2.4 Transition Matrix Elements

To obtain the seed state for the time correlation formalism, we must first compute the transition matrix elements \( M_{jc} \) in Eq. (2.5). These matrix elements involve a core state \(|c\rangle\), a local basis function \(|j\rangle\), and the dipole interaction \(d(x)\) (in position-representation). Since the SIESTA \(|j\rangle\) basis functions are atomic orbitals of the pseudoatom, the core regions must be reconstructed to find the correct matrix elements.\([25, 44]\) For this purpose we use the Projector Augmented Wave (PAW) engine from the core-level spectroscopy code OCEAN.\([45]\)

Given an arbitrary all-electron wavefunction \(|\psi_{ae}\rangle\) and its associated pseudowave \(|\psi_{ps}\rangle\), the PAW reconstruction transformation operator \(\mathcal{T}\) is defined as

\[
|\psi_{ae}\rangle = \mathcal{T}|\psi_{ps}\rangle. \tag{2.19}
\]

Thus, the pseudowave \(\{|\phi^i_{ps}\}\) and all-electron basis orbitals \(\{|\phi^i_{ae}\}\) satisfy the relation

\[
|\phi^i_{ae}\rangle = \mathcal{T}|\phi^i_{ps}\rangle. \tag{2.20}
\]

We may therefore define a projector basis set \(\{\langle p^j|\}\) that satisfies \(\langle p^j|\phi^i_{ps}\rangle = \delta_{ij}\) inside some cutoff \(r_c\), to be specified below; \(\{|\phi^i_{ps}\}\), \(\{|\phi^i_{ae}\}\), and \(\{\langle p^j|\}\) are set to zero outside \(r_c\). This cutoff is chosen so that it satisfies OCEAN’s requirement that it be large enough that the pseudo- and all-electron wavefunctions agree beyond it. Furthermore, we require \(r_c\) to be greater than the SIESTA pseudowavefunction cutoff, beyond which the basis functions are set to zero.

The PAW reconstruction operator is given formally by

\[
\mathcal{T} = 1 + (|\phi^i_{ae}\rangle - |\phi^i_{ps}\rangle)\langle p^j|. \tag{2.21}
\]

Since \(|c\rangle\) is well localized within \(r_c\), the reconstruction operator simplifies to \(\mathcal{T} = |\phi^i_{ae}\rangle\langle p^j|\). Then the matrix elements may be expressed as \(\langle i|\mathcal{T}^\dagger d|c\rangle\), resulting in the following expression for the seed state:

\[
|\psi_{ps}(0)\rangle = \sum_{i,j} i \langle i|p^j\rangle \langle \phi^j_{ae}|d|c\rangle. \tag{2.22}
\]
Figure 2.1: Gas phase structure of benzene (C$_6$H$_6$) used in the RTXS and StoBe simulations,[46] where C is dark grey and H is white.

It should be noted that the calculation of $\langle \tilde{i}|p^j \rangle$ is possible because we choose $r_c$ greater than the $|i\rangle$ cutoff. Moreover, the core reconstruction calculation for XAS is done without a core-hole, consistent with the approach described in Section 2.2.1.

2.3 Computational Details

2.3.1 Model Systems

To demonstrate the versatility of the RTXS time-correlation approach, we present illustrative calculations for three representative systems: benzene (C$_6$H$_6$), trinitrotoluene (TNT, C$_7$H$_5$N$_3$O$_6$) and diamond. Benzene (Fig. 2.1) is simulated in its gas phase conformation.[46] For TNT we use one of the symmetry-inequivalent molecules in its crystalline structure (Fig. 2.2).[47] We have previously shown[48] that this yields well converged results compared to experiment. Diamond is modeled using a C$_{47}$H$_{60}$ hydrogen-capped cluster, shown in Fig. 2.3 generated using the experimental lattice constant of 3.5668 Å and including 5 carbon shells around a central absorber. For comparison, diamond calculations were also performed using periodic boundary conditions (PBC) on a $2 \times 2 \times 2$ supercell of the conventional 8-atom orthogonal cell with the same lattice constant.
2.3.2 RTXS

The RTXS calculations use a *siesta* triple-ζ basis set with two $d$-polarization functions on the C, N and O atoms and two $p$-polarization functions on the H atoms (TZDP). The cutoff radii are set using an energy shift\textsuperscript{[12]} of 1 meV, which results in typical cutoffs of about 5 to 10 Bohr. The *siesta* calculations also use an auxiliary real-space grid with an equivalent planewave cutoff of 150 Ry. This choice of polarization functions and cutoff radii ensures a good representation of all the valence occupied states, as well as the valence unoccupied states up to about 30 eV above threshold. For consistency with the StoBe simulations described below, all RTXS simulations used the PBE\textsuperscript{[21]} exchange-correlation functional. Typical total RTXS simulations were carried out to $t_{\text{max}} = 5$-15 fs, long enough that modes with frequencies above 0.5-1 eV do not appear as non-periodic trends. The typical time steps were 0.01 fs which accommodate frequencies as high as 50 eV. The final spectra are shifted to fit experimental peak positions and broadened to match the experimental broadening. To do this, first an exponential damping is added to the raw correlation such that the correlation is below 0.01 at the end of the time series; this yields an initial Lorentzian broadening. Second, Gaussian broadening is added to the Fourier transformed spectra to match experimental
Figure 2.3: Structure of the hydrogen-capped diamond cluster (C\textsubscript{47}H\textsubscript{60}) used in the RTXS, StoBe and FEFF simulations, where C is dark grey and H is white. The cluster is generated using the experimental structure of diamond with lattice constant 3.5668 Å, and includes 5 carbon shells around the absorber.

broadening. For XAS, the Gaussian broadening has a standard deviation $\sigma(E)$ which varies with energy:

$$
\sigma(E) = \begin{cases} 
\sigma_{\text{min}} & E < E_1, \\
\sigma_{\text{min}} + \gamma(E - E_1) & E_1 \leq E \leq E_2, \\
\sigma_{\text{min}} + \gamma(E_2 - E_1) & E > E_2,
\end{cases}
$$

(2.23)

where $\sigma_{\text{min}}$, $E_1$, $E_2$, and $\gamma$ depend on the system. For XES, the Gaussian broadening is constant. This approach is analogous to that implemented in StoBe.\cite{3, 5}

We use non-relativistic, kinetic-energy optimized, norm-conserving pseudopotentials, with and without a core-hole. These are generated with OPiUM\cite{49}, using the PBE exchange-correlation functional. The neutral and core-hole pseudopotential cutoff radii are equal, except as needed by the introduction of the core-hole. In the systems simulated here only C and N atoms are excited. For the N pseudopotential, the reference configuration is $1s^2 \ 2s^2 \ 2p^3$ and for C it is $1s^2 \ 2s^2 \ 2p^2$ or $1s^1 \ 2s^2 \ 2p^2$, depending on the presence of a core-hole. For carbon without a core-hole, the core cutoff radii are 1.40 Bohr for all $l$-channels. For carbon with a core-hole, the cutoff radii are 1.25 Bohr for all $l$-channels, except the $2p$ states, which have a cutoff radius of 1.20 Bohr. For nitrogen without a core-hole, the cutoff
radii are 1.25 Bohr for all \( l \)-channels.

2.3.3 StoBe

For comparison, StoBe-deMon simulations were carried out using the IGLO-III\textsuperscript{[50]} basis set for the absorbing atoms, while the (311/211) ECP StoBe basis set\textsuperscript{[51]} was used for all other atoms except H which used the 6-311+G set.\textsuperscript{[52]} The Coulomb and exchange correlation potentials were fitted and expanded over auxiliary basis sets with (NC(s), NC(spd); NXC(s), NXC(spd)) \( s \) and \( spd \)-type functions. Auxiliary sets of (5,2;5,2) quality were used for the C, N and O atoms, and of (3,1;3,1) quality for the H atoms. All StoBe-deMon calculations used the PBE\textsuperscript{[21]} exchange-correlation functional. The XAS\textsuperscript{[3]} and XES\textsuperscript{[5]} StoBe-deMon calculations use the “frozen-orbital” approximation with Kohn-Sham single-particle orbitals. While the XES simulations use ground-state orbitals, XAS results were obtained using the Transition Potential approximation, a simplification of the Slater’s Transition State core-hole approximation, in which the core spin-orbital is populated with half an electron and the excited half electron is neglected. This allows obtaining all excited states from one diagonalization. In contrast it should be noted that the RTXS simulations use a full self-consistently screened core-hole. For comparison, we also performed test StoBe calculations using a full core-hole. For the systems studied here we find that, apart from an energy shift, the half core-hole and full core-hole spectra are quite similar.

2.3.4 FEFF

Additional comparisons were carried out using version 9 of the FEFF code.\textsuperscript{[43]} This approach is based on the RSGF formalism which includes approximate calculations of many-body effects including inelastic losses and Debye-Waller factors. For XAS the final state is calculated in the presence of a statically screened core-hole, i.e. the final state rule (FSR); for XES the calculations are done without a core-hole. In many respects the RSGF approach in FEFF is the frequency-space analog of the RTXS approach discussed in this paper. However, FEFF uses a basis of relativistic, angular-momentum scattering states \(|L, R\rangle\) to describe electronic states. Therefore, it is expected to be more accurate than
either RTXS and StoBe at energies high above the edge. However, FEFF’s use of spherical muffin-tin potentials makes the code less accurate near the edge. The core-hole potential is obtained using a self-consistent Dirac-Fock calculation for an atom with an atomic configuration containing a hole in a given level, e.g., 1s for the K-shell calculations presented here. Here we have used the FEFF9 code with 5 Å clusters for the generation of the self-consistent muffin-tin potentials and 9 Å clusters for the calculations of the full multiple scattering XAS (or XES).

2.4 Results

2.4.1 Benzene

Given its structural and electronic simplicity, benzene is a good system to test our approach. The XES autocorrelation function, shown in Fig. 2.4, has a relatively simple structure involving a few timescales. The associated spectrum (also in Fig. 2.4), is domi-
nated by three high intensity peaks 4, 6 and 8 eV below threshold, and three low intensity ones at lower energies. The width $\sigma$ is set to 0.7 eV and the spectrum is shifted by 286.0 eV to match experiment. The high intensity peaks are associated with clearly visible 0.4-0.6 fs periods in the autocorrelation function, and are due to emission from orbitals with symmetry $1e_1g$ (279.8 eV), $3e_2g$ (277.5 eV), and $1b_2u/3e_1u$ (276.0 eV).

For comparison, Fig. 2.4 also shows experimental and StoBe results. The agreement with StoBe is quite good and serves as a validation of our methodology. The most noticeable difference arises for the two most intense peaks. The small difference in intensity ratio is due mostly to the projection onto local basis orbitals from the initial state. Both RTXS and StoBe calculations show good overall agreement with experiment, and slightly underestimate the splittings in the triplet of intense peaks.

2.4.2 Trinitrotoluene

Trinitrotoluene (TNT) poses a more significant challenge to the theory due to its complex electronic structure and multiple absorbing N atoms. As for $C_6H_6$, we find very good agreement between RTXS and StoBe (Fig. 2.5). For RTXS, $\sigma$ was set to 2.0 eV and the spectrum shifted by 407.0 eV to match the K-shell experiment. Moreover, we also find fairly
Figure 2.6: Left: Real part of the Fourier filtered RTXS time correlation function for the C K-edge XES of diamond (simulated using a C\textsubscript{47}H\textsubscript{60} cluster). Right: Real-time (RTXS, corresponding to the time correlation function shown to the left) and StoBe simulations of the C K\(\alpha\) XES of diamond compared to experiment.\textsuperscript{[55]} The RTXS calculations used either a C\textsubscript{47}H\textsubscript{60} cluster or a 2\times2\times2 supercell of the conventional 8-atom orthogonal cell with periodic boundary conditions (PBC).

good agreement with the RSGF approach in FEFF; however, the discrepancies are likely due to the use of spherical muffin-tin potentials in FEFF. As discussed in Ref. \textsuperscript{[48]}, the lower intensity with respect to experiment in the 385-390 eV region is due to an underestimation of the transition intensities associated with \(\sigma\)\textsubscript{NC} bonds. In general, intensities associated with \(\sigma\) bonds are more affected by vibrational distortions (not included in our simulations) than \(\pi\) bonds.

2.4.3 Diamond

As a third example we present results for diamond, a relatively simple yet challenging insulating crystalline solid. Fig. 2.6 shows the RTXS XES results in comparison with StoBe calculations and experimental measurement. For RTXS, \(\sigma\) was set to 1.9 eV and the spectrum is shifted by 285.6 eV to match experiment. As in the previous examples, the agreement between RTXS and StoBe is fairly good despite the slightly different broadening schemes. The
Figure 2.7: Left: Real part of the Fourier filtered RTXS time correlation function for the C K-edge XAS of diamond (simulated using a C$_{47}$H$_{60}$ cluster). Right: Real-time (RTXS, corresponding to the time correlation function shown to the left), StoBe and FEFF simulations of this system versus experiment.\cite{56} The RTXS XAS is calculated with and without a core-hole, while StoBe uses a half core-hole prescription.

RTXS results are also in very good agreement with experiment, accounting for the broad 275-283 eV feature, and the small peak at 270 eV. In RTXS, the broad feature is composed of two peaks at 279.8 eV and 276.9 eV, with almost equal intensity, and a less intense peak at 274.7 eV. The two latter peaks form the broad shoulder at about 275 eV. The overall width of this feature, about 7.9 eV, corresponds to the occupied valence bandwidth and is in good agreement with experimental width of 7.2 eV. The broad feature at 270 eV is composed of several low intensity peaks. Fig. 2.6 also shows the real-time autocorrelation function associated with the RTXS XES. Given the number of states involved in the XES, it is not surprising that the correlation function is quite complex, exhibiting a variety of timescales. Most noticeable are periods of about 0.5 and 0.4 fs, associated with the broad 275-283 eV feature, overlaid with shorter (about 0.2 fs) oscillations associated with the broad feature at 270 eV.

Our RTXS implementation is currently able to compute XES spectra using periodic boundary conditions (PBC), i.e., with the initial state Hamiltonian without a core-hole.
Fig. 2.6 shows a comparison between the C_{47}H_{60} cluster model and PBC model, where the PBC calculation used a 2×2×2 supercell of the conventional 8-atom orthogonal cell. Both methods give similar results, with the cluster approach being closer to experiment, in particular in the 270 eV region.

Fig. 2.7 presents the XAS spectra of diamond computed with RTXS, StoBe and FEFF, compared to experiment. The RTXS spectra uses broadening parameters $\sigma_{\text{min}} = 0.8$ eV, $E_1 = 297.9$ eV, $E_2 = 302.9$ eV, and $\gamma = 0.4$ eV, using the notation in Eq. (2.23), and a shift of 285.7 eV to match the energies of the experimental peaks. In the near-edge region (285-310 eV), RTXS is in very good agreement with experiment, showing better splittings and relative intensities at 292 and 298 eV than either FEFF and StoBe. RTXS also shows very good agreement in the overall width of the unoccupied valence band, with a predicted width of 11 eV vs 11.5 eV observed in the experiment. In the edge region FEFF has limitations originating from the use of spherical potentials that hinder its ability to represent highly directional bonds. At higher energies (i.e., above 310 eV), RTXS yields worse agreement than either FEFF or StoBe. This is likely due to the limitations in the local basis sets - local numerical atomic orbitals for siesta and Gaussian-type orbitals for StoBe - which only provide a limited representation of the delocalized states in the continuum. Exploratory calculations show that with the present basis set, RTXS results begin to exhibit variations due to the quality of the basis set 30 eV above threshold. On the other hand FEFF provides the broadest overall agreement with experiment due to the superior performance of the RSGF approach at high energies. Fig. 2.7 also shows the associated autocorrelation function, which is significantly more complicated than the XES one. Given that the spectrum is composed of a large number of states, it is difficult to observe any dominant timescales.

As described in Section 2.2.1, XAS spectra present an additional challenge with respect to XES in that an adequate treatment the screened core-hole is required. In addition, it appears that the treatment of core-hole screening is responsible for much of the difference in diamond absorption spectra between StoBe and RTXS. Therefore it is interesting to explore the effect of ignoring the core-hole in the RTXS calculations. As shown in Fig. 2.7, we find that the core-hole has a noticeable effect near the edge, increasing the intensity and
narrowing the width of the feature associated with the $\sigma$ bonds at 292 eV. This reflects the large charge density relaxation and consequent excitonic enhancement induced by the attractive core-hole potential on the bond network surrounding the absorber. At present our RTXS implementation is limited to the no core-hole or fully screened (i.e., with SCF-DFT screening) core-hole approximations. More flexible core-hole treatments, e.g., using partial core charging, would allow better comparisons with other methods such as the half core-hole used in StoBe.

2.5 Conclusions

We have introduced a real-time approach (RTXS) for the calculation of XAS and XES based on time-correlation functions. The approach is equivalent to $\Delta$SCF Fermi’s golden rule calculations. The spectra are calculated from the Fourier transform of the autocorrelation function of the time-evolving wavefunction, together with the core-hole Green’s function. The method is implemented as an extension of our real-time time-dependent density functional siesta code, and includes PAW transition matrix elements. We have compared RTXS calculations of XAS and XES with spectra from experiment, StoBe and FEFF. RTXS and StoBe produce similar emission spectra, with RTXS slightly closer to experiment in the case of diamond. In contrast, notable differences are found between RTXS and StoBe for XAS. In the case of diamond, RTXS models the near-edge XAS region more realistically than either FEFF or StoBe. The improvement compared to FEFF is likely due to the inclusion of non-spherical potentials, while differences with StoBe are probably due to the treatment of core-hole screening.

We thank G. Bertsch, J. Kas, R. Markiewicz, D. Prendergast, A. Rubio, R. Santra, and J. T. Vinson for discussions and insights. This work was initiated at a KITP program on X-ray Frontiers, and was supported in part by NSF CDI Grant PHY-0835543.
2.6 Addendum: comparison of core-hole effects with GPAW

Due to difficulties of using PAW matrix elements with SIESTA, we changed the DFT/TDDFT engine to GPAW after the publication which constitutes the main parts of this chapter. GPAW contains the PAW matrix elements natively, and the code is better tested than the our implementation which attempts to insert PAW matrix elements from OCEAN into SIESTA. Core-hole comparisons with the GPAW engine show similar effects to those explore with SIESTA.

For example, for a 48 carbon diamond cluster capped with hydrogen atoms, we compare a full core-hole (final-state rule) calculation and half core-hole (transition-state rule) calculation with with our collaborators Sato and Yabana’s [57] TDDFT using method of continuous fractions, and experiment[1].

We find that having a full core-hole overestimates the excitonic effects in the near edge region. If we adjust the strength to half core-hole, the near edge peak decreases in intensity and becomes closer to experiment. This implies that perhaps studying the dynamics of the core-hole screening might elucidate the discrepancy with experiment.

Our close agreement with Sato’s calculations implies that the main features of the calculated spectra are likely consistent across implementations.

---

[1] The core holes in the RTXS calculations are modeled within the PAW setups.
Figure 2.8: Diamond XAS with full core hole compared with TDDFT and experiment.
Figure 2.9: Diamond XAS with half core hole compared with TDDFT and experiment.
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We derive equations of motion for calculating the near-edge X-ray absorption spectrum in molecules and condensed matter, based on a two-determinant approximation and Dirac’s variational principle. The theory provides an exact solution for the linear response when the Hamiltonian or energy functional has only diagonal interactions in some basis. We numerically solve the equations to compare with the Mahan-Nozières-DeDominicis theory of the edge singularity in metallic conductors. Our extracted power-law exponents are similar to those of the analytic theory, but are not in quantitative agreement. The calculational method can be readily generalized to treat Kohn-Sham Hamiltonians with electron-electron interactions derived from correlation-exchange potentials.

3.1 Introduction

Time-dependent density functional theory (TDDFT) has proven to be a very useful tool for calculating the linear response of molecules and condensed matter systems. The overall features of the dielectric function are reproduced quite well, and the agreement at zero frequency in insulators is often at the few percent level. It also describes the plasmon peaks in the UV absorption spectrum and the corresponding energy loss spectrum in inelastic electron scattering.

The good experience in TDDFT in the optical regime encourages its application to
X-ray absorption, which has a rich near-edge structure that is only partially described by single-electron physics. Indeed, some aspects of the X-ray response are accessible to TDDFT\cite{59, 60, 61, 62}. However, other aspects, particularly the dynamics of core-hole relaxation, are beyond the scope of the theory. This is because the fundamental assumption that the wave function be represented by a single Slater determinant is too restrictive when the core orbital is part of that determinant. The single-determinant theory can describe correlations between the core hole and the valence electron but not correlation effects within the valence space. To overcome this deficiency, we propose here a theory based on two separate Slater determinants, one for the initial and another for the final state. We derive the equations of motion in Sect. II below. We refer the reader to Ref. \cite{63} for an review of the foundations of TDDFT and its recent extensions. In Sect. III following we apply our extension to the well-known Mahan-Nozières-De-Dominicis (MND) Hamiltonian. A comprehensive discussion of analytic and numerical methods to solve it is given in the review by Ohtaka and Tanabe \cite{64}. The equations we solve numerically are exact for the MND Hamiltonian. We will argue that they are much easier than other methods to apply to DFT functionals which contain electron-electron interactions.

We note that a multicomponent TDDFT has already been derived as a generalization of the Runge-Gross theorem\cite{65, 66}. It can be motivated as follows\cite{67}. The ansatz permits a closer approximation to the physical starting wave function, and thus the accompanying density functional is then likely to be amenable to a simpler approximation. However, the extensions derived from the Runge-Gross theorem are typically based on a representation by particle-hole excitations of a single determinant\cite{68}. Our derivation and equations of motion are different, resembling more the multi-determinant theory of nuclear excitations proposed in Ref. \cite{69}. There is no underlying functional in our treatment here, although the equations are motivated by TDDFT. Each Slater determinant has its own density and evolves with the Kohn-Sham equation based on that density.

The final time-dependent equation that we solve numerically is Eq. (3.15) below; the response is evaluated using Eqs. (3.13) and (3.16).
3.2 The two-determinant approximation

We derive equations of motion from Dirac’s variational principle

\[ \delta \int dt \left\langle \Psi(t) \left| i \frac{d}{dt} - H \right| \Psi(t) \right\rangle = 0, \]

varying the wave function \( |\Psi\rangle \) in the space of Slater determinants. The resulting time-dependent Kohn-Sham (KS) equations are then solved for the time-dependent wave function \( |\Psi(t)\rangle \). For discussion of the action principle in the context of TDDFT, see Ref. [70, 71].

The linear response to an operator \( \mathcal{O} \) is obtained from the time-dependent correlator

\[ \langle [\mathcal{O}(t), \mathcal{O}(0)] \rangle / i \]

calculated from

\[ R(t) = \lim_{\lambda \to 0} \frac{1}{\lambda} \langle \Psi_\lambda(t)|\mathcal{O}|\Psi_\lambda(t)\rangle. \]

Here the initial state has been prepared by applying an impulsive field \( V(r, t) = \lambda \mathcal{O} \delta(t) \) to the KS ground state \( |\Psi_g\rangle \). In linear order, this modifies the initial wave function to

\[ |\Psi_\lambda(0_+)\rangle = (1 - i\lambda \mathcal{O})|\Psi_g\rangle. \]

The resulting wave function is evolved by KS equations to determine the matrix element in Eq. (2). The connection of Eq. (2) to the more familiar frequency-dependent response \( S(\omega) \) is given by

\[ S(\omega) \equiv \sum_f \langle f | \mathcal{O} | 0 \rangle^2 \delta(E_f - \omega) = \frac{1}{\pi} \int_0^\infty dt R(t) \sin \omega t. \]

Since \( \lambda \) is small in Eq. (3.2), the evolved wave function is still largely in the ground state with only a small amplitude of excited states. This is fatal for calculating effects of the core hole excitation such as the relaxation of the valence wave function in the presence of the core hole. By considering separate determinants for the components of the wave function with and without the core electron excitation, the correlations associated with valence electrons can be treated as well as they are in the optical response. There is no danger of violating the Fermi statistics because the two components of the wave function are necessarily orthogonal.

Our starting point is the following ansatz for the variational wave function,

\[ |\Psi\rangle = a_g c_\uparrow^\dagger |\Psi_{vg}\rangle + a_c |\Psi_c\rangle \]
where $N_e$ is the number of active electrons in addition to the core electron. Here $|\Psi_{\text{vg}}\rangle = \prod_{\alpha}^{N_e} c_{\alpha}^{\dagger} |\rangle$ is the Slater determinant of the valence electrons in a state with the core electron in its ground state orbital. Correspondingly, $|\Psi_{\text{c}}\rangle = \prod_{\beta}^{N_e+1} c_{\beta}^{\dagger} |\rangle$ is the Slater determinant for a state with the excited core electron in the valence band. The two sets of valence-band orbitals are expressed in terms of the valence-band basis states $i$ as $c_{\alpha}^{\dagger} = \sum a_{\alpha i} c_{i}^{\dagger}$ and $c_{\beta}^{\dagger} = \sum a_{\beta i} c_{i}^{\dagger}$ where $a_{\alpha i}$ and $a_{\beta i}$ are time-dependent amplitudes. We may choose these expansion coefficients to satisfy the conditions $\sum_i a_{\alpha i}^{*} a_{\alpha' i} = \delta_{\alpha\alpha'}$, etc. The amplitudes of the two Slater determinants (SD’s), $a_{\text{vg}}(t)$ and $a_{\text{c}}(t)$ will determine the mixing of the two determinants. They satisfy the normalization condition $|a_{\text{vg}}|^2 + |a_{\text{c}}|^2 = 1$.

The MND Hamiltonian has the form

$$\hat{H} = \hat{H}_{\text{v}} (c_{\text{v}}^{\dagger}, c_{\text{v}}) + \hat{H}_{\text{c}} (c_{\text{c}}^{\dagger}, c_{\text{c}}).$$

(3.6)

The first term is the valence Hamiltonian to be constructed from the corresponding Kohn-Sham density functional. The second term adds the excitation energy of the core hole as well as its field acting on the valence electrons.

The variation in Eq. (1) is to be carried out with respect to changes in the wave function $|\Psi\rangle$ that preserve its character as a sum of two SD’s. In the single-determinant theory, one takes the variational derivatives of $|\Psi\rangle$ with respect to $a_{\alpha i}$ treating them as independent variables. This results in the usual time-dependent Kohn-Sham (KS) with the single-particle Hamiltonian given by

$$\hat{H}_{\text{KS}} = \sum_{i,j} \langle \Psi | \frac{\delta^2 \hat{H}_{\text{v}}}{\delta c_{i}^{\dagger} \delta c_{j}} |\Psi\rangle c_{i}^{\dagger} s_{ij} c_{j}$$

(3.7)

where $s_{ij} = \pm 1$ is a phase factor depending on the ordering of the operators in $\hat{H}_{\text{v}}$. However, as a consequence of the overcompleteness of the variables, the overall phase of the time-dependent KS wave function no longer has any physical meaning. For example, if the orbitals are eigenstates of the KS Hamiltonian, the overall phase is $\exp(-i \sum_{n}^{N_e} \epsilon_{n} t)$ where $\epsilon_{n}$ are the KS eigenvalues. The correct phase is $\exp(-i \langle \Psi | H |\Psi\rangle t)$; the two are only equal in the absence of electron-electron interactions. This phase plays no role in the single-determinant theory, but with two determinants it is crucial to have correct relative phases.
The proper procedure to apply Eq. (1) is to require that the wave function variations in
\[ \left\langle \delta \Psi \left| i \frac{d}{dt} - \hat{H} \right| \Psi(t) \right\rangle = 0 \] (3.8)
are independent of each other. An orthogonal (and thus independent) set of wave function variations may be defined by making use of Thouless’s representation[72] of the SD’s. The equations of motion are obtained by taking \( |\delta \Psi\rangle \) as the set of 1-particle 1-hole excitations of the instantaneous SD,
\[ |\delta \Psi\rangle \in |\alpha_p \alpha_h\rangle \equiv c^\dagger_{\alpha_p} c_{\alpha_h} |\Psi(t)\rangle. \] (3.9)
in accordance with Thouless’s theorem. For a state of \( N_e \) particles in a basis of dimension \( N_b \), there are \( N_e(N_b-N_e) \) particle-hole amplitudes to be determined compared to the \( N_e N_b \) amplitudes in the representation Eq. (3.5). However, the use of Eq. (3.9) requires calculating both particle and hole orbitals in an instantaneous basis, which is very costly in carrying out the time evolution. An easier way to avoid the phase introduced by the Kohn-Sham single-particle Hamiltonian is by projection. The action of \( \hat{H}_{KS} \) on the SD can be expressed in the instantaneous particle-hole basis as
\[ \hat{H}_{KS}|\Psi\rangle = E_{KS}|\Psi\rangle + \sum_{\alpha_p,\alpha_h} v(\alpha_p, \alpha_h)|\alpha_p \alpha_h\rangle \] (3.10)
where \( E_{KS} = \langle \Psi|\hat{H}_{KS}|\Psi\rangle \). The unwanted first term can be removed in any basis simply by updating the wave function using the projected KS Hamiltonian \( \hat{H}_{KS} - E_{KS} \). Thus, the single-particle orbitals are calculated as usual, but the phase of the SD is corrected by \( \exp(+i\langle \hat{H}_{KS}\rangle \Delta t) \) at each time step. For our numerical example below, the problem does not arise because there is no electron-electron interaction in the valence space.

To summarize, we solve independently the time-dependent Kohn-Sham equations for \( |\Psi_g\rangle \) and \( |\Psi_c\rangle \). The two determinants are coupled by the X-ray photon interaction,
\[ \hat{H}_x = v_x(c^\dagger_x c + c^\dagger_c c_x), \quad c^\dagger_x = \sum_i f_i c^\dagger_i \] (3.11)
with \( f \) a form factor. Varying with respect to \( a_g, a_c \) one obtains the \( 2 \times 2 \) matrix equation for these variables,
\[ i \frac{d}{dt} \begin{pmatrix} a_c \\ a_g \end{pmatrix} = a_c \begin{pmatrix} \langle \Psi_c|\hat{H} - E_{KS,c}|\Psi_c\rangle & v_x \langle \Psi_c|\hat{H}_{x,c}^\dagger|\Psi_{vg}\rangle \\ v_x \langle \Psi_{vg}|c_c \hat{H}_x|\Psi_c\rangle & \langle \Psi_{vg}|\hat{H} - E_{KS,g}|\Psi_{vg}\rangle \end{pmatrix} \begin{pmatrix} a_c \\ a_g \end{pmatrix}. \] (3.12)
The hermiticity of $\hat{H}_x$ ensures that the normalization condition remains satisfied during the course of the evolution. The off-diagonal matrix element in this equation is expressible as the $N+1 \times N+1$ determinant

$$\langle \Psi_c | c_x^\dagger | \Psi_{vg} \rangle = \begin{vmatrix} \langle \beta_1 | \alpha_1 \rangle & ... & \langle \beta_1 | x \rangle \\ \langle \beta_2 | \alpha_1 \rangle & ... & \\ ... & \\ \langle \beta_{N+1} | \alpha_1 \rangle & ... & \langle \beta_{N+1} | x \rangle \end{vmatrix}.$$  

(3.13)

While this determinant is well-known in the analytic theory of the near-edge response[64], it is absent from the usual time-dependent Kohn-Sham theory based on a single Slater determinant.

To evaluate the linear response to the field of the X-ray photon, we start with the ground state wave function at time zero, which we call $|\Psi_g(0)\rangle$. We now perturb the system by an impulsive X-ray field, $\lambda \hat{H}_x \delta(t)$. The immediate evolution introduces a small component of the core-excited state into the wave function,

$$|\Psi(0+)\rangle = |\Psi_g(0)\rangle + i\lambda v_x |\Psi_c(0)\rangle,$$  

(3.14)

where $|\Psi_c(0)\rangle = c_x^\dagger |\Psi_{vg}(0)\rangle$. Eq. (3.14) has the required form as a sum of two determinants. Each is evolved in time with its own Kohn-Sham Hamiltonian. The evolution of $|\Psi_{vg}\rangle$ is trivial since the ground is stationary. All the dynamics comes from the evolution of $|\Psi_c\rangle$ by the time-dependent HS equations,

$$i \frac{d a_{\beta j}}{dt} = \sum_j \langle i | \hat{H}_{KS} | j \rangle a_{\beta j} \text{ for } 1 \geq \beta \geq N_e + 1$$  

(3.15)

Then the real-time response from Eq. (3.2) is

$$R(t) = 2v_x^2 \text{Re} \langle \Psi_c(t) | c_x^\dagger | \Psi_{vg}(t) \rangle.$$  

(3.16)

This can be easily Fourier-transformed by Eq. (3.4) to give the absorption spectrum.

Our procedure provides an exact solution for the linear response if $\hat{H}_v$ and $\hat{H}_c$ are strictly one-body operators. This is because the intrinsically two-body part of the Hamiltonian does not make two-particle excitations or entangle the two Slater determinants after the initialization.
3.3 Numerical calculations

In this section we demonstrate the practicality of the method as applied to the MND Hamiltonian. The computer codes employed here are available at Ref. [73].

We write the two terms in the Hamiltonian as

\[ \hat{H}_v = \frac{E_b}{N_b - 1} \sum_{i=1}^{N_b} (i - N_b/2) c_i^\dagger c_i \]  \hspace{1cm} (3.17)

and

\[ \hat{H}_c = \frac{v_c}{N_b} c_x^\dagger c_x, \quad c_x^\dagger = \sum_i c_i^\dagger. \]  \hspace{1cm} (3.18)

Here \( E_b \) is the width of the band, and \( N_b \) is the number of orbitals in the band. We shall express energies in units of \( E_b \), and time in units of \( \hbar/E_b \). We start with a half-filled band, taking the number of valence electrons \( N_e \) to be \( N_e = N_b/2 \). We present calculations for the parameter sets listed in Table I.

As explained in the literature [64], the core-hole interaction strength \( v_c \) is not the most physically direct quantity determining the near-edge response. The effect of the Fermi-surface edge is more closely related to the shift of the single-particle orbital energies due to the core hole. Calling the shift \( \Delta \varepsilon \), the relevant quantity is

\[ \Delta \varepsilon \frac{dn}{d\varepsilon} = \frac{\delta}{\pi} \]  \hspace{1cm} (3.19)

where \( dn/d\varepsilon \) is the density of orbital states at the Fermi level. In the last equality, this is related to the scattering phase shift \( \delta \) at the Fermi surface. The values of \( \delta \) associated with the computed parameter sets are given in the last column of Table I.

The Greens function theory in Ref. [14] for the time-dependent response decomposes it into two factors, the overlap of Fermi sea determinants and the Greens function of the electron that was promoted to the valence band. We write the overlap of the Fermi sea determinants as

\[ G(t) = \langle \Psi_{eg} | e^{-i(\hat{H}_v + \hat{H}_c)t} | \Psi_{eg} \rangle. \]  \hspace{1cm} (3.20)

The main quantity of interest is the determinant in Eq. (3.16) which we call \( g_c \), as

\[ g_c(t) = \langle \Psi_c(t) | c_x^\dagger | \Psi_{eg}(0) \rangle \]  \hspace{1cm} (3.21)
Nozières and De Dominicis decompose it into two factors, $g_c(t) = g(t)G(t)$. We will not make use of that separation.

### 3.3.1 Fermi sea evolution

We first examine the Fermi sea overlap. To remove the phase of the core-excited ground state, we will examine the quantity

$$G'(t) = e^{i \sum_{\alpha} \epsilon_{\alpha} t} \langle \Psi_{vg} | e^{-i(\hat{H}_v + \hat{H}_c)t} | \Psi_{vg} \rangle,$$  

(3.22)

where $\epsilon_{\alpha}$ are the Kohn-Sham eigenvalues of the ground-state orbitals. Figure 1 shows Re $G'(t)$ for parameter set A of Table I. It is plotted on a log-log scale to facilitate comparison with result of Ref. [14],

$$G(t) \sim (1/t)^{(\delta/\pi)^2}.$$  

(3.23)

The predicted power-law dependence should be applicable over the time domain starting from $t_0 \sim 1/E_b$ and going to $t_1 \sim dn/d\epsilon = N_b/E_b$, the time necessary to resolve individual
orbitals in the band. In our units the range is \((t_0, t_1) = (1, N_b)\). One notices immediately that \(G'(t)\) has a considerable oscillatory component. The oscillation has been found in other treatments of the problem as well, eg. \([74, Eq. (3.4)]\). As discussed in Ref. \([64]\), the oscillation may be attributed to the deeply bound orbital at the bottom edge of the valence band. The line in the graph corresponds to the power law \(G(t) \sim (1/t)^\gamma\) with \(\gamma = 0.13\).

<table>
<thead>
<tr>
<th>case</th>
<th>(N_b)</th>
<th>(N_e)</th>
<th>(v_c)</th>
<th>(\delta/\pi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>256</td>
<td>128</td>
<td>-0.8</td>
<td>0.38</td>
</tr>
<tr>
<td>B</td>
<td>8</td>
<td>4</td>
<td>-0.8</td>
<td>0.39</td>
</tr>
<tr>
<td>C</td>
<td>512</td>
<td>256</td>
<td>-0.8</td>
<td>0.38</td>
</tr>
<tr>
<td>Z</td>
<td>256</td>
<td>128</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.1: Parameter sets for the Hamiltonian Eq. \([3.17, 3.18]\).

This is rather close to the predicted power law derived in Ref. \([13]\), \(\gamma = (\delta/\pi)^2 \approx 0.14\).

The spectral function associated with \(G'(t)\) is its Fourier transform,

\[
G'(\omega) = \int_0^\infty dt e^{i\omega t} G'(t).
\] (3.24)

Fig. 3.2 plots \text{Re} \(G'(\omega)\) for parameter sets A and B. For the set A shown in the left-hand panel one can see the peaks associated with individual states of the many-particle wave function. The dimension of the many-particle space is given by \(\left(\frac{N_b}{N_e}\right) = 20\). The ground state is the peak on the far left, and 8-9 other states are visible in the plot. The right-hand plot shows \text{Re} \(G'(\omega)\) for parameter set A. Here the individual states are so closely spaced that one can see only smooth curves. There are clearly two peaks in the spectrum, one associated with the ground state and its low-energy excitations, and the other associated with a localized orbital bound or nearly bound to the core hole. The secondary peak was discussed in Ref. \([75]\) and also recently in Ref. \([76]\). In Fig. 3 we have replotted the \text{Re} \(G'(\omega)\) ground-state peak on a log-log scale to make visible a power-law dependence on \(\omega\). The expected range of validity for a power law is within the interval \((\omega_0, \omega_1) = (1/N_b, 1)\)
in our units. The line in Fig. 3 shows the power-law $\omega^{-1.13}$. We can see that it provides a reasonable fit in the range $(0.02, 0.3)$ with some oscillation at low frequency.

### 3.3.2 Inclusion of the core electron

We now examine the propagation of the core-hole excited determinant with the core electron promoted to the valence band. The number of electrons in the determinant is now $N_b/2 + 1$. The initial wave function has equal amplitudes for the $x$ electron in all the unoccupied orbitals; it thus has the same localization as the core-hole potential. Just as a reminder of the non-interacting physics, we show in Fig. [3.4](#) the imaginary part of $g_c(\omega)$ at $v_c = 0$. It is uniform across the region of unoccupied orbitals, with sharp edges at the Fermi surface and at the top of the band. The right-hand panel shows the Greens function with parameter set A. Note that the peak associated with a hole at the bottom of the valence band is missing. Evidently, the electron added by $c_x^\dagger$ operator ensures with a high probability that the hole is filled. The results in the right-hand panel are plotted in Fig. [3.5](#) on a log-log scale. The line is a visual fit to power-law behavior. Evidently, a power law gives a reasonable description over the energy interval $0.02 - 0.3$. According to the theory, the exponent is determined by
Figure 3.3: The same $G'(\omega)$ as in Fig.2b, plotted on a log-log scale. The line shows a visual power-law fit, $G'(\omega) \sim \omega^{-1.13}$.

Figure 3.4: Left panel: core-excited Greens function with no interaction, parameter set Z. Right panel: the same quantity with parameter set A. Note the difference in vertical scale.
Figure 3.5: The determinant $g_c(\omega)$, plotted on a log-log scale. The line shows an approximate power law fit, $g_c(\omega) \sim \omega^{-0.85}$.

The phase shift according to the dependence

$$\gamma = -\frac{2\delta}{\pi} + \frac{\delta^2}{\pi^2}. \quad (3.25)$$

Taking $\delta/\pi$ from Table I, the predicted value is $\gamma = -0.62$, compared to $\gamma = -0.85$ from the fit.

The small disagreement we find here persists over a large range of $\delta$. Figure 3.6 shows a comparison over the range of $\delta$ accessible to the Hamiltonian. We see that the exponent is proportional to $\delta$ for small $\delta$ as in Eq. (3.25), but the coefficient is somewhat higher.

3.3.3 Other numerical treatments

Various numerical treatments of the MND Hamiltonian have been discussed and reviewed in Ref. [64]. The two main approaches are the Greens function formulation [77, 78, 79, 80, 74] and the formulation in terms of many-body determinantal wave functions [81, 82, 83, 84, 85].

1 This is for a single partial wave and spin projection.
Figure 3.6: Solid circles: the power-law exponent extracted from the extended TDDFT response for the space \((N_b, N_e) = (256, 128)\). Dashed line: the analytic formula Eq. (3.25). The numerically computed exponent was extracted from the calculated \(g_c(\omega)\) at \(\omega = 0.03\) and 0.2.
The former requires constructing functions of at least two variables in the time or frequency domain, governed by equations that are nonlocal in those variables. In this respect, the real-time wave function method is much more efficient since there is only one time variable and the equations to be solved are local in time. An early numerical work following the wave function approach is Ref. [81]. These authors constructed the numerically exact solutions of the core-hole excited Hamiltonian, and then used the ground state and one-particle excitations of the Hamiltonian as the final states. This procedure of enumerating the eigenstates was also used in Refs. [84]. The wave function approach was also used in Ref. [85], and the determinant was evaluated in real time, as in our approach. However, the procedure adopted there was based on the formulation of Ref. [75] which requires a matrix inversion. The near-singularity of the matrix apparently caused numerical difficulties that do not arise in the real-time approach. From a computational point of view, our approach is closest to that used in Ref. [82] and [83]. We note that these authors found that the critical exponents of the analytic Greens function treatment were only in qualitative agreement with the numerical results outside of a very small interval near $\omega = 0$.

### 3.4 Summary and outlook

We have derived an extension of time-dependent density functional theory that contains at least some of the subtle many-particle physics of X-ray near-edge absorption in metals. Numerically, the real-time theory is easy to carry out if the time-dependent electron-electron interaction is neglected. The absorption shows that the X-ray absorption power-law behavior is in qualitative agreement with the analytic results of Ref. [86], but not identical to them. A similar conclusion was obtained in Ref. [82].

Physically, the most important effect of the many-electron physics is core-hole screening. There are several numerical calculations in the literature that follow the Greens formalism of Ref. [14] and focus on this screening effect. For the absorption spectra, a commonly used approximation treats the system as fully relaxed in the presence of the core hole. Good fits can also be obtained under the assumption that the dynamic screening reduces the core-hole effects by a factor of two[62]. That work also presented a real-time dynamic calculation, but apparently used a diagonal approximation to Eq. (3.16). In any case, dynamic effects
related to the core hole can be easily calculated in the real time method, so there is no reason to use any of these approximations.

So far we have not discussed the electron-electron interactions within the valence band. They are potentially important and are needed to treat the additional screening associated with the plasmon degree of freedom. Langreth has proposed a way to include plasmon effects in the Greens approach [34] and it was applied with some success in Ref. [87]. However, it involves distinct calculations for the plasmon physics and for the X-ray absorption. In contrast, the real-time TDDFT provides a unified framework for including the electron-electron interaction in the calculation. In the two-determinant theory one can simply add the Coulomb field of the instantaneous charge density of $|\Psi_c\rangle$ to the field generated by $v_c$. Of course, the presence of the interaction requires considerably more computational effort. The Coulomb field has to be calculated at each time step. Also, the overall phase of the $|\Psi_c\rangle$ has to be computed using one of the methods discussed in Sect. II. We believe that the problem is still computationally quite tractable; we leave the implementation to a future publication.
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Chapter 4

OBTAINING A DETERMINANTAL CORRELATION FUNCTION FROM RESPONSE

We derive an equivalence between the correlation function in a double-determinantal KS TDDFT and the true correlation function. The correlation function arises naturally from considering the density cross terms between a determinantal state where the X-ray was absorbed and a determinantal state where it was transmitted. The KS correlation function can then be naturally divided into transient and core-hole diagrams similarly to what Nozières and De Dominicis (ND) did for non-interacting electrons. We conjecture that although we lack a suitable approximate double-determinantal exchange-correlation (XC) kernel, we can still use the usual single-determinantal TDDFT functional to either calculate only the transient part, or to obtain the entire correlation function in the long-time limit given enough degrees of freedom.

4.1 Introduction

The absorption spectrum for optical and UV frequencies may be obtained from RT-TDDFT via the dipole response \[^{13, 2}\]. The dipole response is the function of time obtained by integrating the density times the dipole field. However, this scheme is impractical to apply directly to XAS, due to limitations of ab-initio approximations to the exchange-correlation (XC) functional, and for efficiency reasons, since the photon frequency would be at least two orders of magnitude greater than the features of interest in the spectrum. In order to bypass these practical limitations, we introduce a double-determinantal Kohn-Sham TDDFT formulation. This allows us to model the exciton explicitly. Furthermore, by propagating the determinants separately we do not need to use a small enough time step to model the X-ray frequency. We obtain the spectrum from the dipole response of the double-determinantal system. The spectrum is shown to be equivalent to a determinantal correlation function.
4.2 Derivation from double determinantal TDDFT response

We excite a core-level electron with an electric field representing the X-ray. The electric field has a delta-function time-dependence and actually excites all frequencies, including X-ray and optical. However, we are only interested in X-ray frequencies, so we only consider states where a core level has absorbed the photon.

Let the external potential be approximated as $V = d$, the dipole operator. The X-ray excites the core electron $|c\rangle$ to create a photoelectron at time $t = 0$, $|\psi_x(0)'\rangle = (1 - \mathcal{P})d|c\rangle$, where $\mathcal{P}$ is the projector onto occupied ground state orbitals. Note that $d|c\rangle$ is well localized so we have ignored the X-ray wavelength.

Following Bertsch and Lee 2014 [58], we define the KS many-body state as a linear combination of a ground-state and excited-state determinants,

$$|\Psi(t)\rangle = a_g|\Psi_g(t)\rangle + a_x|\Psi_x(t)\rangle \quad (4.1)$$

$$|\Psi_g(t)\rangle = \det\{|\psi_i(t)\rangle\} \quad (4.2)$$

$$|\Psi_x(t)\rangle = \det\{|\psi'_i(t)\rangle\}, \quad (4.3)$$

where $\Psi_g$ is the ground state and $\Psi_x$ is the excited state. Note that $\{|\psi_i(t)\rangle\}$ is the set of all KS ground-state valence electrons plus the KS core state $|c(t)\rangle$, while $\{|\psi'_i(t)\rangle\}$ is the set of all excited KS valence electrons plus the KS photoelectron $|\psi'_x(t)\rangle$. The amplitudes $a_g$ and $a_x$ depend on the strength of the X-ray field. They only change when a photon is absorbed or emitted, which does not happen during the time we take the response. Note that we will derive XAS from this state’s density so we may invoke Runge-Gross theorem. The density is

$$\rho(r) = \langle \Psi(t)|\hat{\rho}(r)|\Psi(t)\rangle$$

$$= |a_g|^2 \rho_g(r, t) + |a_x|^2 \rho_x(r, t) + 2\Re a_g^* a_x \langle \Psi_g(t)|\hat{\rho}(r)|\Psi_x(t)\rangle, \quad (4.4)$$

where

$$\hat{\rho}(r) = \sum_{ij} \bigotimes_{i,j} (1 - \delta_{ij} + \delta_{ij}|r\rangle\langle r|)$$

is the density operator. The density $\rho_g$ of the ground-state KS determinant $\Psi_g$ is equivalent to the true ground-state density, and the density $\rho_x$ of the excited-state determinant $\Psi_x$
is equivalent to the true excited-state density. For details on this equivalence, see Section D.3.

We evolve the ground-state electrons with the ground-state KS Hamiltonian $H$ and the excited state electrons with the excited KS Hamiltonian $H' = H + v_c$, which has an effective core-hole potential $v_c$. There are some important concerns regarding the XC functional which we will look into later. For valence levels, $|\psi_i(t)\rangle = |\psi_i(0)\rangle e^{-i\epsilon_i t}$ are simply the KS occupied ground states. We let $|c(t)\rangle = |c(0)\rangle e^{-i\epsilon_c t}$. The excited valence levels are initially in the ground state, $|\psi_i'(0)\rangle = |\psi_i(0)\rangle$. As previously stated, the photoelectron is initialized as $|\psi_x(0)\rangle = (1 - \mathcal{P})d|c\rangle$. In summary,

$$
|\psi_i(t)\rangle = |\psi_i(0)\rangle e^{-i\epsilon_i t} \quad (4.6)
$$

$$
|\psi_i'(0)\rangle = |\psi_i(0)\rangle \quad (4.7)
$$

$$
\frac{d}{dt}|\psi_i'(t)\rangle = -iH'|\rho_x(t), \rho(t)||\psi_i'(t)\rangle. \quad (4.8)
$$

We readily obtain the spectrum from the density response, which is

$$
\int d^3x V(x) \rho(x, t) = \int d^3x V \left( |a_g|^2 \rho_g(x, t) + |a_x|^2 \rho_x(x, t) \right) + 2\Re a_g^* a_x \sum_k \det_{i,j} \langle \psi_i(t) | V_{kj} | \psi_j'(t) \rangle \quad (4.9)
$$

where the operator $V_{kj}$ is equal to $V$ when $k = j$ or 1 when $k \neq j$. Note that $\rho_g$ has no time dependence, and $\rho_x$ oscillates only at optical and UV frequencies. The only terms to have any oscillations at the X-ray frequencies are the cross terms. Retaining only these physically relevant terms, we obtain

$$
\int d^3x V(x) \rho(x, t) = 2\Re a_g^* a_x \sum_k \det_{i,j} \langle \psi_i(t) | V_{kj} | \psi_j'(t) \rangle \quad (4.10)
$$

Note that every term contains a factor of $e^{i\epsilon_i t}$ so we can factor it out of our time-evolution calculations.
Let us see how the terms in the determinant go. It can be expanded as

\[
\langle c(t)|V|\psi_x'(t)\rangle \det_{i\neq c,j\neq x} \langle \psi_i(t)|\psi_j'(t)\rangle
\]

\[
+ \sum_{k\neq x} (-1)^{k-1}\langle c(t)|V|\psi_k'(t)\rangle \det_{i\neq c,j\neq k} \langle \psi_i(t)|\psi_j'(t)\rangle
\]

\[
+ \sum_{k\neq x,l\neq c} (-1)^{k+l}\langle \psi_l(t)|V|\psi_k'(t)\rangle \det_{i\neq l,j\neq k} \langle \psi_i(t)|\psi_j'(t)\rangle.
\]

(4.11)

The major term is the first one, and represents the photoelectron returning to the core hole, emitting a photon. The second term is recognizable as the “diagrams” for a valence electron to emit a photon and end up in the core level. The last term contains “diagrams” where some electron winds up in the core level without emitting a photon, and some other electron emits a photon and ends up in the valence hole left by the first. These diagrams are probably negligible. Note that the “diagrams” we speak of are not perturbation theory diagrams, rather they are TDDFT KS diagrams! Also, these diagrams arise from N-body permutation cycles.

Note that the full determinant is simply the correlation function \(\langle \Psi_g(t)|V|\Psi_x(t)\rangle\). Since the ground state simply oscillates with a single frequency \(E_0\), we may write, up to some overall constant factors and the ground-state phase factor \(e^{iE_0t}\),

\[
\int d^3x V\rho(t) = \langle \Psi_g(0)|V|\Psi_x(t)\rangle
\]

\[
= \langle \Psi_g(0)|d|\Psi_x(t)\rangle
\]

\[
= \langle \Psi_x(0)|\Psi_x(t)\rangle.
\]

(4.12)

The last line is a determinantal autocorrelation function. The real part of the Fourier transform of this correlation function is the spectrum, therefore

\[
F(t) = i\langle \Psi_x(0)|\Psi_x(t)\rangle
\]

(4.13)

where \(F\) is the full Green’s function for XAS. This is the same as the original expression for the Green’s function, except the true many-body state has been replaced by a determinant of KS TDDFT states.
4.3 The double-determinantal XC functional

Interestingly we recover a determinantal autocorrelation function from the response. This method requires a double-determinantal KS Hamiltonian with a corresponding double-determinantal XC functional, however we have not developed such a functional. Instead we attempt to approximate the double-determinantal KS Hamiltonian by evolving two sets of KS states using single-determinantal KS Hamiltonians and using their cross terms. In this approximation the relative phase between the two determinants is not taken into account, and therefore there is no guarantee that the correlation function, which is derived from a product the two determinants, is accurate. Indeed, our calculations show that the spectrum obtained in this way contains regions of significantly negative intensity\(^1\). The KS determinants appear to interact non-trivially via the (correct) XC functional. We would need to create a new XC functional to obtain a closer approximation to the true density in order remove the pathologies in our Green’s function.

We assume the correct double-determinantal XC kernel would differ from our current approximation only by providing a relative phase correction on the two determinants\(^2\). This comes from assuming each determinant evolves with the same density as in the corresponding single-determinantal TDDFT formulation. In other words, we expect the correct double-determinantal KS formulation to be compatible with the single-determinantal KS formulation when considering only the single-determinantal densities. With the phase correction we expect that we would recover the true spectrum and the negative intensities would vanish.

Even though we lack the phase-corrected XC, perhaps we may recover an approximate spectrum by invoking a separation of the Green’s function similar to the Nozières-De Dominicis (ND) formalism, to be developed in the next section and in Chapter 5, or by taking a long time limit, where the density reaches a statistical equilibrium, to be developed in Appendices C and D.

\(^1\)See Fig. C.1 and the accompanying discussion.

\(^2\)Note that we can change a single-particle wavefunction by a spatially dependent phase, and retain the same instantaneous density. However this would change its momentum, and therefore its time-dependent density.
4.4 Nozières-De Dominicis-like separation of Green’s function

Adapting the Nozières-De Dominicis (ND) formalism to our double-determinantal KS TDDFT formalism, we define the core-hole Green’s function \( g_c \) as

\[
g_c(t) = i e^{i \epsilon c t} \det_{i \neq c, j \neq x} \langle \psi_i(t) | \psi_j'(t) \rangle.
\]

The major terms in the determinant in Eq. (4.13) can be approximated as

\[
F(t) \approx g_c \langle c(0) | V | \psi_x'(t) \rangle \\
+ g_c \sum_j (-1)^j \frac{\langle c(0) | V | \psi_j'(t) \rangle \langle \psi_j(t) | \psi_x'(t) \rangle}{\langle \psi_j(t) | \psi_j'(t) \rangle} \\
+ g_c \sum_{jk} \epsilon_{jk} \frac{\langle c(0) | V | \psi_j'(t) \rangle \langle \psi_j(t) | \psi_k'(t) \rangle \langle \psi_k(t) | \psi_x'(t) \rangle}{\langle \psi_j(t) | \psi_j'(t) \rangle \langle \psi_k(t) | \psi_k'(t) \rangle} \\
+ \cdots
\]

(4.15)

where \( \epsilon_{jk} \) is the Levi-Civita symbol. Notice the core-hole Green’s function \( g_c \) factors out cleanly and we obtain the transient Green’s function \( G \). In practice we could also try simply dividing the full determinant by \( g_c \) to obtain \( G \) as a check.

We may obtain \( g_c \) via the cumulant method developed by Kas et al. \[15\]. We show in Chapter 5 that by taking the first term in our transient Green’s function expansion, and using the cumulant method to obtain \( g_c \), the pathologies that appear in the full determinant due to the lack of the XC phase correction are diminished.

Interestingly the original diagrams from ND can be translated directly into terms in our determinant. The zig-zags like those in Fig. 4.1 belong to the transient Green’s function, and correspond with the photoelectron evolving via the TDDFT propagator into a valence hole, and the ejected valence particle continuing on, eventually evolving into the original photoelectron state. The two-point bubbles like in Fig. 4.2 correspond to terms in the determinant where two electrons are off diagonal, that is, the electrons have switched places. The separation of the diagrams in the original ND comes about from the assumption that the electrons have been renormalized such that they are effectively non-interacting. In our case the separation is due to our expression of the Green’s function in terms of non-interacting KS electrons.
Figure 4.1: An example KS diagram in the transient Green’s function ($G$). The lines represent contractions. Note that all vertices in the diagram occur at the same time except $\langle c(0) | V \rangle$.

Figure 4.2: An example KS diagram in the core-hole Green’s function ($g_c$). The lines represent contractions. The diagrams represent corrections on the diagonal term in the determinant. The sum of all diagrams, multiplied by the diagonal term, is the total correction.
Chapter 5

CONVOLVED CORRELATION AND CUMULANT APPROACH

In the original Nozières-De Dominicis (ND) formalism, the ground state valence electrons are renormalized so as to become effectively non-interacting particles. The effective core-hole potential is treated as a perturbation on the ground state. The XAS is then given by the Green’s function

\[ F(t' - t) = i \lim_{\tau \to t, \tau' \to t'} \langle 0 | c_x^\dagger(t') c_x(\tau') c_x^\dagger(\tau) c_x(t) | 0 \rangle \]  

(5.1)

where \( c_x^\dagger \) creates a photoelectron and \( c_x \) creates a core hole. This describes a core hole being created at time \( t \), a photoelectron being created at a small time \( \tau \) later, then the system propagates until time \( \tau' \) when the photoelectron is annihilated and soon after the core hole is annihilated at \( t' \).

Furthermore, the full Green’s function \( F \) can be split into two parts, the core-hole Green’s function \( g_c \) which includes the valence electrons’ reaction to the core hole, and the transient Green’s function \( G \) which contains information for the photoelectron evolving under an effective core-hole potential.

We present a few distinct methods to calculate \( F \). Conceptually, the simplest is to calculate the \( F \) directly in real time using a determinantal time-correlation method. In this chapter we do not allow the electrons to interact. The determinantal method can also treat interacting electrons, however this presents its own practical complications which are discussed in Appendices C and D. Another method is to split the determinantal correlation function as in Eq. (4.15). In this method we may include interactions by calculating an approximation to \( G \) using the the time-correlation approach, and \( g_c \) using a cumulant expansion which takes as input the time dependent density response to the core hole. We may obtain the time dependent density using TDDFT, and calculate our approximation to \( G \) using the KS states from KS TDDFT.
5.1 Initial state

In all real-time methods discussed below, we begin by forming an initial state, then we evolve to obtain various time series from which we extract the spectrum. The initial state is created from a combination of valence electron and photoelectron initial states.

Within the original formulation of ND, the valence electrons are in the ground state when the core hole and photoelectron are created. Therefore in following ND we create an photoelectron orthogonal to the occupied states of the ground state Hamiltonian. The photoelectron state is then

\[ |\psi_x(0)\rangle = (1 - P^{\text{occ}})d|c\rangle \]  \hspace{1cm} (5.2)

where \(d\) is the dipole operator, which can have any polarization, and \(|c\rangle\) is the core state. We choose \(d\) to point in one of three orthogonal polarizations, and obtain three possible initial states. At the end of the calculation we average over the spectra for each polarization.

5.2 Nozières-De Dominicis Formalism

5.2.1 Non-interacting determinantal method

By assuming the ground state Kohn-Sham wavefunctions represent electrons renormalized such that they are non-interacting, we obtain a many-body state that is the determinant of the occupied ground state Kohn-Sham stationary states. We then evolve the Kohn-Sham wavefunctions under an effective core-hole potential, defining the many-body state at each time as the determinant of the time-dependent Kohn-Sham wavefunctions. From the time-dependent determinantal state, we obtain the correlation function directly.

In detail we obtain the many-body state via

\[ |\Psi(t)\rangle = \det \{|\psi_i(t)\rangle\} \, . \]  \hspace{1cm} (5.3)

The set of \(\{|\psi_i(t)\rangle\}\) include the Kohn-Sham valence electrons and a photoelectron \(\psi_x\) given initially by

\[ |\psi_x(0)\rangle = d|c\rangle \]  \hspace{1cm} (5.4)
where $d$ is the dipole operator and $|c\rangle$ is the core-hole wavefunction. We evolve the time-dependent the Kohn-Sham wavefunctions under a screened core-hole potential $v_{c}^{FSR}$ obtained via a DFT SCF calculation with a core hole. This is the same SCF calculation as in the final-state rule. We full Hamiltonian we evolve under is $H_{0} + v_{c}^{FSR}$, where $H_{0}$ is the ground state Kohn-Sham Hamiltonian.

$$|\psi_{i}(t)\rangle = e^{-i(H_{0}+v_{c}^{FSR})t}|\psi_{i}(0)\rangle$$

(5.5)

The full Green’s function can be obtained via

$$F(t) = i\langle \Psi(0)|\Psi(t)\rangle$$

$$= i \det_{ij} \langle \psi_{i}(0)|\psi_{j}(t)\rangle$$

(5.6)

The spectrum is the imaginary part of the Fourier transform

$$\mu(\omega) = \Im F(\omega)$$

$$= \Re \int_{-\infty}^{\infty} d\omega e^{i\omega t}\langle \Psi(0)|\Psi(t)\rangle.$$  

(5.7)

Note that we may also obtain the core-hole Green’s function $g_{c}$ simply by omitting the photoelectron $\psi_{x}$ from the determinant $\Psi$. Let us call this determinant $\Psi_{val}$. Then

$$g_{c}(t) = i\langle \Psi_{val}(0)|\Psi_{val}(t)\rangle.$$  

(5.8)

Note that in this method, once we assume the particles evolve under a non-interacting Hamiltonian, as ND does, then the correlation method described here contains no further approximations. The only choices made are what to use for the non-interacting Hamiltonian, and what the initial states are.

### 5.2.2 Separate Green’s functions method

In the original ND formalism, the full Green’s function calculated in frequency space by splitting into a core hole Green’s function $g_{c}$, which contains interactions between the valence electrons and the core hole, and a transient Green’s function $G$, which contains the photoelectron’s interaction with the screened core hole. As discussed in Chapter 4, we adapt the ND equations to TDDFT KS states.
Formally, we take the core-hole Green’s function $g_c$, the transient Green’s function $G$, the total Green’s function $F$, and XAS $\mu$ as given by

$$g_c(t) = i \langle 0 | e^{iHt} c_1^\dagger e^{-iHt} c_1 | 0 \rangle$$

$$= e^{iE_0t} \langle 0 | c_1^\dagger e^{-iHt} c_1 | 0 \rangle$$

(5.9)

$$G(t) = \langle c|d|^\dagger P e^{-iH't} P d| c \rangle$$

(5.10)

$$F(t) = i \langle 0 | e^{iHt} c_1^\dagger c_2 e^{-iHt} c_1^\dagger c_2 | 0 \rangle$$

$$\approx g_c(t) G(t)$$

(5.11)

$$\mu(\omega) = \Im \frac{1}{\pi} \int_0^\infty dt F(t)$$

(5.12)

where $|0\rangle$ is the ground state oscillating with energy $E_0$, $d$ is the dipole operator $P$ is the projector onto unoccupied orbitals of the ground state, and $H'$ is the single particle Hamiltonian with an effective core hole potential. Whereas ND use a non-interacting Hamiltonian, we use the KS TDDFT Hamiltonian for $H'$.

In ND, the interactions between the valence electrons and photoelectron are renormalized out, so they are effectively non-interacting. In this way the Green’s functions do not interact and the total Green’s function can be expressed as a convolution of the core hole and transient Green’s functions. In our case we make the approximations that the photoelectron has no effect on the valence electrons, while the valence electrons only affect the photoelectron via an effective static screening.

We obtain the core hole Green’s function via a cumulant expansion, and the transient Green’s function via a time-correlation function. It is interesting to note that we observe a small amount shake-down in the transient Green’s function, which represents the photoelectron mixing with the valence electrons. This shake-down shows up in the final, convolved spectrum for XAS as peaks below the edge, and is an error in the ND-like approximation which allows the photoelectron and valence electrons to occupy the same orbital. If we enforced Fermi statistics, the shake-down of the photoelectron would require the shake-up of a valence electron, and the resulting peaks would show up at or above the edge in the XAS.

Although within the ND formalism, the transient and core hole Green’s functions must be
entirely independent for them to be separable, we have explored using TDDFT to obtain the transient Green’s function. This is because if the approximation that the Green’s functions are independent is valid, then the effect of TDDFT will be only to add an effective screening which quickly becomes nearly static. Our calculations of $G$ with TDDFT versus final-state screening of the core hole are approximately the same, and therefore it appears that within our approximations, $G$ is approximately independent of $g_c$, and furthermore the TDDFT screened core hole is approximately the same as the final-state screened core hole.

5.3 Cumulant expansion of core-hole Green’s Function

The “dressed” core-hole Green’s function, $g_c$, contains the bare Green’s function plus plasmons which are created by interactions of the valence electrons with the bare core-hole. The bare core-hole Green’s function $g_c^{(0)}$, in following ND, is taken to be structureless and simply oscillates at a single frequency.

In the linear response regime, we may expand the core-hole Green’s function $g_c$ in terms of the cumulant $C(t)$ and bare core-hole Green’s function $g_c^{(0)}$ according the following equations

$$\beta(\omega) = \frac{\omega}{\pi} \int_0^\infty dt e^{i\omega t} \int d^3x v_c(t)(\rho(t) - \rho(0))$$

(5.13)

$$C(t) = \int_{-\infty}^\infty d\omega \beta(\omega) \frac{e^{i\omega t} - 1}{\omega^2}$$

(5.14)

$$g_c(\omega) = \int_0^\infty g_c^{(0)}(t)e^{C(t)}e^{-i\omega t} dt$$

(5.15)

$$g_c^{(0)}(t) = i\theta(t)e^{i\epsilon_c t}$$

(5.16)

where $\theta(t)$ is zero for $t < 0$ and one elsewhere, and $\epsilon_c$ is the core level energy. See eq. 44. of reference [34]. The imaginary part of $g_c(\omega)$ is the valence-band shake-up spectrum which corresponds roughly with XPS.

In practice we remove the average from $\int d^3x v_c(t)(\rho(t) - \rho(0))$ before taking the transform. This allows us to enforce that the integrand for $C(t)$, $\beta(\omega)(e^{i\omega t} - 1)/\omega^2$, is zero at $\omega = 0$, so that the expression is well behaved.

Note that $\int d^3x v_c(t)(\rho(t) - \rho(0))$ is a cosine series. This is because the sudden onset of the core hole enforces a boundary condition which implies the time series is described
by the a superposition of cosines, and contains no sines. Intuitively it is akin to holding a system in an unrelaxed position and suddenly letting go.

The Cumulant expansion is derived from the linked cluster theorem, which implies

\[ g_c(t - t') = g_c^{(0)}(t - t') e^{C(t-t')} \]  

(5.17)

where \( C(t) \) is the sum of all diagrams which would be linked when all instances of the bare core-hole propagator \( g_c^{(0)} \) are removed. In our case there is only one such “linked” diagram in \( C(t) \), which represents the plasmon propagator.

We obtain the density to calculate \( \beta \) via TDDFT with a Crank-Nicolson propagator. This method is closely based on the method developed by Takimoto et al. for real-time TDDFT optical response [2].

Note that our expression for \( C(t) \) only applies within linear response with respect to core-hole strength. In particular, the factor \( \beta(\omega) \) which appears in \( C(t) \) would need to be replaced with a more general form when outside of linear response. To calculate \( \beta \) within linear response, we add a scaling factor \( \lambda \) to the core-hole potential. Then we scale up \( \beta \) by \( 1/\lambda^2 \). \( \rho(t) \) is calculated using RT-TDDFT. Note that we scale by \( 1/\lambda^2 \) since both \( \delta v \) and \( \delta \rho \) are linear in \( \lambda \).

\[ \delta \rho(t) = \lambda (\rho(t) - \rho(0)) \]  

(5.18)

\[ \delta v = \lambda v_c \]  

(5.19)

\[ \Rightarrow \beta(t) = v_c (\rho(t) - \rho(0)) \]  

(5.20)

\[ = \delta v \delta \rho(t)/\lambda^2 \]

To obtain the XAS spectrum, \( g_c \) must be convolved with the photoelectron Green’s function \( G \).

5.4 Core-hole potential

When adding a core-hole, we may either leave the core electron in place and simply introduce an effective core-hole potential to the system, or actually remove the core electron. Calculationally it is more convenient to add an external potential, since we already use such an external potential to calculate \( \beta \). Removing the core electron introduces complications
with PAW as described below. We have tried both methods for calculating the transient
Green’s function and found the differences to be small.

When applying the external potential, the potential is integrated against the pseudo
wavefunctions and the core correction partial waves. The integration against pseudo wave-
functions is straightforward since the pseudo wavefunctions are on a cartesian grid. The
integration against core correction partial waves must be handled separately for each atom.
The core correction partial waves are expressed as a combination of spherical harmonics, so
the potential is also expanded in spherical harmonics to perform the integration. For the
atom which has the core hole, the expansion is trivial since the effective core-hole potential
is spherically symmetric. For off-site atoms, the potential is expanded in an a Taylor series
to first-order about the site. This appears to be a sufficient approximation because we have
found in calculations of $\beta$ that the zero order contribution is dominant in the shape of the
spectrum. This is confirmed by a quick estimate of the strength of the second-order term
relative to the zero-order term. The PAW cutoff for Carbon is $1.14a_0$\(^1\) while the distance
between two Carbon atom nuclei is at least about $2.65a_0$. This means for a $1/r$ potential,
the second order terms are at most $\frac{1}{2} \left( \frac{1.14}{2.65} \right)^2$, or about 0.09 times the zero order term,
which is itself $1/2.65$ Hartree. This is further reduced by the size of the d-character PAW
correction, which is small since d-waves have little overlap with the core.

An alternate method for adding a core hole is to actually remove a core electron, resulting
in a change in the PAW setup. A PAW setup contains a set of pseudo and all-electron partial
waves. Since a core electron is removed, this means a new set of pseudo and all-electron
partial waves need to be constructed. When changing the PAW setup, one must also
be careful to correct for the fact that given an all-electron wavefunction, its pseudized
counterpart wavefunctions with the first PAW setup may not be the same as with the
second setup. Therefore the wavefunctions need to be re-pseudized. Writing the PAW
reconstruction relation for both PAW setups,

$$|\psi\rangle = T_1 |\tilde{\psi}_2\rangle$$ (5.21)

$$|\psi\rangle = T_2 |\tilde{\psi}_2\rangle$$ (5.22)

\(^1\) $a_0$ is the Bohr radius. Its value is 0.529 Å.
where $T_1$ and $T_2$ are the PAW correction operators. We need to calculate

$$|	ilde{\psi}_2\rangle = T_2^{-1} T_1 |\tilde{\psi}_1\rangle.$$  \hfill (5.23)

Expanding,

$$T_2^{-1} T_1 = \sum_{ij} \left[ 1 + \left( |\tilde{\phi}_2i\rangle - |\phi_2i\rangle \right) \langle p_{2i}| 
+ \left( |\phi_1i\rangle - |\tilde{\phi}_1i\rangle \right) \langle \tilde{p}_{1i}| 
+ \left( |\tilde{\phi}_2i\rangle - |\phi_2i\rangle \right) \langle p_{2i}| \left( |\tilde{\phi}_1j\rangle - |\phi_1j\rangle \right) \langle \tilde{p}_{1j}| \right].$$  \hfill (5.24)

A possible pitfall of this approach is that the re-pseudized wavefunction may not be as smooth, and so smaller grid spacing will be needed to converge the calculation. Additionally, inverting the PAW correction operator is a complicated process.

### 5.5 Equivalence to first-order perturbation theory

As a check and to see how things go, we expand the determinantal method and the cumulant method to first order in perturbation theory, assuming absolutely no interactions between electrons, not even via a time-dependent density-functional potential. For simplicity let us ignore the spin of the electrons. We may fill in the appropriate factors of two later. Also, let us assume the system has a gap. This allows us to ignore degenerate eigenstates because all first order particle-hole excitations will be between eigenstates of different energies. The unperturbed Hamiltonian $H_0$ and perturbed Hamiltonian $H'$ are

$$H_0 = H_{KS}[\rho(0)]$$

$$H'(t) = H_0 + v_c \theta(t),$$  \hfill (5.25)

where the perturbation $v_c$ is chosen to be a small potential representing the core-hole.

Notice that the density argument to the KS Hamiltonian $H_{KS}$ is the density at time $t = 0$, which the particles are truly non-interacting in the sense that they have absolutely no effect on each other. It must be emphasized that here “absolutely non-interacting” is distinct from the sense of “non-interacting” from the literature on KS TDDFT. In KS TDDFT the particles in fact interact indirectly through an external potential which is a functional of the time-dependent density. In the “absolutely non-interacting” system of this section, even the indirect interaction via the external potential is absent.

Since we are only interested in checking that the determinantal and cumulant methods agree for the absolutely non-interacting system, the perturbing potential does not need to be physically accurate.
i.e. the ground state density. The non-interacting perturbed Hamiltonian $H'$ is not updated when the density changes.

For convenience, let

$$V_{ij} = \langle i|v_c|j \rangle$$

(5.26)

where $v_c$ is the core-hole potential, and $\{|i\}$ are the ground state single particle eigenstates. Since we have a non-interacting system, the many body ground state is

$$|\Psi_g\rangle = \det_{i \leq f} \{|i\},$$

(5.27)

where $i$ runs over single particle eigenstates below $f$, the Fermi level. The system starts in the ground state of $H_0$, then each electron evolves under the perturbed Hamiltonian $H'(t > 0) = H_0 + v_c$.

$$|\Psi'(0)\rangle = |\Psi_g\rangle$$

(5.28)

$$|\Psi'(t)\rangle = \det_{i \leq f} |\psi'_i(t)\rangle$$

(5.29)

$$|\psi'_i(t)\rangle = e^{-iH't}|i\rangle$$

(5.30)

Let $|n^{(1)}\rangle$ be an eigenstate of the perturbed Hamiltonian, to first order in $v_c$. Expanding the overlap between an eigenstate of the perturbed Hamiltonian $H'(t > 0)$ with an eigenstate of the ground state Hamiltonian to first order in $v_c$ yields

$$\langle n^{(1)}|m \rangle = \delta_{nm} + \sum_{n \neq m} \frac{V_{nm}}{\epsilon_n - \epsilon_m}$$

(5.31)

therefore

$$|\psi'_i(t)\rangle = |i\rangle e^{-i\epsilon_it} + \sum_{j > f} \frac{V_{ji}}{\epsilon_j - \epsilon_i} |j\rangle e^{-i\epsilon_jt}.$$  

(5.32)

The first-order excitations must be to states $j > f$ due to Fermi statistics. This will be useful for expanding both the determinantal and cumulant forms.
5.5.1 Cumulant

Let us first focus on expanding the cumulant in perturbation theory. The main part is the response.

\[
\int d^3x V(x) \delta \rho(x, t) = \sum_{i \leq f} \left( \langle \psi_i'(t)|v_c|\psi_i'(t) \rangle - \langle \psi_i'(0)|v_c|\psi_i'(0) \rangle \right)
\]

\[
= \sum_{i \leq f} \langle i|e^{i\epsilon_i t}v_c \left( \sum_{j > f} \frac{V_{ij}}{\epsilon_j - \epsilon_i} |j\rangle e^{-i\epsilon_j t} \right) + h.c. + \text{const}
\]

\[
= \sum_{i \leq f,j > f} \frac{|V_{ij}|^2}{\epsilon_j - \epsilon_i} e^{-i(\epsilon_j - \epsilon_i)t} + h.c. + \text{const}
\]

Let us drop the constant term and the Hermitian conjugate term, which is what is done in practice when calculating the spectrum. Now we may expand the spectrum \( \Im g_c/\pi \), expressed in terms of the cumulant, to first order.

\[
\text{XPS}_{\text{cumulant}} = \frac{\beta(\omega)}{\omega^2}
\]

\[
= \frac{1}{\pi \omega} \int dt e^{i\omega t} \theta(\omega) \int d^3x V(x) \delta \rho(x, t)
\]

\[
= \sum_{i \leq f,j > f} \frac{|V_{ij}|^2}{\omega^2} \delta(\omega - (\epsilon_j - \epsilon_i))
\]

5.5.2 Determinant

In taking determinantal states in linear order in \( V^2 \), note that to this order the determinantal excited states can only have a single particle-hole excitation.

Consider an excited determinantal state containing a single excitation from level \( |m'\rangle \) to \( |n'\rangle \),

\[
|\Psi'_{mn}\rangle = \det_j \{|j'\}\},
\]

where \( j \) runs over \( n \) and all states below the Fermi level, except \( m \). We have, up to an overall sign, and retaining only terms up to linear order in \( v_c \),

\[
\langle \Psi_g | \Psi'_{mn} \rangle = \det_{i,j} \langle i|j' \rangle
\]

\[
= \langle m|n' \rangle
\]

\[
= \frac{V_{mn}}{\epsilon_n - \epsilon_m}.
\]
Many factors reduce to unity since $\langle k|k' \rangle = 1$ for any level $k$. Also, the determinant has many terms which contain factors

$$\langle m|k'\rangle\langle k|n' \rangle$$

where $k \neq m$. These terms are second order in $v_c$ so we neglect them.

The spectrum is

$$\text{XPS}_{\text{determinantal}} = \sum_{m \leq f, n > f} |\langle \Psi_g|\Psi_{mn}' \rangle|^2 \delta(\omega - (\epsilon_n - \epsilon_m))$$

$$= \sum_{m \leq f, n > f} \frac{|V_{mn}|^2 \delta(\omega - (\epsilon_n - \epsilon_m))}{\omega^2},$$

where the pair $(m,n)$ runs over all possible particle-hole pairs. The above shows that the determinantal overlap reduces to a single-particle overlap. I showed earlier that the cumulant has the same form. Therefore it follows the determinantal and cumulant methods are the same to first-order perturbation in $V^2$.

A calculation using a benzene system with a small bare core-hole, and with non-interacting electrons, shows that the three methods agree (see Fig. 5.1). The core hole is gaussian shaped, $\sigma = 1$ Bohr, with height 0.02 Hartree/e at the center.

5.6 Core-hole green’s function compared with XPS

The core-hole Green’s function contains the reaction of the valence electrons to the creation of the core-hole. It is modeled via the core-hole response $\beta$ and a first order cumulant expansion. The response $\beta$ roughly corresponds with a weighted average of EELS over momentum transfer $q$, while the core-hole Green’s function roughly corresponds with XPS. In comparing with EELS and XPS, it is important to remember that certain features cannot be modeled within our approximations. Our core-hole response models plasmons well, but it will not give extrinsic losses in EELS, nor will it have the multiple excitations of the same plasmon which show up EELS. In addition, our calculation of $\beta$ relies on TDDFT with PBE functional and therefore is subject to the limitations of that technique. For example, charge transfer excitations usually are not well described.

In Figs. 5.2 and 5.3, we compare the $C_{60}$ spectrum calculated via the cumulant to experiment [88]. We see that the plasmon at 5 eV and the large plasmon at about 34
Figure 5.1: Benzene shakeup spectrum with non-interacting electrons. The core-hole potential is a gaussian well, $\sigma = 1$ Bohr, with height 0.02 Hartree/e. Note that the quasiparticle peak in this figure goes up to an intensity of $1.2\ eV^{-1}$ in the XPS show up in $\beta$. However, once we calculate the XPS, the large plasmon is suppressed and becomes much lower than the experiment. This may be in part due to the large experimental background that probably contains losses not accessible by our methods. I have plotted the results for a scaling factor $\lambda$ of 0.05. $\beta$ has been scaled back up by the corresponding amount before using it to calculate $g_c$. Note that the intensity scale is absolute and the imaginary part of $g_c$ integrates to 1. To aid the eye in comparing with XPS, have also plotted the imaginary part of $g_c$ versus XPS with background subtraction in Fig. 5.3. The background is a rough estimate of extrinsic contributions to XPS.
Figure 5.2: C$_{60}$ $g_c$ and $\beta$ compared with experimental XPS. The XPS is scaled to match $g_c$. $g_c$ has been broadened such that the quasiparticle peak matches experiment. $\beta$ has been scaled by 0.05 and reflected about 0 eV to show the correspondence to plasmons in XPS. The low energy plasmon at about 5 eV matches well with experiment. The large plasmon peak at 34 eV in the experiment is reproduced in $\beta$ but becomes suppressed in $g_c$. Much of the difference in intensity is likely due to the lack of non-linear and extrinsic effects in the theory.

In Fig. 5.4 we compare the cumulant approach to graphite XPS experiment [89]. The plasmons at -7 eV and -30 eV in XPS show up in our calculation of $g_c$, but at a much lower in intensity. This is perhaps because in graphite much of the plasmon intensity is caused by the photoelectron exciting the valence electrons, our calculation of $g_c$ does not
Figure 5.3: C$_{60}$ $g_c$ and $\beta$ compared with experimental XPS, with background removed. The background, in black, is estimated to mostly consist of extrinsic contributions, which tend to increase with energy.

include. There is also a large asymmetry of the quasi-particle peak which suggest some very low energy plasmons. $g_c$ shows a plasmon at about -3 eV which may explain a part of the asymmetry in the quasiparticle peak. Our calculation is not accurate at low frequencies, since these require very long simulated time intervals compared to the largest allowable time step. Since the fastest oscillating plasmon frequencies are at about 130 eV, this requires a time step of about 10 as. The loss of accuracy at frequencies of absolute value at or below 1 eV can be seen in slightly negative values of $\beta(\omega)$ at this point (not shown). This limitation of our calculation also applies to C$_{60}$, however in that system the system does not appear
Figure 5.4: Graphite spectrum $\Im g_c$ compared with experimental XPS [89]. The experiment has been scaled, and the calculated spectrum broadened such that the quasiparticle peaks match. The total spectral weight of $\Im g_c$ is 1. The low energy plasmons at about 7 eV match well with experiment. The large plasmon peak at 30 eV in the experiment shows up clearly in our calculation but at a much reduced intensity. Much of the difference in intensity is likely due to the lack of non-linear and extrinsic effects in the theory.

to have such low energy plasmons.

Recalling that our expression for XPS only applies to the linear response regime, it is important to test that $\beta$ is indeed within the linear regime. We see in Fig 5.5 that it is approximately in the linear regime up to a strength of $\lambda = 0.2$, but when we go to $\lambda = 1.0$ such that the simulated core-hole matches the physical core-hole strength, $\beta$
begins to show some non-linear effects, although the spectrum does not differ drastically as a whole. The non-linearity can also be seen by calculating the total satellite weight $a$. It goes from 0.72 at $\lambda = 0.05$ to 0.73 at $\lambda = 0.2$ to 0.87 at $\lambda = 1.0$. Therefore, $\beta$ does remain approximately within the linear regime. However, the non-linearity does have a significant effect on the intensity of the low energy plasmon peaks. For example, the plasmon at 2 eV is the most prominent plasmon in the XAS. Therefore, the non-linearity possibly introduces significant error in the calculation of XAS. In the next chapter I discuss obtaining XAS without assuming linear response. One final consideration for the $a$ values is that they are unexpectedly high. The total satellite intensity is equal to $1 - e^{-a}$. The satellites generally
appear to have too much intensity in our calculations. This requires further study.

In Fig. 5.6 the RTXS calculation of condensed Si $\beta(\omega)$ produces closely the EELS experiment [90] plasmon peak at about 17 eV. It is slightly closer to the experiment than RT-SIESTA. In both calculations a core hole with a shape of $1/r$ capped at 1 Bohr was used. This is because RT-SIESTA uses the pseudopotential method and does not model the core region accurately.

Figure 5.6: Silicon $\beta$ compared with RT-SIESTA and experimental EELS. Both calculations agree closely with experiment on the plasmon peak at 17 eV.
5.7 Time-correlation method for calculating transient Green’s function

In our single particle approximation to the transient Green’s function, we include only single particle amplitude for the photoelectron to evolve into any orbital. For example, if the photoelectron evolves into an orbital below the Fermi level, we do not include the amplitude factors from requiring that a valence particle-hole pair has been created. In our calculations, the amplitude of the photoelectron filling a valence hole can be seen as small spurious pre-edge peaks.

In the ΔSCF approximation, the XAS is given by

\[ \mu(t) = \frac{1}{\pi} \int_0^\infty \! dt \exp(i\omega t) \langle \psi_+(0) | \psi_+(t) \rangle \]  

(5.39)

The initial state \( \psi_+(0) \) is given by the dipole operator \( d|c\rangle \), projected onto unoccupied ground states.

In traditional methods, an ambiguity exists as to the single particle Hamiltonian we should evolve under to obtain \( \psi_+(t) \). In the final-state rule, we use the Kohn-Sham Hamiltonian with a fully-screened core-hole, and the initial state is created by projecting out occupied states of this final-state Hamiltonian. Note that as discussed above, we project out the occupied states of the ground state Hamiltonian when following the ND formalism.

5.7.1 XAS results

We compare with experimental and theoretical results for \( C_{60} \), graphite, and diamond. We have chosen to study \( C_{60} \) and graphite in particular because they have been studied using a Mahan-Nozières-De Dominicis approach by Wessely et al. Their calculation is performed in frequency space with VASP as the DFT engine \[36\]. Wessely et al. approximate the effective core-hole potential using adiabatic screening\[4\]. Additionally they use effectively non-interacting electrons\[5\] and their method does not make use of TDDFT or real-time

\[\text{Note that the approximation of an adiabatically screened effective core-hole potential is a subtly distinct approximation from the final-state rule, in which the valence electrons are adiabatically relaxed after the creation of the core hole. See the original ND formulation} \text{[14]} \text{and Eq. (14) of Wessely et al.} \text{[36].}\]

\[\text{The electrons in the approach of Wessely et al. do not interact with a Kohn-Sham time-dependent external potential. See Eq. (1) of Wessely et al.} \text{[36].}\]
dynamics. When Wessely et al. compare their results with MND dynamics to the final-state rule, they find a significant improvement in intensities. We obtain a similar improvement over the final-state rule.

Figure 5.7: $C_{60}$ XAS compared with Wessely et al. and experimental XAS. Convolving with $g_c$ improves agreement with experiment slightly. There is a significant improvement over the adiabatically relaxed final-state rule (FSR) in both our’s and Wessely’s calculations.

In Fig. 5.7, we compare our calculations for $C_{60}$ XAS with experiment and Wessely et al. The experiment is for gas phase $C_{60}$ [88]. Most of the features of the spectrum are due to the transient Green’s function. Whether we use TDDFT, or fix the valence density at the final-state density, we obtain similar results. Only the results with TDDFT are shown. If the calculation is run for long enough of a total time interval, the TDDFT calculation begins to show negative regions in the spectrum. These negative regions do not show up at the level of broadening that matches experiment, however this is indicative of the errors in
Our approximations.

There is a significant improvement over the final-state rule in both our’s and Wessely’s calculations. The nature of the specific corrections to the intensities is also very similar. The intensities of the second, third, and fourth peaks show similar reductions. It is interesting to note that in our calculations the core hole is screened via the relaxation of interacting valence electrons under TDDFT while Wessely et al. instead use an adiabatically screened effective core-hole potential. Therefore similar corrections are arrived at via two different approaches.

In convolving the core-hole Green’s function with the photoelectron Green’s function to obtain the XAS, we see that the core-hole Green’s function improves the agreement with experiment slightly. The peaks at 2.2 eV and 4 eV are slightly intensified.

Figure 5.8: Graphite XAS compared with Wessely et al. and experimental XAS. Including dynamics improves the intensities over the final-state rule in both theoretical curves.
In Fig. 5.8 we compare our calculations for graphite XAS with experiment [91] and Wessely et al. For graphite, we again see a large improvement in intensities compared with the final-state rule, similar to what Wessely et al. see in their calculations. The reduction in intensity seen in Wessely et al.'s calculations for the σ∗ peak at 7 eV is reproduced in our calculations.

![Graph showing XAS comparison](image)

Figure 5.9: Diamond cluster XAS with TDDFT transient Green’s function compared with final-state rule and experimental XAS. Core-hole dynamics does not change the spectrum significantly. This diamond cluster is the same 48 carbon atom cluster with hydrogen caps as in previous calculations.

For diamond, we do not find a significant improvement over the final-state rule when introducing core-hole dynamics. However, the region of negative spectrum which shows
up in the transient Green’s function indicates we may need a better approximation for the transient Green’s function in diamond.

5.8 Conclusions

We have developed real-time methods based on the ND formalism to include core-hole dynamics in the calculation of XANES. Our convolved correlation-function and cumulant-expansion method allows the valence electrons to relax in real time and dynamically screen the core-hole. The improvement in XANES follows closely that shown in Wessely et al., who used the MND formalism with an adiabatic approximation for the screening in the effective core-hole potential.

We are also able to analyze the effects of valence-electron core-hole dynamics separately. It appears that including core-hole dynamics of the valence electrons improves agreement with experiment in C\textsubscript{60}, and is significant in understanding XANES. However, our approach here is limited by containing only intrinsic effects, and we work only within the linear response regime. We have estimated that non-linear effects are most significant in the near edge region, so methods which include non-linear effects should be developed. Also we have used XPS to estimate the accuracy of our calculation of the core-hole Green’s function \( g_c \), and while we find a close correspondence with the calculated plasmon frequencies and the experimental plasmon frequencies, we find a large amount of intensity differences, increasing with energy. This difference is estimated to be mostly due to extrinsic effects, with some part due to non-linear effects.

We have taken a first step into real-time core-hole dynamics, and found that we can model some new physical effects which appear to be significant in understanding XANES and XPS. Our studies also indicate effects due to extrinsic and non-linear core-hole dynamics are significant. It will be interesting to see how incorporating these effects elucidates the electronic structure of XANES.
We have developed a general and practical real-time method for modeling dynamics in X-ray spectroscopy. We have reproduced previous linear XAS MND calculations by Wessely et al. It is interesting that we obtain similar results without requiring the assumption of adiabatic screening and effectively non-interacting electrons once the screening has occurred. In our model, the screening of the core hole is dynamic and comes about from the evolution of interacting electrons modeled via TDDFT.

Furthermore, our method can be used in more demanding experimental setups for time dependent X-ray spectroscopy. In this way we may explore regimes where there exist no useful approximations for static methods. For example, we may pump the system with an arbitrary potential in real time before creating the core hole and photoelectron. We may also create multiple core hole and photoelectron pairs, at times of our choosing. Other possible extensions include time dependent X-ray emission and Auger emission.

These developments will aid theory to join experiment in the exploration of dynamics in electronic structure. They may be especially relevant for experiments made possible with the recently developed XFELs.
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Appendix A

WHERE TO FIND THE FILES

The RTXS software package contains the code written for this thesis. It includes the main body of code, a modified version of GPAW, and analysis tools and libraries. It can be found at the RTXS webpage.

- RTXS webpage.

http://staff.washington.edu/ajylee/rtxs
Appendix B

RTXS SOFTWARE PACKAGE

The RTXS package implements the real-time methodologies for calculating XAS and XPS that are the subject of the thesis. The package consists of Python code and can be used via a command-line interface or a scripting API. This appendix begins with an overview of version 1.0 of the RTXS package, describes the command-line interface, provides example parameters, describes the scripting API, and finally describes the parameters that control RTXS. Both the command-line interface and scripting API allow the user to read in the same parameters. This allows the user to use the command line for standard tasks and the scripting interface for custom tasks while maintaining consistency. RTXS also provides tools for post analysis.

B.1 Overview

RTXS is based on GPAW [106, 107, 108], which itself is based on the Atomic Simulation Environment (ASE). Much of the code in RTXS revolves around manipulating ASE and GPAW objects, which are coded in Python. Additionally, the RTXS package and interface was made with GPAW conventions in mind.

The main objects in GPAW are the so called “calculator objects.” Under GPAW naming conventions, the DFT SCF calculators are members of the class `GPAW`, while the TDDFT calculators are members of the class `TDDFT`. (The naming scheme is due to the fact that originally GPAW could only do DFT calculations, and the TDDFT capability was added later.) Since RTXS manipulates these calculator objects internally to perform calculations, it will be helpful to keep this in mind when learning to use RTXS. Some of the parameters given to RTXS are directly passed on as initialization parameters for the calculator objects. It will be helpful to refer to GPAW documentation on the `GPAW` and `TDDFT` classes to understand the use of these parameters and the details of the calculations that RTXS
performs.

The RTXS package is distributed with several external subpackages, and an install script. The main parts are a modified version of GPAW and the code in the \texttt{rtxs/} subdirectory. After installation, refer to the examples subdirectory to find a C60 example. Within the example you will find the \texttt{params.py} file and the \texttt{xyz} file. In general these are the only files you need to begin a calculation. Run the calculation with the following commands.

\textbf{B.2 Command line interface}

\begin{verbatim}
rtxs setups
rtxs scf
rtxs seeds
rtxs evolve
\end{verbatim}

Multiple steps can be run in one line, like below.

\begin{verbatim}
rtxs setups scf
\end{verbatim}

You can also run

\begin{verbatim}
rtxs help
\end{verbatim}

for a brief description of each command.

The \texttt{setups} step creates the PAW setups (see official GPAW documentation). The \texttt{scf} step runs the ground state calculation. If you requested a core hole in a PAW setup, as opposed to modeling the core hole as an external field, the \texttt{scf} step also finds the ground state with a core hole. The \texttt{seeds} step generates the initial states. Finally, the \texttt{evolve} step runs the real-time TDDFT propagation.

\textbf{B.3 Scripting}

The main reason for scripting is to perform some custom calculation at each time step of the real time time evolution. This is achieved by providing a custom callback object to the time evolution. A callback class defines a \texttt{take\_a\_step()} method which is called at every step, and a \texttt{finalize()} method which is called at the end of time evolution. Both methods
take only the implicit self argument. RTXS provides the functions necessary for loading the outputs of the PAW setups generation, SCF, and initial state generation steps. Usage of the custom callback and the loading tools will become more clear in the provided example.

B.3.1 Example script

The following example script is a customized version of the evolve step. It runs the time evolution while outputting the determinantal correlation function for the valence electrons. You may define your own callback class in place of the CorrelationCallback class. Your custom callback needs only to have a take_a_step() method which is called at every step, and a finalize() method which is called at the end of time evolution. Both methods take only the implicit self argument.
import numpy as np

from rtxs.file_tools import gpw_dir, mkdir_if_necessary
from rtxs.td import td_params
from rtxs.external_potential import setup_standard_core_hole_vext
from rtxs.correlation import CorrelationCallback, one_body, many_body
import rtxs.td
import rtxs.generate_seeds

import gpaw.tddft
import gpaw.rtxs.options

def _setup_seed(td_calc):
    """NOTE: no paw conversion so compatible with MPI""
    many_body_seed = rtxs.td.get_init_kpt_u_from_calculator(
        td_calc, np.load(rtxs.generate_seeds.photoelectron_seed_fname))
    rtxs.td.copy_seed(many_body_seed, td_calc)

    ## Depends on params file
    td_calc = gpaw.tddft.TDDFT(rtxs.generate_seeds.td_calc_gpw_file(),
                                **rtxs.td.get_TDDFT_kwargs())

    _setup_seed(td_calc)

    setup_standard_core_hole_vext(td_calc, time_dependent_strength=lambda t: 1.0)

gpaw.rtxs.options.EVOLVE_HAMILTONIAN = False
mkdir_if_necessary('out')

delay_time = 1000.

_correlation_callback_g_c = CorrelationCallback(
    td_calc,
    correlation_type=many_body,
    filename='out/correlation_g_c.dat',
    delay=delay_time,
    with_unocc_photoelectrons=False)

if __name__ == '__main__':
    td_calc.propagate(td_params['time_step'], td_params['iterations'],
                      callbacks = [_correlation_callback_g_c])
B.4 Parameters (params.py)

The command line steps all depend on the parameters in the params.py file. This is actually a valid Python source file which defines variables that are recognized by RTXS. The variables and descriptions are as follows.

RTXS specific parameters

atoms
An ASE Atoms object. This defines the coordinates of the atoms in the system, and the boundary conditions. ASE has a rich set of functions for manipulating and creating Atoms objects. Refer to official ASE documentation for their use.

ch_strength
A string indicating the PAW core-hole strength at the core-hole site. Use "nch" for a zero-strength core hole, "fch" for full core hole. Set it to "xch" to indicate that the core-hole is modeled using an external potential (see "vext_strength"), instead of incorporating the core-hole in the PAW setup.

ch_site
The index of the atom which has a core hole. RTXS provides a convenience function for finding the centermost atom index, rtxs.atom_tools.centermost_idx(atoms).

constant_scf_hamiltonian
Whether to set the Hamiltonian to a constant for all times after the core hole is created. The Hamiltonian used will be the SCF Hamiltonian with the core-hole strength specified by ch_strength.

core_conversion
Boolean indicating whether to account for the change in PAW setups when introducing the core hole. This is not necessary if the core hole is modeled via an effective external potential.
core-hole_response
A boolean indicating whether to output the core-hole response during the evolve step.

correlation
The correlation to output in the evolve step. Choose between "G", "g_c", "F", or "all". You may also give a list of choices.

extrinsic
Boolean indicating whether to include the photoelectron density when calculating the KS density-functional external potential.

iterations
Number of iterations for the evolve step. The iterations times the time step is the total simulation time. Typical simulation times are about 40 femtoseconds.

photoelectron_nbands
Number of levels above the Fermi level for describing the photoelectron. The more levels included, the better the description of the photoelectron. (Internally, the GPAW calculator object’s nbands parameter will be set to nbands = -photoelectron_nbands.)

time_step
Time step, in attoseconds, for the evolve step.

vext_strength
A scalar function of time (attoseconds). Scales the external core-hole potential. Default is lambda t: 1.0, i.e. full strength for all times after time t = 0. This only applies when setting ch_strength = "xch".
In addition to the above parameters, you may also include the following standard GPAW SCF and TDDFT calculator parameters. These are all optional and may be omitted from the `params.py` file.

**Standard GPAW parameters**

- **xc**
  
  String indicating the XC functional. I recommend `xc="PBE"`.

- **h**
  
  Float indicating grid spacing in angstroms. Used in both SCF and TDDFT calculators. Typical values are 0.2 to 0.35.

- **maxiter**
  
  Maximum number of SCF iterations. The default is usually enough.

- **eigensolver**
  
  Eigenvector solver for scf loop. If the SCF loop does not converge, try “cg” for conjugate gradient.

- **kpts**
  
  Tuple of integers indicating K-Points used in both the SCF and TDDFT calculations. Example: `(1, 1, 1)`.

- **solver**
  
  Optional. String indicating matrix inversion solver for time evolution. If the numerical time evolution has convergence problems, try `solver = "BiCGStab"`.

**B.5 Analysis tools**

The analysis tools are in the `rtxs.fourier_tools` and `rtxs.analyze_beta` modules. These modules are for analyzing correlation functions and $\beta(t)$, respectively.

The correlation analysis tools rely on the `Dataset` class defined in `rtxs.data`.

The main functions of interest are
rtxs.fourier_tools.load_correlations(filename)

Loads a correlation function time series from a file. the output is a Dataset.

rtxs.fourier_tools.spectrum(dataset)

Fourier analyzes the time series to give a spectrum. Input is a Dataset, outputs a Dataset.

rtxs.analyze_beta.transform_beta.spectrum((time, response))

Fourier analyzes the time series to give $\beta(\omega)$.

rtxs.analyze_beta.spectrum_from_beta(omega, beta)

Obtain the spectrum from $\beta(\omega)$.

The Dataset class contains some useful methods. One can also extract the data as a numpy array, via the properties Dataset.cols or Dataset.pts. The array obtained from the latter is the transpose of the former. Some of the most useful methods are

xscale(scale)

Scales the independent variable.

yscale(scale)

Scales the dependent variable(s).

xshift(shift)

Shifts the independent variable.

yshift(shift)

Shifts the dependent variable(s).

plot(**kwargs)

Plots the data. Takes the same arguments as matplotlib.pyplot.plot.
B.6 Sample calculation

The following sample `params.py` file and analysis script can be used in a quick calculation of the full Green’s function $F$ for an $H_2O$ molecule. It sets up the photoelectron with a projection onto unoccupied states of the ground state Kohn-Sham Hamiltonian. Then it evolves using the final-state Hamiltonian, which is calculated via relaxing the valence density under an external core hole potential.

Place the file in an empty directory, then run

```plaintext
rtxs setups
rtxs scf
rtxs seeds
rtxs evolve
```

After the calculation finishes, run the analysis script to produce the included sample output. The parameters are chosen for a fast calculation. For realistic parameters, see the GPAW tutorial at [https://wiki.fysik.dtu.dk/gpaw/tutorials/xas/xas.html](https://wiki.fysik.dtu.dk/gpaw/tutorials/xas/xas.html)
## Sample params.py for H2O (must be adjusted for a realistic calc)

```python
import ase, math as ma

# a, d, t only used to set var 'atoms', which is recognized by RTXS.
a = 5.0  # Cell size in angstrom. Should use 12.0 for more realistic calc.
d = 0.9575 # Bond length in angstrom.
t = ma.pi / 180 * 104.51

atoms = ase.Atoms('OH2',
                   [(0, 0, 0), (d, 0, 0), (d * ma.cos(t), d * ma.sin(t), 0)],
                   cell=(a, a, a))

atoms.center()

ch_site = 0
## fch, hch, nch, or xch, for full, half, no core hole, external pot core hole
ch_strength = 'xch'

xc='PBE'
photoelectron_nbands = 10

h=0.35  # grid spacing

core_conversion = False  # not necessary for external core hole
extrinsic = False
constant_scf_hamiltonian = True

correlation = 'F'

time_step = 10.0

iterations = int(20e3 / time_step) # end at 20 fs.
```
## plot_sample.py

```python
from rtxs.data import Dataset
from scipytools.plotting import prep_plot, plt
from rtxs.fourier_tools import spectrum_from_file as spec

prep_plot()

## Note ad-hoc shift of 650 eV to smooth correlation fn.
## Tried different shifts to get edge to be around 0.
spec('out/correlation_F.dat', shift=650).real().maxto1().plot()

plt.xlim(0, 15)
plt.xlabel('eV')
plt.ylabel('Intensity (arb. units)')
```

![Plot of intensity vs. energy](image.png)
Appendix C

TIME-SHIFTED CORRELATION METHOD FOR XPS AND XAS

The XAS and XPS can be calculated via a determinantal time-correlation approach. We focus on the Green’s function $F$ for XAS; the methods are readily adapted to the core-hole Green’s function $g_c$ for calculating XPS. We form the excited many-body Kohn-Sham state by taking a determinant of the Kohn-Sham single-particle states,

$$|\Psi'(t)\rangle = \det \{ |\psi'_i(t)\rangle \},$$  
(C.1)

where the index $i$ runs over valence electrons and the photoelectron\footnote{When calculating the core-hole Green’s function $g_c$ for comparison with XPS, the index $i$ runs over only valence electrons, i.e. we leave the photoelectron out from the determinant and the density.} The Kohn-Sham valence electrons $\psi'_{i\neq x}(t)$ are initialized to the ground-state valence states obtained via SCF. The photoelectron is initially $|\psi'_x(0)\rangle = n_x(1 - \mathcal{P}_{\text{occ}})d|c\rangle$, up to a normalization constant $n_x$, i.e. it is obtained by projecting $d|c\rangle$ onto states not already occupied by valence electrons, then normalizing. We let $\rho'(0)$ be the sum of ground-state density of the valence electrons and the photoelectron density,

$$\rho'(r,0) = \left( \sum_{i \neq x} |\psi'_i(r)|^2 \right) + |\langle r | n_x(1 - \mathcal{P}_{\text{occ}})d|c\rangle|^2.$$  
(C.2)

The Kohn-Sham states are evolved under the Hamiltonian

$$H'[\rho(t)] = -\frac{1}{2m} \nabla^2 + v_{\text{Hartree}}[\rho(t)] + v_{\text{XC}}[\rho(t)] + v_c,$$  
(C.3)

where $v_c$ is the effective core-hole potential. As previously shown, the full Green’s function becomes

$$F(t) = i \langle \Psi'(0)|\Psi'(t)\rangle$$
$$= i \det \langle \psi'_i(0)|\psi'_j(t)\rangle.$$  
(C.4)
The last determinant is simply a determinant of the overlap matrix.

Calculating the Green’s function $F(t)$ in Eq. (C.4) reveals this approximation is inaccurate, however. The spectrum has regions which are negative, as in the example for $C_{60}$ in Fig. [C.1]. This was discussed previously and can be explained by the fact that using two single-determinantal Kohn-Sham Hamiltonians to approximate the double-determinantal Kohn-Sham Hamiltonian does not accurately model the relative phase between the two determinants.

### C.1 Time-shifted correlation approximation

One method to recover a reasonable approximation to the true many-body correlation function from the TDDFT Kohn-Sham states is by waiting until the density becomes almost constant. This can happen in any system with a sufficiently large number of degrees of freedom, and without any pathological symmetries which might prevent the system from reaching such an equilibrium. For a detailed justification for shifting the correlation function, see Section [D.1]. From here on I shall refer to this method as the “time-shifted correlation method” or the “delayed determinantal method.”

The true many-body state evolves with a time-independent Hamiltonian after the X-ray absorption event at $t = 0$. Therefore, its time-correlation function after time $t = 0$ can be arbitrarily shifted to a starting time $t'$, as long as we only consider times $t > t'$. We have

$$|\Psi'(t)\rangle = \sum_i e^{-i\epsilon_i t} a_i |\Phi'_i\rangle$$

$$\langle \Psi'(t')|\Psi'(t)\rangle = \sum_i \langle \Phi'_i|a_i^* e^{i\epsilon_i t'} e^{-i\epsilon_i t} a_i |\Phi'_i\rangle$$

$$= \sum_i a_i^* a_i e^{-i\epsilon_i (t-t')}$$

where $\Phi'_i$ are many body eigenstates with energy $\epsilon_i$. From this it is clear that we may obtain the spectrum by Fourier transforming $\langle \Psi'(t')|\Psi'(t)\rangle$ with respect to $\Delta t = t - t'$. I choose $t'$ to be after the density is nearly constant, because in that case, it is expected that the determinantal KS correlation function is a good approximation to the true correlation.
Figure C.1: $C_{60}$ XAS calculated with unshifted correlation function, with polarization transverse to the surface of the molecule. The correlation function begins at time $t = 0$, i.e. the time of creation of the core hole and photoelectron. Although a spectrum appears to be distinguishable, there are large negative regions in the spectrum. The experiment is polarization averaged.

function, up to a total energy shift\(^2\). For example, when calculating XPS for $C_{60}$, one can estimate from the response to the core-hole potential in Fig. C.2 that the density becomes nearly constant about 1 fs after the core hole is created. At the time $t = t'$, since the density has only small oscillations, and is approximately constant, we may simply hold the density

\(^2\)See Section D.1 for explanation.
Figure C.2: $C_{60} \int d^3x v_c(x) \rho'(x, t)$ with core-hole strength set to 1. At 1 fs the large oscillations have diminished. Therefore the density is estimated to be approximately at equilibrium at that time. Note that in this figure there is no extrinsic density, i.e. the photoelectron is not included.

fixed at $\rho'(t')$ and obtain the KS determinantal correlation function

$$F(t - t') = i \det_{ij} \langle \psi'_i(t') | e^{-iH'[\rho'(t')]}(t - t') | \psi'_j(t') \rangle. \quad (C.7)$$

The spectrum calculated from this correlation function will not have the negative regions which were previously encountered, which were caused by the time dependence of the KS Hamiltonian and the lack of a double determinantal phase correction. In practical terms we evolve the system via RT-TDDFT a certain amount of time and then freeze the Hamiltonian and record the correlation function. We use various values for the time shift $t'$ to see when
the spectrum calculated in this way converges. By conducting a convergence study it was found that the XPS converges soon after 1 fs. The XAS calculated by this method appears to converge between 10 to 15 fs.

In waiting for our system to reach statistical equilibrium, it is important to note that we are able to do this in our model because the core hole does not decay unless we change its occupation explicitly. In a real experiment the core hole might decay before the system reaches equilibrium. In Neon, for example, the Auger process has a relaxation time of about 2.5 fs [8].

C.2 Results

Both the cumulant method and time-shifted correlation method can be used to obtain the core-hole Green’s function $g_c$ for approximating XPS. In Fig. C.3, we see that the calculations with the time-shifted correlation are in good agreement with the cumulant method and experiment in terms of overall shape of the spectrum. However, the weight of the satellites is significantly larger with the time-shifted correlation method, especially at low frequencies. The differences between the time-shifted correlation method and the cumulant could be due to nonlinear effects. The cumulant method only applies to the linear regime, whereas the time-shifted correlation method does not require that assumption. As was seen in Fig. 5.5 nonlinear effects are more prevalent for smaller losses.

For C$_{60}$, the time-shifted correlation method appears to converge, up to an overall energy shift of about 2 eV, at about 15 fs. The total energy shift may converge at some later time, and will be studied in the future.

In Fig. C.4 we see that the time-shifted correlation method gives a better peak position for the peak at 4 eV than the calculation of $3G \ast g_c$ using our convolved Green’s function formulation with an unshifted TDDFT photoelectron correlation function $G$ convolved with $g_c$ from the cumulant method. The intensity of the peak just above 2 eV is also improved over the convolved Green’s function method. Given that using a delayed correlation function

---

Note that the quasi-particle peaks in the time-shifted correlation calculations are significantly smaller than in the cumulant method. The quasi-particle peaks are much larger than the satellite peaks and are not shown in the figure. The experiment has been scaled so the quasi-particle peak matches the quasi-particle intensity from the cumulant.
Figure C.3: C\textsubscript{60} XPS with delayed determinantal correlation compared our cumulant method. The peak positions are improved. However, the two central peaks are slightly diminished in strength and become slightly further from experiment.

is more rigorous than the non-delayed correlation-function, due to our ignoring the cross-term phase-correction in the double-determinantal XC functional, it is encouraging that the comparison with experiment improves.

Note that in the time-shifted correlation calculations, we include the density of the photoelectron in the TDDFT time evolution. Without the extrinsic density, the method converges only after 80 fs and the intensities become very different from experiment, although the energies are still similar. We have not studied the effect of including density of the photoelectron in the unshifted photoelectron correlation function, but plan to in the future.
Figure C.4: $C_{60}$ polarization-averaged XAS calculated using the time-shifted correlation method compared to our convolved Green’s function calculation from Chapter 5. The peak position at 4 eV is improved, and the intensity at 2.2 eV is also improved over the convolved Green’s function method.

### C.3 Discussion

The time-shifted correlation method has broad applicability since it requires only a large enough number of degrees of freedom such that the density reaches statistical equilibrium in a practical number of time steps. The method can be applied to any disturbance which can be modeled within TDDFT. For example, we might consider a double X-ray absorption event, where we would simply wait a certain time after the second absorption event, and then calculate the determinantal correlation function with a static Kohn-Sham Hamiltonian.
Another example is a time-dependent external potential. To obtain the spectrum at a certain time $t_0$, one would freeze the time-dependent potential at $t_0$, wait until $t' > t_0$ for the system to equilibrate, and then calculate the shifted correlation function. In the pumped case, we may want to calculate the energy difference between the unprobed (but pumped) state and the state which has absorbed a probe photon. Our correlation function would replaced by the time-dependent overlap between these two states, and we would need to evolve them both explicitly.

This method has a few advantages over previously discussed methods. It is not limited to linear regime in core-hole strength which is a limitation of the cumulant method. Also, the time-shifted correlation method does not have the same difficulty with low satellite energies which shows up in calculations of $\beta$. The function $\beta(\omega)$ has a tendency to become negative at $\omega < 1$ eV, whereas the time-shifted correlation method has no such problem.

One can consider modifying the time-shifted correlation method by calculating the spectrum in frequency space by diagonalizing the Kohn-Sham Hamiltonian after the freeze time $t'$. However, as noted in [105], the real-time method is much simpler than frequency space calculations because a frequency space calculation would involve summation over the configuration space of determinants constructed from the single-particle eigenstates of the Kohn-Sham Hamiltonian. The real-time method includes all such configurations via a single time-dependent determinant.

One might ask how this method is distinct from evolving using a final-state rule Hamiltonian. In the final-state rule, the valence electrons are adiabatically relaxed and therefore do not have any shake up, i.e. the final-state density is the “ground state” density in the presence of the effective core hole potential. In the time-shifted correlation method, the system never reaches the “ground state” from the final-state rule. The valence electrons exhibit shake-up for all time. The Kohn-Sham Hamiltonian at $t'$, $H'[\rho(t')]$, is obtained via TDDFT time evolution, not via an SCF loop as is done in obtaining the final-state Kohn-Sham Hamiltonian, $H'[\rho_{SCF}]$. Also note that after we wait for the Kohn-Sham system to reach statistical equilibrium, its spectrum is expected to approximate the spectrum of the true electronic system which evolves under a time-independent Hamiltonian. The true electronic system has a time-independent spectrum, exhibiting shake-up for all times $t > 0$. 
Finally, it would be interesting to study the expansion of $G$ in Eq. [4.15]. One may obtain $G$ by deconvolving $F$ and $g_c$, i.e. by simply taking the quotient $G(t) = F(t)/g_c(t)$. We can then compare with expansions of $G$. In this way we can use the determinantal method to gain insight into the convolved correlation and cumulant method.

**C.4 Method for calculating double X-ray absorption**

As mentioned above, one can use the time-shifted correlation method to calculate the spectrum for a double-absorption event. This can be modeled by creating the first core hole and photoelectron as usual, then time evolving under TDDFT, creating a second core hole and photoelectron, evolving until the density equilibrates, then stopping the update of the Kohn-Sham Hamiltonian and starting recording of the determinantal correlation function. When creating the second core hole, one would simply project out the occupied states so that $(1 - P^{occ}_2) d|c_2\rangle$ is orthogonal to the first photoelectron and the valence electrons at the time of creation. By having double excitations, more pronounced dynamical effects could be explored.

**C.5 Conclusion**

We have developed the time-shifted correlation method for modeling core-hole dynamics using RT-TDDFT. For $C_{60}$, the method gives a similar XPS spectrum to the cumulant method, and the XPS calculated via both methods are similar to experiment for low energy losses. At energy losses above 10 eV both exhibit a similar plasmon in comparison to experiment but at lower intensities, perhaps due to the lack of extrinsic effects in the core-hole Green’s function used to model the XPS. The time-shifted correlation function has an advantage that it does not assume linear response, and so it may be able to model nonlinear effects more accurately than the cumulant method. For $C_{60}$ XAS the time-shifted correlation calculation gives a similar result to the convolved Green’s function calculation, with a slight improvement in agreement with experiment.

More calculations comparing the time-shifted correlation method to the cumulant method for XPS and to the convolved Green’s function method for XAS are presently underway for systems like titanium dioxide (rutile) and graphite.
Appendix D

TECHNICAL CONSIDERATIONS

D.1 Development of time-shifted correlation function

In this section the time-shifted correlation function is developed in detail. Notice that for a time-independent Hamiltonian, the start time of the true many-body correlation function can be arbitrarily time shifted, and we obtain the same function of time. This can be seen from the following derivation.

\[
\langle \Psi(t_0) | \Psi(t_1) \rangle = \langle \Psi(0) | U^\dagger(t_0) U(t_1) | \Psi(0) \rangle = \langle \Psi(0) | U(t_1 - t_0) | \Psi(0) \rangle = \langle \Psi(0) | \Psi(t_1 - t_0) \rangle \quad (D.1)
\]

In XAS the Hamiltonian is time-independent after the absorption event, so the correlation function can be shifted to any time after absorption of the photon.

In Section D.2 it is shown that one may obtain overlaps of many-body states from overlaps of KS states. Applying this to the time-shifted correlation function, we see that one may obtain the time-shifted correlation function via double-determinantal KS TDDFT. Without rigorously developing such a formalism, one can nonetheless attempt to approximate it with ordinary, single-determinantal KS TDDFT, for long enough time shifts.

Notice that given enough degrees of freedom, the density at long times should eventually reach statistical equilibrium, unless there is some special symmetry which should be broken by considering phonons. In our calculations we then approximate the density as a constant as far as the KS Hamiltonian is concerned. This assumes that the small density fluctuations do not significantly affect the KS density-functional external potential, although the small fluctuations in fact correspond to the spectrum we intend to calculate. With a constant KS Hamiltonian, the phase correction from the true double-determinantal KS TDDFT can only affect the spectrum by a constant energy shift.
In summary the approximation entails: (1) Evolve the KS states $\psi_i'(t)$ under RT-TDDFT until some time $t'$. (2) Holding the Hamiltonian constant at $t'$, calculate the spectrum from the time-shifted correlation function

$$F(t - t') = i \det_{i,j} \langle \psi_i'(t') | e^{-iH'[\rho'(t)][t-t']} | \psi_j'(t') \rangle.$$  \hspace{1cm} (D.2)

(3) Converge the calculation with respect to the time shift $t'$.

An alternative would be to allow the Hamiltonian to update for all times, so in step (2) we would instead calculate

$$F(t - t') = i \det_{i,j} \langle \psi_i'(t') | e^{-iT \int_t^{t'} dt' H'[\rho'(t')] | \psi_j'(t') \rangle,$$  \hspace{1cm} (D.3)

where $T$ is the time-ordering operator. Another interesting alternative is to calculate a “tail correlation function” instead. We may calculate the tail end of the unshifted correlation function $\langle \Psi'(0) | \Psi'(t) \rangle$ for $t$ greater than some cutoff $t'$ such that the system has reached equilibrium after $t'$. This can be used to estimate the power spectrum.

### D.2 Physical overlaps from KS overlaps

In Chapter 4 it was shown that in the case of XAS, the true autocorrelation function $\langle \Psi_x(0) | \Psi_x(t) \rangle$ is equivalent to the corresponding autocorrelation function from double-determinantal KS TDDFT. Let us now extend the XAS scenario and generalize our results to arbitrary overlaps. The essential idea is to correlate a single external electron to the two many-body states $\Psi_0$ and $\Psi_1$ for which we want to obtain the overlap. In other words, the many-body system is in a superposition of $\Psi_0$ and $\Psi_1$, such that each of $\Psi_0$ and $\Psi_1$ is correlated with a different state of the external electron. In this case the overlap $\langle \Psi_0 | \Psi_1 \rangle$ can be extracted from the integral $\int d^3 x V_s(x) \rho(x)$, where $V_s$ is a potential which connects the two states of the single external electron but does not disturb the rest of the system, and $\rho(x)$ is the total density of the system plus the external electron.

To begin, consider any system of electrons, $|\Psi_{sys}\rangle$, evolving under some Hamiltonian $\mathcal{H}$. We may attach an extra electron far away, so that the system is now $|\Psi\rangle = |\Psi_{sys}\rangle \wedge |\psi_s\rangle$, where “$\wedge$” denotes the antisymmetric tensor product. The $|\psi_s\rangle$ electron acts as a switch, hence the $s$ subscript. When we kick it with some laser potential $V_s$ at frequency $\epsilon_s$ we
can flip the switch. The shape and frequency of $V_s$ is such that it only affects the switch electron. The switch electron can be placed in a potential trap shaped such that our laser can easily create transitions between only the ground state and the first excited state of the switch, which differ by the energy $\epsilon_s$. Let us call these stationary single-particle states $|0\rangle$ and $|1\rangle$. We can set up the potential trap and pick the spacial form of the laser field such that $\langle 0|V_s|0\rangle = 0 = \langle 1|V_s|1\rangle$ holds\[^1\]. This is analogous to how our X-ray flips the core electron “switch.” Let us specify the system as

$$\Psi(t) = a_0\Psi_0(t) \wedge |0\rangle + a_1|\tilde{\Psi}_1(t)\rangle \wedge |1\rangle e^{-i\epsilon_st},$$

(D.4)

where $a_0$ and $a_1$ are amplitudes chosen by us, and $\Psi_0$ and $\tilde{\Psi}_1$ are states of the system also chosen by us. If we expand the integral of the total density $\rho$ times $V_s$ at some time $t = t_s$, we obtain the overlap

$$\int d^3x V_s(x)\rho(x,t_s) = a_0^*a_1\langle \Psi_0(t_s)|\tilde{\Psi}_1(t_s)\rangle\langle 0|\tilde{V}_s|1\rangle e^{-i\epsilon_st_s} + h.c.$$ (D.5)

Since $|\Psi_0\rangle$ and $|\Psi_1\rangle$ can be prepared in any arbitrary state, we have essentially obtained the real part of the overlap for any two states from the density. Note that $\epsilon_s$, $a_0$, $a_1$ are chosen by us in preparing the scenario. We can just modify $a_1$ by a phase and obtain the imaginary part, completing the missing part of the overlap. Since we have relied only on the density, this means we may use TDDFT to obtain the necessary densities and therefore the overlap of arbitrary states\[^2\].

Applying the above to double-determinantal KS TDDFT, we can obtain any overlap directly from KS determinantal overlaps. In particular, for any system we may obtain a correspondence between the true correlation function and the KS determinantal correlation function. However, this depends on us having a good enough XC kernel. It must be a highly non-local XC kernel to handle the correlation between the switch and the rest of the system. One method to get around this is to wait for the density to reach statistical equilibrium,

---

\[^1\]For example, if $|0\rangle$ has s-wave symmetry and $|1\rangle$ has p-wave symmetry, we can pick $V_s$ to be a localized dipole field.

\[^2\]That is, assuming one can successfully prepare the scenario in a way that is compatible with TDDFT. In practice we have made this assumption without rigorously checking it.
and then approximating the phase correction from the true double-determinantal XC as an oscillating phase factor at a single frequency, as described in Section [D.1].

We apply the switch scenario to obtain a time-shifted correlation function as follows. Suppose \( \Psi_0 \) is a state which has absorbed an X-ray photon at time \( t_0 \), and \( \Psi_1 \) is the state which has absorbed an X-ray at time \( t_1 \). Note that the X-ray field aimed at the system is different than the \( V_s \) which is aimed at the switch. By setting them up this way, \( \Psi_0 \) and \( \Psi_1 \) are the same state but time shifted by \( t_1 - t_0 \). We may obtain the autocorrelation function by taking the overlap of these states. One might note a difficulty in setting up this scenario. Obtaining the equivalence between the KS density and the true density formally requires the state be created by exciting the ground state with some potential. If we excite the ground state with an actual laser field, we are unable to actually prepare \( \Psi_0 \) and \( \Psi_1 \) in purely excited states, i.e. there will always exist some amplitude for them to be in the ground state. However, these complications do not prevent us from recovering the overlap with straightforward modifications to the above treatment.

### D.3 Component density equivalence

We show for the XAS scenario described in Section [4.2] that the component densities for the KS and true systems are equivalent. We then extend the results to the system-plus-switch scenario from Section [D.2].

Let us label the KS ground-state and excited densities \( \rho_{KS}^g \) and \( \rho_{KS}^x \) respectively, and label the true ground-state and excited densities \( \rho_g \) and \( \rho_x \) respectively. We want to show that \( \rho_{KS}^g = \rho_g \) and \( \rho_{KS}^x = \rho_x \).

To begin, note that the true total density \( \rho \) is the same as the KS total density \( \rho_{KS} \). Also note that before the absorption of the X-ray photon, \( \rho(t < 0) = \rho_g \) so we can establish the correspondence for ground state densities, \( \rho_{KS}^g = \rho_g \).
Let us now consider the zero frequency components of the densities. We have

\[ \bar{\rho} = |a_g|^2 \rho_g + |a_x|^2 \bar{\rho}_x \]  
(D.6)

\[ \bar{\rho}^{KS} = |a_g^{KS}|^2 \rho_g + |a_x^{KS}|^2 \bar{\rho}_x^{KS}. \]  
(D.7)

\[ \Rightarrow |a_x^{KS}|^2 \bar{\rho}_x^{KS} = |a_x|^2 \bar{\rho}_x + (|a_g|^2 - |a_g^{KS}|^2) \rho_g \]

\[ = |a_x|^2 \bar{\rho}_x + (|a_x^{KS}|^2 - |a_x|^2) \rho_g. \]  
(D.8)

With the assumption that \( |a_x|^2 = |a_x^{KS}|^2 \), this implies that \( \bar{\rho}_x^{KS} = \bar{\rho}_x \).

Now we note that the cross terms in the total time-dependent density oscillate at X-ray frequencies while \( \rho_x \) and \( \rho_x^{KS} \) only oscillate at UV-vis frequencies. Therefore for every frequency \( \omega \neq 0 \) in the UV-vis regime we may separate \( \rho_x(\omega) \) and \( \rho_x^{KS}(\omega) \) from the cross terms and arrive at the correspondence for each frequency component,

\[ \rho_x^{KS}(\omega) = \rho^{KS}(\omega) = \rho(\omega) = \rho_x(\omega). \]  
(D.9)

Since we have now established that the zero and nonzero frequency components match, we have \( \rho_x^{KS}(t) = \rho_x(t) \). This completes the derivation.

Note that it may not be necessary to assume \( |a_x|^2 = |a_x^{KS}|^2 \). This may be derivable by considering the full time dependence of the X-ray field exciting the system, as in Chapter 3. I leave the exploration of this possibility for the future.

To adapt the above to our system-plus-switch scenario from Section D.2 we could choose the switch frequency to be in a completely different regime than the oscillations of the component densities. This would allow us to separate the cross terms in the density from the ground-state and excited-state component densities, similarly to the above. Therefore the above derivation can be adapted and applied to the system-plus-switch scenario.
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