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Understanding electronic behavior in molecular and nano-scale systems is fundamental to the development and design of novel technologies and materials for application in a variety of scientific contexts from fundamental research to energy conversion. This dissertation aims to provide insights into this goal by developing novel methods and applications of first-principle electronic structure theory. Specifically, we will present new methods and applications of excited state multi-electron dynamics based on the real-time (RT) time-dependent Hartree-Fock (TDHF) and time-dependent density functional theory (TDDFT) formalism, and new development of the multi-configuration self-consist field theory (MCSCF) for modeling ground-state electronic structure. The RT-TDHF/TDDFT based developments and applications can be categorized into three broad and coherently integrated research areas: (1) modeling of the interaction between moleculars and external electromagnetic perturbations. In this part we will first prove both analytically and numerically the gauge invariance of the TDHF/TDDFT formalisms, then we will present a novel, efficient method for calculating molecular nonlinear optical properties, and last we will study quantum coherent plasmon in metal nanowires using RT-TDDFT; (2) modeling of excited-state charge transfer in molecules. In this part, we will investigate the mechanisms of bridge-mediated electron transfer, and then we will introduce a newly developed non-equilibrium quantum/continuum embedding method for studying charge transfer dynamics in solution; (3) developments of
first-principles spin-dependent many-electron dynamics. In this part, we will present an \textit{ab initio} non-relativistic spin dynamics method based on the two-component generalized Hartree-Fock approach, and then we will generalized it to the two-component TDDFT framework and combine it with the Ehrenfest molecular dynamics approach for modeling the interaction between electron spins and nuclear motion. All these developments and applications will open up new computational and theoretical tools to be applied to the development and understanding of chemical reactions, nonlinear optics, electromagnetism, and spintronics. Lastly, we present a new algorithm for large-scale MCSCF calculations that can utilize massively parallel machines while still maintaining optimal performance for each single processor. This will greatly improve the efficiency in the MCSCF calculations for studying chemical dissociation and high-accuracy quantum-mechanical simulations.
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Chapter 1

INTRODUCTION

The time-dependent Schrödinger equation governs all non-equilibrium quantum mechanical processes of a many-electron system. These processes are crucial driving forces in many advanced scientific research and technological developments. For example, tuning the excitonic dynamics (i.e. excited many-electron dynamics) at bulk heterojunctions is an important step toward achieving high-quantum yield photovoltaics; the spontaneous magnetization (i.e. many-electron spin-dynamics) in diluted magnetic semiconductors determines their suitability for spintronic applications, etc. All of these phenomena are underpinned by many-electron dynamics which have transcendent impact on the photovoltaic and photocatalytic systems. Explicitly propagating the Schrödinger equation in time allows for probing the non-equilibrium kinetics and dynamics of many-electron systems that underlie these important processes.

One major area of my research conducted with Professor Xiaosong Li at the University of Washington focuses on the development of time-dependent many-electron theories and computational methods that can be applied to simulate realistic and experimentally relevant molecular systems and their responses to external driving forces (e.g. electromagnetic field, nuclear motion, and solvent). The basis of the many-electron dynamics development lies in the real-time integration of the time-dependent Hartree-Fock (TDHF)/time-dependent density functional theory (TDDFT) equations, which approximates the time-dependent electronic Schrödinger equation in terms of the one-particle density matrix.

Another area of my research was focused on the development of efficient computational strategies and algorithms for high-accuracy first-principles calculations, in particular, the multi-configuration self-consistent field (MCSCF) method.

The following documents collects major achievements of my research in these areas while working towards my doctorate degree. Most of the results shown here have been published
previously in a series of papers\textsuperscript{14–29} The discussion will proceed as follows: In Chapter 2 we will review some basic theories and concepts that will be used in this dissertation, which include the Hartree-Fock (HF) theory, density functional theory (DFT), and their time-dependent counterparts, i.e. the TDHF/TDDFT theories. We will then briefly discuss the limitations of these methods and the concept of electron dynamic and static correlation effects, and ways to recover them. Specifically, we will introduce the multi-configuration self-consistent field method for treating static electron correlation. In Chapter 3, we will talk about some developments for modeling of the interaction between molecular systems and external electromagnetic fields within the RT-TDHF/TDDFT framework. There we will discuss the gauge invariance of the TDHF/TDDFT formalism. We will present a novel strategy for calculating molecular nonlinear optical properties, and lastly we will use RT-TDDFT to study quantum coherent plasmon in metal nanowires. In Chapter 4 we will present some developments and applications for modeling of excited-state charge transfer in molecules. There we will investigate the mechanisms of bridge-mediated electron transfer, and then we will introduce a newly developed non-equilibrium quantum/continuum embedding method for studying charge transfer dynamics in solution. In Chapter 5 we will introduce some recent developments of first-principles spin-dependent many-electron dynamics. There we will present an \textit{ab initio} non-relativistic spin dynamics method based on the two-component generalized Hartree-Fock wavefunction. Then we will generalize this approach to the two-component TDDFT framework and combine it with the Ehrenfest molecular dynamics scheme for modeling the interaction between electron spins and nuclear motion. Finally, in 6 we will present a new algorithm for large-scale MCSCF calculations that can utilize massively parallel machines while still maintaining optimal performance for each single processor. This will greatly improve the efficiency in the MCSCF calculations for studying chemical dissociation and high-accuracy quantum-mechanical simulations.
Chapter 2

BASIC THEORIES AND CONCEPTS

In this chapter, we aim to provide a brief outline of some basic theories, concepts, and algorithms that will be used in this thesis. Specifically, we will talk about the Hartree-Fock method, density functional theory, and their time-dependent counterparts, i.e. the time-dependent Hartree-Fock and time-dependent density functional theory. We will then briefly discuss the limitations of these methods and the concept of electron dynamic and static correlation effects, and ways to recover them. Specifically, we will introduce the multi-configuration self-consistent field method for treating static electron correlation.

2.1 The Hartree-Fock Theory

The Hartree-Fock theory is one of the fundamental building blocks of modern electronic structure theory. It is based on two approximations to the solution of the non-relativistic time-independent Schrödinger equation. The first approximation is the Born-Oppenheimer approximation, where one decouples nuclear motion from the electronic motion based on the fact that the nuclei are much heavier than electrons. This leads to the non-relativistic time-independent electronic Schrödinger equation:

\[ \hat{H}_{el}\Psi = E_{el}\Psi \]  \hspace{1cm} (2.1)

where \( \Psi \) is the electronic wavefunction of an \( N \)-electron system, \( E_{el} \) is the electronic energy of the system, and \( \hat{H}_{el} \) is the non-relativistic electronic Hamiltonian:

\[ \hat{H}_{el} = \sum_{i} \hat{h}(i) + \sum_{i \neq j} \frac{1}{r_{ij}} \]  \hspace{1cm} (2.2)
where \( r_{ij} \) is the distance between electrons \( i \) and \( j \). \( \hat{h}(i) \) is the one-electron operator for electron \( i \),

\[
\hat{h}(i) = -\frac{1}{2} \nabla_i^2 - \sum_A \frac{Z_A}{r_{iA}} \tag{2.3}
\]

where \( Z_A \) is the nuclear charge of nucleus \( A \), and \( r_{iA} \) is the distance between electron \( i \) and nucleus \( A \).

The second approximation is the so-called Hartree-Fock approximation, which simply replaces the \( N \)-electron wavefunction \( \Psi \) with an antisymmetrized product of single-particle wavefunctions, also known as a single Slater determinant \( \Phi_{HF} \):

\[
\Phi_{HF} = \frac{1}{\sqrt{N!}} \left| \begin{array}{cccc}
\psi_1(x_1) & \psi_2(x_1) & \cdots & \psi_N(x_1) \\
\psi_1(x_2) & \psi_2(x_2) & \cdots & \psi_N(x_2) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_1(x_N) & \psi_2(x_N) & \cdots & \psi_N(x_N) \\
\end{array} \right| \tag{2.4}
\]

where \( \psi_i(x) \) are single-particle wavefunctions, also called spin orbitals, which depend on the variable \( x \) of both the spatial coordinate \( r \) and the spin coordinate \( \omega \) for one electron. In constructing the above single Slater determinant wavefunction, one assumes that the spin orbitals are orthonormal to each other:

\[
\langle \psi_i | \psi_j \rangle = \int dx \psi_i^*(x) \psi_j(x) = \delta_{ij} \tag{2.5}
\]

The Hartree-Fock ground state is obtained by applying the variation principle, i.e. minimizing the energy \( E_0 = \langle \Phi_{HF} | \Phi_{HF} \rangle \) with respect to the spin orbitals, subject to the constraint that the spin orbitals remain orthonormal. The resulting equations are a set of effective one-particle eigenvalue equations, also known as the Hartree-Fock (HF) equations:

\[
\hat{f}(x_1) \psi_k(x_1) = \varepsilon_k \psi_k(x_1) \tag{2.6}
\]
where $\varepsilon_k$ are the energies of the spin-orbitals. $\hat{f}(x_1)$ is the Fock operator defined by

$$\hat{f}(x_1) = \hat{h}(x_1) + \hat{J}(x_1) - \hat{K}(x_1)$$

(2.7)

where $\hat{h}(x_1)$ is the one-electron operator defined in Eq. (2.3). $\hat{J}(x_1)$ and $\hat{K}(x_1)$ are the Coulomb and exchange operators, respectively. They are defined by:

$$\hat{J}(x_1)\psi_k(x_1) = \sum_j N \left[ \int dx_2 \psi_j^*(x_2) r_{12}^{-1} \psi_j(x_2) \right] \psi_k(x_1)$$

(2.8)

$$\hat{K}(x_1)\psi_k(x_1) = \sum_j N \left[ \int dx_2 \psi_j^*(x_2) r_{12}^{-1} \psi_k(x_2) \right] \psi_j(x_1)$$

(2.9)

Depending on the restrictions on the spin orbitals $\psi_i(x)$, the Hartree-Fock problem may be categorized into three major categories: (1) the restricted HF (RHF), (2) the unrestricted HF (UHF), and (3) the generalized HF (GHF). In both RHF and UHF, each spin orbital is a product of a spatial $\phi(r)$ and spin part $\sigma(\omega) = \alpha(\omega)$ or $\beta(\omega)$. Specifically, in RHF the spin orbitals take the form

$$\text{RHF: } \psi_k(x) = \begin{cases} \phi_i(r)\alpha(\omega) & \text{when } k = 2i - 1 \\ \phi_i(r)\beta(\omega) & \text{when } k = 2i \end{cases}$$

(2.10)

In UHF the spatial parts that associates with $\alpha$ and $\beta$ spin are different:

$$\text{UHF: } \psi_k(x) = \begin{cases} \phi_i^\alpha(r)\alpha(\omega) & \text{when } k = 2i - 1 \\ \phi_i^\beta(r)\beta(\omega) & \text{when } k = 2i \end{cases}$$

(2.11)

In GHF, each spin orbital $\psi_k(x)$ is expanded in spin space over the two spin basis functions, $\alpha(\omega)$ and $\beta(\omega)$:

$$\psi_k(x) = \phi_k^\alpha(r)\alpha(\omega) + \phi_k^\beta(r)\beta(\omega)$$

(2.12)

The most widely used approach to the solution of the HF equations, Eq. (2.6) is based on...
the finite basis set expansion technique, i.e. linear combination of atomic orbitals (LCAO), as proposed by Roothaan. In the LCAO approach, the spatial part of the spin orbitals are expanded in terms of a set of $M$ atomic orbital (AO) basis functions $\{\chi_\mu(r)\}$.

$$\phi_k(r) = \sum_\mu C_{\mu k} \chi_\mu(r)$$  \hspace{1cm} (2.13)

where $C_{\mu k}$ are called molecular orbital (MO) coefficients.

Here in this section, we show the matrix formalism of the HF equation for the restricted close-shell HF case. Generalization to UHF and GHF is straightforward. With the expansion of spin orbitals into atomic orbital basis, the problem of calculating the HF molecular orbitals is recast into the solution of a generalized matrix eigenvalue problem, also called the Roothaan equation:

$$FC = SC\varepsilon$$  \hspace{1cm} (2.14)

where $F$ is called the Fock matrix and for RHF its elements are

$$F_{\mu\nu} = h_{\mu\nu} + \sum_{\lambda\kappa} P_{\lambda\kappa} \left[ (\mu\nu|\kappa\lambda) - \frac{1}{2} (\mu\lambda|\kappa\nu) \right]$$  \hspace{1cm} (2.15)

where $P$ is called the density matrix and is defined by

$$P_{\mu\nu} = 2 \sum_{i}^{N/2} C_{\mu i} \ast C_{\nu i}^\ast$$  \hspace{1cm} (2.16)

$S$ is the overlap matrix,

$$S_{\mu\nu} = \langle \mu|\nu \rangle$$  \hspace{1cm} (2.17)

and $\varepsilon$ is the diagonal matrix of the MO energies.

The Roothaan equation Eq. (2.14) is a nonlinear system equation since the Fock matrix depends on the MO coefficient matrix, and it needs to be solved in an iterative fashion. Therefore the HF method is also called a self-consistent field (SCF) method.
The Hartree-Fock method has proved to be of crucial importance in physics and chemistry since it provides a reasonable description of the electronic structure of atoms and molecules at a low cost. Even when the HF method does not give desirable accuracy, the HF wavefunction is often a useful and convenient starting point for more accurate methods.
2.2 Density Functional Theory

The density functional theory (DFT) is a conceptually different approach to the solution of the non-relativistic time-independent electronic Schrödinger equation given in Eq. (2.1). The development of DFT is based on the theorem of Hohenberg and Kohn\(^{31}\) and the clever implementation by Kohn and Sham.\(^{32}\) The basic concept of DFT is the use of the electron density \(\rho(r)\) for the calculation of ground-state energy and other physical properties, instead of using the electronic wavefunction which depends on \(4N\) variables, \(N\) being the number of electrons.

2.2.1 The Hohenberg-Kohn Theorem

The Hohenberg-Kohn theorem provides a rigorous foundation of DFT. It consists of two sub-theorems. The first Hohenberg-Kohn theorem states that the external potential \(v_{\text{ext}}(r)\) is (to within a constant) a unique functional of density \(\rho(r)\). Therefore, the ground-state density uniquely determines the Hamiltonian operator and thus all the properties of the system. The proof is done by the method of \textit{reductio ad absurdum}:

Assume that there were two external potential \(v_{\text{ext}}(r)\) and \(v'_{\text{ext}}(r)\) differing by more than a constant, both giving the same ground-state density \(\rho(r)\). Then the two Hamiltonians \(\hat{H}\) and \(\hat{H}'\) would be different, and therefore the ground-state wavefunctions \(\Psi\) and \(\Psi'\), and energies \(E\) and \(E'\) would be different. From the minimal property of the ground state,

\[
E' = \langle \Psi' | \hat{H}' | \Psi' \rangle < \langle \Psi | \hat{H}' | \Psi \rangle = \langle \Psi | \hat{H} + v'_{\text{ext}} - v_{\text{ext}} | \Psi \rangle = E + \int [v'_{\text{ext}}(r) - v_{\text{ext}}(r)] \rho(r) \, dr
\]

(2.18)

Similarly,

\[
E = \langle \Psi | \hat{H} | \Psi \rangle < \langle \Psi' | \hat{H} | \Psi' \rangle = \langle \Psi' | \hat{H}' + v_{\text{ext}} - v'_{\text{ext}} | \Psi' \rangle = E' + \int [v_{\text{ext}}(r) - v'_{\text{ext}}(r)] \rho(r) \, dr
\]

(2.19)
Adding Eq. (2.18) and Eq. (2.19), we would obtain

\[ E + E' < E + E' \]

which is a contradiction. Therefore there cannot be two different external potentials that give the same ground-state density.

Since \( v_{\text{ext}}(r) \) fixes the Hamiltonian \( \hat{H} \) which fixes the wavefunction \( \Psi \). The ground-state wavefunction is a unique functional of the density \( \rho(r) \). Therefore the kinetic energy \( T \), interaction energy \( E_{ee} \), and the total energy \( E \) are also unique functionals of the density:

\[ E[\rho] = \int v_{\text{ext}}(r)\rho(r)dr + T[\rho] + E_{ee}[\rho] \]

(2.21)

The fact that \( T[\rho] \) and \( E_{ee}[\rho] \) are universal functionals of density, valid for any number of particles and any external potential, builds the foundation of DFT.

The second Hohenberg-Kohn theorem states that for a given external potential \( v_{\text{ext}}(r) \), the total energy functional \( E[\rho] \) assumes its minimum value if and only if the input density is the true ground-state density. The proof of this theorem makes use of the variation principle with respect to the wavefunction. Since any trial density \( \tilde{\rho} \) defines its own Hamiltonian \( \tilde{\hat{H}} \) and hence its own wavefunction \( \tilde{\Psi} \). This wavefunction \( \tilde{\Psi} \) can now be taken as the trial wavefunction for the Hamiltonian generated by the true external potential \( v_{\text{ext}}(r) \). From the variation principle:

\[ \langle \tilde{\Psi} | H | \tilde{\Psi} \rangle = \int v_{\text{ext}}(r)\tilde{\rho}(r)dr + T[\tilde{\rho}] + E_{ee}[\tilde{\rho}] = E[\tilde{\rho}] \geq \langle \Psi | H | \Psi \rangle = E[\rho] \]

(2.22)

### 2.2.2 The Kohn-Sham Equation

From the Hohenberg-Kohn theorems, we have seen that the ground-state energy of a system can be obtained as a minimization of the energy functional defined in Eq. (2.21). However, since the exact forms of the kinetic energy functional \( T[\rho] \) and the electron-electron interaction energy functional \( E_{ee}[\rho] \) are not known, direct minimization is not possible. In order to solve this problem, Kohn and Sham\(^{32} \) suggested to calculate the exact kinetic energy of
a non-interacting reference system with the same density as the real, interacting one. The kinetic energy of this non-interacting reference system is given by

\[ T_s = -\frac{1}{2} \sum_{i}^{N} \langle \psi_i | \nabla^2 | \psi_i \rangle \]  

(2.23)

and the density is given by

\[ \rho_s(r) = \sum_{i}^{N} \psi_i^\ast \psi_i \equiv \rho(r) \]  

(2.24)

where \( \psi_i \) are the wavefunctions (orbitals) of the non-interacting electrons.

Since \( T_s \) is not equal to the true kinetic energy of the system, Kohn and Sham introduced the following separation of the functional

\[ F[\rho] = T[\rho] + E_{\text{ee}}[\rho] = T_s[\rho] + J[\rho] + E_{\text{xc}}[\rho] \]  

(2.25)

where \( J[\rho] \) is the classical Coulomb energy and is given by

\[ J[\rho] = \frac{1}{2} \iint \frac{\rho(r_1)\rho(r_2)}{r_{12}} \, dr_1 \, dr_2 \]  

(2.26)

\( E_{\text{xc}}[\rho] \) is the so-called exchange-correlation energy and is defined as

\[ E_{\text{xc}}[\rho] = (T[\rho] - T_s[\rho]) + (E_{\text{ee}}[\rho] - J[\rho]) \]  

(2.27)

The total energy of the interacting system is thus given by

\[ E[\rho] = \int v_{\text{ext}}(r)\rho(r) \, dr + T_s[\rho] + J[\rho] + E_{\text{xc}}[\rho] \]  

(2.28)

In order to find the minimum energy of the actual system that has the same density as the non-interacting system, one apply the variation principle with respect to the change of
the single-particle orbitals. The resulting equations are the so-called Kohn-Sham equations:

\[ \hat{f}_{KS} \psi_i = \varepsilon_i \psi_i \]  

(2.29)

where \( \hat{f}_{KS} \) is the so-called Kohn-Sham operator and is given by

\[ \hat{f}_{KS} = -\frac{1}{2} \nabla^2 + \int \frac{\rho(r_2)}{r_{12}} \, dr_2 + v_{\text{ext}}(r_1) + v_{\text{xc}}(r_1) \]  

(2.30)

where \( v_{\text{xc}} \) is the exchange-correlation potential and is defined by the functional derivative of exchange-correlation energy \( E_{\text{xc}}[\rho] \) with respect to the density:

\[ v_{\text{xc}} = \frac{\delta E_{\text{xc}}[\rho]}{\delta \rho(r)} \]  

(2.31)

The Kohn-Sham equations, Eq. (2.29), provide an elegant route to the exact solution of the many-body Schrödinger equation, given that the exact form of the energy functional \( E_{\text{xc}}[\rho] \) is known. Unfortunately, the explicit form of this functional is not known, nor is there any systematic procedure for finding such functional. During the last few decades, extensive effort has been put to the approximations of the functional. So far, most of the widely used density functional approximations consist of the local density approximation (LDA), the generalized gradient approximation (GGA) and the hybrid functionals that mix in some Hartree-Fock exchange.
2.3 Time-Dependent Hartree-Fock and Time-Dependent Density Functional Theory

While HF and DFT are routinely used for calculating the static electronic structure of atoms and molecules, there are growing interests in the simulation of dynamical processes such as electron transfer, molecular dynamics, and interaction of molecules with electromagnetic fields. In order to achieve this, one starts with the time-dependent Schrödinger equation (TDSE). However, exact solution of the full molecular TDSE is prohibitive except for very small systems. One of the widely used approach toward affordable computations is the mixed quantum-classical (MQC) scheme in which the electronic degrees of freedom is treated quantum mechanically and the nuclei move as classical particles. Within such framework, two general approaches, namely the surface hopping\textsuperscript{33,34} and Ehrenfest dynamics\textsuperscript{35–38} have emerged. Both approaches incorporate electronic nonadiabaticity and both include quantum coherence effects. The surface hopping method describes nonadiabaticity by allowing stochastic electronic transitions subject to a time- and momenta-dependent hopping probability, while the Ehrenfest method does so by propagating the classical nuclei in a superposition of adiabatic states. In the following, we will derive the equations of motion for the Ehrenfest dynamics, and then we will talk about two widely used approximations to solving the equation of motion for the electronic degrees of freedom: the time-dependent Hartree-Fock (TDHF) method and the time-dependent density functional theory (TDDFT).

2.3.1 Ehrenfest Dynamics

The starting point is the time-dependent Schrödinger equation for a molecular system described by the total wavefunction $\Psi (x, R; t)$:

$$i\hbar \Psi (x, R; t) = \hat{H} \Psi (x, R; t)$$

(2.32)

where $x = (r, \sigma)$ denotes the electronic coordinates of both spatial $r$ and spin $\sigma$ of all electrons. $R$ denotes the spatial coordinates of all nuclei. The molecular Hamiltonian is
defined as

\[ \hat{H} = -\sum_{I} \frac{\hbar^2}{2M_I} \nabla_I^2 - \sum_{i} \frac{\hbar^2}{2m_e} \nabla_i^2 + V_{ne}(\mathbf{r}, \mathbf{R}) \]  \hspace{1cm} (2.33)

where \( M_I \) is the mass of the \( I \)-th nucleus and \( m_e \) the electron mass. \( V_{ne}(\mathbf{r}, \mathbf{R}) \) contains the nuclei-nuclei, nuclei-electron, and electron-electron interaction potentials.

In the Ehrenfest molecular dynamics model, one uses a product ansatz for the total wavefunction:

\[ \Psi (\mathbf{x}, \mathbf{R}; t) \approx \Phi (\mathbf{x}; t) \Theta (\mathbf{R}; t) \exp \left[ \frac{i}{\hbar} \int_{t_0}^{t} E_{el}(t') dt' \right] \]  \hspace{1cm} (2.34)

\( \Phi (\mathbf{x}; t) \) is the electronic wavefunction and \( \Theta (\mathbf{R}; t) \) the nuclear wavefunction. \( E_{el}(t') \) is a phase factor that is defined by

\[ E_{el}(t) = \int \Phi^*(\mathbf{x}; t) \Theta^*(\mathbf{R}; t) \hat{H}_{el} \Phi (\mathbf{x}; t) \Theta (\mathbf{R}; t) \, d\mathbf{x} \, d\mathbf{R} \]  \hspace{1cm} (2.35)

where \( \hat{H}_{el} \) is the electronic Hamiltonian. Inserting this product ansatz for the total wavefunction into the Schrödinger equation and after some straightforward algebra, on obtains the coupled equations of motion for the electronic and nuclear wavefunctions:

\[ i\hbar \frac{\partial \Phi}{\partial t} = -\sum_{i} \frac{\hbar^2}{2m_e} \nabla_i^2 \Phi + \left[ \int \Theta^*(\mathbf{R}; t) V_{ne} \Theta (\mathbf{R}; t) \, d\mathbf{R} \right] \Phi \]  \hspace{1cm} (2.36)

\[ i\hbar \frac{\partial \Theta}{\partial t} = -\sum_{I} \frac{\hbar^2}{2M_I} \nabla_I^2 \Theta + \left[ \int \Phi^*(\mathbf{x}; t) H_{el} \Phi (\mathbf{x}; t) \, d\mathbf{x} \right] \Theta \]  \hspace{1cm} (2.37)

where \( V_{ne} \) includes the electron-electron repulsion, electron-nuclei attraction and nuclei-nuclei repulsion. Evident from Eqs. (2.36) and (2.37), both electronic and nuclear degrees of freedom evolve in a time-dependent mean-field potential generated by each other. If one further takes the Eikonal representation of the nuclear wavefunction,

\[ \Theta (\mathbf{R}; t) = A (\mathbf{R}; t) \exp \left[ \frac{i}{\hbar} S (\mathbf{R}; t) \right] \]  \hspace{1cm} (2.38)
substituting this polar representation for the nuclear wavefunction in Eq. (2.37) and separat-
ing the real and imaginary parts, and taking the classical limit $\hbar \to 0$ for the phase $S$, one gets the classical Hamilton-Jacobi equation:

$$\frac{\partial S}{\partial t} = - \sum_I \frac{\hbar^2}{2M_I} (\nabla_I S)^2 - \int \Phi^* (x; t) H_{el} \Phi (x; t) \, dx \tag{2.39}$$

where the phase $S$ is identified as the classical action. By making the connection to the classical momentum $P_I = \nabla_I S$, one can obtain Newtonian equation of motion as an equivalent representation of the Hamilton-Jacobi equation Eq. (2.39):

$$M_I \ddot{R}_I = - \nabla_I \int \Phi^* (x; t) H_{el} \Phi (x; t) \, dx \equiv - \nabla_I \langle \Phi | H_{el} | \Phi \rangle \tag{2.40}$$

With the classical point nuclei approximation, the equation of motion for the electronic wavefunction Eq. (2.36) reduces to

$$i\hbar \frac{\partial \Phi}{\partial t} = - \sum_i \frac{\hbar^2}{2m_e} \nabla_i^2 \Phi + V_{ne} (r, R) \Phi \equiv H_{el} \Phi \tag{2.41}$$

Eqs. (2.40) and (2.41) are the equations of motions for Ehrenfest dynamics, where the nuclei move classically according to a mean-field potential generated by the electronic wavefunction, and the electrons are treated quantum mechanically and depends parametrically on the classical nuclear positions.

The solution to the Newtonian equation of motion for the nuclei, Eq. (2.40), can be carried out using a number of standard integration techniques, such as the velocity Verlet algorithm.

The solution to the electronic Schrödinger equation, Eq. (2.41), is not trivial, since it corresponds to the solution of the N-electron problem. Exact solutions are only possible for very few electron systems. For many-electron systems, approximations have to be made in order to achieve an affordable computation. As HF and DFT introduced in the previous sec-
tions provide a good compromise between computational cost and accuracy for the ground state problem, it seems reasonable to extend these approaches to the time-dependent regime. This will lead to the time-dependent Hartree-Fock (TDHF) method and the time-dependent density functional theory (TDDFT).

2.3.2 Time-Dependent Hartree-Fock

The time-dependent Hartree-Fock (TDHF) equations were first derived in 1930 by Dirac.\textsuperscript{39} Since then several different formalism have been given, most notably the one by Frenkel using a time-dependent variation principle.\textsuperscript{40} The TDHF equations were an approximation to the time-dependent electronic Schrödinger equation, by assuming that an $N$-electron system can at all times be represented by a single Slater determinant composed of $N$ time-dependent orthonormal spin orbitals, $\left\{ \psi_k(x,t) \right\}$

$$\Phi(t) = \frac{1}{\sqrt{N!}} \left| \begin{array}{cccc} \psi_1(x_1,t) & \psi_2(x_1,t) & \ldots & \psi_N(x_1,t) \\ \psi_1(x_2,t) & \psi_2(x_2,t) & \ldots & \psi_N(x_2,t) \\ \vdots & \vdots & \ddots & \vdots \\ \psi_1(x_N,t) & \psi_2(x_N,t) & \ldots & \psi_N(x_N,t) \end{array} \right|$$

(2.42)

where the variable $x$ includes both the spatial coordinate $r$ and the spin coordinate $\omega$ for one electron.

Applying the Dirac-Frenkel time-dependent variational principle to this approximate wavefunction,

$$\langle \delta \Phi | i \frac{\partial}{\partial t} - \hat{H}_{\text{el}} | \Phi \rangle = 0$$

(2.43)

one obtains the TD-HF equation:

$$i \frac{\partial}{\partial t} \psi_k(t) = \hat{f}(t) \psi_k(t)$$

(2.44)

where the time-dependent Fock operator $\hat{f}(t)$ has the same form as that given in Eq. (2.7), except that all the terms are now time-dependent because of the time-dependent spin or-
bitalas.

Equivalently, one can also write the Liouville-von Neumann type equation:

$$i \frac{\partial \hat{\gamma}(t)}{\partial t} = [\hat{f}(t), \hat{\gamma}(t)]$$

(2.45)

where $\hat{\gamma}(t)$ is the one-particle reduced density matrix (1-RDM) defined by

$$\hat{\gamma}(t) = \sum_{i}^{N} |\psi_{k}(t)\rangle \langle \psi_{k}(t)|$$

(2.46)

Here in this section, we use a general spin orbital approach without referring specifically to RHF, UHF or GHF. Expanding the spin orbitals in a set of $M$ AO basis functions,

$$\psi_{i}(t) = \sum_{\mu}^{M} C_{\mu i}(t) \chi_{\mu}$$

(2.47)

The resulting AO density matrix $P'(t)$ is

$$P'_{\mu \nu}(t) = \sum_{i}^{N} C_{\mu i}(t) C_{\nu i}^{*}(t)$$

(2.48)

The Fock matrix in the AO basis is defined as

$$F'_{\mu \nu}(t) = \langle \mu | \hat{f}(t) | \nu \rangle$$

(2.49)

Since the AO basis functions are in general not orthonormal, we will need to orthonormalize the basis in order to obtain a matrix equation of similar form to Eq. (2.45).

The orthonormal transformation is a similarity transformation that brings the overlap matrix to identity. There are two widely used orthonormalization methods: the Löwdin orthonormalization method and the Cholesky decomposition method. In the Löwdin orthonormalization method, the transformation matrix $V$ is

$$V = S^{1/2}$$

(2.50)
whereas in the Cholesky decomposition, the transformation matrix $V$ is upper triangular and is defined by

$$ S = V^T V 	ag{2.51} $$

With the orthonormal transformation matrix $V$, the density matrix and Fock matrix can be transformed from the AO basis to the orthonormal basis:

$$ P = VP'V^T \tag{2.52} $$

$$ F = V^{-T} F' V^{-1} \tag{2.53} $$

In an orthonormal basis, the Liouville-von Neumann equation, Eq. (2.45) can be rewritten as

$$ i \frac{\partial}{\partial t} P(t) = [F(t), P(t)] \tag{2.54} $$

which is the matrix form of the TDHF equation.

The integration of the TDHF equation, Eq. (2.54), can be achieved using a number of standard methods such as $4^{th}$-order Runge-Kutta, and unitary propagation methods such as the Crank-Nicolson method,\textsuperscript{41} the high-order Magnus method,\textsuperscript{42} the exponential midpoint method. The efficiency of these methods are comparable since the most expensive step is the formation of the Fock matrix. In the present work, we use a modified version of the exponential midpoint method which is called the modified midpoint and unitary transformation (MMUT) algorithm.\textsuperscript{43,44}

In the MMUT method, the density matrix is propagated from time $t_{n-1}$ to $t_{n+1}$ through the unitary time-evolution operator $U(t_n)$, according to the Baker-Campbell-Hausdorff formula:

$$ P(t_{n+1}) = e^{\hat{L}(t_n)} P(t_{n-1}) = U(t_n) \cdot P(t_{n-1}) \cdot U^\dagger(t_n) \tag{2.55} $$
where $\hat{L}(t)$ is the Liouville super operator, is defined as

$$\hat{L}(t_n)P(t_{n-1}) = -i \cdot 2\Delta t \left[ F(t_n), P(t_{n-1}) \right]$$

(2.56)

where $\Delta t$ is the time step for the MMUT integrator.

The unitary time-evolution operator $U(t_n)$ is then given by

$$U(t_n) = \exp[-i \cdot 2\Delta t \cdot F(t_n)]$$

(2.57)

By computing the Fock matrix at the midpoint of the step, the MMUT method accounts for linear changes in the density matrix during the time step. The MMUT algorithm can be used with a larger step size, while still maintaining very good control of numerical noise and integration errors.

There are several ways to construct the unitary matrix $U(t_n)$. One common approach is to express $U(t_n)$ in the eigenvector basis of the Fock matrix:

$$C^\dagger(t_n) \cdot F(t_n) \cdot C(t_n) = \epsilon(t_n)$$

(2.58)

$$U(t_n) = C(t_n) \cdot \exp[-i \cdot 2\Delta t \cdot \epsilon(t_n)] \cdot C^\dagger(t_n)$$

(2.59)

where $C(t_n)$ is the eigenvector matrix and $\epsilon(t_n)$ the eigenvalue matrix of the Fock matrix at time $t_n$.

Another approach is to expand $U(t_n)$ in a Chebychev series:

$$U(t_n) = \exp[-i \cdot 2\Delta t \cdot F(t_n)] \approx \sum_{i=0}^{L} a_n \varphi_n [-i \cdot 2\Delta t \cdot F(t_n)]$$

(2.60)

where $a_n$ are the expansion coefficients and $\varphi_n$ are the complex Chebychev polynomials. Because of the uniform character of the Chebychev expansion, the error decreases exponentially once the expansion length $L$ is large enough. One advantage of using the Chebychev expansion method is that it only involves a few number of matrix multiplies for the calculation of $U(t_n)$, which makes it easier to parallelize as compared to the full diagonalization of the Fock matrix when the dimension of the Fock matrix becomes very large.
2.3.3 Time-Dependent Density Functional Theory

Compared to the TDHF theory, the time-dependent density functional theory (TDDFT) is a rather different approach to the solution of the electronic TDSE equation, Eq. (2.41). Formally, it can be viewed as an exact reformulation of the time-dependent quantum mechanics, with the density being the fundamental variable instead of the many-body wavefunction, in the same spirit as the ground-state DFT. The foundation of TDDFT was made by Runge and Gross\textsuperscript{45} in 1984, who proved the existence of the universal, time-dependent density functional.

The essential part of the Runge-Gross theorem states that there is a one-to-one correspondence between the external, time-dependent potential $v_{\text{ext}}(r, t)$, and the electron density $\rho(r, t)$, for a many-electron system evolving from a fixed initial state. The proof of this theorem is more involved than that of the ground-state Hohenberg-Kohn theorem, since there is no minimum principle available in the time-dependent case. The proof was done in two steps: in the first step, they showed that two different external potentials $v_{\text{ext}}(r, t)$ and $v'_{\text{ext}}(r, t)$, differing by more than a time-dependent function, generates two different current densities $j(r, t)$ and $j'(r, t)$; in the second step, it is showed that if the two systems have different current densities, they must also have different electron densities $\rho(r, t)$ and $\rho'(r, t)$.

Since the electron density uniquely defines the external potential, which in turn determines the time-dependent Hamiltonian which in turn defines the many-body wavefunction, the action integral
\[
A[\rho] = \int_{t_0}^{t_1} \langle \Phi(t) | i \frac{\partial}{\partial t} - \hat{H}(t) | \Phi(t) \rangle dt
\] (2.61)
can be represented as a unique functional of the density. And the following action integral, $B[\rho]$, is defined
\[
B[\rho] = \int_{t_0}^{t_1} \langle \Phi(t) | i \frac{\partial}{\partial t} - \hat{T} - \hat{G} | \Phi(t) \rangle dt
\] (2.62)
where $\hat{T}$ is the kinetic energy operator, and $\hat{G}$ is the electron-electron interaction operator.
$B[\rho]$ is a universal functional of the density in the sense that the same dependence on $\rho(r,t)$ holds for all external potentials $v_{\text{ext}}(r,t)$.

Further, $A[\rho]$ has a stationary point at the exact density of the system, i.e. the exact density can be computed from

$$\frac{\delta A[\rho]}{\delta \rho} = 0$$

(2.63)

Finally, in order to derive a computation scheme similar to the ground-state Kohn-Sham equations, Runge and Gross introduced an auxiliary system of non-interacting electrons. In analogy to the stationary case, the exchange-correlation action integral is defined as

$$A_{\text{xc}}[\rho] = \int_{t_0}^{t_1} \langle \Phi(t)|\hat{G}|\Phi(t)\rangle dt - \frac{1}{2} \int \frac{\rho(r_1)\rho(r_2)}{r_{12}} dr_1 dr_2 + \int_{t_0}^{t_1} \langle \Phi(t)|\hat{T} - \hat{T}_s|\Phi(t)\rangle dt$$

(2.64)

where $\hat{T}_s$ is the kinetic energy of the non-interacting system.

This non-interacting system is subject to an effective local potential $v_{\text{eff}}$:

$$v_{\text{eff}}(r_1,t) = v_{\text{ext}}(r_1,t) + \int \frac{\rho(r_2)}{r_{12}} dr_2 + v_{\text{xc}}[\rho](r_1,t)$$

(2.65)

where $v_{\text{xc}}[\rho](r_1,t)$ is the time-dependent exchange-correlation (xc) potential and is defined by

$$v_{\text{xc}}[\rho](r_1,t) = \frac{\delta A_{\text{xc}}[\rho]}{\delta \rho}$$

(2.66)

such that the density of this non-interacting system is the same as the density of the interacting system. The single-particle orbitals fulfill the time-dependent Kohn-Sham (TDKS) equation:

$$i \frac{\partial}{\partial t} \psi(r_1,t) = \hat{f}_{\text{KS}}(r_1,t)(r_1,t)$$

(2.67)
where

\[ j^{\text{KS}}(r_1, t) = -\frac{1}{2} \nabla^2 + v_{\text{eff}}(r_1, t) \]  \hspace{1cm} (2.68)

The time-dependent xc potential \( v_{xc}[\rho] \) includes all nontrivial many-body effects and is nonlocal, both in space and time. Unfortunately, the exact form of this functional is unknown and approximations to it are still in their infancy. The simplest and widely used approach is the so-called adiabatic approximation (AA), in which the exact time-dependent xc functional is approximated as some ground-state xc functional, \( \tilde{v}_{xc} \)

\[ v_{xc}^{\text{adiabatic}}[\rho](r, t) = \tilde{v}_{xc}[\rho](r)|_{\rho = \rho(r, t)} \]  \hspace{1cm} (2.69)

When expressed in a set of orthonormal set of basis functions, the TDKS equation, Eq. (2.67), can be rewritten as:

\[ i \frac{\partial}{\partial t} P(t) = [F(t), P(t)] \]  \hspace{1cm} (2.70)

which has the same form as the TDHF equation, Eq. (2.54), except that the HF exchange potential is replaced by the xc potential in TDDFT.
2.4 Electron Correlation

While the Hartree-Fock method and the density functional theory, as well as their time-dependent counterparts have been successful in the study of many molecular properties and dynamical processes, they have their own limitations. Being a single configuration wavefunction method, the HF and TDHF lack the so-called electron correlation. The electron correlation energy is defined as the energy difference between the exact non-relativistic ground-state energy ($E_{\text{exact}}$) and the Hartree-Fock ground-state energy ($E_{\text{HF}}$):

$$E_{\text{corr}} = E_{\text{exact}} - E_{\text{HF}}$$  \hspace{1cm} (2.71)

DFT and TDDFT, on the other hand, are formally exact provided that the true density functional is used. However, the exact form of the functional is not known. So far, practical applications of DFT and TDDFT exploit approximations to the functional, and there is no systematic way of improving the accuracy or choosing a particular approximation. As a result, at current stage DFT and TDDFT are still far from being a reliable predictive tool for many chemical applications, especially when high accuracy is desired.

The term “electron correlation”, may be divided into two categories: the so-called “dynamical correlation” and “nondynamical correlation” (or static correlation). Dynamical correlation comes from the instantaneous Coulomb repulsion between electrons of opposite spin. HF theory is a mean-field theory, in which each electron experiences an average field of all the other electrons in the system. Although HF theory accounts for the instantaneous repulsion between electrons of same spin via anti-symmetry of the single Slater determinant, it cannot describe the instantaneous repulsion between two electrons of the opposite spin. Thus dynamic correlation is missing in HF theory.

Static correlation arises from degeneracy or near-degeneracy between configurations (i.e. Slater determinants). This type of correlation becomes more pronounced when the HF ground state determinant and excited determinants are close in energy.

Different from DFT, in wavefunction theory systematic improvement in the description of the electron correlation can be accomplished by extending the HF single-particle, single-
determinant description. Since these methods usually use HF wavefunction as a starting point, they are often referred as post-Hartree-Fock methods.

The most straightforward way of including both dynamical and static correlations is the so-called configuration interaction (CI) method. In the CI method, a linear combination of HF determinant and excited determinants is used to provide a better approximation to the exact many-electron wavefunction. Then variation principle is used to find the upper bounds to the exact eigen-states within the CI expansion space. If the expansion space is complete, i.e. all possible excited determinants are included, the method gives the exact solution within the space spanned by a given atomic orbital basis set, and is called full CI. Unfortunately, the size of the full CI expansion grows exponentially with the size of system, and thus not practical for quantum chemical calculations except for very small systems.

The HF wavefunction usually provides qualitatively correct description of the electronic structure when the molecule is near its equilibrium geometry. In this case, what is missing is primarily the dynamical correlation, which can be included by treating the electron correlation as a small perturbation to the HF Hamiltonian. A widely used perturbation method is given by Möller and Plesset,\textsuperscript{46} and is referred as the MP\textit{n} (\textit{n} \geq 2) method. Another way of treating dynamical correlation is done by the coupled cluster (CC) method, where a cluster expansion of the wavefunction is performed using the HF single Slater determinant as the reference.

However, when the molecules are far away from their equilibrium geometries, i.e. when the bonds are stretched or broken, the HF wavefunction does not give even qualitatively correct description of the electronic structure. For example, the RHF method cannot describe the dissociation of molecules into open-shell fragments (e.g., H\textsubscript{2} \rightarrow 2H). In this case, static correlation is the major missing piece rather than dynamical correlation, and the HF wavefunction cannot be used as a zero-order approximation for perturbation treatments or CC methods. There are several methods that can treat the static correlation, namely the generalized valence bond (GVB) method,\textsuperscript{47} the multi-configuration self-consistent field (MC-SCF) method, and the density matrix renormalization group (DMRG)\textsuperscript{48} method. Among these, the MCSCF method has been widely used for exploring the potential energy surfaces of molecules and as a starting point for high accuracy wavefunction approaches such
as multireference (MR) perturbation theory, MR-CI, and MR-CC theory. In the following section, we will provide a brief introduction of the MCSCF theory, in particular, the complete-active-space self-consistent field (CASSCF) method.
2.5 Multi-Configuration Self-Consistent Field Theory

As discussed in the previous section, the MCSCF method is aimed to recover the static correlation effects. Instead of using one single Slater determinant as in HF theory, the MCSCF wavefunction consists of a small number of selected determinants or configuration state functions (CSFs). A configuration state function is a linear combination of several Slater determinants and is a spin eigen-function. In order to obtain the lowest possible energy within this truncated CI space, the variation principle is applied to both the expansion coefficients and the spin orbitals of which the determinants are composed.

In the MCSCF approach, one writes the approximate wavefunction as a truncated CI expansion:

\[ |\Phi_{MC}\rangle = \sum_I c_I |\Phi_I\rangle \]  \hspace{1cm} (2.72)

where \( c_I \) are the expansion coefficients, \( |\Phi_I\rangle \) are the HF and excited Slater determinants, composed of orthonormal spin orbitals \( \psi_i \), as given in Eq. (2.4).

The task is to minimize the energy \( \langle \Phi_{MC}|\hat{H}|\Phi_{MC}\rangle \) by varying both the expansion coefficients \( c_I \) and the orbitals \( \psi_i \), using the variation principle:

\[ E_{MC} = \min_{\{c_I\},\{\psi_i\}} \frac{\langle \Phi_{MC}|\hat{H}|\Phi_{MC}\rangle}{\langle \Phi_{MC}|\Phi_{MC}\rangle} \]  \hspace{1cm} (2.73)

This flexibility in the variation space allows for a better description of the electronic structure of bonded molecular systems compared to the HF method. Most importantly, it is one of the few options that can give qualitatively correct description of bond breaking and molecular dissociation processes.

One of the greatest difficulties in a MCSCF calculation is the selection of the expansion space. For very simple systems, the selection can be done by inspection of individual configuration and choosing the ones that will likely give most important contributions to the energy. For more complicated molecules, however, the selection of the expansion space can be very difficult and sometimes the selected space is not flexible enough to properly describe
the physical process. In order to overcome these problems, Roos\textsuperscript{49} introduced the complete-active-space (CAS) self-consistent field (SCF) approach. In this approach, one only needs to select a set of active orbitals and the expansion space is automatically determined by collecting all possible configurations of the active electrons in the active orbitals. All the rest orbitals are kept doubly occupied or unoccupied. The CAS wavefunction can be regarded as a full CI wavefunction within the variationally optimized active orbital space. Of course, when the active orbital space comprises all the orbitals in the system, the true full CI wavefunction is recovered; on the other hand, when the active orbital space is empty, the CAS wavefunction reduces to the HF wavefunction.

There are also variants of the CASSCF approach, to name a few, the restricted active space (RAS) SCF and the general active space (GAS) SCF methods. These methods were developed to further reduce the size of the CASSCF expansion, by subdividing the active space into groups of orbitals with certain occupancy restrictions.

Because the configuration expansion that can be managed within MCSCF approaches is usually small, it is in general impossible to recover dynamical correlation. Thus MCSCF methods alone are usually not appropriate for applications that require high accuracy. However, since MCSCF methods are one of the few options that can treat the static correlation effects, they may provide a good zero-order wavefunction for subsequent treatment of dynamical correlation such as in the framework of multireference CI (MR-CI), multireference coupled-cluster, or multi-configuration perturbation theory.

In Chapter 6, we will give a detailed exposition of MCSCF theory, in particular the CASSCF method. New developments in the optimization of the CI coefficients will be presented.
Chapter 3

MODELING SYSTEM-ELECTROMAGNETIC INTERACTIONS
WITH RT-TDHF/TDDFT

3.1 Gauge Invariance of TDHF and TDDFT Equations

Nonperturbative electronic dynamics using the time-dependent Hartree-Fock (TDHF) and time-dependent Kohn-Sham (TDKS) theory with the adiabatic approximation is a powerful tool in obtaining insights into the interaction between a many-electron system and an external electromagnetic field. In practical applications of TDHF/TDKS using an incomplete basis set, electronic dynamics and molecular properties become gauge-dependent. Numerical simulations in incomplete basis sets are carried out in the length gauge and velocity gauge to verify the extent of gauge-dependence using incomplete basis sets. Electronic dynamics of two many-electron systems, a Helium atom and a carbon monoxide molecule in high-intensity linearly polarized radiation fields are performed using the TDHF and TDKS with two selected adiabatic exchange-correlation (xc) functionals. The time evolution of the expectation values of the dipole moment and harmonic spectra are calculated in the two gauges, and the basis set dependence on the gauge-invariance of these properties is investigated.

3.1.1 Introduction

Ever since the first treatment of radiation problems in quantum mechanics, there have been numerous arguments concerning the equivalence of quantum mechanical observables in different gauges. It is well known that the time-dependent Schrödinger equation (TDSE) is formally invariant upon a gauge transformation of the electromagnetic potentials in space and time. As a result, all physical observables do not depend on the choice of gauge. For instance, using grid methods to integrate the TDSE, Han et al. calculated the high-order harmonic generation (HHG) spectra of the hydrogen atom in a laser
field. By performing calculations in two different gauges, the length gauge and the velocity gauge, they showed that the two gauges gave identical time-dependent expectation values of the dipole, dipole velocity and dipole acceleration. However, TDSE cannot be solved exactly except for very small systems. Various approximations have been introduced with the aim of achieving reliable results at lower costs. In a perturbative treatment, the interaction between the system and radiation is treated as a perturbation to the system Hamiltonian in the absence of the radiation field. Such perturbative approaches, however, do not preserve gauge invariance. For example, Lamb noted that when treating the interaction of an electromagnetic field with matter perturbatively, the probability amplitudes calculated in different gauges were not the same and only one particular form of the perturbation (so-called "length form") gave results that were in better agreement with experiment. In addition to the problem of gauge dependence, the perturbative approach is insufficient when a high intensity radiation field is applied to the system.

One possible alternative to the TDSE is the time-dependent Hartree-Fock (TDHF) approach, which approximates the TDSE with a time-dependent single Slater determinant wavefunction. A conceptually different approach is the time-dependent density functional theory (TDDFT), which can be viewed as an exact reformulation of the TDSE given an exact exchange-correlation (xc) functional. The Runge-Gross (RG) theorem and its modifications ensure a unique one-to-one mapping between the time-dependent single-particle external potential $v(\mathbf{r},t)$ and the time-dependent single-particle density $\rho(\mathbf{r},t)$. However, the RG theorem is restricted to scalar potentials and excludes situations involving vector potentials. To describe the interaction of electromagnetic radiation with matter, Ghosh and Dhara developed the time-dependent current density functional formalism (TDCDFT), in which the single-particle current density $\mathbf{j}(\mathbf{r},t)$ determines uniquely the time-dependent scalar and vector potentials that characterize the system. Given the exact xc functional, both TDDFT and TDCDFT can be reformulated into a set of coupled time-dependent single-particle Kohn-Sham equations (TDKS). The TDKS equations can be equivalently written in matrix form using a single Slater determinant wave function projected onto a basis.

Depending on the strength of external perturbation, applications of TDHF/TDKS treat-
ment of the interaction between electromagnetic radiation and matter can be classified into two categories.\(^81\) When the intensity of the external radiation is small, a linear response description of the TDHF/TDKS equations can be used, as exemplified by the random-phase approximation (RPA)\(^89,90\) for TDHF and linear-response time-dependent density functional theory (LR-TDDFT)\(^81,91–93\) for TDKS. The RPA and LR-TDDFT have been widely used for calculations of excitation energies and oscillator strengths. However, this approach does not give any dynamical information as the system evolves over time. More importantly, when the external field is strong, neither RPA nor LR-TDDFT is sufficient to describe the problem. Within this strong field regime, the real-time TDHF and TDKS propagations have been implemented in calculations of the multiphoton ionization,\(^70,76,77\) the high-order harmonic generation (HHG),\(^94–98\) and the above threshold ionization (ATI).\(^99\)

Within the perturbation limit, the gauge behavior of TDHF/TDKS has been mathematically evaluated.\(^61,100,101\) However, gauge behaviors of TDHF/TDKS in the perturbative regime can not be simply translated into the real-time dynamics in the nonperturbative regime. In the perturbative regime, the RPA and LR-TDDFT equations are essentially time-independent. Analyses of gauge behaviors are based on the time-independent ground state orbital space, and focus on linear absorption spectra and oscillator strengths. In the nonperturbative regime, real-time TDHF/TDKS dynamics propagate a time-dependent coherent electronic state, and the HF/KS orbital space is time-dependent. Such a nonperturbative treatment is often associated with applications of high-order harmonic spectra or intense-laser controlled molecular reactions.

This section addresses gauge behaviors for real-time electronic dynamics driven by an external field within the TDHF/TDKS framework beyond the perturbative regime.

### 3.1.2 Gauge invariance of the TDHF and TDKS equations

#### A. The many-body TDSE in a classical electromagnetic field.

In a conventional non-relativistic approach for the interaction of an electromagnetic field with a quantum mechanical electronic system, the field is treated classically and characterized by a vector potential \(A(r, t)\) and a scalar potential \(U(r, t)\). The electronic Hamiltonian
can be obtained from the Lagrangian approach\textsuperscript{65,102}

\[ H(A, U) = \sum_k^N \left( \frac{1}{2} [p_k + A(r_k, t)]^2 - U(r_k, t) \right) + V_{Ne} + V_{ee} \tag{3.1} \]

and the time-dependent Schrödinger (TDSE) equation is

\[ i \frac{\partial}{\partial t} \Psi(A, U) = H(A, U)\Psi(A, U) \tag{3.2} \]

where \( p_k = -i \nabla_k \) and \( r_k \) are the momentum and position operators for the \( k \)-th electron, respectively. \( V_{Ne} \) and \( V_{ee} \) are nuclear-electron, and electron-electron interaction potentials, respectively. Atomic units are used throughout and the atomic units of the scalar and vector potentials are converted from SI units.

Given a gauge function \( \chi(r, t) \), which is an arbitrary differentiable real function of position and time, the vector potential \( A(r, t) \) and scalar potential \( U(r, t) \) can be transformed to generate a new set of potentials,

\[ A'(r, t) = A(r, t) + \nabla \chi(r, t) \tag{3.3a} \]
\[ U'(r, t) = U(r, t) - \frac{\partial}{\partial t} \chi(r, t) \tag{3.3b} \]

It has been shown\textsuperscript{57,65,102} that the TDSE, Eq. (3.2) is formally invariant upon the gauge transformation defined in Eq. (3.3). The wavefunction \( \Psi'(A', U') \) in this new gauge is related to \( \Psi(A, U) \) by a phase factor

\[ \Psi'(A', U') = \exp \left[ -i \sum_k^N \chi(r_k, t) \right] \Psi(A, U) \tag{3.4} \]

where \( \chi \) is the same gauge function used in Eq. (3.3). As a result, the expectation values of the single-particle position operator \( r \) and mechanical momentum operator \( \pi = p + A \) are also gauge invariant.\textsuperscript{65,102}

It should be noted that the classically inferred Hamiltonian in Eq. (3.1) is still incomplete in a sense that it omits all the interactions associated with the spin of the particles,
which include the spin-spin interactions, spin-orbital couplings, and spin-magnetic field interactions. In the present work, these terms are not included due to the fact that they are essentially non-classical in origin and their magnitudes are much smaller compared to the other terms.

B. Gauge invariance of the TDHF formalism.

The TDHF formalism, as an approximation to the exact time-dependent Schrödinger equation, makes use of the assumption that the exact solution can be represented by a single Slater determinant composed of time-dependent single-particle wavefunctions, $\phi_k$

$$\Phi(\mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_N, t) = \frac{1}{\sqrt{N!}} \left| \phi_1(\mathbf{r}, t)\phi_2(\mathbf{r}, t)\cdots\phi_N(\mathbf{r}, t) \right|$$  \hspace{1cm} (3.5)

and the resulting TDHF equations are obtained as

$$i\frac{\partial}{\partial t} \phi_k(\mathbf{r}, t) = \hat{F}(\mathbf{r}, t)\phi_k(\mathbf{r}, t)$$  \hspace{1cm} (3.6)

where, the Fock operator $\hat{F}(r, t)$ is defined as

$$\hat{F}(\mathbf{r}, t) = \hat{h}(\mathbf{r}, t) + \hat{J}(\mathbf{r}, t) - \hat{K}(\mathbf{r}, t)$$  \hspace{1cm} (3.7)

For a many-electron system interacting with a time-dependent electromagnetic field characterized by the scalar potential $U(\mathbf{r}, t)$ and vector potential $\mathbf{A}(\mathbf{r}, t)$, the one-electron term $\hat{h}(\mathbf{r}, t)$ is written as

$$\hat{h}(\mathbf{r}, t) = \frac{1}{2} [\mathbf{p} + \mathbf{A}(\mathbf{r}, t)]^2 + V(\mathbf{r}) - U(\mathbf{r}, t)$$  \hspace{1cm} (3.8)

where $V(\mathbf{r})$ is the electron-nuclei interaction potential. The Coulomb operator $\hat{J}(\mathbf{r}, t)$ and exchange operator $\hat{K}(\mathbf{r}, t)$ in Eq. (3.7) describe the average electron-electron interactions,

$$\hat{J}(\mathbf{r}, t)\phi_k(\mathbf{r}, t) = \left[ \sum_j \int d\mathbf{r}' \frac{\phi_j^*(\mathbf{r}', t)\phi_j(\mathbf{r}', t)}{|\mathbf{r} - \mathbf{r}'|} \right] \phi_k(\mathbf{r}, t)$$  \hspace{1cm} (3.9)
\[ \hat{K}(r,t)\phi_k(r,t) = \left[ \sum_j^N \int dr' \frac{\phi_j^*(r',t)\phi_k(r',t)}{|r-r'|} \right] \phi_j(r,t) \]  

(3.10)

It is shown (see Appendix) that, upon a gauge transformation of the electromagnetic potentials, the TDHF equations are essentially form-invariant,

\[ i\frac{\partial}{\partial t} \phi'_k(r,t) = \hat{F}'(r,t)\phi'_k(r,t) \]  

(3.11)

where the vector and scalar potentials \((A', U')\) in the new gauge are used in Eq. (3.8). The one-electron orbitals in the new gauge can be obtained via a unitary transformation similar to Eq. (3.4),

\[ \phi'_k(r,t) = e^{-i\chi(r,t)} \phi_k(r,t) \]  

(3.12)

With the relation (3.12), it is easy to show that expectation values of the single-particle position operator \(r\) and mechanical momentum operator \(\pi = p + A\) are gauge invariant in the TDHF framework.

The expectation value of the electric dipole moment, \(\mu_e\), and the time-dependent electron charge density, \(\rho(r,t)\), can be evaluated as,

\[ \mu_e(t) = -\langle \Phi(t)|r|\Phi(t)\rangle = -\sum_k^N \langle \phi_k(t)|r|\phi_k(t)\rangle \]  

(3.13)

\[ \rho(r,t) = \sum_k^N |\phi_k(r,t)|^2 \]  

(3.14)

Using Eq. (3.12), it follows that both the expectation value of the dipole moment and the time-dependent charge density are invariant under gauge transformations.

C. The Ghosh-Dhara theorem and gauge invariance of the TDKS equations with adiabatic approximation.

The Ghosh-Dhara theorem\(^{84}\) can be viewed as an extension of the RG theorem\(^{45}\) to time-dependent problems involving the interaction of electromagnetic radiation with matter. It states that the exact single-particle current density \(j(r,t)\) uniquely determines the time-dependent scalar potential \(U(r,t)\) and vector potential \(A(r,t)\), as well as the exact single-
particle density \( \rho(r, t) \). It has been shown that there exists a universal xc functional \( E_{xc}[\rho, j] \) that does not dependent on the external scalar and vector potentials. This ensures that for a many-electron system subject to an external scalar and vector potentials \( U(r, t) \) and \( A(r, t) \), the exact single-particle density \( \rho(r, t) \) and current density \( j(r, t) \) can be obtained from the single-particle TDKS equations:

\[
i \frac{\partial}{\partial t} \phi_k(r, t) = \left\{ \frac{1}{2} \left[ p + A_{\text{eff}} \right]^2 + U_{\text{eff}}(r, t) \right\} \phi_k(r, t)
\]

(3.15)

where the effective scalar and vector potentials \( U_{\text{eff}} \) and \( A_{\text{eff}} \) are given by

\[
A_{\text{eff}}(r, t) = A(r, t) + \int d\mathbf{r}' \frac{j(r', t)}{|\mathbf{r} - \mathbf{r}'|} + \delta E_{xc}[\rho, j] \delta j
\]

(3.16)

\[
U_{\text{eff}}(r, t) = V(r) - U(r, t) + \int d\mathbf{r}' \frac{\rho(r', t)}{|\mathbf{r} - \mathbf{r}'|} + \frac{\delta E_{xc}[\rho, j]}{\delta \rho} + \frac{1}{2} \left( A_{\text{eff}}^2 - A^2 \right)
\]

(3.17)

Ghosh and Dhara\textsuperscript{84} have shown that the TDKS equations, Eq. (3.15) are essentially gauge invariant under the transformation of the electromagnetic potentials \( U \) and \( A \) defined in Eq. (3.3).

The Ghosh-Dhara theorem provides a scheme to model the interaction of a many-electron system with electromagnetic radiation through the solution of the TDKS equations. Unfortunately, the exact form of the time-dependent xc functional \( E_{xc}[\rho, j](r, t) \) is unknown and approximations to it are still in their infancy. The simplest and widely used approach is the adiabatic approximation, in which the exact time-dependent xc functional is approximated as some ground-state xc functional, \( \tilde{E}_{xc} \)

\[
E_{xc}^{\text{adiabatic}}[\rho, j](r, t) = \tilde{E}_{xc}[\rho](r) |_{\rho = \rho(r, t)}
\]

(3.18)

With this approximation, the second and third terms in Eq. (3.16), and consequently the last term in Eq. (3.17), are ignored.\textsuperscript{103} We also note here the ground-state xc functionals available today are not explicit functionals of the current density \( j \). By further ignoring the
current-current interaction, the TDKS equations become

\[ i \frac{\partial}{\partial t} \phi_k(r,t) = \left\{ \frac{1}{2} [p + A(r,t)]^2 + V(r) - U(r,t) + \int dr' \frac{\rho(r',t)}{|r - r'|} + \frac{\delta E_{xc}[\rho]}{\delta \rho} \right\} \phi_k(r,t) \] (3.19)

where \( \tilde{E}_{xc}[\rho] \) is some ground-state xc functional and \( \rho \) is given by Eq. (3.14).

Since the adiabatic approximation is trivially included in the Ghosh-Dhara theorem, the TDKS equations with adiabatic approximation, Eq. (3.19), are also gauge invariant. The resulting single-particle wavefunctions \( \{\phi_k\} \) undergo a unitary transformation similar to Eq. (3.12). In the next section, we will carry out the numerical solution of the TDKS equations using two commonly used adiabatic xc functionals, the Becke-Lee-Yang-Parr (BLYP) generalized gradient approximation (GGA) functional\(^{104-106}\) and the Becke-3-parameter-Lee-Yang-Parr (B3LYP) hybrid functional,\(^{105,107-109}\) and examine their gauge behaviors. The results obtained therein will be the first step toward building nonadiabatic xc functionals for real-time electronic dynamics.

### 3.1.3 Gauge properties of TDHF and TDKS electronic dynamics in incomplete basis sets

We have seen that TDHF and TDKS equations are formally invariant in the sense that a gauge transformation of electromagnetic potentials gives rise to a unitary transformation on the single-particle wavefunctions. As a result, molecular properties such as the dipole moment and charge density are gauge invariant. In practical calculations, a finite incomplete basis set is often used to expand the single-particle wavefunctions. With an incomplete basis set, the TDHF/TDKS equations may not be gauge invariant. The proof is by *reductio ad absurdum*: Given a finite incomplete set of \( M \) basis functions \( \varphi_k(r) \), the solutions to the TDHF equations in a particular gauge, Eq. (3.6), are linear combinations of these basis functions,

\[ \phi_k(r,t) = \sum_{\mu} c_{\mu,k}(t) \varphi_{\mu}(r) \] (3.20)

Assume gauge invariance can be achieved in this incomplete basis set, that is, under an arbitrary gauge transformation of the electromagnetic potentials, the new solutions, \( \phi'_k(r,t) \),
are related to the old ones, $\phi_k(r, t)$, by Eq. (3.12). In terms of the basis functions, we have

$$
\phi_k'(r, t) = \sum_{\mu} c_{\mu,k}(t) e^{-i\chi(r, t)} \varphi_\mu(r)
$$

(3.21)

On the other hand, the solutions in the new gauge are also linear combinations of the basis functions,

$$
\phi_k'(r, t) = \sum_{\nu} c'_{\nu,k}(t) \varphi_\nu(r)
$$

(3.22)

By equating Eqs. (3.21) and (3.22), it requires that the product $e^{-i\chi(r, t)} \varphi_\mu(r)$ must be expanded by the same basis

$$
e^{-i\chi(r, t)} \varphi_\mu(r) = \sum_{k} B_{k,\mu}(t) \varphi_k(r)
$$

(3.23)

However, since the gauge function $\chi(r, t)$ can be arbitrary, there exists some $\chi(r, t)$ such that the products $e^{-i\chi(r, t)} \varphi_\mu(r)$ do not fall into the subspace expanded by the incomplete basis $\varphi_k(r)$. In this case, relation (3.12) is no longer valid, which is in contradiction to our assumption. As a result, the TDHF/TDKS equations in the incomplete basis are not form-invariant, and the calculated molecular properties will depend on the gauge used to describe the electromagnetic field.

One could introduce a pseudo-gauge function to recover a certain amount of invariance in an incomplete basis set. Such an idea has been applied to resolve the gauge-origin issue in the self-consistent field (SCF) calculations of nuclear magnetic shielding$^{110-112}$ and magnetically induced current densities.$^{113}$ In these approaches the so-called gauge-including atomic orbitals (GIAOs) are constructed by adding a time independent phase factor to the atomic basis functions.$^{110}$ However, the use of GIAOs does not necessarily lead to true gauge invariance.$^{114}$ In addition, due to the exponential nature of the phase factor, full evaluation of the two-electron integrals using GIAOs is computationally formidable. In practical calculations, the phase factor is usually Taylor-expanded to the first-order,$^{110}$ which again would lead to gauge dependence of the results.
3.1.4 Numerical methods

To examine the gauge properties of TDHF/TKDS electronic dynamics, we consider two different electronic systems, a Helium atom and a carbon monoxide (CO) molecule, interacting with high-intensity linearly polarized sine-squared envelope laser pulses. In both cases, the laser wavelength is chosen to be 456 nm, which is much larger than the atomic/molecular size. Thus we invoke the long-wavelength approximation, in which the spatial variation of the electromagnetic field is neglected. As a consequence, the electric field becomes purely time-dependent and the magnetic field vanishes. With this approximation, the electric field of the laser pulse is written as:

\[
E(t) = \begin{cases} 
E_0 \sin^2(\pi t/T) \cos(\omega t + \phi), & 0 \leq t \leq T \\
0, & t > T 
\end{cases}
\]  

(3.24)

where \( E_0 \) and \( \omega \) are the amplitude and angular frequency of the electric field, respectively, \( T \) is the pulse duration, and \( \phi \) is the phase.

For problems of atoms/molecules interacting with intense laser fields, there are three commonly used gauges or representations: the length gauge (or called electric field gauge), the velocity gauge (or called Coulomb gauge), and the acceleration gauge (or called Bloch-Nordsieck representation). Each representation has been used with varying degrees of success. The length and velocity gauges can be obtained from the usual transformation of the electromagnetic potentials defined in Eq. (3.3). On the other hand, the Bloch-Nordsieck representation is obtained through a unitary transformation of the momentum operator and hence cannot be considered as a gauge transformation. The equivalence of the three gauges or representations exists only between exact eigenstates of respective Hamiltonians. In numerical simulations on large grids, it is the eigenstates of the grid which form the basis for gauge invariant results, a well known principle in strong field simulations where the grid initial state must be obtained by integrating TDSE initially backward in imaginary time.

In this work, we compare numerical results in the length gauge (LG) and the velocity
gauge (VG), within the long-wavelength approximation. The LG is defined using:

\[
A^{LG} = 0 \tag{3.25a}
\]
\[
U^{LG} = -r \cdot E(t) \tag{3.25b}
\]

and the VG takes the form:

\[
A^{VG} = -\int_0^t E(t')dt' \tag{3.26a}
\]
\[
U^{VG} = 0 \tag{3.26b}
\]

It can be seen that both the LG and VG describe the same electromagnetic field and are related by a gauge transformation using the function

\[
\chi(r, t) = r \cdot A^{VG} = -r \cdot \int_0^t E(t')dt' \tag{3.27}
\]

Numerical integrations of the TDHF and TDKS equations in both the LG and the VG are performed in the density matrix formulation. In an orthonormal basis \(|\mu\rangle\), the TDHF/TDKS equation for the density matrix is:

\[
\frac{i}{\hbar} \frac{d}{dt} P(t) = F(t) P(t) - P(t) F(t) \tag{3.28}
\]

where \(P(t)\) is the density matrix and is constructed from the product of the single-particle wavefunction coefficients

\[
P_{\mu\nu}(t) = \sum_{k} c_{\mu,k}(t) c_{\nu,k}^{*}(t) \tag{3.29}
\]

The Fock/Kohn-Sham matrix is given by

\[
F_{\mu\nu}(t) = \langle \mu | \hat{F}(t) | \nu \rangle \tag{3.30}
\]

where \(\hat{F}(t)\) is defined in Eq. (2.7) and Eq. (3.19), correspondingly.
The elements of the Fock/Kohn-Sham matrices in the length and velocity gauges are

\[
\mathbf{F}_{\mu\nu}(t) = \begin{cases} 
\mathbf{F}_{0,\mu\nu}^{L}(t) + \langle \mu | \mathbf{r} | \nu \rangle \cdot \mathbf{E}(t) & \text{(LG)} \\
\mathbf{F}_{0,\mu\nu}^{V}(t) - i \langle \mu | \nabla | \nu \rangle \cdot \mathbf{A}^{V} + \frac{1}{2} \langle \mu | \nu \rangle (A^{V})^{2} & \text{(VG)}
\end{cases}
\]  

(3.31)

where \(\mathbf{F}_{0}(t)\) is the Fock/Kohn-Sham matrix without the electromagnetic field.

With the Fock/Kohn-Sham matrices given above, the TDHF/TDKS equation, Eq. (3.28) is integrated with a modified midpoint and unitary transformation (MMUT) algorithm.\textsuperscript{43,44,121} In the MMUT method, the time-evolution operator is a unitary transformation matrix \(\mathbf{U}(t_{n})\) that is constructed from the eigenvector matrix \(\mathbf{C}(t_{n})\) and eigenvalue matrix \(\mathbf{\epsilon}(t_{n})\) of the Fock matrix at time \(t_{n}\):

\[
\mathbf{C}^{\dagger}(t_{n}) \cdot \mathbf{F}(t_{n}) \cdot \mathbf{C}(t_{n}) = \mathbf{\epsilon}(t_{n})
\]

(3.32)

\[
\mathbf{U}(t_{n}) = \exp[i \cdot 2\Delta t \cdot \mathbf{F}(t_{n})] = \mathbf{C}(t_{n}) \cdot \exp[i \cdot 2\Delta t \cdot \mathbf{\epsilon}(t_{n})] \cdot \mathbf{C}^{\dagger}(t_{n})
\]

(3.33)

where \(\Delta t\) is the time step for the MMUT integrator. The density matrix is then propagated from time \(t_{n-1}\) to \(t_{n+1}\) through the time-evolution operator \(\mathbf{U}(t_{n})\):

\[
\mathbf{P}(t_{n+1}) = \mathbf{U}(t_{n}) \cdot \mathbf{P}(t_{n-1}) \cdot \mathbf{U}^{\dagger}(t_{n})
\]

(3.34)

By computing the Fock matrix at the midpoint of the step, the MMUT method accounts for linear changes in the density matrix during the time step. The MMUT algorithm can be used with a larger step size, while still maintaining very good control of numerical noise and integration errors.

The TDHF/TDKS electronic dynamics in both the LG and the VG is implemented using the development version of the GAUSSIAN series of programs\textsuperscript{122} with the addition of the MMUT algorithm discussed above. For TDKS, two widely used adiabatic xc functionals, the BLYP and B3LYP functionals, are chosen to study their gauge behaviors. In the case of the He atom, we compare the time-dependent expectation values of the dipole \(\langle z \rangle\), dipole velocity \(\langle \dot{z} \rangle\), and dipole acceleration \(\langle \ddot{z} \rangle\) in the LG and the VG. For the CO molecule, we
compute the expectation values of the dipole and the corresponding harmonic spectra, and compare the results in the LG and the VG. The harmonic spectra can be obtained by the Fourier transformation of the respective time-dependent expectation values of the dipole moment:

$$|d(\omega)|^2 = \left| \frac{1}{T} \int_0^T \mu_e(t)e^{-i\omega t}dt \right|^2$$  \hspace{1cm} (3.35)

### 3.1.5 Results and discussion

#### A. Helium Atom

To model the electronic dynamics of a He atom in a strong laser field, we use a laser pulse with a wavelength of 456 nm (0.10 au) and an intensity of $I = 8.75 \times 10^{13}$ W/cm$^2$ ($|E|_{max} = 0.05$ au). The pulse duration $T$ is set to 5 optical cycles, i.e. $T = 5 \times 2\pi t/\omega$. The polarization direction of the electric field is along the z-direction of the atomic coordinates.

Figs. 3.1–3.3 show the time-evolution of the expectation values of the dipole $\langle z \rangle$, dipole velocity $\langle \dot{z} \rangle$, and dipole acceleration $\langle \ddot{z} \rangle$ calculated by TDHF equations and TDKS with BLYP and B3LYP xc functionals in both the LG and the VG. We consider three atom-centered Gaussian-type basis sets: the d-aug-cc-pVQZ basis with 62 basis functions, the aug-cc-pVTZ basis with 23 basis functions and the 6-311++G** basis with 7 basis functions for the He atom. Continuum functions are not included in all basis sets and the simulations are not intended to model ionization processes. The dipole velocity $\langle \dot{z} \rangle$ and dipole acceleration $\langle \ddot{z} \rangle$ are obtained by numerical differentiations of the time-dependent expectation values of the dipole. As can be seen from Fig. 3.1, with the largest d-aug-cc-pVQZ basis the dipole oscillations are nearly identical in both the LG and VG for all methods considered herein. Convergence is retained for TDHF for both the dipole velocity and dipole acceleration. For TDBLYP and TDB3LYP, there are small deviations near the end of the pulse duration. These small differences can be examined using the dipole acceleration, as indicated in panels 1(f) and 1(i). This discrepancy may be due to the use of finite grid points for the xc functionals, or the numerical differentiation error. Time-evolutions of dipole velocity and dipole acceleration are known to be more sensitive than the dipole moment to the choice of gauge.94,95 Although TDBLYP and TDB3LYP show significant difference in the dipole
acceleration in the two gauges, the deviation is only on the order of $<0.0005$ a.u. and the overall oscillation patterns are similar. Note that this difference will become much smaller when a weaker field is used or the perturbative limit is approached. To further investigate gauge dependence upon incompleteness of the basis, we now present results for two smaller basis sets. Fig. 3.2 shows the results obtained using a smaller aug-cc-PVTZ basis. We note first that convergence of the dipole oscillations is still retained for all methods and the length gauge gives smooth oscillations of the dipole, dipole velocity and dipole acceleration. Unlike in the d-aug-cc-pVQZ basis, there is apparent discrepancy in both the dipole velocity and dipole acceleration of the two gauges. Moreover, the dipole acceleration in VG exhibits large-amplitude, high-frequency oscillations shortly after the beginning of the pulse and continue to oscillate after the passage of the pulse, which may be due to the basis incompleteness, or the error caused by numerical differentiation. Results for the smallest 6-311++G** basis are demonstrated in Fig. 3.3. It can be seen that now the amplitude of the dipole moment starts to deviate between the two gauges, although they seem to have the same oscillating frequency. Similar to the aug-cc-PVTZ basis, the dipole velocity and dipole acceleration in the two gauges are not converged and there are high-frequency oscillations in the dipole acceleration in VG.

B. CO molecule

For modeling CO in an electric field, a laser pulse with $\lambda = 456$ nm (0.10 au) and $I = 1.4 \times 10^{13}$ W/cm$^2$ is used and the pulse duration is set to 3 optical cycles. The direction of the polarization of the electric field is aligned along the C-O axis. The simulations are carried out with a fixed carbon-oxygen bond length of 1.1215 Å. In this study, we focus on the gauge behavior of the dipole oscillation as the size of basis set increases. Three atom-centered Gaussian-type basis sets, the 6-311+++G** basis with 44 basis functions, the aug-cc-pVTZ basis with 92 basis functions and the d-aug-cc-pVQZ basis with 210 basis functions are investigated. Figs. 3.4–3.6 show the expectation values of the dipole and harmonic spectra calculated from TDHF, TDBLYP and TDB3LYP, respectively. The time-dependent dipole oscillations in LG and VG tends to converge as the size of the basis set increases. As indicated in Figs. 3.5 and 3.6, there is small discrepancy near the end
Figure 3.1: Time-dependent expectation values (in atomic units) of the dipole (first row panels), dipole velocity (second row panels) and dipole acceleration (third row panels) of the He atom in the basis of d-aug-cc-pVQZ, obtained from TDHF ((a)-(c)), TDBLYP ((d)-(f)), and TDB3LYP ((g)-(i)). The red solid and blue dashed lines refer to the length gauge (LG) and the velocity gauge (VG), respectively.
Figure 3.2: Same as Fig. 3.1, except that the results are obtained using aug-cc-pVTZ basis.
Figure 3.3: Same as Fig. 3.1, except that the results are obtained using 6-311++G** basis.
of the dipole oscillations for TDBLYP and TDB3LYP calculations, which again may be caused by the use of finite grid points for the xc functionals or the numerical differentiation error. The harmonic spectrum is a powerful tool in examining the gauge dependence in incomplete basis. For both TDHF and TDKS, the lower-order harmonic spectrum peaks (with frequency $< 5$ au) converge rapidly with the increase of basis size, while higher-order peaks are still unconverted even with the largest d-aug-cc-pVQZ basis. Since the amplitude of higher-order peaks are very small (usually $< 10^{-8}$), there are two possible causes of the deviations: (1) the incompleteness of the basis, and (2) the numerical noise from both simulation and data analysis.

Figure 3.4: TDHF simulations of expectation values (in atomic units) of the dipole moment of the CO molecule in the basis of (a) 6-311++G**, (b) aug-cc-pVTZ, and (c) d-aug-cc-pVQZ, and the corresponding harmonic spectra (d)-(f). The red solid and blue dashed lines refer to the length gauge (LG) and the velocity gauge (VG), respectively.
Figure 3.5: Same as Fig. 3.4, except that the results are obtained by TDBLYP simulation

Figure 3.6: Same as Fig. 3.4, except that the results are obtained by TDB3LYP simulation
3.1.6 Conclusion

In this section, we have investigated the gauge-invariance properties of the time-dependent Hartree-Fock (TDHF) and the time-dependent Kohn-Sham (TDKS) theory with the adiabatic approximation for modeling many-body electronic dynamics in an electromagnetic field. The wavefunction solutions of the TDHF/TDKS equations in two different gauges are related by a unitary transformation. As a result, physical observables such as dipole moment and charge density are independent of the choice of gauge as well.

When an incomplete basis set is used for wavefunction expansion in practice, the gauge-invariance property of the TDHF/TDKS equations breaks down. Numerical simulations of TDHF and TDKS electronic dynamics were carried out to investigate the physical properties under gauge transformation in an incomplete basis. We used a helium atom and a carbon monoxide molecule interacting with strong linearly polarized electromagnetic fields as an example. For all methods considered herein, the length and velocity gauges tend to give identical electronic dynamics as the basis approaches completeness.

Appendix: Gauge invariance of the TDHF equations

We show herein the form invariance of the TDHF equations under gauge transformations. The proof is done by the abduction method: Consider the following unitary transformation of the solutions to the TDHF equations, Eq. (3.7) in section 2.2:

\[ \phi'_k(r, t) = e^{-iT(r, t)} \phi_k(r, t) \]  

(3.36)

where \( T(r, t) \) is an arbitrary differentiable real function of position \( r \) and time \( t \).

Substituting Eq. (3.36) into the TDHF equations, the left hand side of Eq. (2.7) becomes

\[ i \frac{\partial}{\partial t} \phi_k(r, t) = e^{iT(r, t)} \left\{ - \frac{\partial T(r, t)}{\partial t} \phi'_k(r, t) + i \frac{\partial}{\partial t} \phi'_k(r, t) \right\} \]  

(3.37)
The right hand side of Eq. (2.7) is

\[ \hat{F}(r, t)\phi_k(r, t) = \left\{ \frac{1}{2} [p + A(r, t)]^2 + V(r) - U(r, t) \right\} \phi_k(r, t) \]

\[ + \left[ \sum_j^n \int dr' \frac{\phi_j^*(r', t)\phi_j(r', t)}{|r - r'|} \right] \phi_k(r, t) - \left[ \sum_j^n \int dr' \frac{\phi_j^*(r', t)\phi_k(r', t)}{|r - r'|} \right] \phi_j(r, t) \]

(3.38)

Note that \( p = -i\nabla \) and does not generally commute with \( T(r, t) \). Using Eq. (3.36), the first term of Eq. (3.38) becomes,

\[ \left\{ \frac{1}{2} [p + A(r, t)]^2 + V(r) - U(r, t) \right\} \phi_k(r, t) \]

\[ = \frac{1}{2} [p + A(r, t)] \left\{ e^{iT(r, t)} [p + A(r, t) + \nabla T(r, t)] \phi_k'(r, t) \right\} \]

\[ + e^{iT(r, t)} \cdot \left[ V(r) - U(r, t) \right] \phi_k'(r, t) \]

\[ = e^{iT(r, t)} \left\{ \frac{1}{2} [p + A(r, t) + \nabla T(r, t)]^2 + V(r) - U(r, t) \right\} \phi_k'(r, t) \]  

(3.39)

Since the unitary transformation defined in Eq. (3.36) applies to all single-particle wavefunctions, it is easy to show that in terms of the new wavefunctions \( \phi'_k \) the second and third terms in Eq. (3.38) are

\[ \left[ \sum_j^n \int dr' \frac{\phi_j^*(r', t)\phi_j(r', t)}{|r - r'|} \right] \phi_k(r, t) = e^{iT(r, t)} \cdot \left[ \sum_j^n \int dr' \frac{\phi_j^*(r', t)\phi_k(r', t)}{|r - r'|} \right] \phi'_k(r, t) \]  

(3.40)

and

\[ \left[ \sum_j^n \int dr' \frac{\phi_j^*(r', t)\phi_k(r', t)}{|r - r'|} \right] \phi_j(r, t) = e^{iT(r, t)} \cdot \left[ \sum_j^n \int dr' \frac{\phi_j^*(r', t)\phi_k(r', t)}{|r - r'|} \right] \phi'_j(r, t) \]  

(3.41)

We can now rewrite the TDHF equations in terms of the new single-particle wavefunctions \( \phi'_k \). By collecting the terms in Eqs. (3.37), (3.39), (3.40) and (3.41) and rearrange-
ments, we obtain

\[ i \frac{\partial}{\partial t} \phi'_k(r, t) = \left\{ \frac{1}{2} \left[ p + A(r, t) + \nabla T(r, t) \right]^2 + V(r) \right\} \phi'_k(r, t) \]

\[ - \left[ U(r, t) - \frac{\partial T(r, t)}{\partial t} \right] \phi'_k(r, t) \]

\[ + \left[ \sum_j \int d^3r' \frac{\phi'^*_j(r', t) \phi'_j(r', t)}{|r - r'|} \right] \phi'_k(r, t) - \left[ \sum_j \int d^3r' \frac{\phi'^*_j(r', t) \phi'_j(r', t)}{|r - r'|} \right] \phi'_j(r, t) \]

\[ = \left\{ \frac{1}{2} \left[ p + A'(r, t) \right]^2 + V(r) - U'(r, t) \right\} \phi'_k(r, t) \]

\[ + \left[ \sum_j \int d^3r' \frac{\phi'^*_j(r', t) \phi'_j(r', t)}{|r - r'|} \right] \phi'_k(r, t) - \left[ \sum_j \int d^3r' \frac{\phi'^*_j(r', t) \phi'_j(r', t)}{|r - r'|} \right] \phi'_j(r, t) \]

(3.42)

where \( A' \) and \( U' \) are defined as

\[ A'(r, t) = A(r, t) + \nabla T(r, t) \]  

(3.43a)

\[ U'(r, t) = U(r, t) - \frac{\partial}{\partial t} T(r, t) \]  

(3.43b)

Now it is clear that upon a gauge transformation of the electromagnetic potentials in Eqs. (3.43), the solutions to the TDHF equations can be related to the old ones by a unitary transformation described in Eq. (3.36) up to a constant phase factor \( e^{i\alpha} \).
3.2 Obtaining Molecular Nonlinear Optical Properties

In this section, we present a time-domain time-dependent density functional theory (TDDFT) approach to calculate frequency-dependent polarizability and hyperpolarizabilities. In this approach, the electronic degrees of freedom are propagated within the density matrix based TDDFT framework using the efficient modified midpoint and unitary transformation algorithm. We use monochromatic waves as external perturbations and apply the finite field method to extract various orders of the time-dependent dipole moment. By fitting each order of time-dependent dipole to sinusoidal waves with harmonic frequencies, one can obtain the corresponding (hyper)polarizability tensors. This approach avoids explicit Fourier transform and therefore does not require long simulation time. The method is illustrated with application to the optically active organic molecule para-nitroaniline, of which the frequency-dependent polarizability \( \alpha(-\omega; \omega) \), second-harmonic generation \( \beta(-2\omega; \omega, \omega) \), optical rectification \( \beta(0; -\omega, \omega) \), third-harmonic generation \( \gamma(-3\omega; \omega, \omega, \omega) \), and degenerate four-wave mixing \( \gamma(-\omega; \omega, \omega, -\omega) \) are calculated.

3.2.1 Introduction

Materials with strong optical response characteristics have important applications in electro-optics and opto-electronics.\(^{123-127}\) Recently, an increasing effort has been devoted to the design of \( \pi \)-conjugated organic materials because of their high performance as a result of relatively large susceptibilities. Because the microscopic (hyper)polarizabilities are closely related to the bulk susceptibilities of conjugated organic materials,\(^{128}\) the computational design of organic nonlinear optical materials has focused on calculating polarizability and hyperpolarizabilities of single oriented molecules using \textit{ab initio} quantum mechanical methods.

The static properties may be obtained using the finite field method\(^{129-134}\) or the analytic derivative method.\(^{135-139}\) The finite field method is based on a Taylor expansion of the total energy (or dipole moment) in powers of the external electric field. By calculating the energies (or dipole moments) of the molecule at various field strengths, one can obtain the static (hyper)polarizabilities using numerical differentiation. This method is easy to
implement and can be used at any level of theory. It requires a careful choice of field strengths and a high precision energy evaluation. The analytic derivative method calculates the derivatives of the total energy with respect to the static field directly and does not suffer from the numerical precision problems. So far both the finite field method and the analytic derivative method are mainly implemented for calculations of static properties.

Since experimental measurements of hyperpolarizabilities usually involve oscillating electric fields, it is of great importance to determine frequency-dependent properties theoretically. A widely used approach is the direct use of the sum-over-states (SOS) expressions for the frequency-dependent (hyper)polarizabilities. Applications of the SOS method usually require accurate calculations for excited states and transition dipole moments, and thus involve the use of correlated wave function methods, such as configuration interaction and coupled-cluster methods.

Frequency-dependent (hyper)polarizabilities can also be obtained by an iterative solution of the coupled perturbed time-dependent Hartree-Fock (CP-TDHF) or the time-dependent density functional theory (CP-TDDFT) equations. These methods can be viewed as a generalization of the analytic derivative method to the frequency domain. The CP-TDHF/CP-TDDFT method is equivalent to the SOS method in the realm of single Slater determinant approaches.

In the CP-TDHF/TDDFT approach, a small, external time-dependent electric field is added to the effective single-particle Fock/KS Hamiltonian. This perturbation induces deviations of the single-particle wavefunctions from the unperturbed solutions. Using perturbation theory, the single-particle wavefunctions and Fock/KS operators are expanded in various orders of the electric field. Then the first order and higher order equations are obtained in which quantities with the same frequency dependence are taken together. The solution to these equations will yield the first and higher-order density matrices which are needed for the calculation of the frequency-dependent (hyper)polarizabilities.

The major drawback of CP-TDHF is the lack of electron correlations, which are usually crucial for an accurate determination of nonlinear response properties. On the other hand, the CP-TDDFT method, which takes into account electron correlation, at least in an approximate way, has become a routine method for calculation of frequency-dependent
(hyper)polarizabilities. The equations used in CP-TDDFT are similar to those used in CP-TDHF. The major difference enters through the Fock/Kohn-Sham (KS) operator, where the Hartree-Fock (HF) exchange potential is replaced by an (approximate) exchange-correlation (xc) potential. This difference complicates the implementation of CP-TDDFT for higher order response calculations due to the difficulties in the evaluation of the functional derivatives. Furthermore, the CP-TDHF/CP-TDDFT fails at near-resonant frequencies due to the divergence of the response functions at resonant frequencies.\textsuperscript{156}

Alternatively, one can integrate the TDDFT equations in the time domain. This approach has several advantages over the CP-TDDFT method. First of all, the time-domain approach is easier to implement since the evaluation of the functional derivatives is avoided. Second, it does not suffer from the divergence problem that arises in CP-TDDFT at resonant frequencies. Further, it provides a straightforward, meticulous elucidation on the real-time dynamics of the system subjected to a time-evolving field, which can lead to a wealth of useful information. The use of time-domain TDDFT for molecular electric responses has been put forward in several studies\textsuperscript{157–161} which, however, were mainly focused on the linear response. The major difficulty of extracting nonlinear response properties from time-domain TDDFT is the presence of all orders of response in one time signal. Recently, calculations of first hyperpolarizabilities using time-domain TDDFT have been carried out by Chen \textit{et al.}\textsuperscript{156} and Rehr \textit{et al.}\textsuperscript{162} Upon a careful choice of the field strength, Chen \textit{et al.}\textsuperscript{156} succeeded in extracting the first hyperpolarizability tensor components using the filter diagonalization method.\textsuperscript{163} Rehr \textit{et al.}\textsuperscript{162} applied the finite field method to the time domain and used Gaussian-enveloped external field together with the so-called quasimonochromatic approximation to obtain the second-order response properties.

We introduce a time-domain TDDFT approach that uses a monochromatic wave as the external perturbation and the finite field method to extract various orders of the time-dependent dipole response. The TDDFT equation is integrated using the modified midpoint and unitary transformation (MMUT) algorithm\textsuperscript{43,44} within the density matrix based TDDFT scheme. By fitting each order of time-dependent dipole response to appropriate sinusoidal functions, one can obtain the corresponding hyperpolarizability tensors. This approach avoids explicit Fourier transforms and therefore does not require long simulation
time. Furthermore, our approach presents the first implementation of the time-domain TDDFT method for the calculation of third-order time-dependent properties.

3.2.2 Theory

The TDKS/TDHF equation in an orthonormal basis is given by:

\[ i \frac{d \mathbf{P}(t)}{dt} = [K(t), \mathbf{P}(t)] \]  \hspace{1cm} (3.44)

where \( \mathbf{P}(t) \) is the time-dependent density matrix.

Within the electric-dipole approximation, the time-dependent KS/Fock matrix \( K(t) \) in an external electric field \( \mathbf{E}(t) \) is given by

\[ K(t) = K_0(t) - \mu \cdot \mathbf{E}(t) \]  \hspace{1cm} (3.45)

where \( K_0(t) \) is the unperturbed KS/Fock matrix, and \( \mu \) is the dipole matrix in the length form.\(^{14}\)

The TDKS/TDHF equation, Eq. (3.44) is integrated with a modified midpoint and unitary transformation (MMUT) algorithm.\(^{43,44}\) In the MMUT method, the time-evolution operator is a unitary transformation matrix \( U(t_n) \) that is constructed from the eigenvectors \( C(t_n) \) and eigenvalues \( \epsilon(t_n) \) of the Kohn-Sham/Fock matrix at time \( t_n \):

\[ C^\dagger(t_n) \cdot K(t_n) \cdot C(t_n) = \epsilon(t_n) \]  \hspace{1cm} (3.46)

\[ U(t_n) = \exp[i \cdot 2\Delta t \cdot K(t_n)] \]

\[ = C(t_n) \cdot \exp[i \cdot 2\Delta t \cdot \epsilon(t_n)] \cdot C^\dagger(t_n) \]  \hspace{1cm} (3.47)

where \( \Delta t \) is the time step. The density matrix is then propagated from time \( t_{n-1} \) to \( t_{n+1} \) using the time-evolution operator \( U(t_n) \):

\[ \mathbf{P}(t_{n+1}) = U(t_n) \cdot \mathbf{P}(t_{n-1}) \cdot U^\dagger(t_n) \]  \hspace{1cm} (3.48)

The time-dependent expectation value of of the electric dipole moment or the optical
polarization, $\mu(t)$, is calculated using Eq. (3.49)

$$\mu(t) = -\text{Tr} [\mu P(t)]$$  \hspace{1cm} (3.49)

At any given time, the time-dependent dipole moment can be Taylor-expanded to all orders of response,

$$\mu_i(t) = \mu_i^0 + \sum_j \int_{-\infty}^{+\infty} dt_1 \alpha_{ij}(t-t_1) E_j(t_1)$$
$$+ \frac{1}{2!} \sum_{jk} \int_{-\infty}^{+\infty} dt_1 dt_2 \beta_{ijk}(t-t_1, t-t_2) E_j(t_1) E_k(t_2)$$
$$+ \frac{1}{3!} \sum_{jkl} \int_{-\infty}^{+\infty} dt_1 dt_2 dt_3 \gamma_{ijkl}(t-t_1, t-t_2, t-t_3) E_j(t_1) E_k(t_2) E_l(t_3)$$
$$+ \cdots$$  \hspace{1cm} (3.50)

where $i,j,k$ are Cartesian coordinates $x$, $y$, or $z$. $\mu_i^0$ is the permanent dipole moment in the absence of the external field. $\alpha(t-t_1)$, $\beta(t-t_1, t-t_2)$ and $\gamma(t-t_1, t-t_2, t-t_3)$ are time-domain response functions of first, second and third order, respectively, which are equivalent to widely used response properties in the frequency domain, known as frequency-dependent (hyper)polarizabilities.

We consider an electronic system interacting with a time-dependent external monochromatic field,

$$E(t) = A \cos(\omega t)$$  \hspace{1cm} (3.51)

where $\omega$ is the frequency and $A$ the constant magnitude vector of the field. Embedded in Eq. (3.51) is a Fourier component of $\cos(\omega t)$, which implicitly encodes frequency-dependent information in the time-domain. Upon observing this property of the external field of choice,
Eq. (3.50) is rearranged to obtain,

\[
\mu_i(t) = \mu_i^0 + \sum_j \alpha_{ij}(-\omega; \omega) \cos(\omega t) A_j \\
+ \frac{1}{4} \sum_{jk} \{ \beta_{ijk}(-2\omega; \omega, \omega) \cos(2\omega t) + \beta_{ijk}(0; \omega, -\omega) \} A_j A_k \\
+ \frac{1}{24} \sum_{jkl} \{ \gamma_{ijkl}(-3\omega; \omega, \omega, \omega) \cos(3\omega t) + 3\bar{\gamma}_{ijkl}(-\omega; \omega, \omega, -\omega) \cos(\omega t) \} A_j A_k A_l \\
+ \cdots \tag{3.52}
\]

where \(\alpha(-\omega; \omega)\) is the frequency-dependent polarizability and is related to the linear refractive index; \(\beta(-2\omega; \omega, \omega)\) and \(\beta(0; \omega, -\omega)\) are the frequency-dependent first hyperpolarizabilities, which are related to the second-harmonic generation (SHG) and optical rectification (OR), respectively; \(\gamma(-3\omega; \omega, \omega, \omega)\) and \(\gamma(-\omega; \omega, \omega, -\omega)\) are the frequency-dependent second hyperpolarizabilities, which are related to the third-harmonic generation (THG) and degenerate four-wave mixing (DFWM) coefficient.

\(\bar{\gamma}_{ijkl}(-\omega; \omega, \omega, -\omega)\) is the averaged DFWM coefficient and is expressed as

\[
\bar{\gamma}_{ijkl}(-\omega; \omega, \omega, -\omega) = \frac{1}{3} \left[ \gamma_{ijkl}(-\omega; \omega, \omega, -\omega) + \gamma_{ijkl}(-\omega; -\omega, \omega, -\omega) + \gamma_{ijkl}(-\omega; -\omega, -\omega, \omega) \right] \tag{3.53}
\]

Equation (3.52) implies that in the presence of a monochromatic wave, the time-dependent dipole can be expressed as a sum of sinusoidal waves of resonant frequencies and the magnitude of each frequency component corresponds to the (hyper)polarizability tensors. This equation is similar in spirit to the dipole expansion in the frequency-domain, but is directly related to the dipole moment in the time-domain. In principle, one can extract all components of the (hyper)polarizability tensors from only one or a few simulations, given that the simulation is exact and a highly accurate analysis method is used. However, it is particularly difficult to resolve high-order responses using standard signal processing techniques, because the high-order terms in the Taylor expansion are usually several orders smaller in magnitude than the linear response. In addition, because several terms in Eq. (3.52), such as the polarizability \(\alpha(-\omega; \omega)\) and the DFWM \(\bar{\gamma}(-\omega; \omega, \omega, -\omega)\) are associated with the same
Fourier component \( \cos(\omega t) \), different orders of time-dependent dipole response need to be separated for analysis.

In the current approach, we apply the finite field method to the time-domain calculations and extract the frequency-dependent dipole responses. The (hyper)polarizability tensor components are determined from a least-squares fitting to the corresponding time-domain signals. To achieve this, Eq. (3.52) is rewritten as

\[
\mu_i(t) = \mu_i^0 + \sum_j \mu_i^{(1)}(t) A_j + \sum_{jk} \mu_i^{(2)}(t) A_j A_k + \sum_{jkl} \mu_i^{(3)}(t) A_j A_k A_l + \cdots
\]  

(3.54)

where

\[
\mu_i^{(1)}(t) = \alpha_i^{(1)} \cos(\omega t)
\]  

(3.55)

\[
\mu_i^{(2)}(t) = \frac{1}{4} \left[ \beta_i^{(2)}(-2\omega; \omega, \omega) \cos(2\omega t) + \beta_i^{(2)}(0; \omega, -\omega) \right]
\]  

(3.56)

\[
\mu_i^{(3)}(t) = \frac{1}{24} \left[ \gamma_i^{(3)}(-3\omega; \omega, \omega, \omega) \cos(3\omega t) + 3\gamma_i^{(3)}(-\omega; \omega, \omega, -\omega) \cos(\omega t) \right]
\]  

(3.57)

\( \mu_i^{(1)}(t), \mu_i^{(2)}(t), \) and \( \mu_i^{(3)}(t) \) are time-dependent optical responses which encode frequency-dependent responses. They can be obtained by time-domain electronic dynamics simulations at various (small) field strengths. Using the finite field method,\textsuperscript{129–134} the first, second and third-order time-dependent dipole responses \( \mu_i^{(1)}(t), \mu_i^{(2)}(t) \) and \( \mu_i^{(3)}(t) \) are determined as

\[
\mu_i^{(1)}(t) = \frac{2}{3A_j} \left[ \mu_i(t, A_j) - \mu_i(t, -A_j) \right] - \frac{1}{12A_j} \left[ \mu_i(t, 2A_j) - \mu_i(t, -2A_j) \right] + O(A_j^2)
\]  

(3.58)

\[
\mu_i^{(2)}(t) = \frac{2}{3A_j^2} \left[ \mu_i(t, A_j) + \mu_i(t, -A_j) \right] - \frac{1}{24A_j^2} \left[ \mu_i(t, 2A_j) + \mu_i(t, -2A_j) \right] - \frac{5}{4A_j^2} \mu_i^0
\]

\[+ O(A_j^4) \]

(3.59)

\[
\mu_i^{(3)}(t) = -\frac{13}{48A_j^3} \left[ \mu_i(t, A_j) - \mu_i(t, -A_j) \right] + \frac{1}{6A_j} \left[ \mu_i(t, 2A_j) - \mu_i(t, -2A_j) \right]
\]

\[- \frac{1}{48A_j^3} \left[ \mu_i(t, 3A_j) - \mu_i(t, -3A_j) \right] + O(A_j^4) \]

(3.60)

where \( \mu_i(t, \pm A_j), \mu_i(t, \pm 2A_j) \) or \( \mu_i(t, \pm 3A_j) \) are the \( i \)-th component of the time-dependent dipole moment when a cosine field with strength of \( A_j, 2A_j \) or \( 3A_j \) in the \( \pm j \)-th direction
As suggested by Eqs. (3.55)–(3.57), the frequency dependent (hyper)polarizabilities are encoded in these time-dependent optical responses to a monochromatic field. Given the time-dependent signals of different orders of dipole response in Eqs. (3.58)–(3.60), many signal processing technique can be used to resolve the (hyper)polarizabilities. In this section, we use a least-squares wave fitting to extract the frequency-dependent response properties from the time-dependent form:

- The polarizability $\alpha(-\omega; \omega)$ is determined by fitting the time signal $\mu^{(1)}(t)$ calculated using Eq. (3.58) to a cosine wave with a fixed frequency of $\omega$. According to Eq. (3.55), the amplitude of the fitted cosine wave is the $\alpha(-\omega; \omega)$ term.

- The first hyperpolarizabilities $\beta(-2\omega; \omega, \omega)$ and $\beta(0; \omega, -\omega)$ are calculated by fitting the time signal $\mu^{(2)}(t)$ obtained using Eq. (3.59) to a shifted cosine wave with a fixed frequency of $2\omega$. According to Eq. (3.56), the amplitude and the offset (shift) of the fitted cosine wave are directly related to $\beta(-2\omega; \omega, \omega)$ and $\beta(0; \omega, -\omega)$, respectively.

- The second hyperpolarizabilities $\gamma(-3\omega; \omega, \omega, \omega)$ and $\bar{\gamma}(-\omega; \omega, \omega, -\omega)$ can be obtained by fitting the time signal $\mu^{(3)}(t)$ computed using Eq. (3.60) to a superposition of two cosine waves with frequencies of $3\omega$ and $\omega$. According to Eq. (3.57), the amplitudes of the two fitted cosine waves correspond to $\gamma(-3\omega; \omega, \omega, \omega)$ and $\bar{\gamma}(-\omega; \omega, \omega, -\omega)$.

In this approach, no explicit Fourier transform is required. The following numerical tests show that a simulation time of no more than four cycles of the incident wave is enough for a reliable fitting and increasing the simulation time does not give much improvement on the accuracy. The computational cost for the time-domain approach formally scales as $O(mN^4)$, where $N$ is the number of basis functions and $m$ the number of simulation steps. With linear scaling techniques, the RT-TDDFT method can be reduced to nearly linear scaling $O(mN)$. The linear response TDDFT equations for calculations of (hyper)polarizabilities using the sum-of-state technique formally scales as $O(N^6)$, which can be reduced to $O(N^{2-4})$ using iterative eigensolver. For calculations of lower order response properties, the
large prefactor (number of time-integration steps) dominates the computational cost, and therefore the RT-TDDFT is not necessarily computationally cost effective. Although the overall scaling does not increase when higher order properties are concerned, the prefactor of the computational scaling using the RT-TDDFT method does not increase as the order of response property increases, whereas it increases significantly for the CP-TDDFT method. As a result, we expect the RT-TDDFT method will become more advantageous in terms of computational cost as the order of response properties increases.

3.2.3 Results and Discussion

Integration of the TDDFT equation with the modified mid-point and unitary transformation (MMUT) algorithm, as well as the calculation of frequency-dependent hyper-polarizabilities using the finite field method are implemented in the development version of GAUSSIAN program.\textsuperscript{122} The B3LYP functional is used to construct the adiabatic TDDFT exchange-correlation potential. Although there are general concerns regarding the accuracy of the B3LYP method for dipole moments and hyperpolarizabilities,\textsuperscript{168,169} a recent study has shown that the B3LYP method is reliable for chromophores with fewer than six single-double bond pairs,\textsuperscript{170–172} and has also shown consistent assessment of relative properties of similar chromophore systems. In addition, a basis set with diffuse functions is recommended for studies of non-linear optical properties. In this section, we also include calculations and comparisons using range-separated HSE1PBE functional\textsuperscript{173,174} and the time-dependent Hartree-Fock. To test the performance of our time-domain method, we calculate the frequency-dependent (hyper)polarizabilities, $\alpha$, $\beta$ and $\gamma$ tensors of a test molecule, at the incident field frequencies of 0.0428 a.u. ($\lambda = 1064$ nm) and 0.0656 a.u. ($\lambda = 695$ nm). The 6-31G(d) basis set is used for all calculations. To further test the basis set effect, we have also tested the 6-31+G(d) basis, where one additional set of sp diffuse functions are added to the 6-31G(d) basis, and the aug-cc-pVDZ basis. A time step of 50 a.u. (0.0012 fs) and a total propagation time of 4 cycles of the incident field are used in the time domain TDDFT simulations. Results are compared with those obtained from an analytical solution of the CP-TDDFT equations at the same geometries and level of theories.
Table 3.1: Frequency-dependent (hyper)polarizabilities (a.u.) of pNA.

<table>
<thead>
<tr>
<th></th>
<th>(\omega = 0.0428) a.u.</th>
<th>(\omega = 0.0656) a.u.</th>
<th>(\omega = 0.0656) a.u.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time Domain</td>
<td>Frequency Domain</td>
<td>Time Domain</td>
</tr>
<tr>
<td>(\alpha(-\omega;\omega)) (\alpha_{xx})</td>
<td>143.82</td>
<td>143.59</td>
<td>152.08</td>
</tr>
<tr>
<td></td>
<td>(\alpha_{yy})</td>
<td>90.58</td>
<td>90.55</td>
</tr>
<tr>
<td></td>
<td>(\alpha_{zz})</td>
<td>29.54</td>
<td>29.53</td>
</tr>
<tr>
<td>(\beta(0;\omega,-\omega)) (\beta_{xxx})</td>
<td>1755.39</td>
<td>1709.13</td>
<td>2415.62</td>
</tr>
<tr>
<td></td>
<td>(\beta_{yy})</td>
<td>-130.40</td>
<td>-140.82</td>
</tr>
<tr>
<td></td>
<td>(\beta_{zz})</td>
<td>-3.66</td>
<td>-4.85</td>
</tr>
<tr>
<td></td>
<td>(\beta_{xxx})</td>
<td>47.18</td>
<td>46.69</td>
</tr>
<tr>
<td></td>
<td>(\beta_{zzz})</td>
<td>0.95</td>
<td>0.97</td>
</tr>
<tr>
<td>(\beta(-2\omega;\omega,\omega)) (\beta_{xxx})</td>
<td>2602.56</td>
<td>2442.47</td>
<td>8010.35</td>
</tr>
<tr>
<td></td>
<td>(\beta_{yy})</td>
<td>189.24</td>
<td>198.77</td>
</tr>
<tr>
<td></td>
<td>(\beta_{zz})</td>
<td>-5.96</td>
<td>-6.08</td>
</tr>
<tr>
<td></td>
<td>(\beta_{xxx})</td>
<td>58.19</td>
<td>56.14</td>
</tr>
<tr>
<td></td>
<td>(\beta_{zzz})</td>
<td>1.04</td>
<td>1.05</td>
</tr>
<tr>
<td>(\gamma(-\omega;\omega,\omega,-\omega)) (\gamma_{xxxx})</td>
<td>117000.81</td>
<td>378965.51</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\gamma_{xxx})</td>
<td>1047.77</td>
<td>4449.24</td>
</tr>
<tr>
<td></td>
<td>(\gamma_{zzz})</td>
<td>-27.80</td>
<td>-38.90</td>
</tr>
<tr>
<td></td>
<td>(\gamma_{zzz})</td>
<td>42.71</td>
<td>44.88</td>
</tr>
<tr>
<td>(\gamma(-3\omega;\omega,\omega,\omega)) (\gamma_{xxxx})</td>
<td>428557.48</td>
<td>-735195.83</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\gamma_{xxx})</td>
<td>4267.92</td>
<td>-3154.79</td>
</tr>
<tr>
<td></td>
<td>(\gamma_{zzz})</td>
<td>-70.85</td>
<td>-19.87</td>
</tr>
<tr>
<td></td>
<td>(\gamma_{zzz})</td>
<td>47.17</td>
<td>69.11</td>
</tr>
</tbody>
</table>

6-31+G(d)

<table>
<thead>
<tr>
<th></th>
<th>(\omega = 0.0428) a.u.</th>
<th>(\omega = 0.0656) a.u.</th>
<th>(\omega = 0.0656) a.u.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time Domain</td>
<td>Frequency Domain</td>
<td>Time Domain</td>
</tr>
<tr>
<td>(\alpha(-\omega;\omega)) (\alpha_{xx})</td>
<td>161.29</td>
<td>161.21</td>
<td>171.48</td>
</tr>
<tr>
<td></td>
<td>(\alpha_{yy})</td>
<td>100.77</td>
<td>100.74</td>
</tr>
<tr>
<td></td>
<td>(\alpha_{zz})</td>
<td>51.04</td>
<td>51.02</td>
</tr>
<tr>
<td>(\beta(0;\omega,-\omega)) (\beta_{xxx})</td>
<td>2307.22</td>
<td>2279.72</td>
<td>2946.86</td>
</tr>
<tr>
<td></td>
<td>(\beta_{yy})</td>
<td>-150.25</td>
<td>-150.76</td>
</tr>
<tr>
<td></td>
<td>(\beta_{zz})</td>
<td>-70.99</td>
<td>-73.44</td>
</tr>
<tr>
<td></td>
<td>(\beta_{xxx})</td>
<td>28.89</td>
<td>28.21</td>
</tr>
<tr>
<td></td>
<td>(\beta_{zzz})</td>
<td>16.36</td>
<td>17.03</td>
</tr>
<tr>
<td>(\beta(-2\omega;\omega,\omega)) (\beta_{xxx})</td>
<td>3399.84</td>
<td>3390.17</td>
<td>17052.53</td>
</tr>
<tr>
<td></td>
<td>(\beta_{yy})</td>
<td>-225.03</td>
<td>-221.60</td>
</tr>
<tr>
<td></td>
<td>(\beta_{zz})</td>
<td>-88.42</td>
<td>-82.55</td>
</tr>
<tr>
<td></td>
<td>(\beta_{xxx})</td>
<td>42.49</td>
<td>41.94</td>
</tr>
<tr>
<td></td>
<td>(\beta_{zzz})</td>
<td>1.04</td>
<td>1.05</td>
</tr>
<tr>
<td>(\gamma(-\omega;\omega,\omega,-\omega)) (\gamma_{xxxx})</td>
<td>177517.45</td>
<td>912461.54</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\gamma_{xxx})</td>
<td>1760.36</td>
<td>10084.76</td>
</tr>
<tr>
<td></td>
<td>(\gamma_{zzz})</td>
<td>-365.04</td>
<td>-496.73</td>
</tr>
<tr>
<td></td>
<td>(\gamma_{zzz})</td>
<td>12866.28</td>
<td>14926.49</td>
</tr>
<tr>
<td>(\gamma(-3\omega;\omega,\omega,\omega)) (\gamma_{xxxx})</td>
<td>941148.58</td>
<td>-1505440.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\gamma_{xxx})</td>
<td>12512.18</td>
<td>-82758.97</td>
</tr>
<tr>
<td></td>
<td>(\gamma_{zzz})</td>
<td>-587.20</td>
<td>-3120.25</td>
</tr>
<tr>
<td></td>
<td>(\gamma_{zzz})</td>
<td>14918.44</td>
<td>22774.66</td>
</tr>
</tbody>
</table>
Based on the finite field expressions, Eqs. (3.58)–(3.60), we apply electric fields with strengths $\pm A, \pm 2A$ and $\pm 3A$ to obtain time-dependent dipole moment of a molecular system. As in any application using the finite difference technique, the choice of the field requires scrutiny. If the field strength is too weak, numerical error can be drastically amplified for higher order properties. On the other hand, if the perturbation strength is too large, the numerical truncation error can become dominant and electronic nonadiabaticity can also affect the dynamics. As a result, the finite difference approach fails. We have tested several different field strengths ranging from 0.0005 a.u. to 0.005 a.u., and we find that a unit field strength $A$ of 0.002 a.u. gives the best fit to the time signal for the case studied here (see Appendix for detailed discussion). The electric field is applied along each of the three axes and the time-dependent dipole moment is evaluated at each time step. The monochromatic electric field is turned on with a linear ramping envelop:

$$E(t) = \begin{cases} \frac{\omega t}{2\pi} A \cos(\omega t) & 0 \leq t < \frac{2\pi}{\omega} \\ A \cos(\omega t) & t \geq \frac{2\pi}{\omega} \end{cases}$$ (3.61)

We choose pNA (Fig. 3.7) as a test molecule to showcase the performance of the method introduced herein. The pNA molecule is a prototype test case because it has a large first hyperpolarizability and has been widely used for theoretical studies. In this study, the molecule is first optimized at the B3LYP/6-31G(d) level of theory, and is then placed in the $xy$-plane of a fixed Cartesian coordinate system, with its largest dipole component aligned with the $x$ axis. We have computed the time-domain first, second, and third-order dipole responses of pNA at the two incident frequencies $\omega = 0.0428$ a.u. and 0.0656 a.u., using both 6-31G(d) and 6-31+G(d) basis sets. The finite field expressions, Eqs. (3.58)–(3.60), are employed to extract time signals from calculations of the dipole moments at different field strengths. As the main features of the time signals do not change significantly with the incident frequencies and basis sets, we only present in Figs. 3.8–3.10 the time-evolution of the time-dependent optical responses for the incident frequency of $\omega = 0.0428$ a.u. using 6-31G(d) basis. Note that in the least-squares fitting process, the first period of time-evolution is ignored because of the linear ramping of the incident field.
during the turn-on period. For the calculated frequency-dependent (hyper)polarizability tensors using Eqs. (3.55)–(3.57), we list in Tab. 1 the results for both incident frequencies and the two basis sets used.

![Optimized structure of pNA at the B3LYP/6-31G(d) level of theory and the Cartesian axes.](image)

Figure 3.7: Optimized structure of pNA at the B3LYP/6-31G(d) level of theory and the Cartesian axes.

Figure 3.8 shows the diagonal elements of the first-order (linear) dipole responses $\mu_{ii}^{(1)}(t)$ and the least-squares fittings of the real-time signals to the analytical expression given in Eq. (3.55). The polarizability tensors, $\alpha_{ii}(-\omega; \omega)$, are extracted from the fittings and are compared to the CP-TDDFT results, listed in Tab. 1. The two approaches yield almost identical results for the polarizability tensor.

Figure 3.9 displays the $xxx$, $zzz$, and $xzz$ components of the time-domain second-order dipole responses. The fitted curves using Eq. (3.56) are in good agreement with the real-time signals which feature shifted sinusoidal oscillations at twice the incident frequency. There are noticeable small deviations of the truncated analytical expression from the RT-TDDFT simulations. The deviation pattern, as characterized by high-frequency oscillations, appear in all nonlinear time signals obtained at the two selected incident frequencies. This
Figure 3.8: Time evolution of the first-order dipole responses, \( \mu_{ii}^{(1)}(t) \).
phenomenon arises from the absence of higher-order corrections in the analytical expressions. Although reducing the field strength could in principle lead to a smaller truncation error and a better agreement, it will also give rise to a larger numerical error using the finite field approach. The choice of a unit field strength $A$ of 0.002 a.u. in our tests seems to be a good compromise for these errors under consideration.

Table 1 lists the values of selected $\beta$ components computed using the time-domain method introduced here and compared with the CP-TDDFT results. The results from the time-domain method are in excellent agreement with analytical CP-TDDFT approach.

![Figure 3.9: Time evolution of some second-order dipole responses, $\mu_{ijj}^{(2)}(t)$.](image)

Figure 3.9: Time evolution of some second-order dipole responses, $\mu_{ijj}^{(2)}(t)$.

Figure 3.10 shows the dominant component of the third-order response, $\gamma_{xxxx}$, which is at least two orders in magnitude larger than the second largest component, $\gamma_{zzxx}$. As Fig. 3.10 suggests, the agreement between the time signal and the truncated analytical expression in
Eq. (3.57) is reasonably good with $r^2 = 0.72$. Two kinds of second hyperpolarizability tensors, i.e. the third-harmonic generation (THG) $\gamma(-3\omega;\omega,\omega,\omega)$, and degenerate four-wave mixing (DFWM) $\gamma(-\omega;\omega,\omega,-\omega)$ can be extracted from the curve fitting. Table 1 lists the calculated $xxxx$ as well as three other components of the second hyperpolarizability tensors. Due to the complexity of the implementation, the CP-TDDFT calculations for $\gamma(-3\omega;\omega,\omega,\omega)$ and $\gamma(-\omega;\omega,\omega,-\omega)$ are not widely available in electronic structure packages. Therefore, direct comparison of our time-domain values with the CP-TDDFT results is not available.

Table 1 also shows the results obtained at a different incident frequency, $\omega = 0.0656$ a.u. ($\lambda = 695$ nm). The time-domain results are consistent with those computed from CP-TDDFT. It is also interesting to observe the frequency dependence of the polarizability and hyperpolarizabilities: there is a significant increase in the values of most components. For example, the $xxx$ component of the SHG $\beta(-2\omega;\omega,\omega)$ increases by a factor of $\sim 2$ when the frequency of the incident field goes from 0.0428 a.u. ($\lambda = 1064$ nm) to 0.0656 a.u.($\lambda = 695$ nm).

The accuracy of computed (hyper)polarizability tensors is known to be sensitive to the quality of basis set of choice. To verify the quality of the time-domain approach, we have carried out calculations using the 6-31+G(d) basis with one additional set of sp diffuse functions, and the results are listed in Tab. 1. Compared to the results obtained using 6-31G(d) basis, a better agreement can be found between the time-domain method and the CP-TDDFT for the first hyperpolarizabilities $\beta(-2\omega;\omega,\omega)$ and $\beta(0;-\omega,\omega)$. Furthermore, we note that the addition of the diffuse functions leads to a significant change of the calculated polarizability and the hyperpolarizabilities.

Since the approach introduced here does not require functional derivatives, we can easily apply it to complex density functionals such as the range-separated HSE1PBE hybrid functional, and the time-dependent Hartree-Fock. We also extend our test to the use of the aug-cc-pVDZ basis, which was shown to perform as well as the much larger aug-cc-pVTZ basis in the polarizability calculations. Section 3.2.3 lists the $xx$-components of the (hyper)polarizability tensors obtained from the time-domain TDDFT (B3LYP and HSE1PBE) and TDHF, at the field frequency $\omega = 0.0428$ a.u., compared to previously obtained results.
Table 3.2: Comparison of the \( x \)-components of the tensors obtained from the time-domain TDDFT (B3LYP and HSE1PBE) and TDHF, at the field frequency \( \omega = 0.0428 \) a.u.

<table>
<thead>
<tr>
<th></th>
<th>B3LYP/6-31G(d)</th>
<th>B3LYP/6-31+G(d)</th>
<th>B3LYP/aug-cc-pVDZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_{xx}(\omega,\omega) )</td>
<td>143.82</td>
<td>161.29</td>
<td>167.81</td>
</tr>
<tr>
<td>( \beta_{xxx}(0;\omega,-\omega) )</td>
<td>1748.32</td>
<td>2307.22</td>
<td>2118.81</td>
</tr>
<tr>
<td>( \beta_{xxx}(-2\omega;\omega,\omega) )</td>
<td>2601.88</td>
<td>3399.84</td>
<td>3147.40</td>
</tr>
<tr>
<td>( \gamma_{xxxx}(-\omega;\omega,\omega,-\omega) )</td>
<td>117000.81</td>
<td>177517.45</td>
<td>175905.19</td>
</tr>
<tr>
<td>( \gamma_{xxxx}(-3\omega;\omega,\omega,\omega) )</td>
<td>428557.48</td>
<td>941148.58</td>
<td>932821.06</td>
</tr>
<tr>
<td>HSE1PBE/aug-cc-pVDZ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \alpha_{xx}(\omega,\omega) )</td>
<td>165.91</td>
<td>141.11</td>
<td></td>
</tr>
<tr>
<td>( \beta_{xxx}(0;\omega,-\omega) )</td>
<td>2065.14</td>
<td>1178.64</td>
<td></td>
</tr>
<tr>
<td>( \beta_{xxx}(-2\omega;\omega,\omega) )</td>
<td>3096.81</td>
<td>1444.73</td>
<td></td>
</tr>
<tr>
<td>( \gamma_{xxxx}(-\omega;\omega,\omega,-\omega) )</td>
<td>179849.99</td>
<td>93894.64</td>
<td></td>
</tr>
<tr>
<td>( \gamma_{xxxx}(-3\omega;\omega,\omega,\omega) )</td>
<td>789528.41</td>
<td>189329.60</td>
<td></td>
</tr>
</tbody>
</table>

using the smaller 6-31G(d) and 6-31+G(d) basis. As suggested by Sec. 3.2.3, the 6-31G(d) basis underestimates all orders of response properties and the deviation becomes larger for higher-order responses. Surprisingly, the results using the 6-31+G(d) basis are comparable to those obtained using the larger aug-cc-pVDZ basis. Section 3.2.3 also shows that the range-separated HSE1PBE yields similar (hyper)polarizabilities compared to the B3LYP results. As expected, the TDHF method gives poor predictions of all the response properties, due to the lack of electron correlations.

Figure 3.10: Time evolution of the dominant component of the third-order dipole responses, \( \mu_{xxxx}^{(3)}(t) \).
3.2.4 Conclusions

In this section we presented a time-domain TDDFT method for an efficient and accurate calculation of the frequency-dependent polarizability and hyperpolarizabilities. This approach is completely done in the time-domain. It avoids explicit Fourier transform by taking advantage of the implicit Fourier component in the monochromatic electric field perturbation. We have derived analytical equations for time-dependent (hyper)polarizabilities that implicitly encode frequency-dependent components. Using the finite field method and least-squares curve fitting, we are able to resolve the frequency-dependent (hyper)polarizabilities directly from time-domain TDDFT electronic dynamics without Fourier transformation.

The method has been applied to the calculations of the frequency-dependent polarizability (α), first hyperpolarizability (β) and second hyperpolarizability (γ) tensors for pNA. The results are in good agreement with those obtained from analytical solutions using the CP-TDDFT equations. The advantage of this method lies in that it does not require long simulation time and the integration method is rather efficient. In addition, it does not require implementation of analytically complex second- or third-derivatives.

Appendix: Finite Difference Method for Time-Dependent Dipole Response

Several applications using the finite difference method for calculations of static hyperpolarizabilities with a constant field have been presented by various research groups\textsuperscript{129–134} and they differ by the truncation error that is resulted from the number of applied fields. In this section, we apply the finite difference method to analyze dynamical (hyper)polarizabilities where the frequency-dependent perturbation is an oscillatory field.

When a monochromatic field (Eq. (3.51)) with strength ±mA (m = 0, 1, 2, 3) is applied along the j-th axis of the system, the i-th component of the time-dependent dipole expansion (Eq. (3.54)) becomes

\[
\mu_i(t, \pm mA) = \mu_i^0 \pm \mu_i^{(1)}(t)mA + \mu_i^{(2)}(t)(mA)^2 + \mu_i^{(3)}(t)(mA)^3 + \mu_i^{(4)}(t)(mA)^4 + \mu_i^{(5)}(t)(mA)^5 + \cdots
\]  

(3.62)
In order to derive an expression to analyze the first order response where the truncation error comes from the fourth order and above, four different time-dependent dipole equations are needed, \( \mu_i(t, \pm A) \) and \( \mu_i(t, \pm 2A) \). We can construct two linear combinations, \( \mu_i(t, A) - \mu_i(t, -A) \) and \( \mu_i(t, 2A) - \mu_i(t, -2A) \),

\[
\begin{align*}
\mu(t, A) - \mu(t, -A) &= 2\mu^{(1)}(t)A + 2\mu^{(3)}(t)A^3 + 2\mu^{(5)}(t)A^5 + \cdots \\
\mu(t, 2A) - \mu(t, -2A) &= 4\mu^{(1)}(t)A + 16\mu^{(3)}(t)A^3 + 64\mu^{(5)}(t)A^5 + \cdots
\end{align*}
\]  

(3.63) (3.64)

where we have dropped the indices of direction for the sake of brevity. In order to eliminate the \( A^3 \) term to minimize the numerical error, we multiply Eq. (3.63) by a factor of eight and subtract it by Eq. (3.64),

\[
8[\mu(t, A) - \mu(t, -A)] - [\mu(t, 2A) - \mu(t, -2A)] = 12\mu^{(1)}(t)A - 48\mu^{(5)}(t)A^5 + \cdots
\]  

(3.65)

Reorganize Eq. (3.65), we then have the time-dependent first-order response equation,

\[
\mu^{(1)}(t) = \frac{1}{12A} \left( 8 \left[ \mu(t, A) - \mu(t, -A) \right] - \left[ \mu(t, 2A) - \mu(t, -2A) \right] \right) + 4\mu^{(5)}(t)A^4 \cdots
\]  

(3.66)

Similarly, higher order responses \( \mu^{(n)}(t)A^n \) can be obtained:

\[
\begin{align*}
\mu^{(2)}(t) &= \frac{1}{24A^2} \left( 16 \left[ \mu(t, A) + \mu(t, -A) \right] - \left[ \mu(t, 2A) + \mu(t, -2A) \right] - 30\mu^{(0)} \right) \\
&\quad + 4\mu^{(6)}(t)A^4 + \cdots \\
\mu^{(3)}(t) &= \frac{1}{48A^3} \left( -13 \left[ \mu(t, A) - \mu(t, -A) \right] + 8 \left[ \mu(t, 2A) - \mu(t, -2A) \right] \\
&\quad - \left[ \mu(t, 3A) - \mu(t, -3A) \right] \right) + 49\mu^{(7)}(t)A^4 + \cdots
\end{align*}
\]  

(3.67) (3.68)

We note that the perturbation expansion Eq. (3.62) as a function of the field strength is convergent given a sufficiently small value of \( A \) so that \( \lim_{n\to\infty} (\mu^{(n)}A^n) = 0 \).\textsuperscript{176,177} The convergence radius depends on the system under study and in principle one should use as small field strength as possible. However, it is impossible to derive an appropriate field strength so that \( \lim_{n\to\infty} (\mu^{(n)}A^n) = 0 \) is satisfied without information regarding how the higher
order response property grows as \( n \) approaches infinity. On the other hand, the field strength appropriate for calculations of \( \mu^{(n)}(t) \) is also limited by numerical stabilities of the finite difference method. As a result, there are no well-defined rules of choosing appropriate field strength and it is largely based on experience. The suggested field strengths used in the finite field applications are between 0.001 a.u. and 0.005 a.u.\textsuperscript{133} to be compared with the maximum field strength of 100 V/\( \mu \)m (\( \sim 2 \times 10^{-4} \) a.u.) used in the attenuated total reflection (ATR) electrooptic coefficient measurements of nonlinear optical chromophores.\textsuperscript{178,179}
3.3 Quantum Coherent Plasmon in Silver Nanowires

A plasmon-like phenomenon, arising from coinciding resonant excitations of different electronic characteristics in 1D silver nanowires, has been proposed based on theoretical linear absorption spectra. Such a molecular plasmon holds the potential for applications of anisotropic nanoplasmon. However, its dynamical nature remains unexplored. Quantum dynamics of longitudinal and transverse excitations in 1D silver nanowires are carried out within the real-time time-dependent density functional theory framework. The anisotropic electron dynamics confirm that the transverse transitions of different electronic characteristics are collective in nature and oscillate in-phase with respect to each other. Analysis of time evolutions of participating one-electron wave functions suggest that the transverse transitions form a coherent wave packet that gives rise to a strong plasmon resonance at the molecular level.

3.3.1 Introduction

When a gold or silver nanoparticle is subjected to an electromagnetic field with a photon frequency corresponding to a natural frequency of the valence electrons collectively oscillating against the restoring force of the positive nuclei, a strong peak appears in the absorption spectrum.\(^{180-182}\) This collective oscillation leads to an enhanced and confined electric field around the particle.\(^{182-184}\) This phenomenon, called surface plasmon resonance (SPR), has been intensively studied both experimentally\(^{185-189}\) and theoretically\(^{190-195}\). Applications include high-sensitivity chemical and biological sensing\(^{196-204}\) as well as energy conversion and storage.\(^{205}\) Anisotropic systems such as nanorods and nanowires are especially useful for certain applications such as photothermal cancer therapy.\(^{206,207}\)

Noble metal nanorods have two main plasmon modes: the longitudinal mode (along the main axis of the nanorod) and the transverse mode (in the plane perpendicular to the main axis).\(^{201,208-212}\) The longitudinal peak observed in the excitation spectrum shifts to lower energy with increasing aspect ratio whereas the transverse peak remains at nearly constant energy.\(^{208-212}\) Recent linear response time-dependent density functional theory (LR-TDDFT) calculations performed on noble metal clusters suggest that a plasmon may...
be identified when there is a constructive addition of the dipole moments of one-electron transitions and does not only occur in large nanoparticles (from a few to several hundred nanometers) but also in small clusters (less than 2 nm). The frontier orbitals of silver and gold clusters are linear combinations of the valence s-orbitals of the metal atoms and are delocalized over the entire structure.

Linear chains of noble metal atoms (nanowires) have been studied as model systems using TDDFT. While the frequency domain LR-TDDFT method has been routinely used for studying plasmon excitations in small metal clusters, it becomes cumbersome as the system becomes large since large number of excited states have to be computed. On the other hand, the real-time TDDFT method has emerged as a powerful tool due to its better scalability. Further, it provides a straightforward, meticulous elucidation on the time evolution of the system subjected to an external electric field, which can lead to a wealth of useful information. For example, using real-time TDDFT, Yan et al. identified the end and central plasmon resonances in linear sodium and silver chains. Gao et al. studied the formation and size-evolution of electronic excitations in copper, silver and gold chains with up to 26 atoms. In both studies, the collective nature of the longitudinal and transverse excitations was deduced by the length dependence of the dipole strength. Induced density response was also analyzed to understand the nature of the two resonance modes.

Due to the symmetry of the nanowires, the delocalized frontier orbitals have cylindrical symmetry and can be labeled with the greek letters \( \Sigma, \Pi, \Delta, \) etc. The longitudinal peak of these systems corresponds to the HOMO \( \rightarrow \) LUMO transition (\( \Sigma \rightarrow \Sigma \)). The transverse peak corresponds to a superposition of \( \Sigma \rightarrow \Pi \) transitions whose dipole moments add up constructively (a plasmon according to the identification scheme mentioned above). However, the dynamical nature of such a superposition of single-particle transitions (i.e. molecular orbital transitions) is still unknown. How this superposition affects the time-dependence of the electron density in the plasmonic excitation remains unexplored.

To this end, we use the real-time TDDFT method developed in our group to study the interplay between the time evolution of the superposition of the single-particle transitions and the plasmonic excitations in silver chains. Formation and length-dependence of the longitudinal and transverse excitations are investigated by probing the dipole response to
an external step function electric field. In particular, we explore the superposition nature of the transverse excitation by analyzing the time evolution of the molecular orbital occupations. We observe a collective oscillation of single-particle transitions that are in-phase and coherent. This phenomenon is linked to the collective nature of plasmon resonance.

### 3.3.2 Methodology

The plasmon excitations of the silver nanowires are examined by performing the RT-TDDFT calculations, in which the electronic density matrix is propagated according to the TDDFT equation:

\[
\frac{i}{\hbar} \frac{dP(t)}{dt} = [K(t), P(t)]
\] (3.69)

where \(P\) and \(K\) are density and Kohn-Sham matrices in orthonormal basis. Eq. (3.69) is integrated with a modified midpoint and unitary transformation (MMUT) algorithm,\(^{43,44}\) where the density matrix is propagated using a unitary time evolution operator \(U(t_n)\):

\[
P(t_{n+1}) = U(t_n) \cdot P(t_{n-1}) \cdot U^\dagger(t_n)
\] (3.70)

where \(U(t_n)\) is constructed from the eigenvectors \(C(t_n)\) and eigenvalues \(\epsilon(t_n)\) of the Kohn-Sham matrix at time \(t_n\):

\[
U(t_n) = \exp\left[-i \cdot 2\Delta t \cdot K(t_n)\right]
\]

\[
= C(t_n) \cdot \exp\left[-i \cdot 2\Delta t \cdot \epsilon(t_n)\right] \cdot C^\dagger(t_n)
\] (3.71)

with \(\Delta t\) denoting the time step.

To probe the time-dependent response of the silver chains to external electric field perturbations, we apply a step-function electric field either along the longitudinal or along the
transverse direction:

\[ E(t) = \begin{cases} 
E_0 & t < 0 \\
0 & t > 0 
\end{cases} \]  

Computationally this is equivalent to the following scheme: (1) prepare the initial electronic density by a self-consistent-field (SCF) calculation in the presence of the static electric field \( E_0 \); (2) turn off the field and propagate the electronic system using the RT-TDDFT method outlined above.

The time-dependent dipole moment \( \mu(t) \) is calculated at each time step according to

\[ \mu(t) = \text{Tr} \left[ D \mathbf{P}(t) \right] \]  

where \( D \) is the dipole matrix in the orthonormal basis. With the dipole response in real time, one can compute the dipole strength function \( S(\omega) \), which is given by

\[ S(\omega) = \frac{4\pi\omega}{3c} \text{Tr} \left[ \text{Im} \alpha(\omega) \right] \]  

where \( \alpha(\omega) \) is the polarizability in the frequency domain and it can be obtained by the Fourier transform of the dipole moment and the step field through the following relation:

\[ \mu_i(\omega) = \alpha_{ii}(\omega) E_i(\omega) \]  

where \( i \) stands for \( x, y, z \) Cartesian coordinates.

At the weak perturbation limit, the time-domain approach generates the same excitation energies and relative dipole strengths as the frequency-domain LR-TDDFT.224 On the other hand, the time-domain method can reveal insightful dynamical information about the interplay between the system and the external field, as will be discussed in the following section.

To find the relationship between the transverse excitation and single-particle transitions, we analyze the time evolutions of the molecular orbital occupations, which are calculated
by the projection of the time-dependent density matrix onto the initial ground state orbital space:

\[ n_i(t_k) = C_i^\dagger(t_0)P(t_k)C_i(t_0) \]  

(3.76)

where \( n_i \) is the occupation of the \( i \)-th molecular orbital.

The RT-TDDFT simulations were carried out using the development version of the Gaussian series of programs. A series of silver chains, with the number of atoms from 4, 6, and up to 12 were investigated. In all calculations, the BP86 density functional and the LanL2DZ effective core potential were used. For real time simulations, the electronic wavepacket was evolved for 100 fs with an integration step size of 0.5 a.u. (~1.2 attoseconds). The strength of the external static field was chosen to be 0.001 a.u. In doing the Fourier transform of the time-dependent dipole moments, we added a damping factor of 0.2 eV which can physically account for the experimental broadening the dipole strength. The molecular geometries of the studied silver linear chains were taken from Ref. 215.

### 3.3.3 Results and Discussion

The dipole response of the silver chains due to the external step-function field perturbation along the longitudinal and transverse directions is shown in Fig. 3.11. Two main peaks are observed within the energy range of 0-8 eV for all chains. The peak L at low energy corresponds to the longitudinal excitation and arises from the dipole response to the electric field perturbation along the chain, and the peak T at high energy corresponds to the transverse excitation and arises from the dipole response to the perturbation perpendicular to the chain. This is consistent with the linear response TDDFT calculations in Ref. 215. However, there are slight differences between our results and those reported in Ref. 223 and 222, where multiple longitudinal and transverse peaks were present. This might be due to the use of different density functionals and basis sets, and bond lengths. It might also be a result of implementation differences. Despite those discrepancies, same trends can be observed: the longitudinal peak L is red-shifted when the chain length increases whereas the energy of the transverse peak T remains relatively constant, only slightly blue-shifting,
as clearly seen in Fig. 3.12. Fig. 3.12 also plots the evolution of the dipole strength as a function of the number of silver atoms. The dipole strength of both the longitudinal and transverse excitations increases as the chain length increases. This might be an indication of the collective nature of the two excitations. Note that there is a slight oscillation in the dipole strength of the transverse peak for Ag$_8$ and Ag$_{10}$, which is consistent with the results reported in Refs. 215 and 222.

![Figure 3.11: Dipole strength spectra of the linear silver chains Ag$_n$ ($n = 4, 6, 8, 10, 12$) to an external step field polarized in the longitudinal (L) and transverse (T) directions.](image)

As shown in linear response TDDFT calculations,$^{215}$ the longitudinal excitation is predominated by a single-particle transition (i.e. HOMO $\rightarrow$ LUMO transition), which is assigned as a plasmon excitation.$^{215,222,223}$ However in classical solid-state physics, there is a clear distinction between single-particle excitations and plasmon excitations.$^{217}$ The seeming contraction lies in the fact that for systems consisting of a few to hundreds of atoms, classical electrodynamics is no longer applicable due to the existence of discrete energy levels in small clusters, and the distinction between single-particle excitations and plasmon excitations becomes less obvious. Identification of plasmon excitations in cases where the excitation is dominated by a single-particle transition is not trivial. Recently Bernadotte et al.$^{217}$ have proposed an approach to identify plasmons in small systems by scaling the electron repulsion integrals in the linear response TDDFT working equation.
Figure 3.12: Excitation energy (top) and dipole strength (bottom) as functions of the number of atoms for the longitudinal (L) and transverse (T) plasmon resonant peaks shown in Fig. 3.11.
The transverse excitation, on the other hand, can be characterized by a superposition of multiple single-particle transitions, i.e. \( \Sigma_m \rightarrow \Pi_m \) for Ag\(_{2m} \), as indicated by linear response calculations.\(^{215} \) As these transitions occur at a similar frequency, they can form the so-called “excited state plasmon”\(^{228} \) if the interactive nature of these different electronic transitions is constructive and coherent.

To probe the nature of the interplay between these single-particle transitions, the time evolution of each involved molecular orbital is analyzed using the time-dependent occupation number of pertinent orbitals (Eq. (3.76)). The phase relationship between different time evolutions of occupation number will provide information regarding the constructive or destructive nature of related electronic transitions. On the other hand, if excited state wave functions are quantum mechanically coherent, the non-zero off-diagonal probability density \( (\rho_{ij} \cdot e^{-i(\omega_j - \omega_i)t}) \) will give rise to an additional peak in the spectrum of population density at the frequency that corresponds to the frequency difference \( (\omega_j - \omega_i) \) of coherent states. As a result, any component (e.g. participating MO occupation number) of the state population density also bears the same signature of coherence. Therefore, frequency analysis of time evolution of orbital occupation can be used to probe the coherence of electronic excited states.

\[ \begin{align*}
\text{Figure 3.13: Orbital occupation analysis for the Ag}_4 \text{ chain: (a) time-dependent oscillation-} & \\
\text{and (b) the corresponding Fourier transformed spectra.} &
\end{align*} \]
For Ag$_4$, the transverse excitation consists of two single-particle transitions: $\Sigma_1 \rightarrow \Pi_1$ and $\Sigma_2 \rightarrow \Pi_2$. Fig. 3.13 shows the time evolution of the occupation numbers (MO population density) of the four single-particle orbitals. Fourier transforms of these oscillations resolved a strong peak at $\sim$5 eV, agreeing with the transverse peak in the dipole strength spectrum in Fig. 3.11, as well as a small peak at $\sim$4.5 eV. The oscillations of the four orbitals are in phase and constructively interfere with each other. Further, the oscillations $\Sigma_1$ ($\Sigma_2$) and $\Pi_1$ ($\Pi_2$) exhibit the same amplitude, indicating a pairwise transition between $\Sigma_1$ ($\Sigma_2$) and $\Pi_1$ ($\Pi_2$). The phase-relationship of these oscillations is well-maintained throughout simulations of much longer time scale (longer time simulation, >100 fs, is not shown here). This implies that the transverse excitation is composed of constructive oscillations of two single-particle transitions with no interference from other excited states. Different from the dipole strength spectrum, an additional peak appears at $\sim$0.5 eV in the spectrum of the time evolution of population density. The frequency of this peak ($\sim$0.5 eV) is equal to the frequency difference between the two peaks at $\sim$5 eV. As discussed previously, this arises from the coherence of the $\Sigma_1 \rightarrow \Pi_1$ and $\Sigma_2 \rightarrow \Pi_2$ transitions.

Figure 3.14: Orbital occupation analysis for the Ag$_6$ chain: (a) time-dependent oscillation and (b) the corresponding Fourier transformed spectra.

For Ag$_6$, the transverse peak consists of three single-particle transitions: $\Sigma_1 \rightarrow \Pi_1$, $\Sigma_2 \rightarrow \Pi_2$ and $\Sigma_3 \rightarrow \Pi_3$. Fig. 3.14 shows the time evolution of the occupation numbers of
the six orbitals and the corresponding Fourier transform. The oscillations of the six orbitals are in phase and constructively interfere with each other, and the phase relationship is well maintained throughout the simulation. Slightly different from Ag$_4$, all six orbitals oscillate with comparable amplitude. Pairwise transitions may still be identified from the character of the molecular orbitals, as depicted in Fig. 3.14. Fourier transform of the six oscillations gives almost the same spectrum. The two strong peaks at $\sim 5$ eV correspond to the broadened transverse peak in the dipole strength spectrum, confirming that the transverse excitation is a collective oscillation of three single-particle transitions. The appearance of an additional peak at $\sim 0.2$ eV results from the frequency difference between the two close-spaced peaks at $\sim 5$ eV, indicating a coherence nature of the three single-particle transitions. These analyses suggest that the in-phase and quantum coherent single-particle transitions in the transverse direction can lead to an excited state plasmon at the molecular level.

![Figure 3.15: Orbital occupation analysis for the Ag$_8$ chain: (a) time-dependent oscillation-sand (b) the corresponding Fourier transformed spectra.](image)

Starting at Ag$_8$, d-transitions start to mix with the $\Sigma \rightarrow \Pi$ transitions for the transverse excitation.$^{215}$ Although the single-particle transitions $\Sigma \rightarrow \Pi$ still make major contributions to the transverse excitation, the participation of the d-transitions will certainly complicate the analysis. In addition, broad absorption peak will show up in the transverse spectra because of the d-transitions, as shown in Ref. 222. In Fig. 3.15 we plot the occupation...
number oscillations of the orbitals involved in the four single-particle transitions in Ag$_8$. These oscillations are of similar frequency and constructively interfere with each other, confirming the collective nature of this excitation. Compared to Ag$_4$ and Ag$_6$, the Ag$_8$ chain exhibits a larger variation in the amplitude of orbital oscillations and identification of the pairwise transitions becomes less trivial. Fourier transform of the orbital oscillations shows a broadened peak at $\sim 5$ eV, which is consistent with the observation made in Ref. 222. Further, the Fourier spectrum exhibits a more complex pattern in the low frequency regime, which is a direct result of the amplitude variations in the time domain.

Figure 3.16: Orbital occupation analysis for the Ag$_{10}$ chain: (a) time-dependent oscillation-sand (b) the corresponding Fourier transformed spectra.

For longer chains such as Ag$_{10}$ and Ag$_{12}$, there is more mixing of d-transitions with the single-particle transitions $\Sigma \rightarrow \Pi$. As a result, the transverse peak will be more broadened. Fig. 3.16 and Fig. 3.17 show the occupation number oscillations of the orbitals involved in the four single-particle transitions and the Fourier transformed spectra for Ag$_{10}$ and Ag$_{12}$, respectively. Compared to the shorter chains, a large variation in the amplitude of the orbital oscillations is observed, and the Fourier spectra show a broad transverse peak at $\sim 5$ eV and a complex pattern in the low frequency regime. In spite of these complications, in both cases we observe oscillations of the single-particle transitions that are in-phase and constructively interfere with each other.
Figure 3.17: Orbital occupation analysis for the Ag₁₂ chain: (a) time-dependent oscillation- and (b) the corresponding Fourier transformed spectra.

3.3.4 Conclusion

Using the real-time TDDFT method, we have studied the electronic excitations in a series of 1D silver nanowires. Length-dependence of the excitation energies and dipole strengths is investigated by analyzing the dipole response of the system to an external step function field in the longitudinal and transverse directions. We would like to place a special emphasis on the uniqueness of the transverse transitions from the point of view of dynamics. We analyze the time evolution of the population density of orbitals associated with the transverse excitation. In-phase and coherent plasmon type oscillations of the associated transitions are observed. The fact that these transitions occur at a similar frequency does not necessarily give rise to a plasmonic oscillation. It is the strong quantum coherence among these characteristic electronic oscillations that leads to molecular-scale plasmonics and nanoplasmonics, and our work herein provide the theoretical evidence. We also believe this feature could also exist in many quantum confined systems, such as quantum confined semiconductor nanocrystals and conjugated polymers.
Chapter 4

MODELING EXCITED STATE CHARGE TRANSFER DYNAMICS WITH RT-TDHF/TDDFT

4.1 Mechanisms of Bridge-Mediated Electron Transfer

We present a time-dependent density functional theory approach for probing the dynamics of electron transfer (ET) on a donor-bridge-acceptor polyene dye scaffold. Two kinds of mechanisms, namely, the superexchange mechanism and the sequential mechanism, may be involved in the electron transfer process. In this section, we focus on the crossover between these two charge transfer mechanisms on a series of donor-bridge-acceptor polyene dye systems with varying lengths of conjugated bridges. A number of methods and quantities are used to assist in the analysis, including the phase relationship of charge evolution, frequency domain spectra of the time-dependent dipole, and first-order rate kinetics. Our simulations show that the superexchange mechanism plays a dominant role in the electron transfer from donor to acceptor when the bridge length is small, and the sequential mechanism becomes more important as the polyene bridge is lengthened. However, the coherent electron transfer rate shows little dependence on the bridge length. Full Ehrenfest dynamics with nuclear motion show that molecular vibrations play a very small role in such ultrafast charge transfer processes.

4.1.1 Introduction

Charge transfer (CT) reactions are among the most fundamental and increasingly important processes in physics, chemistry and biology.\textsuperscript{229–232} Recent advances in experimental and theoretical techniques are able to directly probe the mechanisms of electron-transfer kinetics and related chemical processes in bulk heterojunction or dye-sensitized solar cells,\textsuperscript{233–235} bacterial photosynthetic reactions\textsuperscript{236,237} and organic second-order nonlinear optical (NLO) materials.\textsuperscript{171,238–241} The primary chemical event common amongst all of these physical
systems, and the one that must be exploited for most exciting new materials to be practically employed using their light harvesting or optical properties, is the generation of a long-lived, tunable charge separation. Bulk heterojunction and dye-sensitized solar cells make use of a photoexcitation to create a local electron-hole pair that can subsequently undergo long-range separation. Then the separated charges are transferred to electrodes, thus generating current. Similarly, in bacterial photosynthesis, a charge-separated state is generated via CT from the special pair to a bacteriopheophytin following the initial photoexcitation. This charge-separated state has been found to be created in \( \sim 3 \) ps, and relies on a spatially intermediate bacteriochlorophyl to regulate the electron transfer.

There are two mechanisms commonly used to explain electron transfer in such bridge-mediated donor–acceptor systems, superexchange (SX) and sequential (SQ). The SX mechanism, as first invoked by McConnell,\textsuperscript{242} relies on one or more high-lying virtual bridge states, and is a commonly employed description when the energy of the bridge state is relatively high or there is insufficient thermal energy available to the system to induce a ET event. This unistep process proceeds directly from donor to acceptor, with the bridge only acting to mediate the D and A wavefunctions. On the other hand, in SQ a composite bridge state is occupied during the ET reaction. When the bridge state is occupied an electron can be distributed among a number of localized sites whose number and nature depends on the nuclear composition and geometry of the backbone. The ET sequence within SQ can be described as donor \( \rightarrow \) bridge \( \rightarrow \) acceptor. In SQ, the lifetime of an electron in the bridge state can be longer than the characteristic time of the dephasing among phonons interacting with the transferring electron and the thermalization of phonons.\textsuperscript{243} While the initial donor \( \rightarrow \) bridge step can be unistep process the overall transfer is generally stepwise due to the interaction of multiple bridge sites with the donor and acceptor, and the thermalization of phonons from the bridge state. SQ is commonly used to describe reaction kinetics when the energy of the bridge state is sufficiently low or there is sufficient thermal energy in the system.

The transition between the SX and SQ mechanisms has invoked increasing interest from both experimental\textsuperscript{244–247} and theoretical\textsuperscript{243,248–262} perspectives. Experimentally, Miller \textit{et al.}\textsuperscript{245} succeeded in bridging the SX and SQ mechanisms in a single molecular sys-
tem by lowering the free energy of the bridge state. While the semiclassical rate theo-
ries\textsuperscript{243, 248, 250, 252, 253} have been proven successful in understanding the SX and SQ mech-
anisms, a unified theoretical approach that accounts for both mechanisms is desired. In
particular, Bixon and Jortner\textsuperscript{249} studied the effects of the donor-bridge energy gap on the
switching of the two mechanisms in a Franck-Condon system characterized by three multi-
dimensional displaced harmonic potential surfaces. Simulations of ET were based on the
exact diagonalization of the entire Hamiltonian of the system, revealing a transition from
SQ to SX ET with increasing donor-bridge energy gap. The reduced density matrix for-
mulism\textsuperscript{254, 256–261} is also widely used to study to the switching between the two mechanisms.
In this approach, only the dynamics of the electronic degrees of freedom is treated explicitly
and the rest part of the overall system (typically including the vibrational modes of the
molecule and the solvent) is approximated by a harmonic bath coupled to the electronic
degrees of freedom. Along this line, Hu and Mukamel\textsuperscript{254} first incorporated both mechanisms
into a single unified theoretical framework using the reduced density matrix approach with
higher-order correlation functions for the system-bath coupling. Ratner and coworkers\textsuperscript{259, 260}
studied the distance dependence of ET in model donor-bridge-acceptor (DBA) systems using
a steady-state description of the reduced density matrix formulism. They observed several
different regimes of distance dependence, ranging from fairly rapid exponential decay in the
SX regime to an inverse length dependence in the SQ regime. Compared to approaches
where all degrees of freedom are treated explicitly, such as Ehrenfest method\textsuperscript{37, 263} and the
surface hopping method,\textsuperscript{33, 34} the reduced density matrix approach is more computa-
tionally efficient.\textsuperscript{264} However, this approach usually relies on simplified model Hamiltonians
with parameterized electronic energies and couplings, and cannot be easily generalized to
simulate real systems.

In this section, we present an \textit{ab initio} dynamics study of gas-phase ultrafast ET pro-
cesses on real DBA polyene dye molecules, keeping the donor and the acceptor groups
unchanged but varying the length of the polyene bridge. The molecular structure of the
shortest DBA triad is shown in Figure 4.2. The electronic degrees of freedom are treated
quantum mechanically using the time-dependent density functional theory (TDDFT). Nu-
merical integration of TDDFT equations is carried out with an efficient modified mid-point
and unitary transformation (MMUT)\textsuperscript{43} algorithm. In the first stage, we investigate the limiting case where the coupling between the electronic and nuclear degrees of freedom is negligible and the dynamics of ET is described as a coherent propagation of the superposition of the electronic states. This is possible for systems where ultrafast ET takes place on a femtosecond time scale and quantum coherence is observed.\textsuperscript{265} To check the validity of this approximation we then perform Ehrenfest dynamics with TDDFT on the DBA triad with intermediate bridge length. In Ehrenfest dynamics, the quantum-mechanical equations-of-motion (EOM) for electrons are coupled with the classical EOM for nuclei via a mean-field electronic potential surface.\textsuperscript{37,263}

We will discuss the modeling procedure for the initialization of the ET dynamics and briefly describe our TDDFT electronic and Ehrenfest dynamics method. We simulate the ET dynamics under two different initial conditions, the voltage-bias-induced ET and the photoinduced ET. In the former case, we create an initially polarized electronic state by applying an external electric field before the propagation of the electron density, and analyze the charge evolution on the D, B, and A groups. In the latter case, we create the initial donor state by a Koopman excitation of one electron from the HOMO to some low-lying donor-localized unoccupied MO and monitor the population evolution of the corresponding D/B/A states. We will discuss in both cases the transition between the SX and SQ mechanisms. We would like to emphasize that in our discussions the SX and SQ mechanisms are defined with respect to the temporal (charge or electron density) population on the donor, bridge and acceptor groups, which might differ from the definition of Bixon and Jortner\textsuperscript{249} and that of Sumi and Kakitani.\textsuperscript{252} Bixon and Jortner\textsuperscript{249} defined the two mechanisms in the context of vibronic manifold D/B/A states, while in our simulations only electronic wavefunctions are considered. Sumi and Kakitani\textsuperscript{252} considered the SQ mechanism in terms of vibrational relaxation in the bridge manifold state, whereas we distinct between SX and SQ simply based on the analysis of the population on the bridge group.
4.1.2 Review of the SX and SQ mechanisms

The SX and SQ mechanisms for charge transfer have been discussed by various groups with different notations. Here we follow Jortner and coworkers\textsuperscript{244,250} and briefly describe the two mechanisms within a diabatic electronic state framework. For a charge transfer event in a D-B\textsubscript{i}-A system where B\textsubscript{i} = B\textsubscript{1}, B\textsubscript{2}, \ldots, B\textsubscript{N} are the N adjacent, repeating bridge units, the relevant diabatic electronic states are $|D^*B_1B_2\ldots B_NA\rangle$, $|D^+B_1^-B_2\ldots B_NA\rangle$, $|D^+B_1B_2\ldots B_NA\rangle$, \ldots, $|D^+B_1B_2\ldots B_N^-A\rangle$, and $|D^+B_1B_2\ldots B_N^-A\rangle$. Here we assume the bridge states $|D^+\{B_i\}^-A\rangle$ are degenerate. In what follows, we consider the transfer of an electron from donor to acceptor. A similar approach can also be used to describe hole transfer.

![A. Charge Transfer via Superexchange](image1)

![B. Charge Transfer via Sequential Hopping](image2)

Figure 4.1: Schematic representation of the superexchange and sequential hopping mechanisms
A. Superexchange (SX)

In the SX mechanism, the electron/hole transfer is dictated by the off-resonance coupling $T_{DB}$ between the initial $|D^*B_1B_2\cdots B_NA\rangle$ state and the bridge state $|D^+B^-_1B_2\cdots B_NA\rangle$, with a large energy gap ($\Delta E \gg k_BT$), as shown in Figure 4.1A. The overall transfer can be described as a unit step reaction:

$$|D^*B_1B_2\cdots B_NA\rangle \xrightarrow{k} |D^+B_1B_2\cdots B_NA^-\rangle. \quad (4.1)$$

Using the nearest-neighbor (NN) perturbation theory model of McConnel,$^{242}$ the superexchange coupling between donor and acceptor is

$$V_{DA} = \left(\frac{T_{DB}T_{BA}}{\Delta E}\right)\left(\frac{T_{BB}'}{\Delta E}\right)^{N-1} \quad (4.2)$$

where $T_{DB}, T_{BB'}$ and $T_{BA}$ are nearest-neighbor couplings with

$$T_{DB} = \langle D^*B_1B_2\cdots B_NA|\hat{H}|D^+B^-_1B_2\cdots B_NA\rangle \quad (4.3a)$$
$$T_{BB'} = \langle D^+B_1\cdots B^-_iB_{i+1}\cdots A|\hat{H}|D^+B_1\cdots B_iB^-_{i+1}\cdots A\rangle \quad (4.3b)$$
$$T_{BA} = \langle D^+B_1B_2\cdots B^-_NA|\hat{H}|D^+B_1B_2\cdots B_NA^-\rangle \quad (4.3c)$$

where $\hat{H}$ is the electronic Hamiltonian of the system.

Using Marcus theory, the rate for the SX electron transfer can be expressed as

$$k = \frac{2\pi}{\hbar}V_{DA}^2F_{DA} \quad (4.4)$$

where $F_{DA}$ is the thermally averaged nuclear Franck-Condon overlap between the donor $|D^*B_1B_2\cdots B_NA\rangle$ state and the acceptor $|D^+B_1B_2\cdots B_NA^-\rangle$. By defining

$$\beta = 2 \ln(\Delta E/T_{BB'}) \quad (4.5a)$$
$$V_0 = T_{DB}T_{BA}/\Delta E \quad (4.5b)$$
one obtains the Marcus-Levich-Jortner equation:

\[ k = \frac{2\pi}{\hbar} V_0^2 F_{DA} \exp\{-\beta(N - 1)\} \] (4.6)

Since \( N - 1 \) is proportional to the length of the bridge and hence the donor-acceptor distance, Eq. 4.6 indicates that for the SX mechanism the rate of electron transfer exhibits an exponential fall-off with the D-A distance.

**B. Sequential hopping (SQ)**

The SQ electron transfer occurs when the energy gap between the donor state \( |D^+B_1B_2\cdots B_NA\rangle \) and the bridge states \( |D^+\{B_i\}^{-}A\rangle \) is relatively low, i.e., \( \Delta E \ll k_BT \) or \( \Delta E \leq 0 \) (Figure 4.1B). The overall transfer can be expressed as a first-order consecutive reaction:

\[
|D^+B_1B_2\cdots B_NA\rangle \xrightarrow{k_{DB}} |D^+B_1^{-}B_2\cdots B_NA\rangle \xrightarrow{k_{12}} \xrightarrow{k_{21}} |D^+B_1B_2\cdots B_{N-1}B_N^{-}\rangle \xrightarrow{k_{23}} \cdots \xrightarrow{k_{N-1,N}} \xrightarrow{k_{32}} \xrightarrow{k_{N,N-1}} |D^+B_1B_2\cdots B_{N-1}B_N^{-}\rangle. \] (4.7)

Based on the nature of the electron transfer, the above reaction can be divided into three microscopic processes: (1) the charge injection from the donor to the bridge, (2) the charge migration between the bridge units, and (3) the charge trapping at the acceptor site.

The charge injection rate can be expressed as

\[ k_{DB} = \frac{2\pi}{\hbar} V_{DB}^2 F_{DB} \] (4.8)

where \( V_{DB} \) is the electronic coupling between the donor and bridge states and is given by Eq. 4.3a. \( F_{DB} \) is the thermally averaged nuclear Franck-Condon density for the donor-bridge vibronic coupling.
The rate of charge migration between adjacent bridge units is

\[ k_{BB'} = \frac{2\pi}{\hbar} V_{BB'}^2 F_{BB'} \]  \hspace{1cm} (4.9)

where \( V_{BB'} \) is the nearest-neighbor coupling between two (near) degenerate bridge states and is given by Eq. 4.3b. \( F_{BB'} \) is the thermally averaged nuclear Franck-Condon density for the vibronic coupling between two bridge states.

Finally, the charge trapping rate is given by

\[ k_{BA} = \frac{2\pi}{\hbar} V_{BA}^2 F_{BA} \]  \hspace{1cm} (4.10)

where \( V_{BA} \) is the electronic coupling between the bridge and acceptor states and is given by Eq. 4.3c. \( F_{BA} \) is the thermally averaged nuclear Franck-Condon density between the bridge and acceptor vibronic manifold states.

For an acceptor-direction-biased hopping, as depicted in Figure 4.1B, a simple diffusion model with biased random walk gives the following rate expression for the SQ transfer:

\[ k \approx k_{BB'} N^{-\eta} \]  \hspace{1cm} (4.11)

where \( k_{BB'} \) is given by Eq. 4.9 and \( 1 \leq \eta \leq 2 \). This indicates a weak D/A distance dependence for the electron transfer rate.

In the frozen-nuclei approximation the state populations of the electronic part of the system does not affect the nuclear configuration so that the thermally averaged nuclear Franck-Condon density \( F = 1 \). As a result, Eqs. 4.6 and 4.11 can be used to describe the pure electronic dynamics.

4.1.3 Modeling and methodology

The ET process can be initiated under different conditions. A voltage-bias-induced ET, as can be found in molecular junctions, uses an external voltage to populate a manifold of excited electronic states of the linkage molecule. The transfer from the donor to the acceptor through the bridge can then commence along many coupled electron transfer channels.
Photoinduced ET can also proceed, but is initiated by inducing an excitation of an electron from the ground state to a low-lying donor-localized excited state. This state can be coupled to bridge-localized states and can, depending on several factors such as temperature and energy level distribution, induce long-range ET through a single channel. We consider both types of bridge-mediated ET in a range of DBA-\(n\) triads \((n=2,4,6,8,10,12)\), with \(n\) representing the number of double bonds along the polyene bridge (see Figure 4.2).

![Equilibrium geometry of the DBA-2 triad](image)

Figure 4.2: Equilibrium geometry of the DBA-2 triad. Carbon atoms are shown as grey circles, nitrogen as dark blue, fluorine as light blue, and oxygen as red. Hydrogens are omitted for clarity. Dashed lines indicate the NPA boundaries between D, B, and A.

### A. Modeling the bias-induced electron transfer

To create an initial electronic state that represents the polarized \([D^-][BA]^+\) state, a static electric field polarized along the molecular axis from D to A is included in the SCF procedure for each of the triads with varying field strengths. The applied external field strengths and equilibrated molecular dipole moments are given in Table 4.1. For each molecule, the applied DC field strength is chosen to produce a charge difference of \(\sim 1\) electron charge between the donor and the rest of the molecule. This method of initial state preparation mimics what would be found in a molecular junction where D (A) is attached to a voltage sink (reservoir), and a polarization of the junction is allowed to be maintained. Upon removal of the voltage bias the polarized electron density will decay to its equilibrium configuration through an intramolecular charge transfer. By tracking the localized charge on the D, B,
and A groups while the initially prepared electron density proceeds toward equilibrium we can observe the crossover from SX to SQ with increasing \( n \). In this study we employ a closed-system formulation of DFT in which environmental degrees of freedom are neglected, including nuclear motion. This discounts the possibility of irreversible decoherence. As such the initially prepared nonequilibrium electronic density matrix does not relax to a global minimum, but will redistribute according to its energetic constraints and follow the most active electron transfer channels.

Table 4.1: Applied external field strengths and finally equilibrated total dipole moments for the range of polyene bridge lengths.

<table>
<thead>
<tr>
<th>( n )</th>
<th>Field Strength (au)</th>
<th>( \mu ) (Debye)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.016</td>
<td>21.8202</td>
</tr>
<tr>
<td>4</td>
<td>0.012</td>
<td>26.2463</td>
</tr>
<tr>
<td>6</td>
<td>0.010</td>
<td>30.1208</td>
</tr>
<tr>
<td>8</td>
<td>0.009</td>
<td>33.4565</td>
</tr>
<tr>
<td>10</td>
<td>0.008</td>
<td>36.2427</td>
</tr>
<tr>
<td>12</td>
<td>0.007</td>
<td>38.6010</td>
</tr>
</tbody>
</table>

**B. Modeling the photoinduced electron transfer**

The initial state created by applying a static electric field generally consists of a superposition of excited states and the dynamics is a result of ET via multiple ET pathways. In order to obtain a simple ET dynamics, we seek to model the process via the lowest transfer pathway. The initial state is created using a single-photoexcited-electronic state localized on the donor group. We consider the cationic radicals of the DBA triads. The unpaired cationic electron is promoted from the highest occupied molecular orbital (HOMO), localized primarily on the acceptor, to an unoccupied molecular orbital (MO) that is localized on the donor. An electron density prepared in this way can be thought of as resulting from photoexcitation of the donor by visible light. Figure 4.3 shows selected molecular orbitals (MO’s) for the cationic radicals of DBA-2, 6 and 10. For DBA-2, an electron is promoted from the acceptor-dominant HOMO to the donor-dominant LUMO. For DBA-6 and
DBA-10, the initial state is prepared by promoting an electron from the acceptor-dominant HOMO to the lowest lying unoccupied MO with electron density localized on donor.

Figure 4.3: One-electron orbitals for the cations of DBA-2, 6, and 10. Characters indicate the localization site of the density: A = acceptor, B = bridge, D = donor. The arrows represent the initial excitation from the acceptor-dominant MO to the donor-dominant MO.

C. TDDFT Electronic Dynamics and Ehrenfest Dynamics

We use the MMUT algorithm to propagate the electronic density matrix to simulate the pure electronic dynamics. As the methodology is well established, we refer readers to our previous publications, and only present a brief summary of the method herein. The electronic density matrix is propagated using a modified mid-point unitary transformation algorithm, according to which the TDDFT equation:

\[ i \frac{d \mathbf{P}}{dt} = [\mathbf{K}, \mathbf{P}] \]  

is implemented as:

\[ \mathbf{P}(t_{k+1}) = \mathbf{U}(t_k) \cdot \mathbf{P}(t_{k-1}) \cdot \mathbf{U}^\dagger(t_k), \]

where \( \mathbf{P} \) is the electronic density matrix, \( \mathbf{K} \) is the Kohn-Sham matrix, and the unitary propagator \( \mathbf{U} \) is constructed from the eigenvalues and eigenvectors of the Kohn-Sham matrix
\[ \mathbf{C}^\dagger(t_k) \cdot \mathbf{K}(t_k) \cdot \mathbf{C}(t_k) = \varepsilon(t_k) \] as

\[ \mathbf{U}(t_k) = \mathbf{C}(t_k) \exp[i2\Delta t \varepsilon(t_k)] \mathbf{C}^\dagger(t_k), \quad (4.14) \]

with \( \Delta t = t_{k+1} - t_k \).

Computational time was significantly reduced using a dynamical active space screening for the electron density, based on incremental Fock builds in the time domain wherein only the contribution to the two-electron integral of portions of the electron density that are perturbed above a predetermined threshold are recalculated at each time step.\textsuperscript{165}

To address the effect of nuclear motion on the charge transfer process, classical nuclei are propagated on the real-time TDDFT potential energy surface using the Ehrenfest dynamics approach. The TDDFT Ehrenfest dynamics\textsuperscript{37,44} is implemented with a triple-split-operator scheme with three different integrators: the velocity Verlet algorithm for classical nuclear motion, a nuclear position coupled midpoint Kohn-Sham integrator, and the MMUT-TDDFT algorithm for electronic degrees of freedom. Because the electronic wave function changes much faster than the nuclear motion, the nuclear position coupled midpoint Kohn-Sham propagator updates integrals required in the Kohn-Sham matrix with a time step of \( \Delta t_{Ne} \), which encompasses some integer number \( m \) of the MMUT electronic dynamics steps, \( m\Delta t_e \). The integrals are recomputed at the midpoint of every \( \Delta t_{Ne} \) time step, \( t' + \Delta t_{Ne}/2 \), and are used in the Kohn-Sham matrix for the \( m \) MMUT steps between \( t' \) and \( t' + \Delta t_{Ne} \).

\[ \mathbf{K}(t) = \mathbf{h} \left[ x(t' + \frac{\Delta t_{Ne}}{2}) \right] + \mathbf{G} \left[ x(t' + \frac{\Delta t_{Ne}}{2}), \mathbf{P}(t) \right] \quad (4.15) \]

where \( \mathbf{h} \) and \( \mathbf{G} \) are one- and two-electron matrices, respectively. The nuclear position is updated for some integer number \( n \) of the midpoint Kohn-Sham steps, \( n\Delta t_{Ne} \) before the gradient is recalculated, which occurs in the time step \( \Delta t_N = n\Delta t_{Ne} \). The standard velocity Verlet algorithm is used to propagate the nuclear coordinates,

\[ p(t_{k+\frac{1}{2}}) = p(t_k) - \frac{1}{2}g(t_k)\Delta t_N, \quad (4.16) \]
\[ x(t_{k+1}) = x(t_k) - \frac{p(t_{k+1})}{M} \Delta t_N, \]
\[ p(t_{k+1}) = p(t_{k+\frac{1}{2}}) - \frac{1}{2} g(t_{k+1}) \Delta t_N, \]

where \( p \) is the linear momentum and \( g \) is the energy gradient.

We focus on charge transfer processes with frozen-nuclei approximation using the real-time TDDFT electronic dynamics. Due to the computational cost, only a single Ehrenfest dynamics is simulated to illustrate the effect of nuclear motion on the charge transfer process. The computational scheme of the electron transfer dynamics is as follows: (1) The electron density that corresponds to a donor state is prepared either by applying a static electric field or by promoting an electron from HOMO to some unoccupied donor-dominant MO. This step creates an electron density that is not stationary but represents a coherent wave packet composed of the ground state and excited states of interest. (2) The coherent state is propagated using the real-time MMUT-TDDFT electronic dynamics. (3) For the static field approach, a natural population analysis is performed at each time step to analyze the charge on the D, B, and A groups. The time-dependent dipole moment or charge distribution is also calculated. For the photoinduced ET dynamics simulations, we project the total electron density onto the ground state molecular orbital space and analyze the orbital occupation numbers \( n_i(t_k) \) at each time step \( k \):

\[ n_i(t_k) = C_{i}^{\dagger}(t_0) P(t_k) C_{i}(t_0) \]

where \( C_i(t_0) \) is the \( i \)-th eigenvector of the ground state Kohn-Sham matrix. In the one-electron orbital approximation, the time-dependent occupation numbers describe the population evolution of the corresponding donor/bridge/acceptor states.

4.1.4 Results and Discussion

A. Bias-induced ET

The TDDFT electronic and Ehrenfest dynamics described above has been implemented within the development version of the GAUSSIAN series of program.\textsuperscript{122} We first simulate
the bias-induced ET dynamics with the neglection of coupling between the electronic and nuclear degrees of freedom. The B3LYP functional\textsuperscript{104,105} with the 6-31G(d) basis set is used for calculations of ground-state properties, the excited states within the linear response framework, as well as for the electronic dynamics simulations. The electronic dynamics is investigated at the equilibrium geometries of the neutral triads after the external electric field is turned off. A step size of $\Delta t_e = 0.0012$ fs is used for the propagation of the electronic density matrix. We perform a natural population analysis (NPA)\textsuperscript{267} at each time point to determine the charge on the donor, bridge, and acceptor groups. Figures 4.4(a)-4.9(a) plot the time evolution of the natural charge on each of the D, B, and A groups for polyenes varying from 2 to 12 double bonds and the corresponding Fourier transformed spectra. All of the molecules studied show a prominent fast oscillation in the natural charges as well as a slower average decay, with the long-time average charge distribution approaching that found at equilibrium. Figures 4.4(b)-4.9(b) plot the time evolution of the dipole moment of the molecules and the corresponding frequency domain spectra. Figures 4.4(c)-4.9(c) show the calculated linear absorption spectra using linear-response TDDFT. It is well known that TDDFT with standard approximate xc functionals may yield substantial errors for the excitation energies of long range charge-transfer excited states, due to their incorrect asymptotic behavior. With regard to our study of ET dynamics, the approximate xc functionals may affect the ordering of the excited states, which in turn may give rise to unreliable predictions for the superexchange mechanism in molecules with long conjugated bridge. On the other hand, the SQ mechanism consists of a sequence of short-ranged ET steps, which can be properly modeled by conventional practice of DFT.

For DBA-2, the oscillations on the D and A groups are large in amplitude and out of phase, while the oscillation of the bridge remains small-amplitude throughout with little correlation to either end group. A Fourier transform of the charge oscillations of the constituent groups is shown in Figure 4.4(a). The prominent peak in both the D and A traces, centered about 2.4 eV, corresponds to the fast oscillation seen in the inset. The B spectrum shows a distribution of frequencies centered near 4.8 eV, twice the frequency of the main peak in both the D and A spectra. There is a strong overlap between the D and A spectra while there is very small correlation between B spectra and either D or A spectrum. This,
when coupled with the phase relationship evident in the inset of Figure 4.4(a), indicate that the SX mechanism is responsible for the eventual net charge transfer from the donor to the acceptor. Additionally we can evaluate the spectrum of the dipole oscillation, seen in Figure 4.4(b). The intense peak is also centered around 2.4 eV, which is consistent with the absorption spectrum (Figure 4.4(c)) calculated using linear-response TDDFT. This peak corresponds to a transition from the HOMO in which the electron density is mainly localized in the donor region to the LUMO where the electron density is localized in the acceptor region. The absence of a peak corresponding to the bridge charge oscillation near 4.8 eV further points to the SX mechanism.

As the polyene bridge is lengthened, the energy gap between the donor and bridge state is lowered, as a consequence the charge oscillation on the B group can become more correlated with the donor group, and the phase relationship of the charge oscillations on D and A is altered. As evident in Figures 4.5(a)-4.7(a), the amplitude of charge oscillation on the bridge becomes more significant and the relative amplitude of the charge oscillations is modified so that an increase on the D (A) group is not compensated for by a commensurate decrease in charge on the A (D) group. This is a signature of bridge-mediated SQ charge transfer and becomes more pronounced with a longer conjugation length, as one would expect.

Specifically, for DBA-4 there is sizable oscillation of the bridge charge population during the course of charge transfer, as seen in the inset of Figure 4.5(a). The frequency domain spectrum for the bridge becomes more correlated with both D and A spectra, in particular, at ∼2.0 eV where the prominent peak in both D and A spectra is located. The Fourier
transformed spectrum of the dipole also reveals an intense peak at \( \sim 2.0 \) eV, which corresponds to a transition mainly from HOMO to LUMO as determined from the linear response TDDFT calculation. Figures 4.6(a) and 4.6(b) show the natural charge and dipole spectra for DBA-6. The main peak shows considerably more bridge intensity, indicating a more active role for the bridge in mediating charge transfer between the donor and acceptor. The D, B, and A peaks centered near 4.8 eV in the DBA-2 spectrum are red-shifted by \( \sim 1.4 \) eV and noticeably broadened for DBA-6 due to the presence of multiple bridge sites. For DBA-8, Figure 4.7(a) shows that the amplitude of charge oscillation on the bridge is even more pronounced. In the NPA spectrum almost all the bridge peaks overlap with the D/A peaks and the main peak is further broadened compared to those seen in DBA-6 and DBA-4. The red shifting and broadening of all of the peaks, along with an increased bridge activity is evidence for the presence of the SQ mechanism, but is not indicative of SQ being the dominant mode of ET.

Figure 4.5: NPA and Dipole spectra for DBA-4

Figure 4.6: NPA and Dipole spectra for DBA-6
A crossover to the SQ regime occurs when the bridge consists of around ten double bonds, DBA-10, as evident in Figure 4.8(a). The main peak in the NPA spectrum becomes drastically split and red-shifted while the overlap of the previously distinct bridge-dominated and donor or acceptor-dominated peaks increases. In addition, the amplitude of the charge oscillation on the bridge is almost comparable to that on either donor or acceptor site. This indicates the bridge states play a dominant role in the charge transfer. The dipole spectrum also reveals a collection of peaks at $\sim 1.4$ eV where there is only one peak in the linear response TDDFT spectrum. This is a signature of active participation of multiple bridge states in mediating SQ charge transfer. This trend is further enforced with DBA-12, see Figures 4.9(a) and 4.9(b). It is worthwhile to point out that the NPA and dipole spectra presented for these SQ-dominant ET triads do not include line-broadening from the thermalization of phonons from the bridge state that is populated during the electron transfer. Since we hold all nuclei fixed during the dynamical propagation the peak widths are due solely to electronic coupling to multiple localized bridge sites.

**B. Photoinduced ET**

The photoinduced ET is simulated for the cations of DBA-2, 6, and 10, and is initiated by a Koopman excitation of one electron from the HOMO to some low-lying donor-localized unoccupied MO in the ground-state MO representation. We first consider the approximate situation when electronic and nuclear motions are decoupled and perform the electronic dynamics simulation with the MMUT-TDDFT algorithm. Again, the B3LYP functional
with the 6-31G(d) basis set is used for calculations of ground-state properties and for the electronic dynamics simulations. The electronic dynamics is investigated at the equilibrium geometries of the cations of DBA-2, 6, and 10. A step size of $\Delta t_e = 0.0012$ fs is used for the propagation of the electronic density matrix. Different from the preceding analysis, in this case we examine the time evolution of the orbital occupation numbers, which are obtained by the projection of the time-dependent electron density onto the ground-state MO space. In the one-electron orbital approximation, the time-dependent occupation numbers describe the population evolution of the corresponding donor/bridge/acceptor states.

Figure 4.10 shows the time evolution of the orbital occupation numbers for several of the relevant MO's that exhibit significant changes in their populations. For all the cations studied herein the overall dynamics is characterized by a population decay in the donor-dominant MO and a population gain in the acceptor-dominant MO. This process occurs within $\sim$80 fs as most of the electron density is transferred from donor to acceptor in absence of re-
Figure 4.10: Time evolution of the populations of the projected one-electron orbitals. Characters in parenthesis indicate the localization site of the density: A = acceptor, B = bridge, D = donor.

Relaxation. Significant contributions from nearby MO’s are also seen in the simulations. The small population oscillations are the result of the composite interaction between the MO’s that are either energetically close or localized on the same site. For DBA-2, the process is dominated by the population decay(gain) in the donor(acceptor)-dominant MO and there is very small involvement of the bridge-dominant MO’s during the course of simulation. This implies that the SX mechanism is responsible for the electron transfer in DBA-2. As the polyene bridge is lengthened, the bridge-dominant orbitals can become more correlated with the donor/acceptor-dominant MO’s. For DBA-6, there is sizable transient population (∼25%) in one bridge-dominant MO (see Figure 4.3 for MO picture). This is an indication of the presence of the SQ mechanism, though not predominant over SX. The relative importance of the SQ mechanism becomes evident when the polyene bridge is lengthened to ten double bonds. For DBA-10, more than one bridge-dominant MO actively participates in the electron transfer process. Figure 4.10 shows the orbital occupation numbers for one of the bridge-dominant MO’s that exhibit significant changes in their populations, with ∼ 60% transient population gain in the initially unoccupied bridge orbital. This, together with the out-of-phase oscillation relation between the donor(acceptor)-dominant MO and the bridge-dominant MO’s, is a signature of the SQ being the prominent mechanism for electron transfer.
C. Effect of Molecular Vibration on Charge Transfer

While the above electronic dynamics simulations may provide some insights into the understanding of the ultrafast ET in conjugated DBA systems, it is still unclear whether the nuclear motion and the nuclear-electronic coupling would have significant effects on the short-time dynamics. As a first attempt to account for these effects, we perform a short-time (100 fs) TDDFT Ehrenfest dynamics simulation of the photoinduced ET in the DBA-6 cationic radical, where both the SQ and SX mechanisms are considered to be active. In the Ehrenfest dynamics approach the nuclei are treated as classical point charges that evolve in time on the mean field TDDFT potential energy surface defined by the nonequilibrium electronic density. We use a triple-split propagator scheme where the nuclei, electronic-nuclear interaction, and the electronic density are propagated with time steps $\Delta t_N$, $\Delta t_{Ne}$, and $\Delta t_e$, respectively. For detailed implementation of the TDDFT Ehrenfest dynamics, please see references 37, 44. The initial geometry and the initial velocities of the nuclei are chosen to be the most probable according to a Boltzmann distribution at room temperature (298 K). The initial nonequilibrium electronic state is prepared by exciting one electron from the acceptor-localized HOMO to the donor-localized LUMO, in the ground-state MO representation. The nuclei and electronic density are propagated using the velocity Verlet algorithm and MMUT method with time steps of $\Delta t_N = 0.10$ fs and $\Delta t_e = 0.002$ fs, respectively. The nuclei-position dependent Kohn-Sham operator is recomputed at every 10 electronic steps ($\Delta t_{Ne} = 0.002$ fs). To reduce the computational cost while maintaining reasonable accuracy, we use a smaller Stuttgart/Dresden$^{268}$ basis for the electronic degrees of freedom. The total energy for the studied system is conserved to within 0.2 kcal/mol.

We use the natural charge population$^{267}$ on the D, B, and A groups to perform our analysis. To gauge the effect of nuclear motion on ET in our DBA-6 system, we have also performed pure electronic dynamics simulation with the same initial conditions and frozen nuclei. Figure 4.11 shows the time evolution of the natural charge on each of the D, B, and A groups of the DBA-6 cation. As can be expected the dynamics at times shorter than any characteristic nuclear motion ($< 10$ fs), the TDDFT and Ehrenfest calculations are in agreement. At longer times the Ehrenfest results shows some effects of nuclear vibration.
In the donor low-frequency modulation of the charge grows in slowly and is most apparent around 70 fs. The low frequency modulation is more pronounced in the bridge, as the electrons can more effectively couple to the polyene backbone vibrations, and the phase is altered. The nuclear effects are relatively small on the acceptor group, with only a small amplitude modulation and a decrease phase disruption. Though effects of nuclear motion can be seen on all three portions of the molecule, the general trend is largely unaffected, at least for these short times. At much longer timescales (ps to ns) the dephasing of the coherent electronic density by the nuclei can be expected to play a dominant role in determining the effectiveness of long-range ET.

Figure 4.12 shows the Fourier transform spectra for both the Ehrenfest and the pure electronic dynamics charges shown in Figure 4.11. The two approaches give similar spectra for the D, B, and A charges in the high-energy (> 1 eV) range, where both the SX and SQ transfer occurs. The major differences upon the inclusion of nuclear motion are the appearance of low-energy (< 0.5 eV) peaks and the quenching of the large peak at ∼ 1 eV.
in the Ehrenfest dynamics. The low-energy peak can be attributed to the slow amplitude-modulation that is most apparent in the D and B groups. This peak appears near 0.1 eV, which corresponds to the 40 fs oscillation seen in Figure 4.11 due to molecular vibrations. The large peak at \( \sim 1 \text{ eV} \) in the pure electronic dynamics shows very strong overlap between the D and A charges and implying SX transfer, while in Ehrenfest dynamics the SX pathway has been partially quenched, leaving SQ as the dominant transfer pathway. In addition, a new bridge peak arises at \( \sim 1 \text{ eV} \) in Ehrenfest dynamics indicating the effect of the nuclear motion in the bridge on the ET dynamics, which is consistent with what was found in an Ehrenfest-electron-dynamics study by Pacheco and Iyengar.\textsuperscript{269} For shorter times systems where SX plays a smaller role the dynamics of the ET will be effectively the same, while for shorter molecules that rely more heavily on SX as the transfer mechanism the effect can be more important.

Figure 4.12: Fourier transforms of the time evolution of the natural charges of the DBA-6 cation, following a HOMO-LUMO excitation.
4.1.5 Conclusions

In this section, we studied intramolecular charge transfer in model systems relevant to molecular junctions and photovoltaic applications. We have focused on the crossover between the two ET mechanisms, SX and SQ, on a series of DBA polyene dye systems with varying lengths of conjugated bridges. We prepared the initial states by either applying a static electric field to the molecules or inducing a single-electron photoexcitation, and carried out the electronic density matrix propagation using real-time TDDFT. In particular, we investigated the time evolution of the NPA charge and dipole moment of the molecules in both the SX and SQ regimes. It is found that the SX mechanism is dominant for the system with the shortest polyene bridge length, i.e., with two double bonds. As the polyene bridge is lengthened, the charge oscillation on the bridge becomes more correlated with the donor/acceptor and both the SX and SQ mechanisms contribute the ET event. For the polyene dyes with more than eight double bonds, the SQ charge transfer becomes predominant over the SX mechanism. The effect of nuclear motion on ET in the DBA-6 cation was studied using Ehrenfest dynamics. At very short times (<10 fs) the frozen nuclei approximation is nearly quantitatively valid, when compared to Ehrenfest dynamics. There are only minor subsequent alterations to the overall ET in the 10-100 fs time range. Most of the vibrational effects are manifested as relatively small, low-frequency modulations in the natural charge on the donor and bridge groups, with less effect on the acceptor group. We found the SQ mechanism to be less strongly affected than SX for the sub-100 fs time scale.
4.2 Non-Equilibrium QM/Continuum Embedding Theory for Studying Solvated Ultrafast Charge Transfer Dynamics

The Polarizable Continuum Models (PCMs) are some of the most inexpensive yet successful methods for including the effects of solvation in quantum-mechanical calculations of molecular systems. However, when applied to the electronic excitation process, these methods are restricted to dichotomously assuming either that the solvent has completely equilibrated with the excited solute charge density (infinite-time limit), or that it retains the configuration that was in equilibrium with the solute prior to excitation (zero-time limit.) This renders the traditional PCMs inappropriate for resolving time-dependent solvent effects on non-equilibrium solute electron dynamics like those implicated in the instants following photoexcitation of a solvated molecular species. To extend the existing methods to this non-equilibrium regime, we herein derive and apply a new formalism for a general time-dependent continuum embedding method designed to be propagated alongside the solute’s electronic degrees of freedom in the time domain. Given the frequency-dependent dielectric constant of the solvent, an equation of motion for the dielectric polarization is derived within the PCM framework and numerically integrated simultaneously with the TDHF/TDDFT equations. Results for small molecular systems show the anticipated dipole quenching and electronic state dephasing/relaxation resulting from out-of-phase charge fluctuations in the dielectric and embedded quantum system.

4.2.1 Introduction

In spite of the transformative power and ubiquity of solvation effects across all branches of chemistry, a complete depiction of the solvation process from first principles is inherently intractable owing to the countless solvent degrees of freedom that contribute to the solute’s electronic structure. In recognition of this insurmountable issue, generations of physical chemists have endeavored to reduce the dimensionality of the solvation problem in such a way that preserves the essential physics of this important interaction. Immense cost savings are realized upfront by sacrificing the quantum mechanical description of the solvent molecules in favor of a purely electrostatic model in which classical charges are used to
represent solvent atoms or group of atoms.\textsuperscript{270–275} While this approach makes the inclusion of numerous solvent molecules in a given electronic structure calculation feasible, one is still faced with the challenge of ensemble-averaging these interactions over all thermally-accessible solvent/solute configurations to obtain statistically meaningful results. Often times, a large number of conformations must be sampled to achieve acceptable convergence for solvated molecular properties. Rather than explicitly sampling individual configurations only to later ensemble average them, one can circumvent the problem altogether by mapping all of the possible Coulomb interactions between solute and solvent onto the solute-solvent interface. Practically, this idea translates to a model in which the molecular system is embedded into a continuously polarizable dielectric medium with the dielectric permittivity of the solvent.\textsuperscript{276–279} Forgoing the ability to resolve solvent molecules’ positions obviously prevents any description of how the slow-moving nuclear degrees of freedom of the solvent impose limits on its polarization. This effect is unimportant for obtaining equilibrium solvated properties though, since all thermally-accessible solvent configurations contribute to the equilibrium properties. This concept forms the basis of the polarizable continuum model (PCM)\textsuperscript{279} and its many variants\textsuperscript{280–287} which attempt to capture solvent effects in electronic structure calculations for molecular systems with minimal additional computational effort.

Because of their low cost and satisfactory results, PCMs have become the standard methods by which the properties of solvated systems are approached in \textit{ab initio} calculations. How, though, can these continuum embedding approaches be adapted to elucidate the influence of solvation on the time-evolution of \textit{non}-equilibrium molecular systems, where the assumed solute-solvent equilibrium that these methods rely on is no longer satisfied? The goal of the current work is to derive and implement a time-dependent PCM formalism that can be faithfully applied to the problem of resolving ultrafast electronic dynamics of photo-excited molecular systems in solution.

In an effort to bridge the time-dependence gap between the equilibrium PCM models and the realistic (but wholly intractable) model in which the solvent degrees of freedom are treated equivalently with those of the solute, some of the authors have recently developed a real-time, naively time-dependent equilibrium PCM (TDePCM)\textsuperscript{15,17,288} method in which the solvent dielectric permittivity is relaxed from that of the high frequency (optical) limit to
the bulk dielectric constant according to the Debye relaxation model. The goal of the TDe-PCM development was to introduce the time-dependent solvent-solute interactive response and the solvent-induced electronic decoherence into first-principles electronic dynamics in a physically meaningful, but affordable fashion. The interaction between solute and solvent is modeled in TDePCM using the PCM method with the solute electron density evolution determined by integrating the time-dependent Hartree fock (TDHF) / density functional theory (TDDFT) equation.

With TDePCM we demonstrated that the relaxation of the dielectric constant brings about sufficient dephasing of the excited electronic state of the embedded system to non-trivially extend the excited state lifetime (relative to analogous calculations in vacuum) and bring it into far greater agreement with experiment. However, a critical shortcoming of the TDePCM method is that it still prescribes the self-consistent solution of the electrostatic problem at all times during the evolution of the embedded system. By solving such a problem at each step in the numerical integration of the TDHF/TDDFT equation, the dielectric response is artificially locked in-phase with the charge fluctuations of the embedded system. In this sense, the TDePCM model implicitly imposes equilibrium behavior for the dielectric’s response to the non-equilibrium embedded system. The response of the dielectric medium that we recover with this treatment is that of the instantaneous polarization limit; a regime that is incapable of reproducing the dielectric medium’s lagging response relative to the polarization fluctuations in a photo-excited embedded system. The TDePCM model is an acceptable and widely used approximation in quantum chemistry practice when the solvent response is in near-resonance with or much faster than the solute polarization fluctuation. However, this approximation breaks down for the dielectric response to a high-energy excitation in the embedded system which is the focus of this study. The retardation of the dielectric response must be fully accounted for in this case to accurately recreate the non-equilibrium solvation effects.

In order to escape from the instantaneous dielectric response limit, we must treat the time dependent response of the dielectric medium to the perturbation explicitly. An embedding scheme of this type has implications reaching beyond the ability to resolve instantaneous-nonequilibrium solvent effects. Once outside of the memoryless, instantly-
polarized limit, continuum embedding represents a general framework through which the environmentally-induced dephasing of excited states can be tractably approached in real-time time-dependent electronic structure methods. Furthermore, since polarization of the dielectric medium occurs at an energetic cost to the embedded system, energy can be freely exchanged with and/or dissipated to the dielectric bath. The dephasing and dissipation afforded by propagating the bath degrees of freedom prevents revivals in excited state population that have plagued the interpretation of lifetimes calculated from real-time TDHF/TDDFT calculations, and brings them into better agreement with those observed experimentally for systems in their true chemical environments.

4.2.2 Methodology

A. Equation of Motion for Dielectric Relaxation

The standard “static” version of PCM implicitly assumes that the solute and solvent have interacted for a sufficiently long time for the solute charge distribution and solvent reaction field to reach equilibrium. When there is a sudden change in the solute charge distribution, for instance upon photo-excitation of the solute, the solvent configuration is thrust out of equilibrium with the new solute charge density and will time evolve according to charge fluctuations in the solute until equilibrium is reestablished some time later. To properly account for lag in solvent reorganization upon perturbation of the solute charge density with the polarizable continuum model, we follow the work by Ingrosso et al.\cite{Ingrosso2012} and derive a general expression for the time-dependent PCM equation. The response of the dielectric medium to a new solute charge distribution can be characterized by the time delay between the imposition of the external electric field and the resulting polarization of the medium. Under the assumption that the coupling between the external electric field and the dielectric medium is weak, the linear response approximation will suffice to describe the dielectric polarization. For a homogeneous medium, the linear response of the polarization $P$ to a time-varying electric field $E$ can be expressed as:

$$ P(r, t) = \int_{-\infty}^{t} dt' \chi(t - t')E(r, t') $$

(4.20)
where $\chi$ is the time domain response function of the dielectric medium, or the electric susceptibility. In the present case, it is assumed that the response function is local in space. Causality requires that $\chi(t) = 0$ for $t < 0$. Fourier transforming the above relationship and applying the convolution theorem, one obtains the following relation in the complex frequency domain

$$\tilde{\mathbf{P}}(\mathbf{r}, z) = \tilde{\chi}(z)\tilde{\mathbf{E}}(\mathbf{r}, z)$$

(4.21)

where $z = \omega - i\eta$ with $\omega$ the real component of the frequency and $\eta$ being a small positive number.

Using the definition of the dielectric displacement $\mathbf{D} = \mathbf{E} + 4\pi\mathbf{P}$, we have

$$\tilde{\mathbf{D}}(\mathbf{r}, z) = \varepsilon(z)\tilde{\mathbf{E}}(\mathbf{r}, z)$$

(4.22)

where the frequency-dependent dielectric constant $\varepsilon(z)$ is given by

$$\varepsilon(z) = 1 + 4\pi\tilde{\chi}(z)$$

(4.23)

With the frequency-dependent displacement field, Gauss’s law in the frequency domain reads:

$$\nabla \cdot \tilde{\mathbf{D}}(\mathbf{r}, z) = 4\pi\tilde{\rho}(\mathbf{r}, z)$$

(4.24)

which leads to Poisson’s equation in the frequency domain:

$$\nabla \cdot \left[ \varepsilon(r, z) \nabla \tilde{V}^{\text{tot}}(r, z) \right] = -4\pi\tilde{\rho}(r, z)$$

(4.25)
where $\tilde{V}^{\text{tot}}(r, z)$ is the frequency-dependent scalar potential that has contributions from both the solute and the surrounding medium. For a homogeneous medium, $\varepsilon(r, z)$ is defined as

$$
\varepsilon(r, z) = \begin{cases} 
1 & r \in \text{cavity} \\
\varepsilon(z) & r \notin \text{cavity}
\end{cases}
$$

(4.26)

The Fourier transform in the time-frequency domain does not affect the linearity of the boundary conditions imposed to solve the electrostatic problem. In particular, within the PCM approach, the continuity of the scalar potential and the displacement field in frequency domain may be written as:

$$
\tilde{V}^{\text{tot}}_{\text{in}}(z) = \tilde{V}^{\text{tot}}_{\text{out}}(z) \quad (4.27)
$$

$$
\tilde{D}_{\perp \text{in}}(z) = \tilde{D}_{\perp \text{out}}(z) \quad (4.28)
$$

Eqs. (4.25) - (4.28) are the same as the static equations, except that all the quantities are now frequency dependent. In the PCM approach, the polarization of the medium is represented by an apparent surface charge (ASC) density $\sigma$ placed on the cavity surface. Practical applications of all PCM methods also require a discrete representation of the ASC density using a set of polarization charges $q_i$ on a selected mesh of the cavity surface. Applying such a strategy, one thus obtains the frequency-dependent PCM equation:

$$
\tilde{q}(z) = \tilde{Q}(z) \tilde{V}^s(z) \quad (4.29)
$$

where $\mathbf{q}$ is the vector containing the surface polarization charges and $\mathbf{V}^s$ is the vector containing the average solute potential over the mesh points. $\tilde{Q}(z)$ is a square matrix collecting the cavity geometrical parameters and the dielectric constant of the medium that has different expressions depending on the particular models within the PCM family, but has the same form as in the static case. However, the static dielectric constant $\varepsilon$ is now replaced with frequency-dependent $\varepsilon(z)$.

Fourier transforming Eq. (4.29) back to the time domain, one arrives at the equation of
motion for the solvent effective surface charges $q(t)$:

$$q(t) = \int_{-\infty}^{t} dt' Q(t - t') V^s(t')$$  \hspace{1cm} (4.30)

where $V^s(t)$ is the time-dependent potential generated by the solute charge distribution. $Q(t)$ is the inverse Fourier transform of $\tilde{Q}(z)$, which is defined by the standard complex integration:

$$Q(t) = \frac{1}{2\pi} \oint_C dz e^{izt} \tilde{Q}(z)$$  \hspace{1cm} (4.31)

### B. Coupled quantum many-electron dynamics with dielectric relaxation

Eq. (4.30) is the equation of motion for the dielectric relaxation. It describes the delayed response of the solvent effective surface charges $q(t)$ to the time-varying potential $V^s(t)$ generated by the time-dependent solute charge distribution, which may be obtained by integrating the corresponding equation of motion for the electronic degrees of freedom of the solute in the time domain.

In the present work, the time evolution of the solute electronic degrees of freedom is governed by the quantum Liouville equation within the TDHF/TDDFT framework. The TDHF/TDDFT equation in an orthonormal basis is given in matrix form by:

$$\dot{P}(t) = -i[K(t), P(t)]$$  \hspace{1cm} (4.32)

where the Fock/Kohn-Sham matrix $K(t)$ is a function of the time-dependent electronic density of the system, $P(t)$, and the time-dependent polarization charges of the dielectric medium $q(t)$.

In the atomic orbital basis and within the adiabatic DFT approximation, the time-dependent Fock/Kohn-Sham matrix $K(t)$ is given by

$$K'(P'(t), q(t)) = K^0(P'(t)) + V^\sigma(q(t))$$  \hspace{1cm} (4.33)

where $V^\sigma(q(t))$ is the time-dependent interaction potential induced by the dielectric charge
density. $K'_{0}(P'(t))$ is the unperturbed yet implicitly time-dependent Fock/Kohn-Sham matrix of the solute in the atomic orbital basis, and is expressed as:

$$K'_{0}(P'(t)) = h + J[P'(t)] + (1 - \alpha)K[P'(t)] + \alpha V_{xc}[P'(t)]$$

(4.34)

where $h$ is the one-electron Hamiltonian containing the electronic kinetic energy and electron-nuclear attraction potential, $J$ and $K$ are the two-electron Coulomb and exchange matrices respectively, and $V_{xc}$ is the DFT exchange-correlation potential. $\alpha$ is a tuning parameter for hybrid functionals, where $\alpha = 0$ corresponds to pure Hartree-Fock exchange and $\alpha = 1$ to pure DFT functionals. An efficient method to compute $K'_{0}(P'(t))$ has been recently developed using fast integral methods and an adaptive-stepsize incremental Fock-built technique.\(^{165}\)

Thus, the time evolution of the solvent and solute, governed by Eqs. (4.30) and (4.32), are coupled through the potentials $V^{s}$ and $V^{\sigma}$ induced by the solute and solvent, respectively. In our implementation, we have used a continuous surface charge (CSC) approach\(^{293}\) within the PCM framework. Using the CSC approach, the solute and solvent potentials $V^{s}$ and $V^{\sigma}$ can be computed as:

$$V^{s}_{i}(t) = \sum_{A} \int d^{3}r Z_{A} \frac{\phi_{i}(r)}{|r - R_{A}|} - \sum_{\mu \nu} P'_{\mu \nu}(t) \int \int d^{3}r d^{3}r' \frac{\phi_{i}(r) \chi_{\mu}(r') \chi_{\nu}(r')}{|r - r'|}$$

(4.35)

$$V^{\sigma}_{\mu \nu}(t) = \sum_{i} \int \int d^{3}r d^{3}r' q_{i}(t) \frac{\phi_{i}(r) \chi_{\mu}(r') \chi_{\nu}(r')}{|r - r'|}$$

(4.36)

where $Z_{A}$ and $R_{A}$ are nuclear charges and positions, $\{q_{i}\}$ are the solvent effective surface charges, $\phi_{i}$ are surface elements basis functions (spherical Gaussian functions in the current study) and $\{\chi_{\mu}\}$ are atomic orbital basis functions.

C. Implementation of the coupled dielectric-quantum-many-electron dynamics

To properly describe the solvated many-electron dynamics, one needs to carry out a simultaneous integration of both Eqs. (4.30) and (4.32), which can be numerically integrated using various techniques. For the solute electronic dynamics, we use a modified mid-point
and unitary transformation (MMUT) method\textsuperscript{43,44,165} that has been successfully used in integrating the TDHF/TDDFT equation (Eq. (4.32)).

Integration of the equation of motion for the solvent, Eq. (4.30), is less straightforward, largely due to the rapid change of the solute potential $V_s(t)$ which arises from fast oscillations of the solute charge distribution during the time evolution. Thus the integration step for the solvent cannot be much larger than that for the solute electronic propagation, even though the time scale of the solvent relaxation is much larger than that of the solute electronic transitions. Furthermore, direct computation of the PCM response function $Q(t)$ using Eq. (4.31) may be cumbersome since one has to deal with the complex contour integration.

In the present implementation, we use a multi-step integration approach originally developed by Caricato \textit{et al.}\textsuperscript{294} to propagate the solvent polarization charges. In this approach, the time-dependent solute potential $V_s(t)$ is expressed in terms of a series of stepwise changes, with each step synchronized with the solute electronic propagation, i.e.

$$V_s(t) = V_s(t_{-\infty}) + \theta(t)\Delta V_s^0 + \theta(t - t_1)\Delta V_s^1 + \cdots + \theta(t - t_{k-1})\Delta V_s^{k-1}, \text{ for } t_{k-1} \leq t < t_k$$

(4.37)

where $\theta(t)$ is the Heaviside step function. $\Delta V_n^s$ are defined as the changes of the solute potential between each time interval and are given as

$$\Delta V_n^s = V_s(t_n) - V_s(t_{n-1}), \text{ for } n \geq 1$$

(4.38)

In deriving Eq. (4.37), we have considered the case where the solvent relaxation occurs upon instantaneous photo-excitation of the solute molecule. In this case, the solute electronic density distribution at time $t_0$ is changed from that of the ground-state to some excited state, which gives rise to a sudden change of the solute potential from $V_s(t_{-\infty})$ to $V_s(t_0)$. Namely,

$$\Delta V_0^s = V_s(t_0) - V_s(t_{-\infty})$$

(4.39)
With the above expansion of the solute potential \( V_s(t) \) in time, the solvent equation of motion, Eq. (4.30), can be rewritten as:

\[
q(t) = q(t_-\infty) + \left[ \int_{-\infty}^{t} dt' Q(t-t') \theta(t') \right] \Delta V^s_0 + \left[ \int_{-\infty}^{t} dt' Q(t-t') \theta(t'-t_1) \right] \Delta V^s_1 + \cdots + \left[ \int_{-\infty}^{t} dt' Q(t-t') \theta(t'-t_{k-1}) \right] \Delta V^s_{k-1}, \text{ for } t_{k-1} \leq t < t_k
\]

(4.40)

which can be expressed for simplicity as follows:

\[
q(t) = q(t_-\infty) + R(t) \Delta V^s_0 + R(t-t_1) \Delta V^s_1 + \cdots + R(t-t_{k-1}) \Delta V^s_{k-1}, \text{ for } t_{k-1} \leq t < t_k
\]

(4.41)

where we have defined the propagation function \( R(t) \),

\[
R(t) = \int_{-\infty}^{t} dt' Q(t-t') \theta(t')
\]

(4.42)

The above equation can be recast into an integration in real frequency space by taking the Fourier transform and applying the convolution theorem. Following the procedure of Hsu, Song and Marcus,\textsuperscript{295} the propagation function \( R(t) \) can be computed as

\[
R(t) = \frac{2}{\pi} \int_{0}^{\infty} d\omega \frac{\cos(\omega t)}{\omega} \text{Im} Q(\omega) + Q(0)
\]

(4.43)

where \( Q(\omega) \) is the frequency-dependent PCM matrix with the frequency-dependent dielectric permittivity \( \epsilon(\omega) \), and \( Q(0) \) is the static PCM matrix.

Eq. (4.43) may be evaluated either analytically or numerically depending on the specific PCM method being used and the expression of the frequency-dependent dielectric permittivity \( \epsilon(\omega) \). In the current implementation, we use the conductor-like PCM model (CPCM)\textsuperscript{296} for describing the solvent reaction field. Within the CPCM model, \( Q(\omega) \) and \( Q(0) \) are given
by

\[ Q(\omega) = -\frac{\varepsilon(\omega) - 1}{\varepsilon(\omega)} S^{-1} \] (4.44)

\[ Q(0) = -\frac{\varepsilon_0 - 1}{\varepsilon_0} S^{-1} \] (4.45)

where the matrix \( S \) depends on the shape of the cavity and is defined as

\[ S_{ii} = 1.0694 \sqrt{\frac{4\pi}{a_i}} \] (4.46)

\[ S_{ij} = \frac{1}{|r_i - r_j|} \] (4.47)

with \( a_i \) denoting the area of \( i \)-th element of the surface mesh.

The frequency-dependent dielectric permittivity \( \varepsilon(\omega) \) can be obtained either from some purely diffusive relaxation models or from direct experimental measurements of the absorption. In this work, we used the simple Debye relaxation model\(^{297} \) for the frequency-dependent dielectric permittivity \( \varepsilon(\omega) \):

\[ \varepsilon(\omega) = \varepsilon_\infty + \frac{\varepsilon_0 - \varepsilon_\infty}{1 + i\omega\tau_D} \] (4.48)

where \( \varepsilon_\infty \) is the infinite frequency dielectric permittivity of the medium and \( \tau_D \) is the Debye relaxation time. The Debye model describes low-frequency, diffusive orientational relaxation of the solvent by a single exponential decay, characterized by the Debye relaxation time \( \tau_D \). Empirical modifications of the Debye model\(^{298-300} \) and multi-exponential generalization\(^ {301} \) of Eq. (4.48) may also be used to give a better description of the solvent relaxation. A combined approach can also be applied, where the low-frequency part of dielectric permittivity is described by those empirical models and the high-frequency part is obtained from experimental data.

With the CPCM method and the Debye relaxation model, the propagation function \( R(t) \) in Eq. (4.43) can be integrated analytically and its final expression is given by

\[ R(t) = \left[ -\frac{\varepsilon_0 - \varepsilon_\infty}{\varepsilon_0 \varepsilon_\infty} e^{-t/\tau_D} + \frac{\varepsilon_0 - 1}{\varepsilon_0} \right] S^{-1} \] (4.49)
where \( \tau_L \) is called the longitudinal relaxation time and is defined as

\[
\tau_L = \frac{\varepsilon_\infty}{\varepsilon_0} \tau_D
\] (4.50)

The propagation function \( R(t) \) also exhibits a single exponential decay behavior, however, with a smaller characteristic time (\( \tau_L \)) than the Debye relaxation time \( \tau_D \) for highly polar solvents.

With the analytical expression for \( R(t) \) given in Eq. (4.49), the solvent surface charges can be calculated at every time step as:

\[
q(t_k) = q(t_-\infty) + R(t_k) \Delta V_0^s + R(t_{k-1}) \Delta V_1^s + \cdots + R(t_1) \Delta V_{k-1}^s
\] (4.51)

This equation, together with the MMUT-TDHF/TDDFT equation Eq. (2.55), forms the working equations for the solvated many-electron dynamics with dielectric relaxation.

### 4.2.3 Benchmark and Discussion

The coupled equations of PCM dielectric relaxation and the TDHF/TDDFT equation have been implemented in the development version of the GAUSSIAN suite of electronic structure programs.$^{302}$

#### A. Solvent relaxation in a two-state problem: \( \text{HeH}^{2+} \)

To test our methodology, we first consider a simple two-state problem in a polar solvent. In this problem, the solute molecule is described by a two-state model, with the ground state in equilibrium with the solvent. Then the solute is suddenly promoted to its excited state, resulting in a change in the solute dipole moment. The solvent will slowly respond to this sudden change, and eventually reach equilibrium with the excited state. \( \text{HeH}^{2+} \) in the minimum STO-3G basis provides a good example for such two-state problem. In our simulation, we use water as the solvent and the Debye model for describing the dielectric relaxation. The static and optical dielectric permittivity of water are 78.36 and 1.78, respectively. We use a Debye relaxation time \( \tau_D = 8.2 \) ps.
Fig. 4.13(a) shows the time-evolution of the solvation energy, computed as follows:

$$\Delta E_{\text{solv}}(t) = \frac{1}{2} \left[ V^*(t) \right]^\dagger q(t)$$  \hspace{1cm} (4.52)

As can be seen, the solvation energy exhibits an exponential decay, which arises from the relaxation of the solvent according the Debye model. The relaxation life time is computed to be $\tau_L = 440$ fs, consistent with the analytical result. Since the excited state of HeH$^2+$ is very stable, there will be no change in the solute charge density distribution and thus no change in the evolution of the solute dipole moment, which is not shown here. The relaxation of the solvent leads to reestablishment of equilibrium with the solute, during which there will be loss of the solute energy, which is depicted in Fig. 4.13(b).

Figure 4.13: Time evolution of (a) solvation energy and (b) solute electronic energy after the photo-excitation of the solute HeH$^2+$ molecule.

### B. Effects of solvent relaxation on solute electronic dynamics: CO in water

Next we consider a more realistic case: the carbon monoxide molecule in water. We shall examine the effects of solvent relaxation on the electronic dynamics of the solute molecule. In our simulation, the HF/3-21G level of theory was used to describe the electronic dynamics of the CO molecule. For illustration purposes and computational convenience, we chose a pseudo relaxation time $\tau_D = 240$ fs for the water solvent and the Debye relaxation model.
for the dielectric relaxation. The CO molecule was initially in its ground state and was in equilibrium with the solvent. Then it was promoted to its first excited state and the dynamical simulation of both the solute and solvent was carried out. Here we determine the nonequilibrium energy changes in terms of the solvation correlation function $S(t)$ defined as

$$S(t) = \frac{\Delta E_{\text{solv}}(t) - \Delta E_{\text{solv}}(\infty)}{\Delta E_{\text{solv}}(0) - \Delta E_{\text{solv}}(\infty)} \quad (4.53)$$

Fig. 4.14(a) shows the time-evolution of the solvation energy after the excitation of the CO molecule. As can be seen in Fig. 4.14(a), the solvation correlation energy exhibits fast oscillations due to the oscillation of the solute dipole. An overall exponential decay can still be observed, which is related to the Debye relaxation model. Fig. 4.14(b) illustrates the decay in both the solvent and solute dipole oscillation amplitudes indicative of a decoherence process. There is only smooth change in the solvent dipole due to the lagging response of the solvent to the change of the solute potential. As expected, both the solvation energy and the solute dipole will cease to oscillate as the simulation times approach infinity as the solute and solvent reach new equilibrium. This long-time behavior is further supported by the loss of the solute energy shown in Fig. 4.14(c).

C. Effects of solvent relaxation on charge transfer dynamics: pNA in acetonitrile

The study of charge transfer processes in solution has been gaining interest in recent years and presents challenges to experimentalists and theoreticians alike. Here, we examine the effects of the solvent (i.e. acetonitrile) relaxation on the charge transfer electronic dynamics of a p-nitroaniline (pNA) molecule. pNA is classic model for theoretical and experimental investigation\(^{17,303,304}\) of charge transfer properties, due to the large change in the dipole moment upon photo-excitation. Using the pump-supercontinuum probe technique (PSCP), Kovalenko et al.\(^ {303}\) found that the ultrafast excited state relaxation of pNA in acetonitrile includes several stages with distinct time scales: the first 100 fs is characterized by solvent relaxation, followed by charge transfer and internal conversion governed by twisting of the -NO\(_2\) group at 140 fs and 400 fs respectively. Although in a previous study\(^ {17}\) we reproduced
Figure 4.14: Time evolution of (a) solvation energy, (b) solute and solvent dipole moments, and (c) solute energy after the excitation of the CO molecule.
the charge transfer life time using the time-dependent equilibrium PCM (TDePCM) model, the use of a phenomenological, instantaneous dielectric response model does not take into account the retarded response of the solvent. In this study, we used the B3LYP/6-31G level of theory for the electronic dynamics of the pNA molecule. We chose the experimental relaxation time $\tau_D = 5.9 \text{ ps}^{305}$ for the acetonitrile solvent and the Debye relaxation model for the dielectric relaxation. We used the static and optical dielectric permittivity of acetonitrile, i.e. $\varepsilon_0 = 35.69$ and $\varepsilon_\infty = 1.81$ respectively, and the CPCM model for the solvation. The pNA molecule was initially in its ground state and was in equilibrium with the solvent. The dynamical simulation was carried out after exciting the pNA molecule by promoting an electron from the HOMO to LUMO, which comprises the dominant contribution to the charge transfer excited state.

To examine the effect of the solvent relaxation on the charge transfer life time, we compute the time evolution of the occupation numbers of the HOMO and LUMO molecular orbitals, by projecting the time-dependent density onto the ground state molecular orbital space:

$$n_i(t_k) = C_i(t_0) \dagger P(t_k) C_i(t_0)$$  \hspace{1cm} (4.54)

Fig. 4.15 shows the time evolution of the occupation numbers of the HOMO and LUMO molecular orbitals of pNA molecule in vacuum (top) and in acetonitrile (bottom). As seen in Fig. 4.15, in vacuum the charge transfer excited state of pNA quickly relaxes to the ground state within $\sim 10$ fs via LUMO $\to$ HOMO transition, whereas in acetonitrile, the charge transfer excited state is stabilized by the solvent relaxation, showing a much longer lifetime ($\sim 70$ fs). The simulated charge transfer life time is shorter than that observed experimentally ($\sim 140$ fs) using transient absorption spectra. This might be due to the lack of nuclear motion in the electronic dynamics simulation and the use of a small basis set.

Fig. 4.16 (a) shows the time evolution of the dipole moment of pNA after photo-excitation in acetonitrile. Accompanied by the LUMO $\to$ HOMO charge transfer, the dipole moment of pNA decreases from $\sim 17$ Debye of the initial excited state to $\sim 11$ Debye of the ground
Figure 4.15: Time evolution of the HOMO (blue) and LUMO (red) occupation numbers in vacuum and in acetonitrile with TDPCM model after the photo-excitation of the pNA molecule.

Figure 4.16: Time evolution of (a) solute dipole moment, (b) solvation energy, and (c) solute electronic energy after the excitation of the pNA molecule.
state, which proceeds at \( \sim 70 \text{ fs} \). Moreover, we observe a quenching of the dipole oscillations before and after the charge transfer, indicating the decoherence of the solute afforded by the solvent relaxation. Fig. 4.16 (b) shows the time evolution of the solvation energy. It is seen that within the first 70 fs, i.e. before the charge transfer occurs, the solvation energy exhibits an exponential decay as a result of the solvent relaxation. This is followed by a raise in the solvation energy due to the charge transfer to the ground state. Once the charge transfer is complete, the solvent energy continues to decay until the solute and solvent reach new equilibrium. This process is in accordance with the loss of the solute energy displayed in Fig. 4.16 (c), which indicates the dissipation of the solute excitation energy to the surrounding medium.

### 4.2.4 Conclusions

In this section, we have derived working expressions to treat the time-dependent response of a dielectric medium to an instantaneous change in charge distribution of a molecular system embedded in this medium. These expressions were implemented in conjunction with the real-time TDHF/TDDFT methods, and used to resolve the electronic dynamics of a few small photoexcited molecules in solution. This work can be viewed as an extension of our previous efforts in this field which no longer makes the assumption that an instantaneous equilibrium is upheld throughout the electronic/dielectric time evolution. The developed formalism is centered around the use of a linear-response function to describe the retardation of the dielectric polarization, and requires only that the frequency-dependent dielectric constant for the solvent be known \textit{a priori} and be input as a parameter. The frequency-dependent dielectric permittivity can be measured experimentally for use with the developed model, or some analytical treatment of \( \varepsilon(\omega) \) can be used. For simplicity and consistency with our previous work, we have invoked the analytical Debye relaxation model for all calculations presented here. The derived equation of motion for the apparent surface charges that define the dielectric polarization were coupled to and numerically integrated alongside the electronic equation of motion in the TDHF/TDDFT formalism.

Applications of the work are not limited to the treatment of nonequilibrium solvation
effects. Rather, we have herein established a framework for the general treatment of electronic dephasing and energy dissipation in first-principles electronic dynamics calculations. For example, the dielectric medium that has been hitherto considered to represent a solvent could just as well act as a cost effective stand-in for an infinitely extended semiconductor lattice.
Chapter 5

AB INITIO SPIN DYNAMICS

5.1 Ab Initio Non-Relativistic Spin Dynamics Using Two-Component Spinors

Many magnetic materials do not conform to the (anti-)ferromagnetic paradigm where all electronic spins are aligned to a global magnetization axis. Unfortunately, most electronic structure methods cannot describe such materials with noncollinear electron spin on account of formally requiring spin alignment. To overcome this limitation, it is necessary to generalize electronic structure methods and allow each electron spin to rotate freely. Here we report the development of an ab initio time-dependent non-relativistic two-component spinor (TDN2C), which is a generalization of the time-dependent Hartree-Fock equations. Propagating the TDN2C equations in the time domain allows for the first-principles description of spin dynamics. A numerical tool based on the Hirshfeld partitioning scheme is developed to analyze the time-dependent spin magnetization. In this work, we also introduce the coupling between electron spin and a homogenous magnetic field into the TDN2C framework to simulate the response of the electronic spin degrees of freedom to an external magnetic field. This is illustrated for several model systems, including the spin-frustrated Li$_3$ molecule. Exact agreement is found between numerical and analytic results for Larmor precession of hydrogen and lithium atoms. The TDN2C method paves the way for the ab initio description of molecular spin transport and spintronics in the time domain.

5.1.1 Introduction

Spin-based technology takes on an ever-increasing role in material design as scientists and engineers seek to utilize and manipulate spins to maximize the quantum yield of solar cells, to process quantum information, and to resolve complex molecular structure. Fundamental to these scientific and technological applications are the spin-dependent many-electron dy-
To date, most theoretical investigations on molecular spintronics rely on the use of effective model Hamiltonians which depend on experimental parameterization and focus on collinear spin systems, in which all the spin magnetizations are aligned along a single anisotropy axis. While these methods have their merits, they are limited in their description of the time-dependent nature of the spin-dependent many-electron wave function. This is especially true for phenomena driven by strong spin non-collinearity, spin-orbit coupling or by interaction with intense electromagnetic fields. A proper description of spin dynamics must come from a solution of the first-principles spin-dependent Hamiltonian in the time domain.

Most standard electronic structure methods, however, cannot treat systems involving non-collinear spins because they formally require electronic spins to be aligned (anti-)parallel with respect to each other. In both the unrestricted Hartree-Fock (UHF) and spin-density functional theories (SDFT), the one-electron spin orbitals are required to be eigenfunctions of the spin operator $\hat{S}_z$. Practically, this means requiring the number of spin-up and spin-down electrons to be conserved in the solution of the self-consistent-field (SCF) equations. As a result, spin orbitals are a product of a spatial function with either a spin-up or spin-down component. This description is equivalent to the assumption of collinear spins, i.e. there exists a global spin quantization axis for the whole system, and the magnetization vector $\mathbf{m}(\mathbf{r})$ is of the same direction at all points in space.

In order to treat non-collinear spins, one needs to retain the full vector form of the magnetization $\mathbf{m}(\mathbf{r})$ and let each spin rotate freely. This is equivalent to writing the spin orbitals as a superposition of the spin-up and spin-down states. For Hartree-Fock, this leads to the generalized Hartree-Fock (GHF) method,\textsuperscript{314} which is similar in structure to the wave function used in two-component relativistic models. For DFT, a generalization of the functionals to account for non-collinear spins is required.\textsuperscript{315–320}

From the point of view of electronic dynamics, the extension of the collinear DFT and HF to the time domain gives rise to the time-dependent density functional theory (TDDFT) and time-dependent Hartree-Fock (TDHF).\textsuperscript{45,76–82,92,157,321} In particular, the real-time formalism of TDDFT/TDHF (RT–TDDFT/RT–TDHF) has proven to be a promising method for revealing the physical underpinnings of dynamical multi-electron phenomena.\textsuperscript{19,37,43,44,165}
However, these methods are unable to capture the spin dynamics driven by an external magnetic field, or an internal magnetic field generated by the motion of other electrons within the system. Implicit to the single Slater determinant based RT–TDDFT/RT–TDHF method are the constraints that spin state of each electron cannot change during the time-evolution and that they are collinear with respect to each other. These constraints prevent conventional RT–TDDFT/RT–TDHF from fully accounting for spin-dependent many-electron dynamics.

In order to describe non-collinear spin dynamics, we extend the generalized Hartree-Fock to the time domain, giving rise to the real-time time-dependent non-relativistic two-component spinor (RT–TDN2C) method. We present in this work the mathematical formalism and numerical implementation with case studies of non-collinear spin dynamics in response to an external magnetic field. To the best of our knowledge, this work is the first attempt to address many-body spin dynamics within the full ab initio description.

5.1.2 Methodology

A. Time-Dependent Non-Relativistic Two-Component Spinor Formalism

In the time-dependent Hartree-Fock (TDHF) theory, the $N$-electron wave function is represented by a single Slater determinant $\psi(t)$ composed of $N$ time-dependent spin orbitals, $\{\psi_k(\mathbf{x}, t)\}$

$$\psi(t) = \frac{1}{\sqrt{N!}} \begin{vmatrix} \psi_1(\mathbf{x}_1, t) & \psi_2(\mathbf{x}_1, t) & \cdots & \psi_N(\mathbf{x}_1, t) \\ \psi_1(\mathbf{x}_2, t) & \psi_2(\mathbf{x}_2, t) & \cdots & \psi_N(\mathbf{x}_2, t) \\ \vdots & \vdots & \ddots & \vdots \\ \psi_1(\mathbf{x}_N, t) & \psi_2(\mathbf{x}_N, t) & \cdots & \psi_N(\mathbf{x}_N, t) \end{vmatrix}$$

where the variable $\mathbf{x}$ includes both the spatial coordinate $\mathbf{r}$ and the spin coordinate $\omega$ for one electron.

Applying the Dirac-Frenkel time-dependent variational principle to this approximate wave function, we obtain the equations of motion for the single-particle spin orbitals,

$$i \frac{\partial}{\partial t} \psi_k(\mathbf{x}, t) = \hat{f}(t) \psi_k(\mathbf{x}, t)$$

(5.2)
where $\hat{f}$ is the Fock operator. Equivalently, Eq. (5.2) can be written in the Liouville-von Neumann form:

$$i \frac{\partial \hat{\gamma}(t)}{\partial t} = \left[ \hat{f}(t), \hat{\gamma}(t) \right]$$

(5.3)

where $\hat{\gamma}(t)$ is the reduced single-particle density operator and is defined by

$$\hat{\gamma}(t) = \sum_{i}^{N} |\psi_{k}(t)\rangle\langle \psi_{k}(t)|$$

(5.4)

In order to allow for non-collinearity, we express the time-dependent spin orbitals as a time-dependent two-component spinor,

$$\psi_{k}(x, t) = \begin{pmatrix} \phi_{\alpha k}(r, t) \\ \phi_{\beta k}(r, t) \end{pmatrix}$$

(5.5)

where the spatial functions $\{\phi_{\alpha k}(r, t)\}, \{\phi_{\beta k}(r, t)\}$ are expanded in terms of a common set of real atomic orbital (AO) basis functions $\{\chi_{\mu}(r)\}$

$$\phi_{\alpha k}(r, t) = \sum_{\mu} C_{\alpha}^{\mu k}(t) \chi_{\mu}(r)$$

(5.6)

$$\phi_{\beta k}(r, t) = \sum_{\mu} C_{\beta}^{\mu k}(t) \chi_{\mu}(r)$$

(5.7)

where the time-dependent expansion coefficients $C$'s can be of complex values. With the definition of the two-component spinor, the time-dependent single-particle density operator can be formulated with the following spin-blocked structure:

$$\hat{\gamma}(t) = \begin{pmatrix} \hat{\gamma}^{\alpha\alpha}(t) & \hat{\gamma}^{\alpha\beta}(t) \\ \hat{\gamma}^{\beta\alpha}(t) & \hat{\gamma}^{\beta\beta}(t) \end{pmatrix}$$

(5.8)
In AO basis, its matrix form can be written as

$$P'(t) = \begin{pmatrix} P^{\sigma\alpha}(t) & P^{\sigma\beta}(t) \\ P^{\rho\alpha}(t) & P^{\rho\beta}(t) \end{pmatrix}$$  \hspace{1cm} (5.9)$$

where each spin block $P^{\sigma\tau}(t)$ is given by

$$P_{\mu\nu}^{\sigma\tau}(t) = \sum_i N C_{\mu i}(t) \cdot C_{\nu i}^{\tau*}(t)$$ \hspace{1cm} (5.10)$$

The Fock matrix in the AO basis also takes a spin-blocked form analogous to the density matrix:

$$F'(t) = \begin{pmatrix} F^{\alpha\alpha}(t) & F^{\alpha\beta}(t) \\ F^{\beta\alpha}(t) & F^{\beta\beta}(t) \end{pmatrix}$$ \hspace{1cm} (5.11)$$

where each spin block $F^{\sigma\tau}(t)$ is given by

$$F^{\sigma\tau}(t) = h^{\sigma\tau}(t) + \delta_{\sigma\tau} \left[ J^{\alpha\alpha}(t) + J^{\beta\beta}(t) \right] - K^{\sigma\tau}(t)$$ \hspace{1cm} (5.12)$$

where $h^{\sigma\tau}$ is the one-electron Hamiltonian matrix, whose time-dependence arises from the interaction of the spin system with external electromagnetic perturbations (to be discussed
in Sec. B.). \( J' \) and \( K' \) are Coulomb and exchange matrices, respectively,

\[
J'^{\sigma\sigma}_{\mu\nu}(t) \equiv \langle \mu | J^{\sigma\sigma} | \nu \rangle = \sum_j N \int dr_1 dr_2 \chi^*_\mu(1) \phi^*_J(2) r_{12}^{-1} \phi_J(2) \chi(1)
\]

\[
= \sum_j \sum_{\lambda \kappa} C_{\lambda j}^\sigma(t) \cdot C_{\kappa j}^{\sigma*}(t) \int dr_1 dr_2 \chi^*_\mu(1) \chi^*_\kappa(2) r_{12}^{-1} \chi(1) \chi(2)
\]

\[
= \sum_{\lambda \kappa} P^{J\sigma}_{\lambda \kappa}(t) \cdot (\mu \lambda | \kappa \nu) \tag{5.13}
\]

\[
K'^{\sigma\tau}_{\mu\nu}(t) \equiv \langle \mu | K^{\sigma\tau} | \nu \rangle = \sum_j N \int dr_1 dr_2 \chi^*_\mu(1) \phi^*_J(2) r_{12}^{-1} \chi(2) \phi_J(1)
\]

\[
= \sum_j \sum_{\lambda \kappa} C_{\lambda j}^\sigma(t) \cdot C_{\kappa j}^{\tau*}(t) \int dr_1 dr_2 \chi^*_\mu(1) \chi^*_\kappa(2) r_{12}^{-1} \chi(2) \chi(1)
\]

\[
= \sum_{\lambda \kappa} P^{K\sigma\tau}_{\lambda \kappa}(t) \cdot (\mu \lambda | \kappa \nu) \tag{5.14}
\]

We use a set of atom-centered atomic orbital basis functions which form a non-orthogonal basis set. The density and Fock matrices are then transformed from the AO basis to an orthonormal basis using the following equations,

\[
\begin{pmatrix}
F^{\alpha\alpha}(t) & F^{\alpha\beta}(t) \\
F^{\beta\alpha}(t) & F^{\beta\beta}(t)
\end{pmatrix} =
\begin{pmatrix}
V & 0 \\
0 & V
\end{pmatrix} \cdot
\begin{pmatrix}
F'^{\alpha\alpha}(t) & F'^{\alpha\beta}(t) \\
F'^{\beta\alpha}(t) & F'^{\beta\beta}(t)
\end{pmatrix} \cdot
\begin{pmatrix}
V^T & 0 \\
0 & V^T
\end{pmatrix}
\]

\[
\begin{pmatrix}
P^{\alpha\alpha}(t) & P^{\alpha\beta}(t) \\
P^{\beta\alpha}(t) & P^{\beta\beta}(t)
\end{pmatrix} =
\begin{pmatrix}
V^{-T} & 0 \\
0 & V^{-T}
\end{pmatrix} \cdot
\begin{pmatrix}
P'^{\alpha\alpha}(t) & P'^{\alpha\beta}(t) \\
P'^{\beta\alpha}(t) & P'^{\beta\beta}(t)
\end{pmatrix} \cdot
\begin{pmatrix}
V^{-1} & 0 \\
0 & V^{-1}
\end{pmatrix}
\]

The transformation matrix \( V = S^{1/2} \) in the Löwdin orthonormalization method, or obtained by the Cholesky decomposition \( S = V^T V \), where \( S \) is the overlap matrix of AO basis functions, \( S_{\mu\nu} = \langle \mu | \nu \rangle \).

The final density-matrix based TDN2C Liouville-von Neumann equation in the orthonormal
basis can be written as:

\[
\frac{i}{\hbar} \frac{\partial}{\partial t} \begin{pmatrix} P^{\alpha\alpha}(t) & P^{\alpha\beta}(t) \\ P^{\beta\alpha}(t) & P^{\beta\beta}(t) \end{pmatrix} = \begin{pmatrix} F^{\alpha\alpha}(t) & F^{\alpha\beta}(t) \\ F^{\beta\alpha}(t) & F^{\beta\beta}(t) \end{pmatrix}, \quad (5.17)
\]

Equation (5.17) is the working equation to describe the time-evolution of the non-relativistic two-component spinor. It can be considered as a time-dependent extension of the generalized Hartree-Fock equation. As with most time-dependent electronic structure theories, Eq. (5.17) can be solved in a response formalism in the frequency domain or propagated explicitly in the time-domain. In the following methodology sections we will present a time-propagation approach and perturbation terms arising from the interaction between a spin system and a static magnetic field, as well as a method designed to analyze spin magnetization in the time-domain.

To obtain a time-evolution dynamics of a spin system, the time-dependent equation for non-relativistic two-component spinors (Eq. (5.17)) is integrated with a modified midpoint and unitary transformation (MMUT) algorithm.\(^{43,44}\)

### B. Two-Component Spinor in the Presence of a Static Magnetic Field

The formalism of the non-relativistic two-component spinor allows realistic simulations of non-collinear spin dynamics within the ab initio framework. In this work, we consider a spin system interacting with an external uniform magnetic field \(\mathbf{B}\). The effective perturbation term enters the one electron Hamiltonian as:\(^{322,323}\)

\[
\hat{h}(x_1) = \hat{h}_0(r_1) + \mu_S \sigma \cdot \mathbf{B} + \mu_L \mathbf{L} \cdot \mathbf{B} + \frac{1}{2} \mu_L^2 (\mathbf{B} \times r_1)^2, \quad (5.18)
\]

where \(\hat{h}_0\) is the unperturbed one-electron Hamiltonian. \(\mu_S = \frac{1}{2} g_s \mu_B\) is the electron magnetic dipole factor, with \(g_s\) denoting the spin g-factor and \(\mu_B\) the Bohr magneton. \(\sigma\) are the Pauli matrices. \(\mu_L = \mu_B\) is the orbital magnetic dipole factor. \(\mathbf{L}\) is the orbital angular momentum. The last two terms represent the interaction of the orbital angular momentum with the magnetic field and the higher order term that is quadratic in the field strength.
These two terms will affect the time evolution of the spatial distribution of the electrons and thus affect the total energy of the system. For weak magnetic fields (e.g. $< 10^{-4}$ a.u.), the contributions of the last two terms are small and will be neglected here. Thus we only consider the interaction of the electron spin with the magnetic field:

$$\hat{h}(x_1) = \hat{h}_0(r_1) + \mu_S \sigma \cdot \mathbf{B}$$  \hspace{1cm} (5.19)

$\sigma$ are the Pauli matrices, and their action on the spin eigenfunctions gives:

$$\sigma_x |\alpha\rangle = |\beta\rangle \hspace{1cm} \sigma_x |\beta\rangle = |\alpha\rangle$$  \hspace{1cm} (5.20a)

$$\sigma_y |\alpha\rangle = i|\beta\rangle \hspace{1cm} \sigma_y |\beta\rangle = -i|\alpha\rangle$$  \hspace{1cm} (5.20b)

$$\sigma_z |\alpha\rangle = |\alpha\rangle \hspace{1cm} \sigma_z |\beta\rangle = -|\beta\rangle$$  \hspace{1cm} (5.20c)

Using the above relations, we can write the one-electron Hamiltonian as follows:

$$\hat{h}^{\alpha\alpha} \equiv \langle \alpha | \hat{h}(x_1) | \alpha \rangle = \hat{h}_0(r_1) + \mu_S B_z$$  \hspace{1cm} (5.21a)

$$\hat{h}^{\alpha\beta} \equiv \langle \alpha | \hat{h}(x_1) | \beta \rangle = \mu_S \left( B_x - iB_y \right)$$  \hspace{1cm} (5.21b)

$$\hat{h}^{\beta\alpha} \equiv \langle \beta | \hat{h}(x_1) | \alpha \rangle = \mu_S \left( B_x + iB_y \right)$$  \hspace{1cm} (5.21c)

$$\hat{h}^{\beta\beta} \equiv \langle \beta | \hat{h}(x_1) | \beta \rangle = \hat{h}_0(r_1) - \mu_S B_z$$  \hspace{1cm} (5.21d)

The resulting one-electron Hamiltonian matrix in the spin-blocked form in the AO basis is

$$h' = \begin{pmatrix} h'^{\alpha\alpha} & h'^{\alpha\beta} \\ h'^{\beta\alpha} & h'^{\beta\beta} \end{pmatrix} = \begin{pmatrix} h'_0 + \mu_S B_z S & \mu_S (B_x - iB_y) S \\ \mu_S (B_x + iB_y) S & h'_0 - \mu_S B_z S \end{pmatrix}$$  \hspace{1cm} (5.22)

In the time-dependent non-relativistic two-component formalism, Eq. (5.22) enters the Fock matrix in Eq. (5.17). The effect of the interaction between the spin system and external homogeneous magnetic field will drive the spin dynamics propagated by the MMUT algorithm in Eq. (2.55).

The effective spin Hamiltonian approach can be considered as a result of taking the
non-relativistic limit of the Dirac equation for a spin in a homogeneous magnetic field. This is a simple step to test the time-dependent non-relativistic two-component formalism and algorithms presented here as the analytical solution is readily obtainable. The prospectus of including other perturbative terms will be discussed.

C. Spin Magnetization Analysis

The time evolution of the electron density \( n(r, t) \) and the spin magnetization density vector \( \mathbf{m}(r, t) \) are defined through the reduced density matrix \( \gamma(t) \):

\[
\begin{align*}
n(r, t) &= \text{Tr}[\gamma(t)] = \gamma^{\alpha\alpha}(t) + \gamma^{\beta\beta}(t) \\
\mathbf{m}(r, t) &= \begin{pmatrix} m_x(r, t) \\ m_y(r, t) \\ m_z(r, t) \end{pmatrix} = \text{Tr}[\mathbf{\sigma} \gamma(t)] = \begin{pmatrix} \gamma^{\alpha\beta}(t) + \gamma^{\beta\alpha}(t) \\ i \left[ \gamma^{\alpha\beta}(t) - \gamma^{\beta\alpha}(t) \right] \\ \gamma^{\alpha\alpha}(t) - \gamma^{\beta\beta}(t) \end{pmatrix}
\end{align*}
\]

In the AO basis, they are expressed as

\[
\begin{align*}
n(r, t) &= \sum_{\mu\nu} \left[ P^{\alpha\alpha}_{\mu\nu}(t) + P^{\beta\beta}_{\mu\nu}(t) \right] \chi_\mu(r)\chi_\nu(r) \\
m_x(r, t) &= \sum_{\mu\nu} \left[ P^{\alpha\beta}_{\mu\nu}(t) + P^{\beta\alpha}_{\mu\nu}(t) \right] \chi_\mu(r)\chi_\nu(r) \\
m_y(r, t) &= i \sum_{\mu\nu} \left[ P^{\alpha\beta}_{\mu\nu}(t) - P^{\beta\alpha}_{\mu\nu}(t) \right] \chi_\mu(r)\chi_\nu(r) \\
m_z(r, t) &= \sum_{\mu\nu} \left[ P^{\alpha\alpha}_{\mu\nu}(t) - P^{\beta\beta}_{\mu\nu}(t) \right] \chi_\mu(r)\chi_\nu(r)
\end{align*}
\]

To characterize the electron spin dynamics, we examine the evolution of the atomic magnetic moments computed using Hirshfeld partitioning scheme.\(^{324}\) In this approach, one defines a pro-molecular or fuzzy magnetization density \( \mathbf{m}^{\text{mol}}(r) \) that is composed of spherically averaged magnetization densities of the atoms \( \mathbf{m}^{\text{pro}}_A(r) \):

\[
\mathbf{m}^{\text{mol}}(r) = \sum_A \mathbf{m}^{\text{pro}}_A(r)
\]
where $A$'s are the indices of atomic centers. The atomic contribution of the total magnetization density, i.e. the atomic magnetic moments, $m_A(t)$ can be calculated through the weight function $w_A(r)$:

$$w_A(r) = \frac{m_A^\text{pro}(r)}{m^\text{mol}(r)}$$  \hspace{1cm} (5.27)

$$m_A(t) = \int dr w_A(r) m(r, t)$$  \hspace{1cm} (5.28)

The resulting time-dependent atomic magnetization moment $m_A(t)$ provides a convenient way for analyzing the time-evolution of spin dynamics in a many-body system.

### 5.1.3 Benchmark and Discussion

Evolution of a quantum mechanical spin $\frac{1}{2}$ particle in a uniform magnetic field is a well-known two-state problem in the literature and in textbooks. Particularly, in the absence of spin dephasing mechanisms, the expectation value of the spin magnetic moment rotates about the magnetic field with a constant angular velocity, behaving like a classical angular momentum of modulus $\frac{1}{2}$ (also known as Larmor precession). The angular frequency of the precession (Larmor frequency) is $\omega_0 = \frac{2\mu_S}{|B|}$ where $\mu_S$ is the electron magnetic dipole moment, $\mu_S \approx \frac{1}{2}$ a.u.

The Hirshfeld atomic moment is analyzed on-the-fly using the time-dependent magnetization densities. In this work, we choose three test cases to illustrate the spin dynamics within the framework of ab initio time-dependent non-relativistic two-component spinor: (1) one electron with one unpaired spin, (2) many electrons with one unpaired spin, and (3) many electrons with three non-collinear spins. Integration of the time-dependent non-relativistic two-component equation with the modified mid-point and unitary transformation (MMUT) algorithm is implemented in the development version of GAUSSIAN program.\textsuperscript{302} The integration step size of 0.05 a.u. ($\sim$1.21 attoseconds) is used for all test cases.
Figure 5.1: Time evolution of the electron spin magnetization (in the unit of Bohr magneton) of a hydrogen atom in a uniform magnetic field. The initial spin is polarized along the $x$ axis. The magnetic field is positioned perpendicular to the $x - y$ plane: (a) 3D view of the precession of the overall magnetization vector about the magnetic field; (b) the $xy$-plane projection of the magnetization over time (the time-evolution is represented as the progression of coloration in the unit of picosecond); and (c) the evolutions of the $x$, $y$, and $z$ components of spin magnetization.
A. **Hydrogen Atom in a Uniform Magnetic Field**

The hydrogen atom with a minimum STO-3G basis set provides an ideal test case for a simple two spin-state problem. In our simulation, the initial electron spin was aligned along the $x$ axis of the reference frame. A magnetic field was applied along the $z$ direction with a constant magnitude of $8.5 \times 10^{-5}$ a.u., corresponding to $\sim 20$ Tesla. Figure 5.1(a) and (b) show the time evolution of the spin magnetization. As time evolves, the electron spin gradually changes its direction and exhibits a perfect precession about the applied magnetic field. Figure 5.1(c) displays the evolution of the $x$, $y$ and $z$ components of the spin magnetization. As seen from Figure 5.1(c), time-evolutions of spin magnetization (i.e. Larmor type precession) exhibit sinusoidal behavior, with an angular frequency $\omega = 8.5 \times 10^{-5}$ a.u. This result is in excellent agreement with the analytic Larmor frequency $\omega_0 = 8.5 \times 10^{-5}$ a.u.

In the absence of any spin dephasing mechanism, the Larmor type of precession of spin magnetization persists without any decay and the simulation also nicely demonstrates such a phenomenon.

B. **Li Atom in a Uniform Magnetic Field**

Now we use lithium atom as an example to illustrate spin dynamics of a multi-electron system. The 3-21G basis set is used in this study to test the stability of the two-component spinor dynamics with a slightly larger basis set. The initial spin magnetization is aligned along the $y$ axis of the reference frame, with the two $1s$ spins pointing in opposite directions with respect to each other, and the single $2s$ spin pointing in the $y$ direction. The total spin magnetization is $1/2$. A homogenous magnetic field is applied with a polar angle $\theta = 45^\circ$ about $z$ axis, and an azimuthal angle $\phi = 45^\circ$ about $x$ axis. The field strength was again chosen to be $8.5 \times 10^{-5}$ a.u. ($\sim 20$ Tesla). Figure 5.2(a) shows the time evolution of the total spin magnetization. As can be seen in Figure 5.2(a), the total spin magnetization precesses about the applied magnetic field with a constant angle and modulus, indicating the collinearity of the spins during time evolution. To have a better visualization of the precession, the total spin magnetization is projected on to the plane perpendicular to the applied magnetic field, referred to as the $O_x-O_y$ plane. Figure 5.2(b) shows the evolution...
Figure 5.2: Time evolution of the electron spin magnetization (in the unit of Bohr magneton) of Li atom in a uniform magnetic field. The initial spin is polarized along the $y$ axis. The magnetic field is positioned with a $45^\circ$ angle to the initial spin polarization (see article text for details): (a) 3D view of the precession of the overall magnetization vector about the magnetic field; (b) the $O_x$-$O_y$ plane projection of the magnetization over time (the time-evolution is represented as the progression of coloration in picoseconds); and (c) the evolutions of the $x$, $y$, and $z$ components of spin magnetization.
of the projected magnetization on to this plane. The projected time-evolution displays a perfect rotation about the axis of the magnetic field with a rotation period of $\sim 1.8$ picosecond. Figure 5.2(c) plots the $x$, $y$ and $z$ components of the spin magnetization with respect to the reference frame. Sinusoidal oscillations of the spin magnetization were again observed. The computed angular frequency $\omega = 8.5 \times 10^{-5}$ a.u. is consistent with the analytic Larmor frequency.

Figure 5.3: (a) the initial magnetization (in the unit of Bohr magneton) of Li$_3$ at $t = 0$, and (b) the time evolution of the spin magnetization (in the unit of Bohr magneton) in a uniform magnetic field applied perpendicular to the $xy$ plane (the time-evolution is represented as the progression of coloration in the unit of picosecond).

C. Non-collinear Li$_3$ Trimer in a Uniform Magnetic Field

As a prototypical application of the time-dependent non-relativistic two-component spinor method, we investigate the spin dynamics of a two-dimensional spin-frustrated lattice model with three lithium atoms forming a triangular trimer. Such triangular systems are known to exhibit a non-collinear antiferromagnetic Néel state,$^{316,325}$ where the magnetization at each lattice node is oriented at angle of $\frac{2}{3}\pi$ with respect to each other point. In these spin frustrated systems, spin waves have been measured through neutron scattering experiments, as well as spin reorientation events in response to an applied external magnetic field. The spin dynamics of these systems have been studied with parameterized spin models such
as the Heisenberg Hamiltonian. The \textit{ab initio} time-dependent non-relativistic two-component spinor method offers a step towards the first-principles simulation of systems with non-collinear spins, and opportunities to obtain the insights of the complex nature of the spin dynamics.

The model system tested herein consists of three Li atoms with the Li–Li bond length of 2.10 Å. The initial wave function at $t = 0$ is obtained by a self-consistent-field procedure using the generalized Hartree-Fock method and the 3-21G basis set. As expected, the GHF method properly identified the non-collinearity of the spin magnetization in the Li$_3$ trimer, as shown in Figure 5.3(a). With this initial spin arrangement, at $t = 0$ a uniform magnetic field oriented perpendicularly to the trimer plane, with the same field strength of $8.5 \times 10^{-5}$ a.u. (\sim20 Tesla) as used in previous simulations. Figure 5.3(b) illustrates the time evolution of the spin magnetization at each lattice point. Figure 5.3(b) shows that the magnetization of each individual Li atom precesses about the magnetic field, with the same angular frequency $\omega = 8.5 \times 10^{-5}$ a.u. Due to the effect of the external magnetic field, the atomic magnetization vector on each node switches its direction in \sim1.0 picosecond. But the overall non-collinearity is maintained throughout the simulation. This is not surprising since we are analyzing the atomic magnetizations in the absence of the spin-orbit and spin-spin coupling terms in our simulation.

\subsection{Conclusions}

In this section, we have formulated an \textit{ab initio} time-dependent non-relativistic two-component spinor theory, to study the non-collinear spin dynamics of many-electron systems in response to an external magnetic field. We employed a direct integration of the time-dependent non-relativistic two-component (TDN2C) Hartree-Fock equation using atom-centered basis functions and a unitary propagation approach with a modified midpoint algorithm. An analysis tool based on the Hirshfeld partitioning scheme has been developed to analyze the time-dependent spin magnetization.

For the simple one-electron system of H atom and collinear multi-electron system of Li atom, the RT–TDN2C simulations yield the same results as the analytical Larmor preces-
sions. As an important application of our methodology, we have simulated spin dynamics of a non-collinear Li$_3$ trimer in response to an external magnetic field. The switching of the magnetization at each lattice node was observed during the dynamical simulation.
5.2  *Ab Initio* Ehrenfest Spin and Molecular Dynamics Using Two-Component TDDFT

In this section, we present an *ab initio* two-component Ehrenfest-based mixed quantum/classical molecular dynamics method for the description of the effect of nuclear motion on the spin dynamics in molecular systems. The two-component time-dependent non-collinear density functional theory is used for the propagation of spin-polarized electrons while the nuclei are treated classically. We use a three-time-step algorithm for the numerical integration of the coupled equations of motion, namely the velocity Verlet for nuclear motion, the nuclear-position-dependent midpoint Fock update, and the modified midpoint and unitary transformation method for electronic propagation. As a test case, the method is applied to the dissociation of H$_2$ and O$_2$ molecules. In contrast to conventional Ehrenfest dynamics, this two-component approach provides a first principles description of the dynamics of non-collinear (e.g. spin-frustrated) magnetic materials, as well as the proper description of spin-state crossover, spin-rotation and spin-flip dynamics by relaxing the constraint on spin configuration. This method also holds potential for applications to spin transport in molecular or even nanoscale magnetic devices.

5.2.1 Introduction

Studies of spin dynamics in nanoscale materials and single molecules are important for the realization of molecular spintronics$^{306,326}$ and quantum computing.$^{327}$ The major difficulties in the theoretical modeling of spin dynamics come from treating the complex interactions among electron spins and interaction between electron spin and other degrees of freedom such as electron motion (which leads to spin-orbit coupling), external magnetic field and lattice/molecular vibrations. The electron spin-spin interaction is the major cause of various spin dynamics phenomena such as non-collinear magnetism, helical spin order and spin waves, while the coupling between spin and other degrees of freedom also play an important role in many processes such as those involving spin flip transitions. As another example, the interplay between spin dynamics and lattice vibration has been suggested as an important part of the problem in high-temperature superconductivity.$^{328}$
Over the past decade, several theoretical atomistic simulations have been attempted to study some interesting spin dynamic processes. So far most of these studies utilize model spin Hamiltonians with parametrized local magnetic exchanges by fitting either to experimental data or static first-principles calculations. While semi-empirical model Hamiltonians have been successful in describing spin-lattice relaxation and spin-transport dynamics, molecular dynamics with first-principles description of spin dynamics that do not depend on problem-specific parameterizations will be highly appreciated.

One of the widely used approaches toward affordable computation is the mixed quantum-classical scheme in which the electronic degrees of freedom are treated quantum mechanically and nuclei move as classical particles. Within such a framework, two general approaches, namely the surface hopping and Ehrenfest dynamics have emerged. Both approaches incorporate electronic nonadiabaticity and both include quantum coherence effects. The surface hopping method describes nonadiabaticity by allowing stochastic electronic transitions subject to a time- and momentum-dependent hopping probability. The Ehrenfest dynamics, on the other hand, propagates the classical nuclei on a superposition of electronic states that follow the time-dependent quantum mechanics. Within these mixed quantum-classical frameworks, spin dynamics can be simulated given that the spin-dependent couplings can be computed or approximated. For example, the surface hopping approach with parameterized spin-couplings has been used in studying a number of spin dynamics processes.

However, the first-principles description of spin-dynamics in the mixed quantum-classical scheme still presents several challenges. Most standard time-dependent electronic structure methods, such as time-dependent restricted/unrestricted Hartree-Fock and density functional theories, require electronic spins to be aligned (anti-)parallel with respect to each other, also known as the spin collinearity constraint. As a result, conventional first-principles methods are unable to describe free spin rotation or the change of spin quantization axis. In principle, the time-dependent four-component Dirac equation affords the complete description of spin dynamics. For most chemical problems, where the dominant interaction that drives the spin dynamics is the exchange interaction resulting from the Pauli exclusion principle, an approximate two-component formalism is
sufficient. To approach a truly first-principles description of spin-dynamics in the mixed quantum-classical scheme, we adopt a bottom-up approach starting with the two-component non-relativistic Schrödinger equation. Spin-orbit coupling and higher order spin-spin interactions can be included with the use of two-component quasi-relativistic approaches, such as the Douglas-Kroll-Hess (DKH)\textsuperscript{342–344} transformed Hamiltonian. Within the two-component framework, one affordable approach to approximately solving the many-electron problem is to use a single Slater determinant ansatz for the two-component wave function. Along this direction, we have developed an \textit{ab initio} real-time time-dependent non-relativistic two-component spinor (TD-2c) method\textsuperscript{26} to study spin dynamics of many-electron systems. The use of the two-component spinor wave function enables a proper description of non-collinear spin polarization. Another conceptually different route is the use of time-dependent density functional theory (TD-DFT). Along this direction, non-collinear (i.e. two-component) ground-state density functional theory has been established by Barth and Hedin,\textsuperscript{345} who generalized the Hohenberg-Kohn theorem\textsuperscript{31} and the Kohn-Sham scheme\textsuperscript{32} to spin-polarized systems. Here we follow Barth and Hedin\textsuperscript{345} and generalize the Runge-Gross theorem\textsuperscript{45} for the time-dependent problem, which leads to the time-dependent two-component density functional theory (TD-2cDFT). The corresponding effective single-particle equations are solved according to the Kohn-Sham scheme. The adiabatic approximation, i.e. the use of ground-state non-collinear density functionals, is adopted.

In this paper, we introduce an \textit{ab initio} two-component Ehrenfest (2c-Ehrenfest) molecular spin dynamics approach by propagating the electronic spin degrees of freedom using the TD-2cDFT equation. We present derivations of the analytical forces in the TD-2cDFT framework that drive classical nuclear degrees of freedom. Electronic and nuclear time-evolutions are propagated with a three-time-step integrator. The energy, forces, and magnetic/electronic properties are computed “on the fly”, giving rise to the direct 2c-Ehrenfest dynamics. This approach has several advantages over the conventional Ehrenfest dynamics. First, it can be directly applied to the study of the dynamics of non-collinear (e.g. spin-frustrated) magnetic materials where the collinear approaches are not applicable. Second, it provides a proper description of spin-rotation and spin-flip dynamics by relaxing the constraint on spin symmetry, for example, it is able to recover some aspects of the correct
dissociation limit. This paper is organized as follows: In Sec. 5.2.2, we present the theoretical framework and mathematical derivations of the 2c-Ehrenfest method and numerical integration scheme. In Sec. 5.2.3, we consider two illustrative examples: the dissociation of the H_2 molecule and the O_2 molecule. In Sec. 5.2.4 we present concluding remarks.

5.2.2 Methodology

A. Two-Component Ehrenfest Dynamics

The derivation for the 2c-Ehrenfest dynamics follows closely the one for the spin-free, one-component approach,\textsuperscript{37,346} and we only present a brief review of the Ehrenfest approach. We begin with the following molecular Hamiltonian,

\[ \hat{H}_{\text{mol}} = \hat{T}_{\text{nuc}}(\mathbf{R}) + \hat{H}_{\text{el}}(\mathbf{x}, \mathbf{R}) \]  

(5.29)

where \( \hat{T}_{\text{nuc}}(\mathbf{R}) \) is the kinetic energy operator for the nuclear degrees of freedom \( \mathbf{R} \), and \( \hat{H}_{\text{el}}(\mathbf{x}, \mathbf{R}) \) is the electronic Hamiltonian that depends on both the nuclear coordinates \( \mathbf{R} \) and the electronic coordinates \( \mathbf{x} \) of both spatial \( r \) and spin \( \sigma \).

The starting point of the derivation of Ehrenfest dynamics is a product ansatz for the total wave function \( \Psi(\mathbf{x}, \mathbf{R}; t) \),

\[ \Psi(\mathbf{x}, \mathbf{R}; t) \approx \Phi(\mathbf{x}; t) \Theta(\mathbf{R}; t) \exp \left[ \frac{i}{\hbar} \int_{t_0}^{t} E_{\text{el}}(t') dt' \right] \]  

(5.30)

where \( \Phi(\mathbf{x}; t) \) is the electronic wave function and \( \Theta(\mathbf{R}; t) \) the nuclear wave function. \( E_{\text{el}}(t') \) is a phase factor that is defined by

\[ E_{\text{el}}(t) = \int \Phi^*(\mathbf{x}; t) \Theta^*(\mathbf{R}; t) \hat{H}_{\text{el}} \Phi(\mathbf{x}; t) \Theta(\mathbf{R}; t) d\mathbf{x} d\mathbf{R} \]  

(5.31)

Separating the equations of motion for the nuclear and electronic wavefunctions and making the classical approximation for the nuclei,\textsuperscript{346} one eventually arrives at the mixed-
quantum/classical equations of motions for Ehrenfest dynamics,

\[ M_I \dot{\mathbf{R}}_I = -\nabla_I \langle \Phi | H_{el} | \Phi \rangle \]  
\[ i \hbar \frac{\partial \Phi}{\partial t} = H_{el} \Phi \] (5.32) (5.33)

where the nuclei move classically according to a mean-field potential generated by the electronic wave function, and the electrons are treated quantum mechanically and depends parametrically on the classical nuclear positions.

Here we have not specified the form of the electronic Hamiltonian \( \hat{H}_{el}(\mathbf{x}, \mathbf{R}) \). It can be of a non-relativistic, spin-free form, or of a non-relativistic, two-component form such as the Pauli-Schrödinger Hamiltonian, or of a two-component, quasi-relativistic form such as a DKH transformed Hamiltonian. However, in order to describe the spin dynamics of a molecular system, a two-component formalism of Eq. (5.33) is necessary.

### B. Time-Dependent Non-Collinear Density Functional Theory

Recently, we developed an \textit{ab initio} real-time time-dependent non-relativistic two-component spinor (TD-2c) formalism to study spin dynamics.\textsuperscript{26} This formalism in the zero-field case is identical to the generalized Hartree-Fock method for the electronic wave function. As inherited from Hartree-Fock, the TD-2cHF lacks electron correlation. In this work, we extend the two-component spinor formalism to the TD-DFT framework to include electron correlation in spin dynamics. This leads to the time-dependent two-component density functional theory (TD-2cDFT).

In TD-2cDFT, the Kohn-Sham orbitals are expressed as complex two-component spinors,

\[ \psi_k(\mathbf{x}, t) = \begin{pmatrix} \phi_k^\alpha(\mathbf{r}, t) \\ \phi_k^\beta(\mathbf{r}, t) \end{pmatrix} \] (5.34)

where \( k \) spans the number of basis functions, which gives rise to a complex two-component
density matrix,
\[ \rho_{\sigma\tau}(\mathbf{r}, t) = \sum_i N \psi_k^\sigma(\mathbf{r}, t) \psi_k^{\tau\ast}(\mathbf{r}, t). \] (5.35)

Following Barth and Hedin\textsuperscript{345} for the ground-state problem, we can generalize the Runge-Gross theorem\textsuperscript{45} to the time-dependent spin-polarized systems. It can be shown that the spin-dependent scalar external potential \( v_{\text{ext,}\sigma\tau} \) uniquely determines the time-dependent density \( \rho_{\sigma\tau}(\mathbf{r}, t) \), and this map is invertible up to an additive time-dependent function and a universal spin rotation. Based on the stationary action principle, a set of time-dependent effective single-particle Kohn-Sham equations can be derived,

\[
i \frac{\partial}{\partial t} \psi_k^\sigma(\mathbf{r}, t) = \sum_{\tau=\alpha,\beta} \left[ \left( -\frac{1}{2} \nabla^2 + \int d\mathbf{r}' \frac{n(\mathbf{r}', t)}{|\mathbf{r} - \mathbf{r}'|} \right) \delta_{\sigma\tau} + v_{\text{ext,}\sigma\tau} + v_{\text{xc,}\sigma\tau} \right] \psi_k^\tau(\mathbf{r}, t) \quad (5.36)
\]

where we have used the atomic units. \( n = \rho_{\alpha\alpha} + \rho_{\beta\beta} \) is the particle density, \( v_{\text{ext}} \) is the external one-electron potential which also includes the nuclei-nuclei repulsion, \( v_{\text{xc,}\sigma\tau} \) is the non-collinear exchange-correlation (xc) potential and is obtained from functional derivative of the xc energy \( E_{\text{xc}}[\rho](t) \),

\[
v_{\text{xc,}\sigma\tau}(t) = \frac{\delta E_{\text{xc}}[\rho](t)}{\delta \rho_{\sigma\tau}}. \quad (5.37)
\]

Now, the time-dependent xc potential \( v_{\text{xc}}[\rho](t) \) is not known in general. Here we use the so-called adiabatic approximation where the time-non-local \( v_{\text{xc}}[\rho](t) \) is replaced by some ground-state xc functional \( \tilde{v}_{\text{xc}}[\rho] \) which is local in time. Within the adiabatic approximation, we are still facing the problem of finding a proper two-component (i.e. non-collinear) ground-state xc functional. Recently, efforts have been made to the development of non-collinear density functional theory (nc-DFT).\textsuperscript{315–317,319,347} One of the common approaches is to approximate the two-component xc functional using any one of the known density functional approximations, assuming a local quantization axis. In this paper, we use the non-collinear generalization to the generalized gradient approximation (GGA) functionals.\textsuperscript{319}
In this work, we use a set of real atom-centered atomic orbital (AO) basis functions \{\mu\} to span the Kohn-Sham complex two-component spinor space. In the AO basis, the density matrix can be written as

\[
P^{\prime}(t) = \begin{pmatrix}
P^{\alpha\alpha}(t) & P^{\alpha\beta}(t) \\
P^{\beta\alpha}(t) & P^{\beta\beta}(t)
\end{pmatrix}
\] (5.38)

where each spin block \(P^{\alpha\beta}(t)\) is given by

\[
P_{\mu\nu}^{\alpha\beta}(t) = \sum_{i} C_{\mu i}(t) \cdot C_{\nu i}^*(t)
\] (5.39)

where \(C^\sigma\) are the MO coefficient matrices.

The two-component Kohn-Sham matrix in the AO basis also takes a spin-blocked form analogous to the density matrix,

\[
F^{\prime}(t) = \begin{pmatrix}
F^{\alpha\alpha}(t) & F^{\alpha\beta}(t) \\
F^{\beta\alpha}(t) & F^{\beta\beta}(t)
\end{pmatrix}
\] (5.40)

where each spin block \(F^{\alpha\beta}(t)\) is given by

\[
F^{\alpha\beta}(t) = h^{\alpha\beta}(t) + G^{\alpha\beta}(t)
\] (5.41)

where \(h'\) is the one-electron Hamiltonian matrix and \(G'\) is the two-electron matrix. For a hybrid density functional, \(G'\) is given by

\[
G^{\alpha\beta}(t) = \delta_{\alpha\beta} \left[J^{\alpha\alpha}(t) + J^{\beta\beta}(t)\right] - c_{HF} K^{\alpha\beta}(t) + (1 - c_{HF}) V_{xc}^{\alpha\beta}(t)
\] (5.42)

where \(J'\) and \(K'\) are the two-electron Coulomb and exchange matrices, and \(V_{xc}\) is the DFT exchange-correlation potential matrix. \(c_{HF}\) is the tuning parameter for hybrid functionals with \(c_{HF} = 1\) corresponding to pure Hartree-Fock exchange and \(c_{HF} = 0\) to pure DFT functionals.

The AO density and Kohn-Sham matrices are then transformed to an orthonormal basis
by the following transformation,

\[
\begin{pmatrix}
    P_{\alpha\alpha}(t) & P_{\alpha\beta}(t) \\
    P_{\beta\alpha}(t) & P_{\beta\beta}(t)
\end{pmatrix}
= \begin{pmatrix} V & 0 \\ 0 & V \end{pmatrix}
\begin{pmatrix}
    P_{\alpha\alpha}(t) & P_{\alpha\beta}(t) \\
    P_{\beta\alpha}(t) & P_{\beta\beta}(t)
\end{pmatrix}
\begin{pmatrix} V^T & 0 \\ 0 & V^T \end{pmatrix}
\]

(5.43)

\[
\begin{pmatrix}
    F_{\alpha\alpha}(t) & F_{\alpha\beta}(t) \\
    F_{\beta\alpha}(t) & F_{\beta\beta}(t)
\end{pmatrix}
= \begin{pmatrix} V^{-T} & 0 \\ 0 & V^{-T} \end{pmatrix}
\begin{pmatrix}
    F_{\alpha\alpha}(t) & F_{\alpha\beta}(t) \\
    F_{\beta\alpha}(t) & F_{\beta\beta}(t)
\end{pmatrix}
\begin{pmatrix} V^{-1} & 0 \\ 0 & V^{-1} \end{pmatrix}
\]

(5.44)

The transformation matrix \( V = S^{1/2} \) in the Löwdin orthonormalization method, or obtained
by the Cholesky decomposition \( S = V^TV \), where \( S \) is the overlap matrix of AO basis
functions, \( S_{\mu\nu} = \langle \mu | \nu \rangle \).

Expressing Eq. (5.36) in terms of orthonormal basis, we obtain the two-component
TDDFT equation (TD-2cDFT) in the density matrix formalism,

\[
\frac{i}{\hbar} \frac{\partial}{\partial t}
\begin{pmatrix}
    P_{\alpha\alpha}(t) & P_{\alpha\beta}(t) \\
    P_{\beta\alpha}(t) & P_{\beta\beta}(t)
\end{pmatrix}
= \begin{pmatrix}
    F_{\alpha\alpha}(t) & F_{\alpha\beta}(t) \\
    F_{\beta\alpha}(t) & F_{\beta\beta}(t)
\end{pmatrix}
\begin{pmatrix}
    P_{\alpha\alpha}(t) & P_{\alpha\beta}(t) \\
    P_{\beta\alpha}(t) & P_{\beta\beta}(t)
\end{pmatrix}
\]

(5.45)

C. The Nuclear Force

Solution of the classical Newtonian equation of motion for nucleus \( I \) requires the evaluation
of the mean-field force as the energy gradient,

\[
f_I = -\frac{\partial E}{\partial R_I} = -\nabla_I \langle \Phi | H_{el} | \Phi \rangle
\]

(5.46)

where \( E \) denotes the electronic energy.

For a spin-dependent process described by the TD-2cDFT equation, the nuclear force
\( f_I \) is composed of two parts, which we label as spin-collinear part \( f^c_I \) and spin-non-collinear
part \( f^{nc}_I \), respectively,

\[
f_I = f^c_I + f^{nc}_I
\]

(5.47)

where \( f^c_I \) and \( f^{nc}_I \) are given by
\[ f^c_I = -\text{Tr} \left\{ \sum_{\sigma} \left[ \frac{d h^{\sigma \sigma}}{d R_I} P^{\tau \sigma} + \frac{1}{2} \frac{\partial G^{\sigma \sigma}}{\partial R_I} P^{\sigma \sigma} \right] \right\} \]
\[ + \text{Tr} \left\{ \sum_{\sigma} \left[ P^{\sigma \sigma} V^{-1} \frac{d V}{d R_I} P^{\tau \sigma} + P^{\sigma \sigma} \frac{d V^T}{d R_I} V^{-T} F^{\tau \sigma} \right] \right\} - \frac{\partial V_{nn}}{\partial R_I} \] (5.48)

\[ f^{bc}_I = -\text{Tr} \left\{ \sum_{\sigma \neq \tau} \left[ \frac{d h^{\sigma \tau}}{d R_I} P^{\tau \sigma} + \frac{1}{2} \frac{\partial G^{\sigma \tau}}{\partial R_I} P^{\sigma \tau} \right] \right\} \]
\[ + \text{Tr} \left\{ \sum_{\sigma \neq \tau} \left[ F^{\sigma \tau} V^{-1} \frac{d V}{d R_I} P^{\tau \sigma} + P^{\sigma \tau} \frac{d V^T}{d R_I} V^{-T} F^{\tau \sigma} \right] \right\} \] (5.49)

where the trace is taken over different spin blocks. Note that Pulay terms that arise from non-orthogonal AO basis split into two contributions in Eq. (5.48) and Eq. (5.49), respectively, because \([F, P] \neq 0\) as the many-electron system deviates from eigenstates.\(^{37}\)

The expression for the derivative of the transformation matrix \(V\) depends on the type of orthonormalization. In the case of Löwdin orthonormalization, i.e. \(V = S^{1/2}\), and \(\partial V/\partial R\) may be expressed in the eigenvector basis of the overlap matrix \(S\),

\[ \left( \frac{\partial V}{\partial R_I} \right)_{ij} \equiv \left( \frac{\partial S^{1/2}}{\partial R_I} \right)_{ij} = \frac{1}{\sigma_i^{1/2} + \sigma_j^{1/2}} \left( \frac{\partial S}{\partial R_I} \right)_{ij} \] (5.50)

where \(\sigma_i\) are the eigenvalues of the overlap matrix \(S\). In the case of Cholesky orthonormalization,

\[ \left( \frac{d V}{d R_I} V^{-1} \right)_{\mu\nu} = \left( \frac{V^{-T} d V^T}{d R_I} \right)_{\nu\mu} = \left( V^{-T} \frac{\partial S}{\partial R_I} V^{-1} \right)_{\mu\nu}, \quad \mu < \nu \]
\[ = \frac{1}{2} \left( V^{-T} \left( \frac{\partial S}{\partial R_I} V^{-1} \right) \right)_{\mu\nu}, \quad \mu = \nu \]
\[ = 0, \quad \mu > \nu \] (5.51)

The spin-collinear part \(f^c_I\) resembles what can be found in a collinear (spin-unrestricted)
DFT calculation, as shown in Eq. (5.48). The spin-noncollinear part \( f^{nc}_I \) in Eq. (5.49) corresponds to the contribution from the non-collinearity of the spin configuration during the dynamics, which is important in accounting for the coupling between nuclear motion and spin dynamics.

D. Numerical Integration

Because of the large mass ratio between the nuclei and electrons, propagation of the nuclear and electronic motions is often carried out with two distinct time steps, namely \( \Delta t_N \) and \( \Delta t_e \), respectively, with \( \Delta t_N \) usually two- or three-orders of magnitude greater than \( \Delta t_e \). Such a two-time-step propagation scheme is only of first-order accuracy and thus very small time steps of \( \Delta t_N \) and \( \Delta t_e \) must be used in order to avoid significant integration errors. We use a three-time-step algorithm\(^{37}\) in this work for efficient and accurate solution of mixed quantum-classical dynamics. The three different time steps are associated with the velocity Verlet method for nuclear propagation, the nuclear-position-dependent midpoint Fock update, and modified midpoint and unitary transformation method for integrating electronic Schrödinger equation.

**Velocity Verlet method for nuclear motion** The Newtonian equation of motion for nuclei, Eq. (5.32), can be solved numerically using a number of standard methods. One of the widely used methods is the velocity Verlet method:

\[
p_I(t + \frac{1}{2}\Delta t_N) = p_I(t) + \frac{1}{2M_I}f_I(t)\Delta t_N \tag{5.52}
\]

\[
R_I(t + \Delta t_N) = R_I(t) + \frac{1}{M_I}p_I(t + \frac{1}{2}\Delta t_N)\Delta t_N \tag{5.53}
\]

\[
p_I(t + \Delta t_N) = p_I(t + \frac{1}{2}\Delta t_N) + \frac{1}{2M_I}f_I(t + \Delta t_N)\Delta t_N \tag{5.54}
\]

where \( p_I \) and \( f_I \) are the momentum and force of \( I \)-th nucleus, respectively.

**Modified mid-point method for the two-component TDDFT equation** The integration of the TD-2cDFT equation, Eq. (5.45), can be achieved using a number of unitary propagation methods such as the Crank-Nicolson method,\(^{41}\) the Magnus method,\(^{42}\) and the exponential midpoint method. These methods are all second-order methods. The efficiency of these
methods are comparable since the most expensive step is the formation of the Fock matrix. In the present work, we use a modified version of the exponential midpoint method which is called the modified midpoint and unitary transformation (MMUT) algorithm. In the MMUT method, the time-evolution operator is a unitary transformation matrix $U(t)$ that is constructed from the eigenvectors $C(t)$ and eigenvalues $\epsilon(t)$ of the two-component Kohn-Sham matrix at time $t$:

$$C^\dagger(t) \cdot F(t) \cdot C(t) = \epsilon(t) \quad (5.55)$$

$$U(t) = \exp[-i \cdot 2\Delta t_e \cdot F(t)]$$

$$= C(t) \cdot \exp[-i \cdot 2\Delta t_e \cdot \epsilon(t)] \cdot C^\dagger(t) \quad (5.56)$$

where $\Delta t_e$ is the time step. The density matrix is then propagated from time $t - \Delta t_e$ to $t + \Delta t_e$ using the time-evolution operator $U(t)$:

$$P(t + \Delta t_e) = U(t) \cdot P(t - \Delta t_e) \cdot U^\dagger(t) \quad (5.57)$$

Note that the Kohn-Sham and density matrices in Eqs. (5.55)–(5.57) are assumed to have a spin-blocked structure. By computing the Kohn-Sham matrix at the midpoint of the step, the MMUT method accounts for linear changes in the density matrix during the time step. The MMUT algorithm can be used with a large step size, while still maintaining very good control of numerical noise and integration errors.

**Nuclear-position-dependent midpoint Fock update** Because the Kohn-Sham matrix is a function of the nuclear positions, which is implicitly time-dependent, in order to achieve high accuracy, the Kohn-Sham matrix $F$ needs to be updated within the nuclear step $\Delta t_N$. Since the change in the nuclear positions is much slower than the change in the electron density, it is reasonable to assume stationary nuclei for several TDDFT iterations. Thus we introduce a third time step, $\Delta t_{Ne} = m\Delta t_e$, the time step within which the nuclear positions are fixed. The integrals required to build the Kohn-Sham matrix $F$ are updated once every
\( \Delta t_{Ne} \) step at the midpoint of the time interval \([t', t' + \Delta t_{Ne}]\):

\[
F'(t) = \hbar \left[ R(t' + \frac{1}{2} \Delta t_{Ne}) \right] + G' \left[ R(t' + \frac{1}{2} \Delta t_{Ne}), P'(t) \right]
\]

(5.58)

where the instantaneous electron density matrix \( P'(t) \) is used. Since the computation of the energy gradient is the most time-consuming step, it will be efficient to make several nuclear-position-dependent midpoint Fock updates before one calculates the next energy gradient. This amounts to setting \( \Delta t_N = n \Delta t_{Ne} \).

This nuclear-position-dependent midpoint Fock update is equivalent to the widely used triple-split-operator method, where the Fock operator is split into nuclear-position-dependent and nuclear-position-independent parts. Such decomposition is second order for a single step and has been shown to approach a third-order accuracy with increasing number of splitting or iterations, i.e. \( n \to \infty \) in \( \Delta t_N = n \Delta t_{Ne} \).

### 5.2.3 Benchmark and Discussion

The 2c-Ehrenfest molecular and spin dynamics with the TD-2cDFT method described above is implemented within the development version of the GAUSSIAN series of programs.\(^{348}\) In this section, we present two pedagogical examples including the dissociation of \( \text{H}_2 \) molecule, and \( \text{O}_2 \) molecule, to illustrate the characteristics of the method. To characterize the spin dynamics, we examine the evolution of the atomic magnetic moments computed using the Hirshfeld partitioning scheme\(^{324}\) with time-dependent magnetic densities.\(^{26}\)

#### A. Dissociation of \( \text{H}_2 \)

\( \text{H}_2 \) dissociation is one of the most widely used benchmark problems because characteristics of electronic structure methods can easily be probed, although the spin dynamics of the \( \text{H}_2 \) dissociation, to the best our knowledge, has not been studied previously. In this work, we apply the 2c-Ehrenfest method presented above to illustrate the spin evolution during the \( \text{H}_2 \) dissociation. In the following simulations, the non-collinear density functional theory with the B3LYP hybrid functional and the 6-31G basis set were used. The initial H-H distance was 0.75 Å. The initial vibrational kinetic energy of the molecule was set to 0.2666 a.u.
and nuclei were moving apart from each other along the molecular axis. Simulations with the same initial condition but different time-step sizes were carried out for testing purposes.

The three step sizes used in Ehrenfest dynamics presented below are $\Delta t_N = 0.02\,\text{fs}$, $\Delta t_{Ne} = 0.004\,\text{fs}$, $\Delta t_e = 0.001\,\text{fs}$. BOMD trajectories are integrated using velocity-Verlet algorithm with a step size of 0.02 fs.

Figure 5.4 compares the errors in the total energy for different time-step sizes: Ehrenfest dynamics with (1) $\Delta t_N = 0.01\,\text{fs}$, $\Delta t_{Ne} = 0.002\,\text{fs}$, $\Delta t_e = 0.001\,\text{fs}$; (2) $\Delta t_N = 0.02\,\text{fs}$, $\Delta t_{Ne} = 0.004\,\text{fs}$, $\Delta t_e = 0.001\,\text{fs}$; (3) $\Delta t_N = 0.05\,\text{fs}$, $\Delta t_{Ne} = 0.005\,\text{fs}$, $\Delta t_e = 0.001\,\text{fs}$; (4) $\Delta t_N = 0.1\,\text{fs}$, $\Delta t_{Ne} = 0.01\,\text{fs}$, $\Delta t_e = 0.001\,\text{fs}$; (5) restricted B3LYP with $\Delta t_N = 0.02\,\text{fs}$, $\Delta t_{Ne} = 0.004\,\text{fs}$, $\Delta t_e = 0.001\,\text{fs}$; (6) unrestricted B3LYP with $\Delta t_N = 0.02\,\text{fs}$, $\Delta t_{Ne} = 0.004\,\text{fs}$, $\Delta t_e = 0.001\,\text{fs}$; and (7) BOMD with $\Delta t_N = 0.02\,\text{fs}$. For all cases, there is a positive shift in the total energy, which decreases as the nuclear step becomes smaller. For Ehrenfest dynamics with nuclear step $\Delta t_N = 0.02\,\text{fs}$, the total energy is conserved to within 0.02 kcal/mol, which is comparable to that obtained by BOMD with the same step size.

All dynamics results are converged by comparing to those using smaller step sizes. The total energy for all trajectories presented below is conserved to be less than 0.04 kcal/mol. The Ehrenfest dynamics with conventional one-component electronic structure methods and Born-Oppenheimer molecular dynamics (BOMD) simulations with the same initial condition are also compared in this work.

![Figure 5.4: Energy conservation for different time-step sizes](image-url)
Figure 5.5: Time evolution of the H-H distance computed with different methods.

Figure 5.5 shows the time-evolution of the H-H distance computed using the 2c-Ehrenfest, conventional Ehrenfest and BOMD approaches. The BOMD and conventional Ehrenfest trajectories with the spin-restrict closed-shell (RB3LYP and TD-RB3LYP) formalism produce nearly identical results, suggesting an insignificant nonadiabatic mixing of higher-energy spin-restrict closed-shell solutions. At the asymptotic dissociation limit, conventional spin-restricted closed-shell (RB3LYP) formalism of HF/KS follows the spin-diabatic potential to the ionic H$^- +$ H$^+$, which is of a much higher dissociation potential than the homogenous dissociation pathway (see Fig. 5.6). As a result, H$_2$ is unable to dissociate under the given condition and vibrational phenomenon appears in the BOMD and conventional Ehrenfest simulations.

The result of the conventional Ehrenfest dynamics with the open-shell (TD-UB3LYP) formalism deviates from the open-shell (UB3LYP) BOMD trajectory, and both open-shell dynamics deviate from the closed-shell results. The open-shell BOMD dynamics is dissociative, whereas the Ehrenfest dynamics with TD-UB3LYP is not. The TD-UB3LYP potential from the Ehrenfest dynamics under the chosen initial condition is plotted in Fig. 5.6. Note that the potential energy arising from the real-time integration of TD-UB3LYP depends on the initial condition of the molecular dynamics. The TD-UB3LYP potential is higher than that of UB3LYP (SCF-converged and stable in the unrestricted space), but lower than that of RB3LYP potential. This is an outcome of the intrinsic mean-field approximation in
Figure 5.6: Potential energy surfaces of $H_2$ at different levels of theory, including energies from SCF converged solutions at the RB3LYP, UB3LYP (stability-tested), 2cB3LYP levels, and energies from TD-propagated electron density in the Ehrenfest dynamics with the given initial condition.

The Ehrenfest approach, which leads to a mean potential that resides between the RB3LYP and UB3LYP results and the observed dynamical behavior of Ehrenfest dynamics with TD-UB3LYP. Since the ground state electronic structure does not have non-collinear instability, the result from BOMD dynamics with 2cB3LYP (SCF-converged and stable) is identical to that of BOMD with UB3LYP (also SCF-converged and stable).

In contrast, the first 8 fs of the 2c-Ehrenfest with TD-2cB3LYP trajectory follows the BOMD with UB3LYP trajectory, but they deviate from each other at the H-H distance of $\sim 3$ Å. The mean-field approach exhibits a different mixing and reaction dynamics with TD-2cDFT compared to that in TD-UDFT or TD-RDFT. The 2c-Ehrenfest dynamics with TD-2cB3LYP is dissociative under the given initial condition. The ground state adiabatic potential is a result of avoided crossing of the singlet and triplet states. Therefore, there is a change of spin configuration at the avoided crossing region ($\sim 1.5 - \sim 2.5$ Å). The two-component formalism using TD-2cDFT relaxes the constraint on the spin-configuration. As a result, the 2c-Ehrenfest is better able to handle avoided crossing arising from two different spin states, giving rise to a TD-2cB3LYP potential below that of TD-UB3LYP.

Figure 5.7(a) shows the time evolution of the localized spin magnetization (i.e. atomic
Figure 5.7: Time evolution of the atomic magnetic moments of the two hydrogen atoms computed with (a) 2c-Ehrenfest dynamics with TD-2cB3LYP and (b) BOMD dynamics with UB3LYP and 2cB3LYP. Note that BOMD results using UB3LYP and 2cB3LYP are indistinguishable.

moments) during the H$_2$ dissociation, computed using the 2c-Ehrenfest method. Within the first 8 fs where the Ehrenfest dynamics is still following the closed-shell singlet potential surface, there are no net magnetic moments on either of the hydrogen atoms. At the asymptotic dissociative limit (i.e. $R_{H-H} \rightarrow \infty$), fractional atomic moments are built up with opposite signs on separated atoms. However, the magnetic moment on each dissociated H atom does not reach unit Bohr magneton, compared to the correct dissociation limit obtained using BOMD dynamics with SCF-converged and stability-tested UB3LYP or 2cB3LYP (Fig. 5.7(b)). This observation suggests that even though the 2c-Ehrenfest formalism improves the description of the crossover of different spin-state, it is still a mean-
field description. An interesting oscillatory phenomenon is observed in the time-evolution of atomic moment in the avoided crossing region. As the molecule starts to dissociate into two hydrogen atoms, there is mixing-in of triplet spin state and the trajectory no longer follows one single spin-configurational potential surface. The coherent oscillation of the atomic moments between 8 fs – 20 fs indicates such mixing between singlet and triplet states. Such a spin coherence is absent in the BOMD dynamics and can only be observed by solving the time-dependent many-body equations. In other words, the 2c-Ehrenfest formalism can be used to investigate spin coherence in reaction dynamics.

B. Dissociation of $\text{O}_2$

Our next example corresponds to the $\text{O}_2$ dissociation dynamics, which plays a prominent role in the circle of life as well as in catalysis. At equilibrium geometry, the ground state of the $\text{O}_2$ molecule is a triplet ($^{3}\Sigma^{-}_g$), which behaves rather inert in the gas-phase where other reactant and product molecules are in the spin singlet state. This is due to Wigner’s spin conservation rule by which the spin triplet-to-singlet transition is strongly suppressed. In order to facilitate the reaction, $\text{O}_2$ must go through a spin-state transition which can be initiated either by spin-orbit coupling or by interaction with nuclear motion. Depending on different initial conditions, $\text{O}_2$ may go through three different dissociation pathways:

\begin{align*}
(a) & \quad \text{O}_2(^{3}\Sigma^{-}_g) \rightarrow \text{O}(^{3}\text{P}) + \text{O}(^{3}\text{P}) \\
(b) & \quad \text{O}_2(^{3}\Sigma^{-}_g) \rightarrow \text{O}(^{3}\text{P}) + \text{O}(^{1}\text{D}) \\
(c) & \quad \text{O}_2(^{3}\Sigma^{-}_g) \rightarrow \text{O}(^{3}\text{P}) + \text{O}^{(1}\text{S)}^{\text{ins}}
\end{align*}

where Reaction (a) is the lowest-energy dissociation path with a possible change in the overall spin state, i.e. from triplet to the degenerate singlet or quintet. Reactions (b) and (c) are higher-energy dissociation pathways where the overall spin is conserved. These two pathways are more desirable in catalysis, since the singlet oxygen atoms are generated.

In the following dynamical simulations, the 2cB3LYP hybrid functional and the cc-pVDZ basis set were used. At the B3LYP/cc-pVDZ level, the dissociation limit (c) is $\sim 8.2$ eV above the equilibrium $^{3}\Sigma^{-}_g$ energy, as indicated in Figure 5.8. Note that the dissociation
Figure 5.8: Potential energy surfaces of O$_2$ at different levels of theory, including energies from SCF converged solutions at the UB3LYP (stability-tested), 2cB3LYP levels, and energies from TD-propagated electron density in the Ehrenfest dynamics with the given initial condition. The dissociation limit of O($^3P$) + O($^1S$) is also shown.

The dissociation limit (b) with O($^1D$) cannot be obtained within the single-configuration approach, however the energy should be slightly lower than that of dissociation limit (c). Since the 2c-Ehrenfest dynamics preserves the projected spin, i.e. the $m_s = 1$ value. Therefore, the lowest-energy dissociation path is not accessible within the single-configuration approach since the $m_s$ value changes from 1 to 0. That leaves the Reactions (b) and (c) the lowest accessible states in the Ehrenfest mean-potential calculations. In this work, we only showcase the characteristics of a single dynamics that follows closely the Reaction pathways (b) and (c).

The 2c-Ehrenfest dynamics simulation was carried out with the following initial condition: the initial geometry was at the ground state equilibrium with the O-O distance of 1.2 Å, and the initial kinetic energy was set to $\sim 8.1$ eV, with the directions of the nuclear momenta pointing away from each other along the molecular axis. A step size of $\Delta t_N = 0.01 fs$, $\Delta t_{Ne} = 0.002 fs$, $\Delta t_e = 0.001 fs$ was used for the simulation.

Figure 5.9 shows the time evolution of the atomic magnetic moments of the two oxygen atoms. At $t = 0$, the magnetic moment is equally distributed among two oxygen atoms (one $\mu_B$ on each atom) in the triplet O$_2$ configuration. Within the first 12 fs the O$_2$ molecule remains in the collinear, triplet state. Starting from $\sim 12$ fs, spin coherence starts to appear
arising from breaking paired electrons. This spin coherence persists until the two oxygen atoms are far enough away from the spin-state crossing region. At the asymptotic dissociation limit, two atomic oxygens with atomic moments of $\sim 2 \, \mu_B$ and $\sim 0 \, \mu_B$, respectively, are observed. As the final total TD-2cB3LYP potential energy is close to the dissociation limit (b) and (c), it is likely that the nonadiabatic 2c-Ehrenfest dynamics under the given initial condition is able to dissociate the $O_2(^3\Sigma_g^-)$ into atomic species dominated by $O(^3P)$ + $O(^1D)$/$O(^1S)$, a highly desirable pathway from electro-catalytic point of view.

5.2.4 Conclusions

In this section, an *ab initio* two-component Ehrenfest molecular and spin dynamics approach is developed to study the effects of nuclear motion on the spin evolution of molecular systems. In this formulation, nuclei move classically in a mean-field potential generated by the electrons, and the electronic and spin degrees of freedom are propagated using the time-dependent two-component density functional theory (TD-2cDFT). Integration of the Ehrenfest dynamics equations of motion was achieved using three-time-step algorithm with the velocity-Verlet for nuclear motion, the nuclear-position-dependent midpoint Fock update, and the modified midpoint and unitary transformation method for electronic propagation.

Compared to conventional TDDFT Ehrenfest dynamics, the TD-2cDFT Ehrenfest dy-
The TD-2cDFT Ehrenfest method provides several improvements. In addition to enabling the study of the dynamics of non-collinear and spin frustrated magnetic materials, it also provides a proper description of spin-rotation and spin-flip dynamics by relaxing spin symmetry constraints. The method also accounts for electronic nonadiabaticity within a mean-field framework. The method is applied to study the spin evolution during the $\text{H}_2$ and $\text{O}_2$ dissociation. The results suggest that TD-2cDFT Ehrenfest can recover some aspects of the correct dissociation limit, particularly in situations where there are crossovers of different spin states. Because we have not accounted for spin-orbit coupling, the transitions in spin state arise wholly from the coupled electronic and nuclear dynamics. Incorporating spin-orbit coupling into the 2c-Ehrenfest dynamics remains to be seen. Comparison of (2c)Ehrenfest dynamics with TD-RB3LYP, TD-UB3LYP and TD-2cB3LYP suggests that as the constraint on spin configuration is relaxed in electronic structure theory, the Ehrenfest method is better able to handle diabatic surface crossing of different spin configurations.

A unique feature of the 2c-Ehrenfest dynamics is that spin coherence arising from mixings of spin states can be resolved as seen in the test cases. In addition, an important potential application of the TD-2cDFT Ehrenfest dynamics is the study of spin transport processes in molecular or nanoscale magnetic devices. Since the spacings between adiabatic energy surfaces are smaller than the thermal energy at room temperature, the nonadiabatic effects become more prominent and the following of specific adiabatic surfaces is no longer important. Spin fluctuations will be accounted for by statistical averaging of Ehrenfest trajectories.
Chapter 6
EFFICIENT MCSCF METHOD

6.1 Overview of the CASSCF Optimization

In the CASSCF method, the initial wavefunction $|0\rangle$ is described as a linear combination of some configuration state functions (CSFs) or Slater determinants $|K\rangle$, generated by excitations within the active space,

$$|0\rangle = \sum_{K=1}^{M} c_K |K\rangle \quad (6.1)$$

where $M$ is the dimension of the expansion.

Optimization of the CASSCF wavefunction consists of two parts: (1) variation of the CI expansion coefficients, and (2) variation of the molecular orbitals.

6.1.1 Variation of the CI Expansion Coefficients

There are several ways to parameterize the CI problem. The simplest way is to use the linear expansion coefficients $\{c_K\}$ as the variational parameters. However, this parameterization contains a redundancy because of the normalization constraint

$$\sum_{K=1}^{M} c_K = 1 \quad (6.2)$$

Another way is to use an exponential unitary parameterization of the CI space, where the variation of the CI wavefunction $\{c_K\}$ is achieved by

$$|\tilde{0}\rangle = \exp(\hat{S})|0\rangle$$
where the operator $\hat{S}$ is defined as

$$\hat{S} = \sum_{n \neq 0}^M s_n |n\rangle\langle 0| - |0\rangle\langle n|$$  \hspace{1cm} (6.3)

and $\{|n\rangle\}$ are orthogonal complement to the reference state $|0\rangle$.

The advantage of using this exponential parameterization is that it includes the normalization constraint through the exponential unitary operator and the optimization can be easily controlled.

### 6.1.2 Variation of the Orbitals

The variation of the orbitals $\{\phi_p\}$ can be achieved by orbital rotation through the real unitary matrix $U$:

$$\tilde{\phi}_p = \sum_q U_{pq} \phi_q$$  \hspace{1cm} (6.4)

where the $U$ matrix may be written in terms of an anti-symmetrical matrix $x$:

$$U = \exp(x)$$  \hspace{1cm} (6.5)

It can be shown that the unitary transformation on the orbitals is equivalent to the following transformation on the CASSCF wavefunction:\textsuperscript{350}

$$|\tilde{0}\rangle = \exp(\tilde{T})|0\rangle$$

where the operator $\tilde{X}$ is defined in the formulism of second quantization:

$$\tilde{T} = \sum_{pq} x_{pq} \hat{E}_{pq}$$  \hspace{1cm} (6.6)
where $\hat{E}_{pq}$ is the single-excitation operator and are defined as

$$\hat{E}_{pq} = \hat{E}_{pq} + \hat{E}_{pq} = a_{p\alpha}^+ a_{q\alpha} + a_{pq\beta}^+$$

(6.7)

where $a_p^+$ and $a_q$ are creation and annihilation operators in second quantized formalism.

### 6.1.3 The CASCCF Energy Expression

With the above mentioned exponential parameterization for the CI coefficients and orbital rotations, the CASCCF wavefunction can be written as

$$|\tilde{0}\rangle = \exp(\hat{T}) \exp(\hat{S}) |0\rangle$$

(6.8)

The total CASCCF energy is then

$$E = \langle \tilde{0} | \hat{H} | \tilde{0} \rangle = \langle 0 | \exp(-\hat{S}) \exp(-\hat{T}) \hat{H} \exp(\hat{T}) \exp(\hat{S}) |0\rangle$$

(6.9)

Expanding the above expression using the Baker-Campbell-Hausdorff formula, we have

$$E = \langle \tilde{0} | \exp(-\hat{S})(\hat{H} + [\hat{H}, \hat{T}] + \frac{1}{2}[[\hat{H}, \hat{T}], \hat{T}] + \cdots) \exp(\hat{S}) |0\rangle + [[\hat{H}, \hat{T}], \hat{S}] + \cdots |0\rangle$$

$$= E^{(0)} + s^T g^c + x^T g^o + \frac{1}{2} s^T H^{cc} s + \frac{1}{2} x^T H^{oo} x + x^T H^{oc} s + \cdots$$

(6.10)

where $g^c$ is called the state gradient, $g^o$ the orbital gradient, $H^{cc}$ the state Hessian, $H^{oo}$ the orbital Hessian, and $H^{oc}$ the state-orbital coupling Hessian.

Optimization of the CASCCF wavefunction is equivalent to finding the stationary solution of the energy with respect to the CI variation $s$ and the orbital rotation $x$:

$$\frac{\partial E}{\partial s} = g^c = 0$$

(6.11)

$$\frac{\partial E}{\partial x} = g^o = 0$$

(6.12)

If we truncate terms up to second order in $s$ and $x$, we obtain the second-order energy
expression:

\[
E^{(2)} \approx E^{(0)} + \left( s^T \ x^T \right) \begin{pmatrix} g^c \\ g^o \end{pmatrix} + \frac{1}{2} \left( s^T \ x^T \right) \begin{pmatrix} H^{cc} & H^{co} \\ H^{oc} & H^{oo} \end{pmatrix} \begin{pmatrix} s \\ x \end{pmatrix}
\]  \quad (6.13)

Optimization of this truncated energy expression leads to the Newton-Raphson equation:

\[
\begin{pmatrix} H^{cc} & H^{co} \\ H^{oc} & H^{oo} \end{pmatrix} \begin{pmatrix} s \\ x \end{pmatrix} = -\begin{pmatrix} g^c \\ g^o \end{pmatrix}
\]  \quad (6.14)

### 6.1.4 The Two-Step Optimization Approach

Eq. (6.14) can be either solved simultaneously for both CI variation \(s\) and orbital rotation \(x\), or solved in a two-step manner where the CI coefficients are optimized for the current set of orbitals and the Newton-Raphson step is taken only for the orbital rotations. Both simultaneous method and two-step approach possess the same local convergence properties, however, the two-step procedure is expected to be more stable since the CI coefficients are optimized more fully at each iteration.

In the two-step procedure, the CI coefficients are optimized first. This amounts to solving \(g^c = 0\), and the Newton-Raphson equation, Eq. (6.14) becomes

\[
\begin{align}
H^{cc} s + H^{co} x &= 0 \\
H^{oc} s + H^{oo} x &= -g^o
\end{align}
\]  \quad (6.15, 6.16)

which can be written as a partitioned Newton-Raphson equation for orbital rotations only:

\[
\begin{pmatrix} H^{oo} - H^{oc} H^{cc \ -1} H^{co} \end{pmatrix} x = -g^o
\]  \quad (6.17)

The flow chart for the two-step CASSCF wavefunction optimization is given in Figure 6.1. The matrix elements for orbital rotation gradient \(g^o\), the orbital-orbital Hessian \(H^{oo}\), and the state-state Hessian \(H^{cc}\), and the state-orbital coupling Hessians \(H^{oc}\) and \(H^{co}\) will be given in Appendix I.
Figure 6.1: Flow chart for the two-step CASSCF wavefunction optimization.

6.1.5 The CI Coefficient Optimization

As discussed above, the first step in the two-step CASSCF optimization is to solve for the stationary point of the energy with respect to the CI variation, i.e.

\[ g_n^c = 2 \langle 0 | \hat{H} | n \rangle = 0 \]  

(6.18)

where \( |n\rangle \) is an orthogonal complement to \( |0\rangle \). Note that the dimension of the state gradient \( g^c \) is \( M - 1 \).

The choice of the orthogonal complement basis \( \{|n\rangle\} \) is arbitrary. For computational convenience, two bases have been used for constructing the orthogonal complement basis: the CI eigenvector basis and the projected basis. The CI eigenvector basis is linearly independent and orthonormal. However, it is not a practical choice when the CI expansion becomes large where full diagonalization of the CI Hamiltonian is impossible.
The projected basis is defined as a projection on to the configurational space:

$$|n⟩ = (1 - |0⟩⟨0|)|n⟩$$  \hspace{1cm} (6.19)

where $|n⟩$ are the configurational state functions (CSFs) or Slater determinants, and they are orthonormal:

$$⟨\tilde{m}|\tilde{n}⟩ = δ_{mn}$$  \hspace{1cm} (6.20)

Note that the dimension of the projected basis is $M$. Therefore it is overcomplete.

The advantage of using the projected basis is that it can be readily constructed and requires no additional computational cost.

In the projected basis, the state gradient becomes

$$g^c_n = 2⟨0|\hat{H}(1 - |0⟩⟨0|)|\tilde{n}⟩ = 2\sum_m ⟨\tilde{m}|\hat{H} - E_0|\tilde{n}⟩c_m$$  \hspace{1cm} (6.21)

and in matrix notation,

$$\mathbf{g}^c = (\mathbf{H} - E_0)\mathbf{c}$$  \hspace{1cm} (6.22)

Therefore, the optimization of the CI coefficients in the project basis is equivalent to solving the eigenvalue problem:

$$\mathbf{g}^c = 0 \iff \mathbf{Hc} = E_0\mathbf{c}$$  \hspace{1cm} (6.23)

6.1.6 The CAS-CI Eigenvalue Problem

For a CASSCF wavefunction, the CI expansion is limited to excitations within the active space. In this case, the Hamiltonian operator $\hat{H}$ can be written as

$$\hat{H} = \varepsilon^c + \hat{H}^{\text{CAS}}$$  \hspace{1cm} (6.24)
where $\varepsilon^c$ is the Hartree-Fock energy of the closed shell inactive orbitals and is defined as

$$\varepsilon^c = 2 \sum_i h_{ii} + \sum_{ij} \left[ 2 (ii|jj) - (ij|ji) \right]$$

(6.25)

and $\hat{H}^{\text{CAS}}$ is the active space Hamiltonian and is defined as

$$\hat{H}^{\text{CAS}} = \sum_{tu} h_{tu}^{c} \hat{E}_{tu} + \frac{1}{2} \sum_{uv} (tu|vw) (\hat{E}_{tu} \hat{E}_{vw} - \delta_{uv} \hat{E}_{tw})$$

$$= \sum_{tu} h_{tu}^{c'} \hat{E}_{tu} + \frac{1}{2} \sum_{uv} (tu|vw) \hat{E}_{tu} \hat{E}_{vw}$$

(6.26)

where $\hat{h}^c$ is the closed shell inactive orbital Fock matrix, and is given by

$$h_{tu}^{c} = h_{tu} + \sum_i \left[ 2 (tu|ii) - (ti|ui) \right]$$

(6.27)

and $\hat{h}^{c'}$ is

$$h_{tu}^{c'} = h_{tu}^{c} - \frac{1}{2} \sum_v (tv|uv)$$

(6.28)

Therefore, the CAS-CI eigenvalue problem can be written as

$$\mathbf{H}^{\text{CAS}} \mathbf{c} = E^{\text{CAS}} \mathbf{c}$$

(6.29)

where $E^{\text{CAS}}$ is defined as

$$E^{\text{CAS}} = E_0 - \varepsilon^c$$

(6.30)

Since the CI expansion is complete within the active space, by writing the CAS-CI eigenvalue problem in the form given in Eq. (6.29), we can directly apply efficient diagonalization algorithms developed for the full-CI problem.
6.2 A New Integral-Driven Determinant-Based CI Algorithm

6.2.1 The Determinant CI Approach

Large-scale CI/CAS calculations usually require the computation of only a few eigenvalues and eigenvectors of a large, real-symmetric CI matrix. Iterative eigensolvers, such as the Cooper-Nesbet method,\textsuperscript{351} Lanczos method,\textsuperscript{352} and Davidson algorithm\textsuperscript{353} are widely used. In these iterative procedures, the most time-consuming step is the calculation of the following matrix-vector product:

$$\sigma_I = \sum_J \langle I | \hat{H} | J \rangle c_J$$  \hspace{1cm} (6.31)

where $I, J$ stand for the CI basis functions (either configurational state functions or determinants) and $c$ is an approximate eigenvector from previous iteration. $\hat{H}$ is the Hamiltonian operator and is expressed in a second-quantized form:

$$\hat{H} = \sum_{kl} h_{kl}' \hat{E}_{kl} + \sum_{ijkl} (ij|kl) \hat{E}_{ij} \hat{E}_{kl}$$  \hspace{1cm} (6.32)

where $i, j, k, l$ are indices for spatial orbitals, and the summations run through all the spatial orbitals. $\hat{E}_{kl}$ are the single-exciation operators and are defined as

$$\hat{E}_{kl} = \hat{E}_{kl}^\alpha + \hat{E}_{kl}^\beta = a_{k\alpha}^\dagger a_{l\alpha} + a_{k\beta}^\dagger a_{l\beta}$$  \hspace{1cm} (6.33)

$(ij|kl)$ are two-electron integrals in chemist’s notation and are defined as

$$(ij|kl) = \int \phi_i^*(r_1) \phi_j^*(r_1) \frac{1}{r_{12}} \phi_k^*(r_2) \phi_l(r_2) dr_1 dr_2$$  \hspace{1cm} (6.34)

$h_{kl}$ and $h_{kl}'$ are one-electron integrals and are defined as

$$h_{kl}' = h_{kl} - \frac{1}{2} \sum_j (kj|jl)$$  \hspace{1cm} (6.35)
6.2.2 String/Graphical Representation of Slater Determinants

As pointed out in the previous section, the most time-consuming step in a large-scale CI calculation is to construct the matrix-vector product for iterative solutions. Although the use of the configurational state functions (CSF’s) can greatly reduce the size of the CI space, it is not easily vectorized for highly efficient implementations. Determinant based CI, on the other hand, can be easily vectorized when the determinants are expressed as alpha strings and beta strings:

\[ |I\rangle = |S(I_{\alpha})S(I_{\beta})\rangle = S(I_{\alpha})S(I_{\beta})|\text{vac}\rangle \quad (6.36) \]

where \( S(I_{\alpha}) \) and \( S(I_{\beta}) \) are the alpha and beta strings, respectively, and they are ordered products of \( n_{\alpha} \) and \( n_{\beta} \) creation operators. For example, for a Slater determinant

\[ |I\rangle = |\phi_{1\alpha}\phi_{2\alpha}\phi_{3\alpha}\phi_{1\beta}\phi_{3\beta}\phi_{5\beta}\rangle 
= a_{1\alpha}^{\dagger}a_{2\alpha}^{\dagger}a_{3\alpha}^{\dagger}a_{1\beta}^{\dagger}a_{3\beta}^{\dagger}a_{5\beta}^{\dagger}|\text{vac}\rangle \quad (6.37) \]

the alpha and beta strings are given by

\[ S(I_{\alpha}) = a_{1\alpha}^{\dagger}a_{2\alpha}^{\dagger}a_{3\alpha}^{\dagger} \quad (6.38) \]
\[ S(I_{\beta}) = a_{1\beta}^{\dagger}a_{3\beta}^{\dagger}a_{5\beta}^{\dagger} \quad (6.39) \]

Having separated the alpha and beta strings, the next step is the construction and ordering of these strings. This can be done using the graphical representation.

The whole alpha/beta string space is defined by the number of alpha/beta electrons \( n_{\alpha}/n_{\beta} \), and the total number of spacial orbitals \( N \). This can be uniquely mapped to the two-slope directed graphs \( G_2(N, n_{\alpha}) \) and \( G_2(N, n_{\beta}) \).

Figure 6.2 shows such a graph representing the alpha string space for \( n_{\alpha} = 3, N = 5 \). Each string is represented by a path on the graph, from the head (\( N_{\text{el}} = 0, N_{\text{orb}} = 0 \)) to the tail (\( N_{\text{el}} = n_{\alpha}, N_{\text{orb}} = N \)). Moving down vertically from vertex \( (N_{\text{el}}, N_{\text{orb}}) \) to vertex \( (N_{\text{el}}, N_{\text{orb}} + 1) \) indicates that orbital \( N_{\text{orb}} + 1 \) is unoccupied in the current string (or path),
while moving down diagonally from vertex \((N_{\text{el}}, N_{\text{orb}})\) to vertex \((N_{\text{el}} + 1, N_{\text{orb}} + 1)\) means that orbital \(N_{\text{orb}} + 1\) is occupied. For example, in Figure 6.2 the alpha string \(a^\dagger_{1\alpha}a^\dagger_{3\alpha}a^\dagger_{4\alpha}\) is represented by the following path:

\[
a^\dagger_{1\alpha}a^\dagger_{3\alpha}a^\dagger_{4\alpha} : (0, 0) \to (1, 1) \to (1, 2) \to (2, 3) \to (3, 4) \to (3, 5) \quad (6.40)
\]

Now we need a proper labeling and ordering of all the paths. We adopt the convention of “lexical ordering” by Duch.\(^{354}\) In this convention, each vertex is assigned a weight \(W(N_{\text{el}}, N_{\text{orb}})\), and each arc ending at vertex \((N_{\text{el}}, N_{\text{orb}})\) is assigned an arc weight \(Y(N_{\text{el}}, N_{\text{orb}})\).

We label the vertical arc weights as \(Y_0(N_{\text{el}}, N_{\text{orb}})\), and the diagonal arc weights as \(Y_1(N_{\text{el}}, N_{\text{orb}})\).

The address of any given path or alpha string can be computed by adding all the diagonal arc weights along the path:

\[
I_\alpha(L^\alpha) = 1 + \sum_{i=1}^{N} Y_{L_i}(N_i, i) \quad (6.41)
\]

where \(L_i\) is the occupation of the \(i\)-th arc (0 or 1) and \((N_i, i)\) are the coordinates of vertices in the path.
The arc weights $Y_1(N_i, i)$ can be calculated either recursively using the scheme of Duch,\textsuperscript{354} or directly using the addressing scheme defined by Knowles and Handy:\textsuperscript{355}

\[
Y_1(N_{el}, N_{orb}) = \sum_{m=N-N_{orb}+N_{el}}^{N-N_{el}} \left[ \binom{m}{n_{\alpha} - N_{el}} - \binom{m-1}{n_{\alpha} - N_{el} - 1} \right] \\
( N - n_{\alpha} + N_{el} \geq N_{orb} \geq N_{el}; \quad N_{el} < n_{\alpha} )
\]

\[
Y_1(n_{\alpha}, N_{orb}) = N_{orb} - n_{\alpha}, \quad ( N \geq N_{orb} \geq n_{\alpha} )
\]

Now we come to the question of how to generate all the paths of a given graph on a computer. There are two common algorithms for path searching: the depth-first search and the breadth-first search. In our implementation, we use the depth-first search algorithm to search the paths. During the search for each path, we generate and store the occupied orbital string $O^\alpha$, unoccupied orbital string $U^\alpha$, and the occupation string $L^\alpha$. Table 1 shows an example of $n_{\alpha} = 3, N = 5$.

Table 6.1: List of the occupied orbital strings $O^\alpha$, unoccupied orbital strings $U^\alpha$, and the occupation strings $L^\alpha$ for $n_{\alpha} = 3, N = 5$.

<table>
<thead>
<tr>
<th>$I_\alpha$</th>
<th>$O^\alpha$</th>
<th>$U^\alpha$</th>
<th>$L^\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>123</td>
<td>45</td>
<td>11100</td>
</tr>
<tr>
<td>2</td>
<td>124</td>
<td>35</td>
<td>11010</td>
</tr>
<tr>
<td>3</td>
<td>125</td>
<td>34</td>
<td>11001</td>
</tr>
<tr>
<td>4</td>
<td>134</td>
<td>25</td>
<td>10110</td>
</tr>
<tr>
<td>5</td>
<td>135</td>
<td>24</td>
<td>10101</td>
</tr>
<tr>
<td>6</td>
<td>145</td>
<td>23</td>
<td>10011</td>
</tr>
<tr>
<td>7</td>
<td>234</td>
<td>15</td>
<td>01110</td>
</tr>
<tr>
<td>8</td>
<td>235</td>
<td>14</td>
<td>01101</td>
</tr>
<tr>
<td>9</td>
<td>245</td>
<td>13</td>
<td>01011</td>
</tr>
<tr>
<td>10</td>
<td>345</td>
<td>12</td>
<td>00111</td>
</tr>
</tbody>
</table>
6.2.3 Calculating the $\sigma$ Vector Using the String Representation

Given the addresses of the alpha string $I_\alpha$ and beta string $I_\beta$, the associated Slater determinant $I$ can be addressed simply as the element of a rectangular array $(I_\alpha, I_\beta)$. In this way, operations on the alpha string alone can be performed for all beta strings in a vector loop, and vice versa.

Now the $\sigma$ vector in Eq.(6.31) can be written as

$$\sigma(I_\alpha, I_\beta) = \sum_{J_\alpha, J_\beta} |J_\beta J_\alpha| \sum_{kl} h'_{kl} \hat{E}_{kl} + \frac{1}{2} \sum_{ijkl} (ij|kl\rangle \hat{E}_{ij} \hat{E}_{kl}|I_\alpha I_\beta\rangle c(J_\alpha, J_\beta)$$

(6.43)

where we have substituted the expression for $\hat{H}$ from Eq.(6.32). Further, from the relation (6.33), the above equation can be split into three terms:

$$\sigma(I_\alpha, I_\beta) = \sigma^\beta(I_\alpha, I_\beta) + \sigma^\alpha(I_\alpha, I_\beta) + \sigma^{\alpha\beta}(I_\alpha, I_\beta)$$

(6.44)

where $\sigma^\beta$ involves only the $\beta$-component of excitation operators $\hat{E}_{kl}^\beta$.

$$\sigma^\beta(I_\alpha, I_\beta) = \sum_{J_\alpha, J_\beta} |J_\beta J_\alpha| \sum_{kl} h'_{kl} \hat{E}_{kl}^\beta + \frac{1}{2} \sum_{ijkl} (ij|kl\rangle \hat{E}_{ij}^\beta \hat{E}_{kl}^\beta|I_\alpha I_\beta\rangle c(J_\alpha, J_\beta)$$

(using the resolution of identity: $\hat{1} = \sum_{K_\beta} |K_\beta\rangle \langle K_\beta|$)

$$= \sum_{J_\beta} \sum_{kl} \left[ h'_{kl} \langle J_\beta | \hat{E}_{kl}^\beta | I_\beta \rangle + \frac{1}{2} \sum_{K_\beta} \sum_{ij} \langle ij|kl\rangle \langle J_\beta | \hat{E}_{ij}^\beta | K_\beta \rangle \langle K_\beta | \hat{E}_{kl}^\beta | I_\beta \rangle \right] c(J_\alpha, J_\beta)$$

(6.45)

Similarly, we can obtain the expression for $\sigma^\alpha$, which only has the $\alpha$-component of excitation operators $\hat{E}_{kl}^\alpha$:

$$\sigma^\alpha(I_\alpha, I_\beta) = \sum_{J_\alpha} \sum_{kl} \left[ h'_{kl} \langle J_\alpha | \hat{E}_{kl}^\alpha | I_\alpha \rangle + \frac{1}{2} \sum_{K_\alpha} \sum_{ij} \langle ij|kl\rangle \langle J_\alpha | \hat{E}_{ij}^\alpha | K_\alpha \rangle \langle K_\alpha | \hat{E}_{kl}^\alpha | I_\alpha \rangle \right] c(J_\alpha, J_\beta)$$

(6.46)
\( \sigma^{\alpha\beta} \) contains the mixing of \( \alpha \)- and \( \beta \)-components of excitation operators, and is expressed as

\[
\sigma^{\alpha\beta}(I_\alpha, I_\beta) = \sum_{J_\alpha, J_\beta} \sum_{ijkl} (ij|kl) \langle J_\beta | \hat{E}_{ij}^\beta | I_\beta \rangle \langle J_\alpha | \hat{E}_{ij}^\alpha | I_\alpha \rangle c(J_\alpha, J_\beta)
\]

(6.47)

where the second equality was obtained by permuting \( i, j \) with \( k, l \) in the summation.

### 6.2.4 Generating the Excitation List

The computation of the \( \sigma \) vector involves the calculation of the coupling matrix elements, i.e. the matrix elements of the single-excitation operators \( \langle K_\alpha | \hat{E}_{kl}^\alpha | L_\alpha \rangle \). There are two ways to generate these coupling matrix elements: the Configuration-Driven Excitation List and the Integral-Driven Excitation List.

In the Configuration-Driven Excitation List \( \mathcal{L}1\{3, N_{kl}, L_\alpha \} \), for each alpha string \( L_\alpha \), all non-zero excitations \( kl \), the addresses \( K_\alpha \) of the corresponding excited strings and the values of the coupling \( \text{Sgn}(kl) \) are stored.

In the Integral-Driven Excitation List \( \mathcal{L}2\{3, I, kl \} \), for each excitation index pair \( kl \), all corresponding left string \( K_\alpha \) and right string \( L_\alpha \), and the values of the coupling \( \text{Sgn}(kl) \) are stored.

### 6.2.5 A New Integral-Driven Algorithm for Computing the \( \sigma \) Vector

Having the excitation list and all the necessary one- and two-electron integrals (they are pre-calculated and stored in main memory) ready, now we can calculate the \( \sigma \) vector according to Eqs.(6.45-6.47). Here we present a new highly vectorized integral-driven CI algorithm, which is an improved version based on Olsen’s algorithm and Knowles and Handy’s algorithm.

In the integral-driven algorithm, the \( \sigma^{\alpha\alpha} \) is rearranged as:

\[
\sigma^{\alpha\alpha}_{I_\alpha, I_\beta} = \sum_{kl} h_{kl} \sum_{J_\alpha} \langle I_\alpha | \hat{E}_{kl}^\alpha | J_\alpha \rangle C_{J_\alpha, I_\beta} + \frac{1}{2} \sum_{kl} \sum_{K_\alpha} \langle K_\alpha | \hat{E}_{kl}^\alpha | J_\alpha \rangle \sum_{ij} \langle I_\alpha | \hat{E}_{ij}^\alpha | K_\alpha \rangle (ij|kl) \sum_{J_\alpha} C_{J_\alpha, I_\beta}
\]

(6.48)
A vectorized algorithm for $\sigma^{\alpha\alpha}$ is given by:

\begin{verbatim}
Loop over $kl$
    Loop over integral-driven list: $\mathcal{L}2\{K_\alpha(I), J_\alpha(I),\text{sgn}(I), I, kl\}$
        $|K_\alpha(I)\rangle = \hat{E}_\alpha^{kl}|J_\alpha(I)\rangle\text{sgn}(I)$
        $F(K_\alpha) = F(K_\alpha) + \text{sgn}(I)h'_{kl}$; vectorized over $I_\beta$
    Loop over configuration-driven list: $\mathcal{L}1\{ij, I_\alpha,\text{sgn}(ij), N_{ij}, K_\alpha\}$
        $|I_\alpha\rangle = \hat{E}_ij^{\alpha}|K_\alpha\rangle\text{sgn}(ij)$
        $F(I_\alpha) = F(I_\alpha) + \frac{1}{2}\text{sgn}(ij)\text{sgn}(I)\langle ij|kl\rangle$
    end of loop over $\mathcal{L}1$
    $\sigma^{\alpha\alpha}(I_\alpha, I_\beta) = \sigma^{\alpha\alpha}(I_\alpha, I_\beta) + F(I_\alpha)C_{J_\alpha,I_\beta}$; vectorized over $I_\beta$
end of loop over $\mathcal{L}2$
end of loop over $kl$
\end{verbatim}

$\sigma^{\beta\beta}$ can be evaluated in a similar way.
The third term, $\sigma^{\alpha\beta}$ can be computed in the same way as in Olsen's algorithm. The pseudo-code is given by

```
Loop over $kl$

    Loop over the integral-driven excitation list: $L2\{I_\alpha(I), J_\alpha(I), \text{sgn}(I), I, kl\}$

        $|I_\alpha(I)\rangle = \hat{E}_{kl}^\alpha|J_\alpha(I)\rangle\text{sgn}(I)$

        $D(I, J_\beta) = \text{sgn}(I)C_{J_\alpha, J_\beta}$; vectorized over $J_\beta$

    end of loop over $L2$

    Loop over $I_\beta$

        Loop over configuration-driven excitation list: $L1\{ij, J_\beta, \text{sgn}(ij), N_{ij}, I_\beta\}$

            $|J_\beta\rangle = \hat{E}_{ij}^\beta|I_\beta\rangle\text{sgn}(ij)$

            $F(J_\beta) = F(J_\beta) + \text{sgn}(ij) (ij|kl)$

        end of loop over $L1$

        $V(I) = \sum_{J_\beta} F(J_\beta)D(I, J_\beta)$; vectorized over $I$

        $\sigma^{\alpha\beta}(I_\alpha, I_\beta) = \sigma^{\alpha\beta}(I_\alpha, I_\beta) + V(I)$; vectorized over $I$

    end of loop over $I_\beta$

end of loop over $kl$
```

A. Results and Discussion
Table 6.2: CPU time (in seconds) per Davidson iteration for benzene molecule in the 6-31G basis

<table>
<thead>
<tr>
<th>CAS-CI</th>
<th>(N_{\text{det}})</th>
<th>CPU time (seconds)</th>
<th>MOC</th>
<th>N-Resolution</th>
<th>Our algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAS(10,10)</td>
<td>63,504</td>
<td>0.16</td>
<td>0.44</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>CAS(10,11)</td>
<td>213,444</td>
<td>0.78</td>
<td>2.77</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>CAS(10,12)</td>
<td>627,264</td>
<td>2.63</td>
<td>10.08</td>
<td>3.75</td>
<td></td>
</tr>
<tr>
<td>CAS(12,12)</td>
<td>853,776</td>
<td>4.41</td>
<td>15.06</td>
<td>5.48</td>
<td></td>
</tr>
<tr>
<td>CAS(10,13)</td>
<td>1,656,369</td>
<td>10.81</td>
<td>35.32</td>
<td>13.54</td>
<td></td>
</tr>
<tr>
<td>CAS(12,13)</td>
<td>2,944,656</td>
<td>25.46</td>
<td>63.93</td>
<td>28.37</td>
<td></td>
</tr>
<tr>
<td>CAS(10,14)</td>
<td>4,008,004</td>
<td>32.46</td>
<td>118.66</td>
<td>45.89</td>
<td></td>
</tr>
<tr>
<td>CAS(12,14)</td>
<td>9,018,009</td>
<td>125.05</td>
<td>-</td>
<td>132.90</td>
<td></td>
</tr>
</tbody>
</table>

Appendix I: Matrix elements for \(g^\alpha\), \(H^{oo}\), \(H^{oc}\), and \(H^{cc}\)

A. The Active Space One- and Two-Particle Density Matrices

Once the converged CI coefficients have been obtained, i.e. once the CAS-CI eigenvalue problem Eq. (6.29) has been solved, the active space one-particle density matrix (1PDM) \(\gamma\) and two-particle density matrix (2PDM) \(\Gamma\) should be constructed. The 1PDM and 2PDM are needed for the calculation of the orbital gradient \(g^\alpha\) and the orbital Hessian \(H^{oo}\). They are defined as

\[
1\text{PDM: } \gamma_{tu} = \langle 0 | \hat{E}_{tu} | 0 \rangle = \sum_{KL} c_Kc_L \langle K | \hat{E}_{tu} | L \rangle
\]

\[
2\text{PDM: } \Gamma_{tuvw} = \langle 0 | \hat{E}_{tuvw} | 0 \rangle = \sum_{KL} c_Kc_L \langle K | \hat{E}_{tu} \hat{E}_{vw} - \delta_{uv} \hat{E}_{tw} | L \rangle
\]
B. Orbital Gradient $g^o$

The orbital gradient $g^o$ is given by

$$g_{pq}^o = -(1 - \hat{P}_{pq}) \langle 0 | [\hat{T}_{pq}, \hat{H}] | 0 \rangle$$

$$= -2(1 - \hat{P}_{pq}) \left[ \sum_r \langle 0 | \hat{E}_{pr} | 0 \rangle h_{qr} + \sum_{rst} \langle 0 | \hat{e}_{prst} | 0 \rangle (qr|st) \right]$$

$$= -2(1 - \hat{P}_{pq}) \left[ \sum_r \gamma_{pr} h_{qr} + \sum_{rst} \Gamma_{prst} (qr|st) \right]$$

$$= -2(F_{pq} - F_{qp})$$

where $\hat{P}_{pq}$ is the permutation operator that switches the indices $p$ and $q$, and $F$ is the generalized Fock matrix and its elements are given by

$$F_{pq} = \sum_r \gamma_{pr} h_{qr} + \sum_{rst} \Gamma_{prst} (qr|st)$$

It is found that the generalized Fock matrix can be evaluated by blocks, due to the properties of the 1PDM and 2PDM:

$$F_{iq} = F_{iq}^1$$

$$F_{tq} = F_{tq}^2$$

$$F_{aq} = 0$$

where $F^1$ and $F^2$ are defined as

$$F_{pq}^1 = 2 \left( h_{pq}^c + \sum_{tu} \gamma_{tu} [(pq|tu) - \frac{1}{2} (pt|qu)] \right)$$

$$F_{tq}^2 = \sum_u \gamma_{tu} h_{qu}^c + \sum_{uvw} \Gamma_{tuuv} (qu|vw)$$

Since orbital rotations within each of the inactive, active and virtual spaces are zero, the nonzero blocks of the orbital gradient are: the inactive-active, the inactive-virtual, and
the active-virtual. The upper triangular part of the orbital gradient matrix is:

$$g_{it}^o = -2(F_{it}^1 - F_{ti}^2)$$  \hspace{1cm} (6.58)
$$g_{ia}^o = -2F_{ia}^1$$  \hspace{1cm} (6.59)
$$g_{ta}^o = -2F_{ta}^2$$  \hspace{1cm} (6.60)

Since the orbital gradient matrix is anti-symmetric, the lower triangular part can be readily obtained.

C. Orbital Hessian $H^{oo}$

Elements of the orbital Hessian $H^{oo}$ are given by:

$$\frac{1}{2} H_{it,ju}^{oo} = \gamma_{tu} h_{ij}^c + \delta_{ij} (F_{tu}^1 - F_{tu}^2) - \delta_{tu} F_{ij}^1 + 2[4(ti|uj) - (tj|ui) - (tu|ij)]$$
$$- \sum_v \gamma_{tv} [4(vi|uj) - (vj|ui) - (vu|ij)] - \sum_v \gamma_{uv} [4(ti|vj) - (tj|vi) - (tv|ij)]$$
$$+ \sum_{vw} [(ij|vw) \Gamma_{tuwv} + (iv|jw) (\Gamma_{tvuw} + \Gamma_{tvwu})]$$  \hspace{1cm} (6.61)

$$\frac{1}{2} H_{ia,jb}^{oo} = 2[4(ai|bj) - (ab|ij) - (aj|bi)] + \delta_{ij} F_{ab}^1 - \delta_{ab} F_{ij}^1$$  \hspace{1cm} (6.62)

$$\frac{1}{2} H_{ta,ab}^{oo} = \gamma_{tu} h_{ab}^c - \delta_{ab} F_{tu}^2 + \sum_{vw} [(ab|vw) \Gamma_{tuvw} + (av|bw) (\Gamma_{tuvw} + \Gamma_{tvuw})]$$  \hspace{1cm} (6.63)

$$\frac{1}{2} H_{it,ja}^{oo} = \delta_{ij} (F_{ai}^1 - \frac{1}{2} F_{ia}^2) + 2[4(ti|aj) - (tj|ai) - (ta|ij)]$$
$$- \sum_v \gamma_{tv} [4(vi|aj) - (vj|ai) - (va|ij)]$$  \hspace{1cm} (6.64)

$$\frac{1}{2} H_{it,ua}^{oo} = -\gamma_{tu} h_{ai}^c + \frac{1}{2} F_{ai}^1 + \sum_v \gamma_{uv} [4(ti|av) - (tv|ai) - (ta|vi)]$$
$$- \sum_{vw} [(ia|vw) \Gamma_{tuvw} + (iv|aw) (\Gamma_{tvuw} + \Gamma_{tvwu})]$$  \hspace{1cm} (6.65)

$$\frac{1}{2} H_{ia,tb}^{oo} = -\frac{1}{2} \delta_{ab} (F_{ti}^1 + F_{ti}^2) + \sum_v \gamma_{tv} [4(ai|bv) - (ab|vi) - (av|bi)]$$  \hspace{1cm} (6.66)
D. State-Orbital Coupling Hessian $H^{oc}$

The state-orbital coupling Hessian $H^{oc}$ is given by

$$H^{oc}_{pq,n} = 2(1 - \hat{P}_{pq}) \left[ \sum_r h_{pr} \langle 0 | \hat{E}_{rq} | n \rangle + \sum_{r\sigma} (pr|s\sigma) \langle 0 | \hat{e}_{qrs\sigma} + \hat{e}_{rqs\sigma} | n \rangle \right]$$

$$= 2(1 - \hat{P}_{pq}) \left[ \sum_r h_{pr} \langle 0 | \hat{E}_{rq} | n \rangle + \langle n | \hat{E}_{qr} | 0 \rangle + \sum_{r\sigma} (pr|s\sigma) \langle 0 | \hat{e}_{qrs\sigma} | n \rangle + \langle n | \hat{e}_{qrs\sigma} | 0 \rangle \right]$$

$$= 4(1 - \hat{P}_{pq}) \left[ \sum_r h_{pr} \gamma_{qr}^{(n)} + \sum_{r\sigma} (pr|s\sigma) \Gamma_{qrs\sigma}^{(n)} \right]$$

(6.67)

where $\hat{P}_{pq}$ is the permutation operator that switches the indices $p$ and $q$, and we have defined the transition 1PDMs and 2PDMs:

$$\gamma_{qr}^{(n)} = \frac{1}{2} \left[ \langle 0 | \hat{E}_{rq} | n \rangle + \langle n | \hat{E}_{qr} | 0 \rangle \right]$$

(6.68)

$$\Gamma_{qrs\sigma}^{(n)} = \frac{1}{2} \left[ \langle 0 | \hat{e}_{qrs\sigma} | n \rangle + \langle n | \hat{e}_{qrs\sigma} | 0 \rangle \right]$$

(6.69)

Define the transition Fock matrix $F^{(n)}$:

$$F^{(n)}_{pq} = \sum_r \gamma_{pr}^{(n)} h_{rq} + \sum_{r\sigma} (pr|s\sigma) \Gamma_{qrs\sigma}^{(n)}$$

(6.70)

Now the state-orbital coupling Hessian can be written as

$$H^{oc}_{pq,n} = -4(F^{(n)}_{pq} - F^{(n)}_{qp})$$

(6.71)

Similar to the generalized Fock matrix in Eq. (6.52), the transition Fock matrix can also be split into three blocks:

$$F^{(n)}_{iq} = F^{(n)1}_{iq} = 2 \sum_{tu} \gamma_{tu}^{(n)} [(i|q|tu) - \frac{1}{2} (i|t|qu)]$$

(6.72)

$$F^{(n)}_{tq} = F^{(n)2}_{tq} = \sum_u \gamma_{tu}^{(n)} h_{QU}^{cu} + \sum_{uwv} \Gamma_{tuvw}^{(n)} (qu|vw)$$

(6.73)

$$F^{(n)}_{aq} = 0$$

(6.74)
As can be seen, $F^{(n)1}$ and $F^{(n)2}$ have the same formulas as the matrices $F^1$ and $F^2$, except that the transition density matrices are used and $F^{(n)1}$ does not contain the inactive Hamiltonian $h^c$.

According to Eq. (6.71), the state-orbital coupling Hessian can be constructed in the same way as the orbital gradient Eq. (6.51):

$$H^c_{pq,n} = 2G^{(n)}_{pq}$$  \hspace{1cm} (6.75)

The only difference is that in Eq. (6.75) the transition Fock matrices $F^{(n)1}$ and $F^{(n)2}$ are used.

**E. The State Hessian $H^{cc}$**

Elements of the state Hessian $H^{cc}$ are given by

$$H^{cc}_{nn'} = 2\langle n|\hat{H} - E_0|n'\rangle$$  \hspace{1cm} (6.76)

where $n, n'$ are the orthogonal complement to $|0\rangle$.

If the CI diagonalization is performed before the orbital rotation, that is, $|0\rangle$ and $|n\rangle$ represent the eigenvectors of the CI Hamiltonian:

$$\hat{H}|0\rangle = E_0|0\rangle$$  \hspace{1cm} (6.77)

$$\hat{H}|n\rangle = E_n|n\rangle, \hspace{0.5cm} n \neq 0$$  \hspace{1cm} (6.78)

then the state Hessian $H^{cc}$ becomes diagonal:

$$H^{cc}_{nn'} = 2(E_n - E_0)\delta_{nn'}$$  \hspace{1cm} (6.79)


F. The State-Orbital Coupling Contribution to the Orbital Hessian

We now evaluate the state-orbital coupling contribution to the orbital Hessian, i.e. the second term in the partitioned orbital Hessian in Eq. (6.17):

\[
\Delta H^{oo} = -H^{oc}H^{cc}^{-1}H^{co}
\]

(6.80)

We assume that the CI diagonalization is performed before the orbital rotation and thus \(|0\rangle\) and \(|n\rangle\) represent the eigenvectors of the CI Hamiltonian. The coupling correction to the orbital Hessian can be expressed as

\[
\Delta H^{oo}_{pq,rs} = -\left(H^{oc}H^{cc}^{-1}H^{co}\right)_{pq,rs} = -\sum_{n\neq0} \frac{H^{oc}_{pq,n}H^{co}_{n,rs}}{2(E_n - E_0)} = -\sum_{n\neq0} \frac{H^{oc}_{pq,n}H^{oc}_{sr,n}}{2(E_n - E_0)} = -\sum_{n\neq0} \frac{2G^{(n)}_{pq} \cdot 2G^{(n)}_{sr}}{2(E_n - E_0)} = 2\sum_{n\neq0} \frac{G^{(n)}_{pq} G^{(n)}_{rs}}{E_n - E_0}
\]

(6.81)

Appendix II: The CASSCF Program

CASSCF is an in-house program, which calls the following important subroutines:

- Prepare the excitation lists: **StrLst** generates the alpha/beta strings and the excitation lists, which will be used repeatedly for solving the CI eigenvalue problem and the construction of the density matrices.

- Prepare the initial MO integrals: **LoAOIn** read the AO one- and two-electron integrals from the disk. **InCTrn** transforms AO integrals into MO integrals. Alternatively, the initial MO integrals can be read directly from the disk by calling subroutine **GetMOX**.


• RHFCor computes the inactive orbital HF energy $\varepsilon^c$, the inactive orbital Fock matrix $h^c$, and the contracted inactive orbital Fock matrix $h'^c$, in order to solve the CAS-CI eigenvalue problem.

• Optimization of the CI coefficients: There are three diagonalization methods implemented: (1) subroutine Nesbet uses the Cooper-Nesber iterative method to find the lowest eigenvalue (i.e. ground state only); (2) subroutine DavIni calls the Davidson diagonalization routine DavDag; (3) subroutine DDagCI directly diagonalizes the CI matrix (expensive, and only works when the CI expansion is smaller than a few thousands).

• Subroutine ASDMat forms the one- and two-particle density matrices, and subroutine GenFck forms the generalized Fock matrices. The density matrices and generalized Fock matrices will be used for constructing the orbital gradient and Hessian.

• Orbital rotation. There are 4 approaches: (1) do a quasi-Newton step using an approximate, diagonal orbital Hessian, where OGradS computes the orbital gradient in square matrix form (sparse!) and OHessD computes the diagonal elements of the orbital Hessian; (2) do a Newton-Raphson (NR) step using the full orbital Hessian, where OGradL computes the orbital gradient in the compact linearized form and OHessF computes the full orbital Hessian (indexing is consistent with OGradL); (3) Same as (2), except that the state-orbital coupling contributions are added to the orbital Hessian; (4) do a DIIS extrapolation of the orbital rotation matrix from previous steps.

• Subroutine MatExp forms the unitary matrix for orbital transformation.

• Transform the one-electron and two-electron integrals. This is done in subroutine InCTrn
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