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Most software development tasks require developers to interact with multiple versions of a codebase directly or through an analysis tool. Consider a developer, Alice, who wants to implement a new feature. To ensure that her changes are of high quality, Alice might want to continuously analyze the current codebase. To make the changes fast but with confidence, Alice might use automated transformations such as refactorings. While using these transformations Alice might want to analyze the likely future codebases, which these transformations would generate, to make more informed decisions. Finally, to pinpoint the cause of any regression defect, Alice might want to analyze historical codebases e.g., to binary search the development history.

Unfortunately, developers’ interaction with multiple codebases is limited since modern integrated development environments (IDEs) maintain one version of the codebase with limited development history. First, it is difficult to run an arbitrary analysis continuously with development since most analyses assume that the code under analysis does not change for the duration of the analysis. Second, having access to one codebase makes it impossible to analyze likely future codebases continuously with development since the modifications done to generate the future codebases conflict with development. Third, maintaining a limited development history makes it difficult to analyze historical codebases e.g., to extract information from the development history.

This dissertation introduces a novel technique, Codebase Replication, which creates and incrementally maintains a copy of the developer’s codebase. Our thesis is that having access to copy
codebases improves developers’ interaction with the current codebase, likely future codebases, and historical codebases. Improving the developer’s interaction with codebases will simplify software engineering tasks and reduce developer mistakes.

Continuous analyses — analyses that run in the background after each developer edit and update their result unobtrusively — improve developers’ interaction with the current codebase. Having access to an in-sync copy codebase simplifies the design and implementation of continuous analyses. We introduce Codebase Analysis, which lets developers run an existing analysis continuously with development without worrying about conflicting edits. We prototyped Solstice, an implementation of Codebase Analysis for the Eclipse IDE. Solstice has negligible (< 2.5 ms) synchronization delay and IDE overhead. Using Solstice, we implemented four continuous analyses. Each of these analyses required less than 800 lines of Java code and 20 hours of development time, on average. Our case study with Solstice continuous testing shows that developers like continuous feedback and they like continuous analysis tools built with Solstice.

Impure analyses — analyses that modify the source code before computing results — improve developers’ interaction with likely future codebases. We show how Codebase Analysis supports impure analyses and guarantees that these analyses’ modifications will not conflict with development. We introduce a new impure analysis that augments IDE recommendations with their speculatively computed consequences. We created a prototype implementation, Quick Fix Scout, in the context of Eclipse Quick Fixes. Our experiment shows that Quick Fix Scout can speed up compilation error removal tasks by 10%.

Being able to access the development history in the granularity that is the most optimal for the underlying software engineering task improves developers’ interaction with historical codebases. We introduce Codebase Manipulation, a history manipulation framework that lets developers access the history at different granularities for different tasks. We prototyped Bread, an implementation of Codebase Manipulation for the Eclipse IDE. Bread automatically creates a fine-grained development history by recording each edit. We show that Codebase Manipulation can express a
range of development tasks by providing algorithms for three common information-retrieval-based tasks. Using Bread, we prototyped two of these algorithms. Our initial experience with these tools suggests that Bread can simplify information-retrieval-based software engineering tasks.
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Chapter 1

INTRODUCTION

A codebase is a collection of resources that are required to build a software system, including the source code and the data dependencies. Software development tasks require the developer to interact with different versions of the codebase. Consider a developer, Alice, who wants to implement a new feature. While implementing this feature, Alice would prefer if the recent changes (1) are of high quality, (2) are implemented fast but with confidence, and (3) do not introduce defects. To ensure that the recent changes are of high quality, Alice might want to run continuous program analyses, such as static defect finding tools. A continuous analysis runs in the background after each developer edit and updates its results unobtrusively. To ensure that the recent changes are implemented fast but with confidence, Alice might use automated transformations such as refactorings, auto completions, and quick fixes. While using these transformations, Alice might want to run speculative analyses to make more informed decisions. A speculative analysis computes the consequences of an action before that action is executed. Finally, to pinpoint the cause of any regression defect introduced by the recent changes, Alice might want to binary search the development history. During this task, Alice interacts with the following codebases: current (to run program analyses), likely future (to run speculative analyses), and historical (to search the development history).

Developers’ interaction with the current codebase is well-studied. Modern integrated development environments (IDEs), such as Eclipse [39] and Visual Studio [147], support code navigation through hyperlinks and a browsable navigation history. Code Bubbles [15, 16] and Code Canvas [56] improve code understanding and navigation by letting the developer focus on code pieces and the relation between them. Mylar [89, 127] improves code navigation by letting the developer save and switch between development contexts [90]. Additionally, modern IDEs make it easier and
more robust to modify the current codebase through simple code transformations, such as refactor-

ings, auto completions, and quick fixes. Code Recommenders [31] uses past developer actions and 
the current context to reorder and filter code completion proposals [18, 125]. BeneFactor [58, 57] 
and WitchDoctor [56] infer an ongoing manual refactoring and complete it with an automated one. 

Unfortunately, software development tasks require more than navigating the current codebase 
and simple code transformations. Developers might need to interact directly or indirectly — 
through a program analysis — with the current, likely future, and historical codebases. Some 
of this interaction is more useful when it is continuous. For example, a continuous program anal-

ysis causes fewer distractions and ensures that the analysis results are always available with the 
least possible delay. For the above-mentioned example, Alice wanted to analyze (1) the current 
codebase continuously with development, (2) the likely future codebases continuously with devel-

opment, and (3) the historical codebases. 

Having access to a single codebase limits software development. The complexity of running 
an arbitrary analysis continuously with development limits developers’ interaction with the current 

codebase. For some analyses, such as testing [78, 115] and compilation [45], developers can use an 
existing continuous implementations, however building continuous analyses in general is difficult 
since developers’ edits conflict with the ongoing analysis execution. The complexity of designing 
and building continuous speculative analyses limits developers’ interaction with the likely future 

codebases. A continuous speculative analysis cannot work on the developer’s codebase since the 
changes done by the analysis would confuse the developer. Finally, recording a limited develop-

ment history at a fixed granularity limits developers’ interaction with the historical codebases since 
different development tasks require the developer to access the development history in different 

granularities. 

This dissertation reduces or removes the above-mentioned limitations. Our thesis is that soft-

ware development can be enhanced by improving developers’ interaction with (1) the current code-

base through continuous analysis feedback, (2) likely future codebases through speculative analysis 
of likely developer actions, which helps the developer make more informed decisions, and (3) his-
torical codebases by maintaining a complete and fine-grained history, and letting the developer
explore this history in the best granularity for the underlying task. All enhancements build upon a powerful foundation: an incrementally-maintained copy of the developer’s codebase can be used to run arbitrary computation — including program analyses — and store additional information, in parallel with development.

The rest of the dissertation is organized as follows: Chapter 2 introduces a novel technique, Codebase Replication, that creates and incrementally maintains a copy of the developer’s codebase in real time. Chapters 3, 4, and 5 extend Codebase Replication and introduce three novel approaches that enhance software development. Codebase Analysis makes it easier to design and build continuous analysis. Speculative Analysis explores likely future actions and helps the developer make more informed decisions. Codebase Manipulation maintains a complete and fine-grained development history and simplifies information retrieval from the development history by letting the developer access this history at the best granularity for the underlying task. Chapter 6 puts the dissertation in the context of the related research. Chapter 7 concludes with the contributions.
Chapter 2

CODEBASE REPLICATION

Techniques described in this dissertation (Chapters 3, 4, and 5) manifest as frameworks that analyze, modify, or store data on the developer’s codebase. Developer edits conflict with these frameworks since they both access the same codebase, simultaneously. For example, an impure analysis modifies the developer’s codebase before computing results. Running an impure analysis on the developer’s codebase, simultaneously with development would confuse the developer and become detrimental. We developed Codebase Replication, a novel technique [105, 106] that incrementally maintains a copy of the developer’s codebase, in real time. Codebase Replication removes the above-mentioned problem by letting these frameworks run programs and store additional data on an up-to-date copy codebase.

Codebase Replication satisfies two design goals: isolation — ensuring that the framework programs do not interrupt the development — and currency — ensuring that the framework programs access an up-to-date version of the developer’s codebase with minimal delay. Isolation is achieved by running the framework programs on the copy codebase, which ensures that their side-effects are contained within the copy codebase and not visible to the developer. Currency is achieved by detecting developer edits at the finest granularity and incrementally applying these edits to the copy codebase at times that do not conflict with an ongoing program execution.

Previous approaches that runs programs concurrently with development fail to achieve either isolation or currency. For example, most continuous analysis frameworks, such as Eclipse’s Incremental Project Builders [42], achieve some currency by running analyses on the developer’s code, however they cannot guarantee isolation. Similarly, integration servers, such as Jenkins [82] and Hudson [77], satisfy isolation by running programs on copy codebases at the integration server, however they fail to satisfy currency since they only update these copies when a special action,
such as committing new changes, takes place.

Figure 2.1 illustrates how Codebase Replication, the IDE, and a framework interact with each other. Codebase Replication detects developer actions, including all edits to the codebase, through IDE application programming interface (API). Codebase Replication incrementally maintains a copy codebase that is always in sync with the developer’s code by applying all actions that modify the source code to this copy codebase. The frameworks that extend Codebase Replication run their programs or store additional data on this copy codebase, without interrupting development, while still having access to the most recent codebase.

Codebase Replication is implemented (together with Codebase Analysis (Chapter 3)) as an Eclipse plug-in, called Solstice [111]. Using Solstice, we showed that Codebase Analysis — hence Codebase Replication — have negligible IDE overhead ($\leq 3$ms) and high currency during the incremental synchronization of the copy codebase ($\leq 3$ms) for common developer actions [105].
Chapter 3

CODEBASE ANALYSIS: 
PROVIDING CONTINUOUS ANALYSIS FEEDBACK

When a developer edits source code, the sooner the developer learns the changes’ effects on program analyses, the more helpful those analyses are. A delay can lead to wasted effort or confusion [12, 88, 128]. Ideally, the developer would learn the implications of a change as soon as the change is made.

A few analysis tools already provide immediate feedback. IDEs such as Eclipse and Visual Studio continuously compile the code to inform developers about a compilation error as soon as a code change causes one. Continuous testing informs the developer as soon as possible after a change breaks a test [128]. Speculative conflict detection informs the developer of a conflict soon after the developer commits conflicting changes locally [21]. Speculative quick fix informs the developer of the implications of making a compilation-error-fixing change even before the change takes place [109].

Unfortunately, most analysis tools are not designed to continuously provide up-to-date results. Instead, a developer may need to initiate the analysis manually[1] To ease converting these offline analysis tools into continuous analysis tools [33] that run automatically and always provide up-to-date results, we introduce Codebase Analysis.

After computing analysis results, a continuous analysis tool may indicate that information is available, display the analysis results, or prompt other relevant analyses or tools to run. Some analyses benefit more than others from continuous execution. For example, a fast continuous analysis provides more frequent and earlier feedback than a slow continuous analysis. Even for long-running analyses, continuous execution could provide results to the developer after an external

---

[1]Only 17% of Eclipse plug-ins listed on GitHub that implement analyses are continuous and reactive to the developer’s latest changes; see Section 3.2.1
interruption, such as receiving a phone call. This is sooner than the developer would otherwise learn the results, and, again, without requiring the developer to initiate the analysis.

Our goal is not to make analyses run faster nor incrementally, but to make it easy to run them more frequently and to simplify the developer’s workflow — all without requiring a redesign of the analysis tool. Research that makes analyses run faster, including partial and incremental computation, is orthogonal to our work.

Making an analysis continuous is challenging. This explains why few continuous analyses exist, despite their benefits. Two major challenges are isolation and currency. Isolation requires that (1) the analysis should not prevent the developer from making new changes, and code changes made by an impure (side-effecting) analysis should not alter the code while the developer is working, and (2) developer edits should not make results of an ongoing analysis potentially stale. Currency requires that (1) analysis results are made available as soon as possible, and (2) results that are outdated by new developer edits are identified as stale.

Building on Codebase Replication, Codebase Analysis addresses these challenges by employing two additional principles:

1. **exclusive ownership** — allowing analyses to request exclusive write access to the copy of the developer’s codebase, and
2. **staleness detection** — identifying results made stale by new developer changes.

Existing analysis automation techniques fail to achieve simultaneous isolation and memory-change currency. Build tools such as Ant [1] and Maven [2] can be automated to achieve file-change currency, but they do not achieve isolation since the developer and the analysis work on the same codebase. These build tools could create a separate copy of the codebase and achieve isolation in the same way as integration servers, such as Hudson [77] and SonarQube [138], but such an approach cannot achieve memory-change currency: build tools can only access the code saved to disk, whereas integration servers can only access the latest version control commit. Codebase Analysis enables isolated memory-change-triggered continuous analyses without increasing implementation complexity.

If the developer edits the code while the analysis is running, Codebase Analysis can choose
from a variety of reactions: terminate and restart the offline analysis so that the produced results are always accurate; defer propagating the developer’s edits to the copy codebase until the analysis is finished so that the analysis can complete, in case the results are useful even when a little stale; or complete the analysis and use analysis-specific logic to mark parts of the results as stale. Since computing analysis results early and often means that more accurate results are available sooner after the developer changes the code, the results could be shown to the developer immediately to reduce wasted time [12, 88, 128], or less frequently to avoid distracting and annoying the developer [13]. Codebase Analysis supports both. An up-to-date analysis result might become stale after an edit to the program. In this case, a continuous analysis can either immediately remove the stale results and indicate that the offline analysis is re-executing on the updated program, or mark the results stale, but keep them until the new results are computed, so that the results are not removed from the developer’s context. Codebase Analysis supports both.

If a UI were poorly designed to interrupt the developer, then the continuous analysis results could be distracting to the developer. However, if the information is presented unobtrusively and the developer is permitted to act on it when he or she chooses, then developers find it useful. This has been confirmed experimentally by Saff et al. [129] and is reflected by the popularity of continuous analysis tools such as continuous compilation. Codebase Analysis automatically updates the analysis results in a separate GUI element without disturbing the developer. The developer can make this GUI element (in)visible to ignore or have access to the analysis results.

The main contributions of this chapter are:

• A discussion of the three major design dimensions of continuous analysis implementations (Section 3.2).
• A Codebase Analysis design that addresses currency and isolation (Section 3.3), including two alternatives for adding external interruption support to a continuous analysis implementation to increase its input currency without violating the analysis isolation (Section 3.3.3).
• Solstice, an Eclipse-based realization of Codebase Analysis that brings isolation and currency to offline analyses for easily converting them into continuous analysis Eclipse plug-ins (Section 3.4).
3.1 Definitions

In order to explain Codebase Analysis, we first define several concepts, including what it means for an analysis to be continuous.

A *snapshot* is the state of the source code of a software program at a point in time. An *analysis* is a computation on a snapshot that produces a result. An *offline analysis* is an analysis that requires no developer input. A *continuous analysis* is one that automatically computes an up-to-date result without the need for the developer to trigger it. Finally, a *pure analysis* is one that does not modify the snapshot on which it runs, while an *impure analysis* may. More formally:

**Definition 1** (Snapshot). A *snapshot* is a single developer’s view of a program at a point in time, including the current contents of unsaved editor buffers. A unique snapshot is associated to each point in time.

Each of a developer’s changes creates a new snapshot.

This chapter considers analyses that run on a single developer’s codebase. Some analyses, such as conflict detection [21][22], may need multiple developers’ codebases for the same program.
Codebase Analysis is applicable to such analyses, although the definition of a snapshot would need to be extended.

**Definition 2 (Analysis).** An *analysis* is a function $A : S \rightarrow R$ that maps a snapshot $s \in S$ to a result $r \in R$: $A(s) = r$.

**Definition 3 (Offline analysis).** An *offline analysis* is an analysis that requires no human input during execution.

For example, a rename refactoring is not an offline analysis because each execution requires specifying a programming element (e.g., a variable) and a new name for this element. An offline analysis may require human input for one-time setup, such as setting configuration parameters or the location of a resource.

**Definition 4 (Analysis implementation).** An offline *analysis implementation* $A_o$ for an analysis $A$ is a computer program that, on input snapshot $s$, produces $r = A(s)$.

We denote as $T_{A_o}(s)$ the time it takes an analysis implementation $A_o$ to compute $r = A(s)$ on a snapshot $s$.

It is our goal to convert an offline analysis implementation $A_o$ into a continuous analysis implementation $A_c$ that executes $A_o$ internally.

**Definition 5 (ε-continuous analysis implementation).** Let $A$ be an offline analysis, and let $t_s$ be the time at which snapshot $s$ comes into existence. An *analysis implementation* $A_c$ that uses $A_o$ is *ε-continuous* if $\exists \epsilon_a, \epsilon_s \leq \epsilon$ such that for all snapshots $s$, both of the following are true:

1. $A_c$ makes $r = A(s)$ available no later than $t_s + T_{A_o}(s) + \epsilon_a$ if no new snapshot is created before this time. $\epsilon_a$ is the result delay: the time it takes to interrupt an ongoing analysis ($A_o$) execution, apply any pending edits to the copy codebase, restart the analysis, and deliver the results (e.g., to a UI or a downstream analysis). $\epsilon_a$ is independent of the underlying offline analysis run time since it does not include $T_{A_o}(s)$.

2. For all times after $t_s + 1 + \epsilon_s$, $A_c$ indicates that all results for $s$ are stale. $\epsilon_s$ is the staleness delay: the time it takes to mark the displayed results as stale after the moment they become stale.
We often refer to $\varepsilon$-continuous analyses as simply continuous, implying that an appropriately small $\varepsilon$ exists. For simplicity of presentation, our definition of a continuous analysis assumes the most eager policies for handling concurrent developer edits and displaying stale results. Sections 3.2.2 and 3.2.3 explore other policies.

To modify the developer’s code simultaneously with development, the impure analysis must maintain a copy, which makes it particularly challenging to convert an impure offline analysis to a continuous analysis. Our approach handles both pure and impure analyses.

**Definition 6** (Pure/impure analysis implementation). An analysis implementation $A_o$ is pure iff its computation on a snapshot $s$ does not alter $s$. An impure analysis implementation may alter $s$.

Running a test suite is an example of a pure analysis because it does not alter the source code. Mutation analysis — applying a mutation operation to the source code and running tests on this mutant — is an impure analysis. An analysis that performs source code instrumentation is a special case of an impure analysis. An analysis that performs run-time instrumentation of a loaded binary is pure. Note that an impure analysis only alters the source code temporarily, while computing the results. Once the results are computed, the impure analysis or Codebase Analysis must revert the source code to its initial state.

### 3.2 Key Design Dimensions for a Continuous Analysis Tool

Our approach to implementing a continuous analysis involves executing an offline analysis internally. This section discusses three key design dimensions for continuous analysis tools that are converted from their offline analyses. Section 3.2.1 investigates what can trigger a continuous analysis tool to internally run the offline analysis, Section 3.2.2 investigates when a continuous analysis tool can abort an offline analysis execution, and Section 3.2.3 investigates how stale results are displayed to the developer. For each dimension, we discuss the advantages and disadvantages and provide examples from existing analysis implementations.
3.2.1 Triggering Analysis Execution

A continuous analysis may use four categories of triggers to start internal offline analysis executions: (1) whenever the snapshot changes in memory, (2) whenever the snapshot changes on disk, (3) periodically, and (4) other triggers. Additionally, analyses from each of the categories may be delayed and/or overlapping.

**Memory-change triggers:** The continuous analysis runs the internal offline analysis each time the program snapshot changes in memory, such as when the developer makes an edit in the IDE. A memory-change-triggered analysis provides feedback without requiring the developer to save the file. The Solstice Continuous Testing plug-in (described in Section 3.5.2) and Eclipse reconciler compiler\(^2\) are examples of this category of analysis.

**File-change triggers:** The continuous analysis runs the internal offline analysis each time the program snapshot changes in the file system. A file-change-triggered analysis is motivated by the hypothesis that changes a developer saves to disk are more likely to be permanent than those merely made in memory. Finally, as file-system changes are less frequent than memory changes, these triggers can result in less resource use. However, waiting for changes to be saved to disk can delay computing pertinent analysis information. Eclipse provides a continuous analysis framework, called Incremental Project Builders [42]. Incremental Project Builders broadcasts the difference between two incremental builds on the file system, so that other analyses can access this difference and incrementally update results. Any continuous analysis Eclipse plug-in built using Incremental Project Builders, such as the FindBugs [55], Checkstyle [43], and Metrics [47] plug-ins, is a file-change-triggered continuous analysis.

**Periodic and non-stop:** The continuous analysis runs the offline analysis with a regular period. For example, the Crystal tool [22, 20] executes its analysis every 10 minutes. A variant of periodic analysis is a non-stop analysis, which runs every time the previous execution finishes. A periodic analysis

\(^2\)Eclipse contains two different compilers. The reconciler compiler operates on unsaved buffer content in order to give quick feedback; Eclipse calls it the “Java reconciler”. The incremental compiler operates on saved files and gives more complete and correct feedback about compiler errors whenever the user saves the document; Eclipse calls it the “incremental Java builder”.
analysis is most suitable when it is difficult to determine which actions may affect the analysis result.

**Other triggers:** Quality-control analyses often run before or after each version control commit. Pre-commit analyses prevent developers from committing code that breaks the build or test suite. These quality-control analyses must be fast since they would otherwise discourage the developer from making frequent commits. Building components and running unit tests that are directly affected by the changes are examples of such quality-control analyses. Post-commit analyses such as continuous integration notify developers soon after a bad commit. Continuous-integration analyses can be slower since they run separately from development, typically on a dedicated integration server. Building the software completely and running all integration tests are examples of continuous-integration analyses.

Analyses from each of the above categories may be *delayed* after the trigger before running the offline analysis. Eclipse’s reconciler compiler is delayed until the developer pauses typing to avoid running the analysis during a burst of developer edits. The delay avoids executing the analysis on intermediate snapshots for which the results are less likely to be of interest to developers and are likely to become stale quickly: the delay thus also reduces analysis overhead. Delays are most appropriate for a memory-change-triggered analysis. Although file-change- and other-triggered analyses rarely use delays since actions such as saving a file or committing code already suggest good opportunities to run the offline analysis, these analyses might introduce delays for taking common developer patterns into consideration. For example, developers commit in bursts and a delay may avoid running the analysis on a snapshot that is about to be overridden by a new commit. Jenkins [82] supports a “quiet period” in which the builds are delayed after a commit to prevent an incomplete commit trigger a build failure.

Additionally, analyses from each of the above categories may be *overlapping*. Whenever a trigger fires while a previous offline analysis is still running, the continuous analysis has to decide whether to start a second, concurrent copy of the offline analysis. If the analyses are non-overlapping, the new offline analysis execution can be skipped, delayed until the current execution
finishes, or started instead of finishing the previous execution (Section 3.2.2).

**Surveying triggering in existing analyses:** To determine how existing analysis tools, we surveyed Eclipse plug-ins on GitHub. We performed manual inspection of the documentation, automated analysis of the source code to find design patterns that indicate a continuous analysis, and manual inspection of the source code when necessary.

Of the 159 projects that match “Eclipse plug-in”, 47 implemented analysis tools. Of those 47, 21 (45%) were continuous: 1 (2%) was triggered by VCS commands, 12 (26%) were file-change-triggered and only 8 (17%) were memory-change-triggered. This suggests that despite the significant benefits of memory-change-triggered continuous analyses, they are difficult to implement, which motivates and justifies our work.

Of the 21 continuous analyses, 16 (8 file-change-triggered and 8 memory-change-triggered) extended Eclipse to handle languages other than Java, made possible in part by the relative simplicity of using the Incremental Project Builder [42], Xtext [152], and Reconciler [44] patterns. Similarly, we anticipate that our work will ease the creation and increase the number of memory-change-triggered continuous analysis tools for arbitrary analyses.

3.2.2 Abandoning the Ongoing Offline Analysis

When the developer edits the program while a continuous analysis is running the offline analysis, the continuous analysis can either (1) immediately interrupt the offline analysis execution without getting any results, potentially rerunning it on the latest snapshot, or (2) never interrupt the offline analysis, and finish running it on the snapshot, which is no longer the up-to-date development snapshot.

**Immediately interrupt:** The continuous analysis abandons the ongoing offline analysis immediately when a developer makes an edit. Such a continuous analysis is most suitable when the results of the analysis on an outdated snapshot have little or no value. An immediately-interrupting continuous analysis wastes no time executing on outdated snapshots. Quick Fix Scout [109] is an example of an immediately-interrupting continuous analysis.
Section 3.3.3 presents two designs for implementing immediately-interrupting continuous analyses by forcibly terminating the ongoing offline analysis.

**Never interrupt:** The continuous analysis continues to execute the offline analysis despite concurrent developer edits. To ignore the developer edits, the never-interrupting continuous analysis runs on a copy of a recent snapshot. An example is an analysis that runs after commits or nightly builds. A never-interrupting analysis is most suitable when the offline analysis takes a long time to run and when the results on a slightly outdated snapshot still has value to the developer. For example, a continuous integration server may complete running tests, while allowing developers to continue editing the program and make new commits. The test results are useful for localizing bugs. The alternative of interrupting the test suite execution every time the developer makes a change could mean the test suite rarely finishes and the developer rarely sees any analysis results.

Codebase Analysis enables never-interrupting continuous analyses by providing an isolated copy of the snapshot. More sophisticated interruption policies are possible. For example, when a conflicting developer edit takes place, an offline analysis could be permitted to complete its execution if that execution is estimated to be at least 50% done.

3.2.3 Handling Stale Results

A continuous analysis that does not interrupt its offline analysis may generate stale results. Furthermore, as the developer edits the code, displayed results may become stale.

We group continuous analyses by how they handle stale results into two categories: (1) immediately remove stale results, and (2) wait to remove stale results until new results are available. Analyses in either category can use cues to indicate that results are potentially stale and/or a new analysis is being run. It would also be possible to delay removing the analysis results or to create a separate (perhaps fast) analysis to check if stale results no longer apply, and remove them based on that analysis.

**Immediately remove:** The continuous analysis immediately removes the stale results and, potentially, indicates that the offline analysis is being rerun. This approach is appropriate if displaying stale results may lead to developer confusion. For example, showing a compilation error for code
that the developer has already fixed may cause the developer to waste time re-examining the code. Examples include Quick Fix Scout [109] and most Eclipse analyses based on Incremental Project Builders, such as the Eclipse FindBugs and Checkstyle plug-ins. A never-interrupting, immediately-removing analysis may be a poor choice because if the developer edits the code while the analysis is running, the continuous analysis completes the offline analysis but never shows its results to the developer.

**Display stale:** The continuous analysis waits to remove the stale results until new results are available. Removing the old results may hinder a developer using them. For example, when fixing multiple compilation errors, the first keystroke makes all the results stale, but nonetheless the developer wants to see the error while fixing it and may want to move on to another error while the code is being recompiled. If the developer edits one part of the code, then all the analysis results technically become stale, but the developer may know that analysis about unaffected parts of the code remain correct. The Crystal tool [22, 20] is an example of a display-stale analysis, because it visually identifies results as potentially stale.

Unless otherwise noted, when we describe an $\varepsilon$-continuous analysis implementation, we mean a memory-change-triggered, non-overlapping, immediately-interrupting, immediately-removing analysis.

### 3.3 Codebase Analysis

This section describes our Codebase Analysis design, and how it addresses the challenges of isolation and currency.

#### 3.3.1 Codebase Analysis Architecture

Codebase Analysis converts an offline analysis $A_o$ into a continuous analysis $A_c$ while addressing the two major challenges to creating continuous analysis tools: isolation and currency.

*Isolation* ensures that the developer’s code changes and the execution of the offline analysis happen simultaneously without affecting each other. The developer should be isolated from $A_c$: $A_c$
should neither block the developer nor change the code as the developer is editing it (even though an impure $A_o$ may need to change the code). Additionally, $A_c$ should be isolated from the developer: developer edits should not alter the snapshot in the middle of an $A_o$ execution, potentially affecting the results.

Despite isolation between the developer and $A_c$, *currency* requires $A_c$ to react quickly to developer edits and to $A_o$ results. Whenever the developer makes an edit, $A_c$ should be notified so that it can mark old results as stale, terminate and restart $A_o$, or take other actions. $A_c$ should react to fine-grained changes in the developer’s editor’s buffer, without waiting until the developer saves the changes to the file system nor commits them to a repository. $A_c$ should also react quickly to $A_o$ results, making them promptly but unobtrusively available to the developer or to downstream analyses.

Eclipse provides the Jobs API [48], which allows the UI thread to spawn an asynchronous task, execute it in the background, and eventually join back to the UI thread. Eclipse’s incremental compiler and continuous analysis plug-ins implemented on Incremental Project Builders use the Jobs API. Codebase Analysis does not follow this approach because the Jobs API does not support the goals of isolation and currency. The Jobs API does not maintain a separate copy of the program, so any code changes by an impure analysis would interfere with the developer, thus failing to provide isolation. The Jobs API does not have direct access to an editor-buffer-level representation of the program, so to provide currency, the continuous analysis would have to combine active editor buffers with the file representation of the program.

Codebase Analysis addresses the isolation challenge by creating and maintaining an in-sync copy of the developer’s codebase. Codebase Analysis addresses the currency challenge by providing notifications for events that occur in the developer’s IDE and in $A_c$; these events can trigger terminating and restarting $A_o$ and updating the UI.

Figure 3.1 shows the architecture of Codebase Analysis. The IDE API generates events for all developer actions, including changes to the code. Codebase Analysis keeps a queue of these events, and applies them to the copy codebase. Meanwhile, $A_c$ can pause the queue, run $A_o$ on the copy snapshot, collect $A_o$ results, resume the queue, and update the results shown to the developer.
Codebase Analysis also notifies $A_c$ about new developer actions, so that $A_c$ may decide to interrupt, alter, or continue $A_o$’s execution.

Codebase Analysis supports multiple $A_c$ using the same copy codebase, via the readers-writers lock protocol. Codebase Analysis runs one impure $A_c$ or multiple pure $A_c$ in parallel. For example, a developer might run continuous testing and FindBugs in parallel to obtain both dynamic information — test results — and static information — FindBugs warnings. Running multiple pure $A_c$ in parallel amortizes the already-low overhead (see Section 3.5.1). Codebase Analysis guarantees that, even with multiple $A_c$, at any given time, the copy codebase can be modified by at most one analysis, and the copy codebase never changes during a pure analysis execution.

For exposition purposes, this dissertation introduces the Codebase Analysis design with one copy codebase. A Codebase Analysis implementation can maintain multiple copy codebases and run multiple impure $A_c$ in parallel by running each impure $A_c$ on a separate copy codebase.

3.3.2 Ensuring Isolation and Currency

In addition to Codebase Replication’s principles, Codebase Analysis employs two more principles to overcome the challenges of isolation and currency: exclusive ownership, and staleness detection.

**Exclusive ownership:** Changing the snapshot in the middle of an execution may cause $A_o$ to produce incorrect results or to crash. The situation also arises if multiple $A_o$ run on the same code at once, and at least one of them is impure. Codebase Analysis allows one impure $A_c$ at a time to claim exclusive access to a copy snapshot while its $A_o$ executes, excluding all other analyses and pausing synchronization updates with the developer’s buffer.
Staleness detection: $A_o$ results from an old snapshot might become stale as a result of the developer’s changes. If a change occurs while $A_o$ executes, the result may already become stale by the time $A_o$ completes. When a change occurs, Codebase Analysis notifies $A_c$ and allows it to choose to finish executing or to terminate $A_o$.

Section 3.5 will revisit how well our design and implementation satisfy these requirements.

3.3.3 Improving Currency with Analysis Termination

To improve analysis input currency, when there is an edit that conflicts with an ongoing analysis execution, Codebase Analysis has the ability to terminate the ongoing analysis execution, apply the conflicting edits to the copy codebase, and rerun the analysis on the updated codebase. Proper termination of an ongoing analysis requires additional support from either $A_o$ or $A_c$. This section discusses two designs: one in which the support is provided by $A_o$ and one in which the support is provided by $A_c$.

$A_o$-provided termination support: The first way to provide external support for termination is to require external interruption support from the offline analysis $A_o$. When Codebase Analysis interrupts an ongoing analysis execution, $A_o$ is expected to abandon its execution and do any cleanup that is needed in a timely manner, such as reverting modifications to the source code, databases, file pointers, and class loaders. If $A_o$ provides external interruption support, $A_c$ requires no changes. It just interrupts $A_o$ when a conflicting developer edit is detected.

$A_c$-provided termination support: The second way to provide external support for termination is to design $A_c$ to never interrupt the offline analysis $A_o$, instead executing $A_o$ multiple times on different chunks of the codebase (e.g., one execution per file). $A_c$ then needs to compose the individual results into a single analysis result for the whole program. Each time $A_o$ finishes executing on a chunk, $A_c$ checks for interrupts. If there is an interrupt, $A_c$ abandons computing the result for the whole program, cleans up, and returns ownership to Codebase Analysis. This approach does not require any modifications to $A_o$. However, it is only applicable when $A_o$ is modular (can be split up to work on program chunks) and executing it on individual chunks is much faster than on
the whole program.

To enable $A_c$-provided termination support, Codebase Analysis supports a *step-based execution model* that handles interruption and termination, making it easy to write an interruptible $A_c$ for a modular $A_o$. The continuous analysis $A_c$ creates a sequence of *steps*, each one an atomic unit of work that executes in a reasonable amount of time, such as several seconds. There are two kinds of steps: (1) *RUN* steps that represent normal analysis execution, and (2) *CLEANUP* steps that clean up side effects. Codebase Analysis maintains a worklist of steps, executes them in order, and checks for interruptions after each step execution. When it detects an interruption, such as a developer edit, Codebase Analysis ignores the remaining *RUN* steps and executes the remaining *CLEANUP* steps.

Consider a continuous testing analysis tool (Section 3.5.2) that runs all tests in the project and displays the results to the developer. The tool would not be responsive to the developer’s changes if it finishes executing the entire test suite before checking for new developer changes. The step-based execution model improves the tool’s responsiveness by checking for changes more often, for example, after each class’s tests finish.

For a modular offline analysis, executing it on a chunk of code corresponds to adding one *RUN* step to the worklist. For example, continuous testing adds the following steps to the worklist: one *RUN* step that creates a new class loader and identifies the test classes that JUnit can run (concrete classes with at least one test), one *RUN* step per test class that runs JUnit on that class, and one *CLEANUP* step, which releases the resources used by the new class loader. For the above-mentioned continuous testing implementation, Codebase Analysis checks for conflicting edits after each step. If there is an interruption, Codebase Analysis ignores remaining *RUN* steps, but executes the *CLEANUP* step, which ensures that the new class loader does not leak memory.

Assuming that executing each step is bounded by $\tau$ time, the step-based analysis execution approach guarantees that the offline analysis execution can be terminated safely in $(c + 1) \cdot \tau$ time, where $c$ is the number of *CLEANUP* steps added to the worklist before the analysis is interrupted. We anticipate that for most analyses, $c$ will be small.

Our Eclipse-based Codebase Analysis prototype Solstice, which we describe next in Sec-
tion 3.4 supports the step-based execution model, and all the Solstice-based plug-in analyses from Section 3.5.2 use it. Support for the step-based execution model required, on average, only an extra 100 LoC.

3.4 Solstice: Codebase Analysis for the Eclipse IDE

To evaluate Codebase Analysis, we built Solstice, an Eclipse-based, open-source Codebase Analysis prototype. Solstice is available at https://bitbucket.org/kivancmuslu/solstice/ publicly. This section describes Solstice (Section 3.4.1), explains how to implement continuous analysis tools using Solstice (Section 3.4.2), and describes one such implementation (Section 3.4.3). Later, Section 3.5.2 describes our experience using Solstice to develop four continuous analysis tools.

To the best of our knowledge, Solstice is the first framework that aids implementing memory-change-triggered analysis tools for arbitrary source and binary code analyses, which would otherwise be considerably more difficult to build.

3.4.1 Solstice Implementation

This section explains the Solstice implementation and refines Codebase Analysis with Eclipse-specific concerns.

Figure 3.2 illustrates Solstice’s architecture. Solstice consists of two parts. Solstice server runs on the developer’s Eclipse and is responsible for listening to the developer’s actions. Solstice client runs on a background Eclipse (which we describe next) and is responsible for keeping the copy codebase in sync and managing the ownership of the copy codebase. Solstice-based continuous analysis tools use Solstice client for their computation logic and Solstice server for their visualization logic and to interact with the developer.

The Eclipse API allows each Eclipse process to be associated with (and have access to) only one workspace. Solstice interacts with two Eclipse processes running at once: the developer’s normal Eclipse, which manages the developer’s workspace, and a second, background Eclipse,
which runs Solstice client and maintains the copy workspace (and with it, the copy codebase).

The background Eclipse is headless—it has no UI elements and the developer never sees it. The copy workspace resides in a hidden folder on disk. The Solstice implementation maintains one copy codebase. It runs all pure $A_c$ in parallel, and each impure $A_c$ in isolation.

Each time the developer starts Eclipse, Solstice executes an initialization synchronization protocol that briefly blocks the developer and ensures that the copy workspace is in sync with the developer’s workspace. The first time the developer uses Solstice, the initialization synchronization protocol acts as a full synchronization and creates a complete copy of the developer’s workspace on disk. Future executions verify the integrity of the files in the copy workspace through checksum and update the files that were added, removed, or changed in the developer’s workspace outside of the IDE.
After the initialization synchronization protocol, Solstice server attaches listeners to the developer’s Eclipse. The listeners track edits to the source code, changes to the current cursor location, changes to the currently selected file, changes to the currently selected Eclipse project, invocations of Quick Fix, proposals offered for a Quick Fix invocation, and selections, completions, and cancellations of Quick Fix proposals. Developer actions that alter the code generate both a developer action event (e.g., to say that the developer clicked on a menu item) and an edit event that encodes the code changes. Solstice server sends the developer’s events to the Solstice client, which makes the incoming events available to the continuous analysis tool through the observer pattern and applies all edits on the developer’s workspace to the copy workspace.

3.4.2 Building Solstice-Based Tools

This section explains how to use Solstice to build a continuous analysis tool $A_c$ based on an offline analysis implementation $A_o$. We refer to the author as the person developing $A_c$, and to the developer as the person later using $A_c$.

To implement $A_c$, the author specifies: (1) how $A_c$ computes the results, (2) how $A_c$ interacts with the developer, (3) the information that needs to be communicated between the server and the client components of $A_c$, and (4) how $A_c$ handles stale results.

(1) The author specifies $A_c$ computation logic — how $A_o$ runs and produces results. The computation logic is implemented as an Eclipse plug-in that interacts with Solstice client, represented as analysis client in Figure 3.2. The computation logic always runs on the background Eclipse using the contents of the copy workspace.

Most analyses must verify some pre-conditions before running on a codebase. Solstice API contains analysis steps that simplify this verification process for common pre-conditions. For example, the author can use ProjectCompilesStep to ensure that the codebase has no compilation errors or ResourceExistsStep to ensure that a particular resource (e.g., test folder) exists. If a step’s pre-conditions fails, Solstice abandons the analysis and shows a descriptive warning message to the developer.

As an additional contingency mechanism for infinite loops due to bugs in the analysis or dy-
dynamic execution of unknown code, Solstice lets the author specify a **timeout** for each step. If a step takes longer than its timeout, Solstice assumes that the analysis went into an infinite loop and terminates the analysis, including the remaining steps.

(2) The author specifies the interaction logic—how $A_c$ shows results and interacts with the developer. The interaction logic is implemented as an Eclipse plug-in that interacts with Solstice server, represented as analysis server in Figure 3.2. The interaction logic runs on the developer’s Eclipse using the developer’s editor.

The same way Eclipse manages the life-cycle of its plug-ins, Solstice manages the life-cycle of $A_c$: each $A_c$ starts after Solstice starts (when the developer opens Eclipse) and terminates before Solstice terminates (when the developer closes Eclipse). The author does not need to create and manage a thread for $A_c$, as Solstice takes care of these details.

For the rest of the section, we assume that $A_c$ interacts with the developer. Continuous analysis tools that do not interact with the developer (e.g., an observational $A_c$ that only logs developer actions) do not need an analysis client component: Solstice client duplicates all developer edits and $A_c$ (analysis client) can access those events directly from Solstice client via listeners.

(3) The author specifies the communication between analysis client and analysis server. The analysis results generated by analysis client need to be sent to analysis server to be displayed to the developer, as shown in Figure 3.2. The communication does not have to be one-directional (although the example communication shown in Figure 3.2 is). For example, the analysis server can allow the developer to modify $A_c$ settings, which it would then send to the analysis client.

The Solstice API trivializes the inter-process communication between the analysis client and the analysis server. The author can invoke `sendMessage(...)` to communicate a Serializable Java object from the analysis client to the analysis server or vice versa. Solstice takes care of all low-level networking details, deserializes the object on the receiver, and executes a method that processes the object.

(4) The author writes the logic for handling potentially-stale $A_o$ results. Solstice timestamps
<table>
<thead>
<tr>
<th>Program</th>
<th>Workspace Size (MB)</th>
<th>Code Size (KLoC)</th>
<th>Sync Time (seconds)</th>
<th>Empty Copy µ</th>
<th>Empty Copy σ</th>
<th>In-sync Copy µ</th>
<th>In-sync Copy σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>CrosswordSage</td>
<td>17</td>
<td>4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>ASMX</td>
<td>26</td>
<td>43</td>
<td>1.8</td>
<td>0.4</td>
<td>0.5</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>Voldemort</td>
<td>55</td>
<td>160</td>
<td>6.4</td>
<td>0.8</td>
<td>1.3</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>JDT</td>
<td>164</td>
<td>1,694</td>
<td>124.0</td>
<td>10.8</td>
<td>8.6</td>
<td>1.1</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.3: Solstice initial synchronization protocol performance. Each cell is the mean of 20 executions.

every developer action and edit, $A_o$ start, and $A_o$ finish, to ensure that no event is lost and that Solstice knows to which snapshot an $A_o$ result applies. Solstice supports all the policies discussed for abandoning $A_o$ (Section 3.2.2) and handling stale results (Section 3.2.3). Solstice provides APIs for common scenarios, such as removing $A_o$ results with each developer edit. To specify the staleness behavior of $A_c$, the author needs to set the value of one boolean argument. Solstice takes care of all low-level details, such as attaching multiple listeners to Eclipse to detect resource changes and updating the analysis visualization while handling potentially stale results.

3.4.3 An Example Solstice Continuous Analysis Plug-in

Suppose an author wants to use Solstice to build an $A_c$ using an $A_o$. The author decides that $A_c$ will be never-interrupting (Section 3.2.2) and display-stale (Section 3.2.3): when the developer makes a change while $A_o$ executes, $A_o$ might as well finish, and $A_c$ will display potentially stale results to the developer, with an indicator.

The author would have to write the following interaction logic for $A_c$ (analysis server):

```java
class Server extends AnalysisServer {
    public Server() {
        super(true /*Display potentially stale results with an indicator*/);
    }

    // Implement one of the following two methods:
    /** Convert results to human-readable text that will be displayed */
    * in the analysis view. */
    String resultToText(Result result) {...}

    /** Convert results to Eclipse markers that will be displayed */
    * in the analysis marker view and in the source code. */
```
Server passes true to the AnalysisServer constructor, which makes Solstice display potentially stale results with a special indicator. Solstice calls resultToText(...) and resultToMarkers(...) with \( A_o \) results (Result) received from the analysis client. The author needs to implement at least one of these methods to transform Result into a human-readable text or Eclipse markers, which Solstice uses to automatically update the contents of the corresponding Eclipse view.

The author would also have to write the following computation logic for \( A_c \) (analysis client):

```java
class Analysis extends ResourceBasedAnalysis {
    List<Step> getSteps() {
        List<Step> steps = new ArrayList<>();
        steps.add(new RunStep() {
            void run() {
                Result result = runOfflineAnalysis();
                generateResult(result);
            }
        });
        return steps;
    }
}
```

Analysis extends ResourceBasedAnalysis, which makes Solstice rerun \( A_o \) each time Solstice applies all developer edits to the copy workspace and the copy workspace is up to date. Under the step-based semantics, Solstice executes the analysis steps returned from getSteps(). Each step can invoke generateResult(Result), which makes Solstice automatically send this Result to the analysis server.

### 3.5 Evaluation

To evaluate Solstice, we empirically measured its performance overhead (Section 3.5.1), determined the ease of using Solstice by implementing four proof-of-concept continuous analysis tools (Section 3.5.2), observed developers’ interaction with continuous analysis tools in two case studies (Section 3.5.3), and compared Solstice to other methods of implementing IDE-integrated continuous analyses (Section 3.5.4).
<table>
<thead>
<tr>
<th>Operation</th>
<th>Initial File Size (chars)</th>
<th>IDE Overhead (s)</th>
<th>Sync Delay (s)</th>
<th>Operation</th>
<th>Initial File Size (chars)</th>
<th>IDE Overhead (s)</th>
<th>Sync Delay (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text Insert</td>
<td>1</td>
<td>0.001</td>
<td>0.002</td>
<td>Text Delete</td>
<td>1</td>
<td>0.001</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.001</td>
<td>0.002</td>
<td></td>
<td>100</td>
<td>0.001</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>0.001</td>
<td>0.002</td>
<td></td>
<td>1,000</td>
<td>0.001</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>10,000</td>
<td>0.002</td>
<td>0.003</td>
<td></td>
<td>10,000</td>
<td>0.002</td>
<td>0.002</td>
</tr>
</tbody>
</table>

**Text Edit Summary**  
\[ \leq 0.003 \]  
\[ \leq 0.003 \]

<table>
<thead>
<tr>
<th>Operation</th>
<th>Initial File Size (chars)</th>
<th>IDE Overhead (s)</th>
<th>Sync Delay (s)</th>
<th>Operation</th>
<th>Initial File Size (chars)</th>
<th>IDE Overhead (s)</th>
<th>Sync Delay (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>File Add</td>
<td>100</td>
<td>0.001</td>
<td>0.001</td>
<td>File Remove</td>
<td>100</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>0.102</td>
<td>0.157</td>
<td></td>
<td>1,000</td>
<td>0.056</td>
<td>0.106</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.464</td>
<td>1.305</td>
<td></td>
<td></td>
<td>0.566</td>
<td>2.491</td>
</tr>
</tbody>
</table>

**File Edit Summary**  

Figure 3.4: The Solstice-induced overhead on developer edits for keeping the copy workspace in sync. Text operations of size 1 are single keystrokes, and larger text operations add, replace, or remove 100 consecutive characters at once to represent cut, paste, and tool applications, such as applying a refactoring or an auto-complete. File operations of size 1 are manual file generation, copy, and removal, and larger file operations represent copying, removing, or importing a directory or an entire Eclipse project. “IDE Overhead” measures the overhead imposed on the responsiveness of the IDE, and “Sync Delay” measures the delay before the copy workspace is up to date. For each text operation experiment, we executed the operation 100 times and took the average to reduce external bias, such as JVM warmup.

### 3.5.1 Solstice Performance Evaluation

An effective continuous analysis should meet the following requirements:

**Low initialization overhead**: The developer should not be blocked too long during startup (Section 3.5.1).

**Low synchronization overhead**: While using the IDE, the developer should experience negligible overhead (Section 3.5.1).

**High analysis input currency**: The delay after an edit before an analysis can access an up-to-date program in the copy codebase should be small (Section 3.5.1).

This section presents the results of performance experiments addressing these three requirements. The experiments were executed on a MacBook Pro laptop (Mac OS X 10.9, i7 2.3 GHz quad core, 16 GB RAM, SSD hard drive). Solstice ran with a 512 MB RAM limitation for each of the server and client components.

### Initial Synchronization Protocol Cost

Every time the developer runs Eclipse, Solstice executes a blocking initial synchronization protocol (recall Section 3.4) to ensure that the copy workspace is in sync with the developer’s workspace.
This is required because Solstice does not track changes to the developer’s workspace when Eclipse is not running.

We have tested Solstice’s initial synchronization protocol using four different workspace contents (Figure 3.3). For each setting, we created a workspace with one program and invoked the initial synchronization protocol for two extreme cases: full synchronization and no synchronization. In the full case, the copy workspace is empty, which requires Solstice to copy the entire workspace. In the none case, the copy workspace is already in sync, which requires Solstice to only verify that the copies are in sync using checksums. Since developers make most of their code changes within an IDE, we expect most invocations of Solstice after the first one to resemble the none case.

Figure 3.3 shows that Solstice has low synchronization overhead. This could be further reduced by a lazy initial synchronization protocol that only processes the active Eclipse project and its dependencies, not all projects in the program (for example, JDT consists of 29 Eclipse projects from eclipse.jdt, eclipse.jdt.core, eclipse.jdt.debug, and eclipse.jdt.ui).

Solstice would have been easier to implement if it always built a brand new copy of the workspace on Eclipse startup. There would be two main sources of overhead:

1. Copying the files. For the JDT workspace, containing 16,408 files, this takes 30 seconds ($\sigma = 1.1$ sec.).
2. Creating an Eclipse project and importing it into the workspace. Eclipse creates metadata for the project and indexes project files. For the JDT workspace, this takes 74 seconds ($\sigma = 2.5$ sec.).

This is 12 times slower than Solstice’s incremental synchronization, which takes only 8.6 seconds for the JDT workspace.

*IDE Synchronization Overhead*

Solstice tracks all developer changes at the editor buffer level. The “IDE overhead” column of Figure 3.4 shows, for the most common developer actions, the IDE overhead that Solstice introduces when the action is initiated programmatically. The overhead is independent of the edit size and is no more than 2.5 milliseconds.

Even adding or removing 1000 files incurs modest overhead that is similar to the 1.085 seconds that Eclipse takes to import similar-sized project (org.eclipse.jdt.core, 1205 files).
Figure 3.5: Summary of four Solstice-based continuous analysis tools. Each tool consists of “UI” code for basic configuration and result visualization, “IPC” code for serialization, “Core” code for setting up and running the offline analysis $A_o$, and “Other” code for extension points. Code sizes are larger than reported in [105] because of new UI functionality and support for the step-based execution model. The continuous PMD analysis took little development time due to similarities to FindBugs, which was developed before it. Each tool is $\varepsilon$-continuous and the table reports the maximum observed $\varepsilon$ values. The experiments used PMD’s java-basic ruleset and all of Commons CLI’s 361 tests. The Check Synchronization evaluation considers 11 (out of 31) of the Java Grande benchmark programs (main classes). 14 programs could not be executed by Check Synchronization and 6 programs took longer than 5 minutes and were excluded due to time considerations.

Copy Codebase Synchronization Delay

To allow $A_c$ to access the up-to-date version of the developer’s code, Solstice must quickly synchronize the copy workspace. The “Sync delay” column of Figure 3.4 shows the delay Solstice incurs during synchronization for the most common developer operations. Synchronizing text edits takes no more than 2.5 milliseconds. Thus, Solstice provides $A_c$ access to the developer’s code that is no more than 2.5 milliseconds old. Importing and deleting a 1000-file project takes longer, up to 2.5 seconds, but since these operations are rare and already take several seconds for Eclipse to execute, the Solstice delay should be acceptable.

Summary

Our performance analysis demonstrates that Solstice introduces negligible overhead to the IDE, does not interrupt the development process (except during startup) and provides access to an up-to-date copy codebase with negligible delay.

3.5.2 Solstice Usability Evaluation

We have used Solstice to build four continuous analysis Eclipse plug-ins, each using an existing offline analysis implementation. This section describes these implementations and reports on the building experience.

Figure 3.5 summarizes the continuous analysis tools built on Solstice. The epsilon values in Figure 3.5 are computed by instrumenting Solstice to timestamp the moments when:

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Lines of Code</th>
<th>Dev. Time (h)</th>
<th>Evaluation Subject Program</th>
<th>$A_o$ Run Time (s)</th>
<th>$\varepsilon_o$ (s)</th>
<th>$\varepsilon_i$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FindBugs</td>
<td>240</td>
<td>18</td>
<td>239</td>
<td>22</td>
<td>25</td>
<td>0.033</td>
</tr>
<tr>
<td>PMD</td>
<td>265</td>
<td>18</td>
<td>224</td>
<td>22</td>
<td>4</td>
<td>0.033</td>
</tr>
<tr>
<td>Check Sync.</td>
<td>160</td>
<td>39</td>
<td>324</td>
<td>22</td>
<td>24</td>
<td>0.033</td>
</tr>
<tr>
<td>Testing</td>
<td>581</td>
<td>184</td>
<td>458</td>
<td>22</td>
<td>1245</td>
<td>0.033</td>
</tr>
</tbody>
</table>
After an analysis computed its initial results, we made 10 small edits in Eclipse (ranging a few lines to adding/remove one method) that produce different analysis results. For each analysis execution, we computed $\varepsilon_i = t_s - t_e'$ and $\varepsilon_a = (t_as - t_e) + (t_d - t_ae)$ and Figure 3.5 displays their maximum.

This section presents each continuous analysis as a separate Eclipse plug-in. Solstice supports running multiple pure $A_c$ in parallel.

Continuous FindBugs

FindBugs is a static analysis tool that finds common developer mistakes and bad practices in Java code, such as incorrect bitwise operator handling and incorrect casts. FindBugs has found bugs in open-source software, is useful to developers, and is extensible with new defect patterns [76]. It is available as a command-line and a GUI tool, an Ant task extension, and an Eclipse plug-in [55].

The FindBugs Ant task extension and Eclipse plug-in can automate FindBugs invocations, but both fall short of being $\varepsilon$-continuous according to Definition 5 in Section 3.1. The Ant task extension executes only with each Ant build. The Eclipse plug-in has two FindBugs implementations. The developer has to manually invoke the complete FindBugs that analyzes the whole project. There is also a lighter Eclipse-Incremental-Project-Builders version that is disabled by default. This lightweight version automatically recomputes the FindBugs warning for the current editor file whenever the developer saves outstanding changes on the editor file. Both tools require the developer to perform an action to run, and neither reacts to changes made to the editor buffer. Further, since changes to one file may affect the analysis results of another, the lightweight mode of FindBugs plug-in may miss warnings.

We have used Solstice to build a proof-of-concept, open-source continuous FindBugs plug-in, available at [https://bitbucket.org/kivancmuslu/solstice-continuous-findbugs/]. The plug-in uses the command-line FindBugs to analyze the .class files for all the classes in the currently active Eclipse project and all their dependent libraries. The plug-in’s simple visualization displays the FindBugs warnings in an Eclipse view [49], which is a configurable window similar
Figure 3.6: Continuous FindBugs running on Voldemort. Both images show the top four warnings. The left screenshot shows the original Voldemort implementation; its first FindBugs warning suggests that the first use of `.equals(...)` is too restrictive. The developer changes `.equals(...)` to `instanceof` (right screenshot) and the top warning disappears without the developer saving the file or invoking FindBugs.

Figure 3.7: Continuous PMD running on Voldemort. Both images show the top four warnings. The left screenshot shows the original Voldemort implementation; its first PMD warning suggests that the parentheses around `new` are unnecessary. The developer removes these parentheses (right screenshot) and the first warning disappears, without the developer saving the file or invoking PMD.

to the Eclipse Console. The plug-in immediately removes potentially stale warnings and recomputes warnings for the up-to-date codebase. Figure [3.6] shows two continuous FindBugs plug-in screenshots.

Continuous PMD

PMD [123] is a static Java source code analysis that finds code smells and bad coding practices, such as unused variables and empty catch blocks. It is available for download as a standalone executable and as plug-ins for several IDEs, including Eclipse. Like FindBugs, it is popular and well-maintained. Unlike FindBugs, PMD works on source code. The existing Eclipse plug-in is not continuous; the developer must right-click on a project and run PMD manually.
We have used Solstice to build a proof-of-concept, open-source continuous PMD plug-in, available at [https://bitbucket.org/kivancmuslu/solstice-continuous-pmd/](https://bitbucket.org/kivancmuslu/solstice-continuous-pmd/). The plug-in uses the command-line PMD to analyze the .java files for the currently active Eclipse project. The plug-in’s visualization displays the PMD results in an Eclipse view. The plug-in immediately removes potentially stale results and recomputes results for the up-to-date codebase. Figure 3.7 shows two continuous PMD plug-in screenshots.

**Continuous Check Synchronization**

Check Synchronization [29], based on technology first introduced in Eraser [131], is a race detection tool that detects potentially incorrect synchronization using dynamic checks. The tool has not yet been integrated into any IDEs.

We have used Solstice to build a proof-of-concept, open-source continuous Check Synchronization plug-in, available at [https://bitbucket.org/kivancmuslu/solstice-continuous-check-synchronization/](https://bitbucket.org/kivancmuslu/solstice-continuous-check-synchronization/). The plug-in searches for all classes with main methods inside the current project and runs the Check Synchronization tool on these classes. For each class with a main method, the plug-in shows the results to the developer through an Eclipse view. The plug-in immediately removes potentially stale results and recomputes new results for up-to-date codebase. Figure 3.8 shows two continuous Check Synchronization plug-in screenshots.

**Continuous Testing**

Continuous testing [130] uses otherwise idle CPU cycles to run tests to let the developer know as soon as possible when a change breaks a test. Continuous testing can reduce development time by up to 15% [128]. There are Eclipse [130, 78], Visual Studio [34], and Emacs [129] plug-ins for continuous testing. The original Eclipse plug-in [130] is $\varepsilon$-continuous, however it modifies Eclipse core plug-ins, making it difficult to update the implementation for new Eclipse releases; in fact, the plug-in does not support recent versions of Eclipse. By contrast, Solstice requires no modifications to the Eclipse core plug-ins and would apply across many Eclipse versions.

We have used Solstice to build a proof-of-concept, open-source continuous testing plug-in, available at [https://bitbucket.org/kivancmuslu/solstice-continuous-testing/](https://bitbucket.org/kivancmuslu/solstice-continuous-testing/). The plug-in runs the tests of the currently active Eclipse project. The plug-in immediately removes potentially stale test results and recomputes the test results for up-to-date codebase. The plug-in’s simple visualization displays the test results in an Eclipse view. Figure 3.9 shows two continuous testing plug-in screenshots.
Figure 3.8: Continuous data race detection running on Pool. Both images show the top warning. The left screenshot shows the original, buggy Pool implementation; its first warning suggests that the `SleepingObjectFactory.counter` field might have a data race. The developer adds `synchronized` to the method signature (right screenshot) and the top warning disappears without the developer saving the file or invoking data race detection.

3.5.3 Solstice Continuous Testing Usability Evaluation

We evaluated how continuous tools built with Solstice affect developer behavior in two ways. The author of this dissertation used the Solstice continuous testing plug-in (Section 3.5.2) during routine debugging (Section 3.5.3), and we ran a case study (Section 3.5.3).

Debugging with Solstice Continuous Testing

The first author used the Solstice continuous testing plug-in (CT_Solstice) while debugging a BibTeX management project, consisting of 7 Java KLoC. The project was exhibiting `RuntimeException` crashes
on a specific input. The author used CT_{Solstice} while writing tests and fixing the defect. This took 3 days, and required an extension to the project’s architecture and writing more than 100 LoC.

At the start of the debugging process, the subject program had no tests. The author wrote two tests: a regression test to validate that nothing was broken while fixing the defect, and another test for the failing input to observe the presence of the error. The tests were 60 LoC on average and implemented the following algorithm: parse a bibliography from a hard-coded file, programmatically construct a bibliography that is expected to be equivalent to the parsed one, and assert that two bibliography representations are equivalent. The case study led to the following three observations:

CT_{Solstice} can speed up discovering unknown bugs: When an input file did not exist, the program crashed with a FileNotFoundException. The author discovered this error early, right after starting implementing the regression test: CT_{Solstice} ran an incomplete test with an invalid path. The author would not have thought to run this incomplete test and would have discovered the error later, if at all.

CT_{Solstice} simplifies debugging: CT_{Solstice} enables live programming [17, 23, 149, 71]. While debugging, developers often use print statements to view intermediate program state and assist in understanding behavior. CT_{Solstice} makes the continuous testing console output and error streams available to the developer. With each edit, CT_{Solstice} recomputed and redisplayed these logs, giving near-instant feedback on how changes to the code affected the print statements, even if the changes did not affect the test result. The author felt this information significantly simplified the debugging task.

CT_{Solstice} is unobtrusive: During this debugging process, the author never experienced a noticeable slowdown in Eclipse’s operation and never observed a stale or wrong test result.

Solstice Continuous Testing Case Study

To further investigate how developers interact with Solstice continuous analysis tools, we conducted a case study using the Solstice continuous testing plug-in. This case study investigates the following research questions:

RQ1: What is the perceived overhead for Solstice continuous analysis tools?

RQ2: Do developers like using Solstice continuous analysis tools?

The remainder of the section explains our case study methodology, presents the results, and discusses threats to validity.
### Solstice continuous testing

<table>
<thead>
<tr>
<th></th>
<th>Strongly Agree</th>
<th>Agree</th>
<th>Neutral</th>
<th>Disagree</th>
<th>Strongly Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test results were always up to date.</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I liked using continuous testing.</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3.10: Exit survey summary for the user study subjects who used Solstice continuous testing.

**Methodology**

Each subject implemented a graph library using test-driven development (TDD). The subject was given skeleton `.java` files for the library, containing a complete Javadoc specification and a comprehensive test suite of 93 tests. The method bodies were all empty, other than throwing a `RuntimeException` to indicate that they have not been implemented. Accordingly, all tests failed initially. The subject’s task was to implement the library according to the specification and to make all tests pass. The subjects were asked not to change the specification and not to change, add, or remove tests, but they could configure Eclipse as they wished and could use the Internet throughout the task.

For the case study, we recruited 10 graduate students at the University of Washington who were unfamiliar with our research\(^3\). Half of these subjects were randomly assigned to use JUnit (base treatment) and the remaining half were assigned to use the Solstice Continuous Testing plug-in. Subjects had varying Java (1 to 12 years), JUnit (none to 4 years), and TDD (none to 4 years) experience.

All sessions were conducted in a computer lab\(^4\) at the University of Washington. After a 5-minute introduction that explained the purpose of the study, each subject completed a tutorial to learn the tool they would be using during the session. Then, each subject implemented as much of the graph library as possible within 60 minutes. We recorded the computer screen and snapshotted the subject’s codebase each time it was compiled. Finally, we conducted a written exit survey, asking the subjects about their experience.

---

\(^3\)Subjects were recruited through a standard IRB-approved process. Participation in the study was compensated with a $20 gift card.

\(^4\)Computer specs: Intel i5-750: 2.67 GHz quad core CPU, network drive, 4 GB memory, connected to a 30-inch display.
Results

The test suite executed in under one second (unless the subject implemented methods that took unreasonably long). This short test suite execution time is appropriate for a small library and allowed us to answer RQ1; a long-running test suite would have masked the tool’s overhead. All subjects agreed that the continuous testing results were always up to date (Figure [3.10]). In addition to the Likert-scale questions in Figure [3.10], the exit survey also had a free-from question that asked the subjects to comment on their experience with the Solstice continuous testing plug-in. For example, one subject commented: “I really liked the fast feedback [from continuous testing].” Although the computers were running screen-recording software, two Eclipse instances, and a web browser, when asked during the exit survey if test results had been up to date, all five of the subjects agreed the results were up to date and none complained about lag nor any other evidence of overhead.

During the case study, we observed how developers interacted with Solstice continuous testing. After the tutorial, three developers (out of five) started using the tool as we expected, by repeating the following steps:

1. select a failure from the Test Failures view,
2. investigate the corresponding trace in the Trace view and navigate to the code locations using hyperlinks,
3. make the required code changes, and
4. verify that the failure is fixed (or discover that it is not) by looking at the updated results in the Test Failures view.

One subject had issues with using the two different views: she switched from the Trace view to the Javadoc view, forgot to switch back, and was confused by not being able to see the trace for the selected test failure. The last subject simply ignored the whole workflow as he was not used to using tools that provide continuous feedback. Figure [3.10] shows that all but one of the subjects liked using Solstice continuous testing. One subject commented: “I really enjoyed [using Solstice continuous testing]! . . . [Getting continuous feedback] in a real language like Java was pretty cool.”

In addition to our qualitative results, we analyzed the recorded development history of each subject. 84 test failures were fixed by at least one developer from each treatment group. The Solstice continuous testing group fixed 52 of these failures faster, whereas the JUnit group fixed 38 faster. On average, JUnit subjects fixed 62 whereas Solstice continuous testing subjects fixed 49 test failures. As the size of our study was small, none of these results is statistically significant (all $p > 0.05$) according to the Mann-Whitney U test.
Figure 3.11: Availability of Solstice analyses for one of the case study participants. The x-axis represents the development time in seconds. The vertical lines represent developer edits that yielded compilable code. Solid lines on analyses rows represent the times that the corresponding analysis would have shown up-to-date results during development. (Figure 3.12 summarizes this data across all participants.)

In answering RQ2, we conclude that Solstice continuous analysis tools are easy to use, intuitive, and unobtrusive. While our small-scale study has not shown directly the benefits of continuous analysis tools, previous research has done so [71, 87, 128, 65], and reverifying this claim is outside the scope of this work.

Availability of Results for Long-Running Analyses

Our case study used a fast analysis: the time to execute the test suite was under a second. However, executing continuously is beneficial for all analyses, even long-running ones. Executing continuously reduces the cognitive load, since the developer neither has to decide when to run the analysis nor predict when there will be a long enough break in activity to complete the analysis. The continuous analysis eliminates or reduces wait time when the developer desires the analysis results. As discussed in Section 3.2.3, even potentially-stale analysis results have value. Thus, every analysis should be run continuously, under reasonable assumptions: the analysis process is run at low priority to avoid slowing down the developer’s IDE, electrical power is less costly than the developer’s time, and the UI that presents the results is non-obtrusive.

Given that any amount of increased availability of analysis results is beneficial, we ask how often would those analysis results be available. This section investigates our case study data in a quantitative experiment to estimate the availability of results from long-running Solstice continuous analyses. We focus on the following research question:

RQ3: How does the run time of an $A_o$ affect the availability of its results to the corresponding $A_c$?

Using the development history (snapshots) of case study participants, we computed the percent availability and the average staleness of each of the four Solstice analyses of Section 3.5.2. Percent
availability is the ratio of the total time the analysis results are up to date to the total development time. Average staleness is the average value for how stale the currently-displayed results are (how long it has been since they were up to date), where up-to-date results are treated as 0 seconds stale.

We assume immediately-interrupting and display-stale (recall Section 3.2) implementations. The number of development snapshots is equal to the number of edits that yielded a compilable project. The analysis results become up to date if the developer pauses longer than $\epsilon_a + T_{ Ao }$, where:

- $\epsilon_a$: the continuous analysis result delay (Definition 5).
- $T_{ Ao }$: underlying $A_o$ run time.

$\epsilon_a$ and $T_{ Ao }$ values are taken from Figure 3.5. The analysis results become stale immediately at the beginning of the next snapshot.

Figure 3.11 shows the developer edits and the availability of each analysis as a timeline, for one of the case study participants. We did this computation for each case study participant. We provide similar figures for the other participants, and the raw data at [https://bitbucket.org/kivancmuslu/solstice/downloads/analysis_availability.zip](https://bitbucket.org/kivancmuslu/solstice/downloads/analysis_availability.zip).

Figure 3.12 shows percent availability and average staleness of each Solstice analysis, averaged over all case study participant data. The results suggest that even a continuous long-running analysis can provide value during development. Data race detection results are up to date 5% of the time.

### Threats to Validity

We assess our evaluation activities in terms of simple characterizations of internal and external validity. Internal validity refers to the completeness and the correctness of the data collected through the case studies. External validity refers to the generalizability of our results to other settings.

As in other research, the possibility of a defect in the tools is a threat to internal validity. Seeing incorrect information could confuse and slow down developers. However, we received no negative feedback about correctness.

The selection of the subject program, a simple graph library, poses a threat to external validity.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>$A_o$ Run time</th>
<th>Availability</th>
<th>Avg. Staleness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing</td>
<td>0.01 s.</td>
<td>99.7%</td>
<td>0.003 s.</td>
</tr>
<tr>
<td>PMD</td>
<td>25 s.</td>
<td>61.2%</td>
<td>10.9 s.</td>
</tr>
<tr>
<td>FindBugs</td>
<td>74 s.</td>
<td>33.7%</td>
<td>108.6 s.</td>
</tr>
<tr>
<td>Data race</td>
<td>293 s.</td>
<td>5.7%</td>
<td>1124 s.</td>
</tr>
</tbody>
</table>

Figure 3.12: $A_o$ run time, percent availability, and average staleness of each Solstice continuous analysis, averaged over all case study participant data. The results suggest that even a continuous long-running analysis can provide value during development.
Case study results for this data structure may not generalize to other software.

The selection of the offline analysis, testing, poses another threat to external validity. Case study results on how developers interact with continuous testing may not generalize to other continuous analysis tools. However, we believe the specific internal offline analysis does not affect the developer’s interaction with the continuous analysis tool.

Finally, the fact that all our subjects were PhD students poses another threat to external validity. Case study results for a particular developer population may not generalize to other developer populations. However, none of the subjects knew Solstice continuous testing before the case study and their experiences with JUnit, Eclipse, and Java varied. Most subjects had professional experience through internships in industry.

3.5.4 Alternate Implementation Strategies

There are ways other than maintaining a copy codebase to convert offline analyses into continuous ones. Very fast offline analyses can run in the IDE’s UI thread. While technically such an analysis would block the developer, the developer would never notice the blocking because of its speed. Most analyses are not fast enough for this approach to be feasible.

It is possible to reduce the running time of an offline analysis by making it incremental [124]. An incremental code analysis takes as input the analysis result on an earlier snapshot of the code and the edits made since that snapshot. Examples include differential static analyses [93], differential symbolic execution [122], and incremental checking of data structure invariants [136]. When the differences are small, incremental analyses can be significantly faster. With this speed increase, incremental analyses may be used continuously by blocking the developer whenever the analysis runs. Incremental code compilation [88] is one popular incremental, continuous analysis integrated into many IDEs. However, many analyses cannot be made incremental efficiently because small code changes may force these analyses to explore large, distant parts of the code. Further, making an analysis incremental can be challenging, requiring a complete analysis redesign. The process is similar to asking someone to write an efficient, greedy algorithm that solves a problem for which only an inefficient algorithm that requires global information is known.

While many analyses cannot be made incremental or efficient enough to run continuously while blocking the developer, those that can still benefit from being built using Codebase Analysis. An impure analysis is freed from the burden of maintaining a copy codebase, as Codebase Analysis maintains the copy codebase and lets the analyses own it exclusively. Codebase Analysis allows long-running analyses to execute on a recent snapshot and produce results that may be slightly
stale, whereas other approaches would not.

Codebase Analysis uses a step-based execution model to execute $A_o$ on the copy codebase. Codebase Analysis could instead use a build tool, such as Apache Maven or Ant, letting an analysis author declare how $A_o$ runs via build files. Although using a build tool might further simplify the $A_c$ implementation, it would also limit $A_c$ to the capabilities of the build tool. Step-based execution permits the analysis author to implement $A_c$ using arbitrary Java code or to define $A_c$ as a one-step analysis that executes a build tool.

It is possible to implement memory-change-triggered continuous analysis tools by combining a file-change continuous analysis framework such as Incremental Project Builders with tools that automatically save changes periodically such as the Smart Save plug-in [137]. However, running an analysis on a separate codebase has additional benefits. First, the developer never experiences any unwanted side-effects, such as crashes or code modifications due to impurity, of the analysis. Second, for longer-running analyses, when there is a conflicting developer edit, Codebase Analysis can let the analysis finish its execution on the copy codebase and produce correct — albeit potentially stale — results.

3.6 Contributions

While useful to developers, continuous analyses are rare because building them is difficult. We classified the major design decisions in building continuous analysis tools, and identified the major challenges of building continuous analyses as isolation and currency. We designed Codebase Analysis, which solves these challenges by maintaining an in-sync copy of the developer’s code and giving continuous analyses exclusive access to this copy codebase. We further introduced a step-based execution model that improves Codebase Analysis’s currency. We have built Solstice, a Codebase Analysis prototype for Eclipse, and used it to build four open-source, publicly-available continuous analysis Eclipse plug-ins. We have used these plug-ins to evaluate Codebase Analysis’s effectiveness and usability.

We have evaluated Codebase Analysis (1) on performance benchmarks, showing that Solstice-based tools have negligible overhead and have access to the up-to-date code with less than 2.5 milliseconds delay, (2) by building continuous analysis tools, demonstrating that Codebase Analysis and Solstice can be used for a variety of continuous tools including testing, heuristic defect finding, and data race detection and that the effort necessary to build new continuous analysis tools is low (each tool required on average 710 LoC and 20 hours of implementation effort), and (3) with case studies with developers that show that Solstice-based tools are intuitive and easy-to-use.
Codebase Analysis provides a simple alternative to redesigning offline analysis logic to work continuously. Overall, the cost of converting an offline analysis to a continuous one with Codebase Analysis is low. Further, the benefits of continuous analysis tools greatly outweigh the cost of building them with Codebase Analysis. We believe that Codebase Analysis, and our implementation, will enable developers to quickly and easily build continuous tools, and will greatly increase the availability of such tools to developers. These tools will reduce the interruptions developers face and the delay before developers learn the effects of their changes, and consequently will positively impact software quality and the developer experience.
Chapter 4

SPECULATIVE ANALYSIS: BRINGING KNOWLEDGE OF FUTURE

Developers interact with tools to automate or simplify common tasks. For example, version control systems (VCSs) simplify collaboration with other developers and integrated development environments (IDEs), such as Eclipse and Visual Studio, provide tools for refactoring, auto-complete, and correction of compilation errors. These tools have two goals: increasing developer speed and reducing developer mistakes. These tools are widely used: they are the most frequent developer actions, provided by the JDT plug-in, after common text editing commands such as delete, save, and paste [112].

Unfortunately, users of these tools are provided with little or no information about their consequences. For example, if a developer wants to understand whether her recent changes conflict with another developer’s uncommitted changes, she might commit her changes to a temporary branch and ask the other developer to attempt merging these changes with her local copy. As another example, whenever there is a compilation error in an Eclipse project, Eclipse offers Quick Fix proposals: transformations that may resolve the error. However, some of these proposals may not resolve the compilation error and may even introduce new errors. When this happens, a developer may waste time undoing the proposal or trying other proposals, and may even give up on Quick Fix.

Although the previous chapter focused on continuous analysis of developers’ current codebase, Codebase Analysis (Chapter 3) supports impure analyses that run on variants of the current codebase (cf. Section 3.3.1). This chapter focuses on speculative analysis [19], which explores potential future states of a program to compute the consequences of likely developer actions and presents the pre-computed consequences to the developer when the developer starts doing the corresponding action. A speculative analysis generates likely future states of a codebase by applying potential developer actions, and evaluates and compares these likely future states based on a metric. Codebase Analysis supports all speculative analyses since any speculative analysis can be formulated as an impure analysis.

The rest of this chapter applies speculative analysis in the context of Eclipse Quick Fixes.
Its aim is to improve Quick Fix by informing developers of the consequences of each proposal, specifically of the proposal’s effect on the number of compilation errors. As a proof-of-concept, we have built an Eclipse plug-in, Quick Fix Scout, that computes which compilation errors are resolved by each proposal. When a user invokes Quick Fix, Quick Fix Scout augments the standard dialog with additional, relevant proposals, and sorts the proposals with respect to the number of compilation errors they resolve.

This chapter makes the following contributions:

- A novel application of speculative analysis for automatically computing the consequences of Quick Fix recommendations.
- A case study that shows that 93% of the time developers apply one of the top three proposals in the reordered dialog (Section 4.4.1).
- A controlled experiment with 20 users that demonstrates that Quick Fix Scout allows developers to remove compilation errors 10% faster, compared to using traditional Quick Fix (Section 4.4.2).

The rest of the chapter is organized as follows. Section 4.1 explains the problem with Eclipse’s Quick Fix. Section 4.2 presents the design of the speculative analysis for Eclipse Quick Fixes and presents our tool, Quick Fix Scout. Section 4.3 introduces global best proposals — the additional proposals Quick Fix Scout adds to the dialog. Section 4.4 details the case study and controlled experiment design and results, and threats to the validity of these results. Finally, Section 4.5 concludes with the contributions.

### 4.1 Not Knowing the Consequences

Eclipse uses a fast, incremental compiler to identify and underline compilation errors with a “red squiggly”. A developer who invokes Quick Fix at an error sees a pop-up dialog with a list of actions each of which may fix the error. The Eclipse documentation notes that Quick Fix can be used not only to provide suggestions but also as a shortcut for more expert users.

---

1. Although the speculative-analysis-related concepts introduced in this chapter can utilize Codebase Analysis, Quick Fix Scout does not utilize Solstice since this work was done before Codebase Analysis. For coherence, the rest of this chapter is written as if Quick Fix Scout was implemented utilizing Solstice.

2. [http://wiki.eclipse.org/FAQ_What_is_a_Quick_Fix](http://wiki.eclipse.org/FAQ_What_is_a_Quick_Fix)
Figures 4.1–4.2 demonstrate a situation in which Quick Fix falls short. Figure 4.1 shows a program with two compilation errors due to a single type mismatch between a variable declaration and a use site. The variable name should be declared to be of type String but is instead declared as sTRING. Invoking Quick Fix at the declaration error shows 12 proposals (the left screenshot of Figure 4.2). The correct proposal — Change to 'String' — is the fourth choice in the list. Ideally, Eclipse would provide the correct proposal as the first recommendation. Lower positions in the list likely cause the user to spend more time studying the choices or to cancel Quick Fix and address the error manually.

Invoking Quick Fix at the use-site of the error is even worse for the developer. The right screenshot of Figure 4.2 shows the 15 Quick Fix proposals, none of which resolves either error. Sophisticated users may realize this, cancel the invocation, and finish the change manually. Others may apply a proposal and either quickly realize that this was a poor choice and undo it, or perform more actions attempting to resolve the error, creating successively more difficult situations to recover from.

4.1.1 Visualizing Quick Fix consequences

Quick Fix Scout pre-computes the consequences of each proposal and visualizes this information by augmenting the Quick Fix dialog in three ways:

1. To the left of each proposal, add the number of compilation errors that remain after the proposal’s hypothetical application.
2. Sort the proposals with respect to the number of remaining compilation errors.
3. Color the proposals: green for proposals that reduce the number of compilation errors, black for proposals that do not change the number of compilation errors, and red for proposals that increase the number of compilation errors.

Figure 4.3 — the Quick Fix Scout equivalent of the left screenshot of Figure 4.2 — shows all these augmentations, except the red coloring.

Section 4.3 discusses one additional feature of Quick Fix Scout: global best proposal, which addresses the problem in the right screenshot of Figure 4.2. Changing sTRING to String (offered only at the first error’s site) resolves both compilation errors. However, Quick Fix does not present
Figure 4.2: Eclipse offers 12 Quick Fix proposals to resolve the type error (left) and 15 Quick Fix proposals to resolve the assignment error (right) from Figure 4.1. None of the proposals offered for the assignment error resolves either compilation error.

Quick Fix Scout reorders and colors the proposals based on the number of remaining compilation errors. Since the primary intent of Quick Fix is to resolve compilation errors, we assume that a proposal that resolves more compilation errors is likely to be preferred by the developer. The proposals that resolve the same number of compilation errors are sorted using Quick Fix’s standard ordering. This allowed us to measure the effects of the main criterion more accurately when evaluating Quick Fix Scout. The empirical data support the premise that developers prefer proposals that resolve the
highest number of compilation errors. Case study participants (Section 4.4.1) who used Quick Fix Scout selected a proposal that resolved the most compilation errors 90% of the time. Similarly, controlled experiment participants (Section 4.4.2) who used Quick Fix Scout selected such proposals 87% of the time, and those who used Quick Fix, 73% of the time.

4.2 Quick Fix Scout: Speculative Analysis of Eclipse Quick Fixes

Quick Fix Scout \[107\] is an Eclipse plug-in that speculatively applies each available Quick Fix proposal and compiles the resulting program. Quick Fix Scout augments the Quick Fix dialog to show how many compilation errors would remain after each proposal’s hypothetical application, and sorts the proposals accordingly.

Next, Section 4.2.1 details the mechanism for computing Quick Fix proposals’ consequences. Section 4.2.2 explains additional optimizations specific to Quick Fix Scout. Section 4.2.3 discusses implementation limitations. Finally, Section 4.2.4 provides insight into generalizing the technique and the implementation to other IDEs and recommendations.

4.2.1 Computing Quick Fix consequences

Quick Fix Scout uses the speculative analysis algorithm, described at a high level in Figure 4.4, to compute the consequences of Quick Fix proposals. Implemented as an impure Solstice analysis, Quick Fix Scout uses the copy codebase maintained by Codebase Replication. Whenever the developer introduces a new compilation error or fixes an old one (line 2), Quick Fix Scout applies each proposal to the copy (line 5), one at a time, saves and builds the copy (line 6), and associates that proposal with the set of compilation errors that remain (line 7). Quick Fix Scout then undoes the proposal to restore the copy’s state (line 8). Quick Fix Scout updates the Quick Fix dialog after computing the consequences of all the proposals (line 10).

4.2.2 Optimizations for a responsive UI

Ideally, Quick Fix Scout computes the consequences of a new error’s proposals in the time between when the developer introduces the error and invokes Quick Fix. Quick Fix Scout includes the following optimizations and heuristics:

- It only recomputes consequences if a code change affects the compilation errors, as described in Figure 4.4.
while (true) {
    waitUntilChangeInErrors();
    for (Error err: copy.getErrors()) {
        for (Proposal p: err.quickFixes()) {
            copy.applyProposal(p);
            copy.saveAndBuild();
            results.add(p, copy.getErrors());
            copy.applyProposal(p.getUndo());
        }
        publishResults();
    }
}

Figure 4.4: A high-level description of the speculative analysis algorithm for computing the compilation errors that remain after applying each Quick Fix proposal. The publishResults() method augments the Quick Fix dialog with the proposal consequences.

- It uses a user-adjustable typing session length to identify atomic sets of changes. A series of edits without a typing-session-length pause constitute an atomic set of edits. Quick Fix Scout waits for an entire atomic session to complete before recomputing consequences. Thus, for example, Quick Fix Scout ignores the temporary compilation errors that arise in the middle of typing a complete token.
- It considers first the errors that are closest to the cursor in the currently open file.
- It caches the consequences (i.e., the remaining compilation errors) for each proposal and uses the cache whenever Eclipse offers the same proposal at multiple locations.
- It updates the Quick Fix dialog incrementally, as results for errors (but not individual proposals for each error) become available. This is shown in Figure 4.4.

In general, each proposal application is a small change and, even for large projects, Eclipse can incrementally compile the updated project extremely quickly. Therefore, Quick Fix Scout’s computation scales linearly with the number of proposals (which is proportional to the number of compilation errors), and independently of the size of the project. During typical coding, at any particular time, a project has several compilation errors with several proposals for each. The total number of proposals is typically less than a couple hundreds. As a worst-case example, we experimented with an 8K-line project with 50 compilation errors and 2,400 proposals. A 2.4GHz Intel Core i5 (quad core) MacBook Pro with 8GB of RAM computed all the consequences in 10 seconds, on average (computed over 10 consecutive computations, after allowing Eclipse’s incremental compiler to optimize). This suggests Quick Fix Scout can scale well to large projects.
Finally, since each proposal is analyzed separately, the analysis can be parallelized, though we have not yet implemented that functionality.

4.2.3 Current implementation limitations

There are at least four ways to invoke Quick Fix in Eclipse: (1) by pressing the keyboard shortcut, (2) by selecting Quick Fix through the context menu, (3) by clicking on the icon on the left of the screen, and (4) by hovering the mouse over the compilation error. Internally, the first three methods create a Quick Fix dialog and the last method creates a Hover Dialog. The Hover Dialog is handled by org.eclipse.jdt.ui plug-in and the Eclipse installation does not permit us to modify this plug-in as we modified org.eclipse.jface.text. Though we have an implementation that works in debug mode for the Hover Dialog, our installation fails when it includes a modified jdt.ui. A future version of Eclipse will include a public API for reordering content assist type recommendations (e.g., auto-complete and Quick Fix)\(^3\) which would simplify our implementation and might remove this limitation.

For each proposal, the Eclipse API provides an undo change that rolls back the associated proposal application. After analyzing each proposal, Quick Fix Scout uses this mechanism to return the copy project to its initial state. The proposals “Change compilation unit to ‘typeName’” and “Move ‘typeName’ to ‘packageName’” have a defect in their implementation: the corresponding undos do not restore the project to its original state\(^4\). We have reported both bugs to Eclipse and they have been reproduced by the developers, but they have not yet been resolved. Quick Fix Scout must either skip analyzing these two proposals or re-copy the copy project after their analysis. Since re-copying can take considerable time for large projects, for performance reasons, the current implementation skips the analysis of these proposals and produces no consequence information for them, leaving the appropriate lines in the Quick Fix dialog unaugmented.

Quick Fix Scout uses an internal Eclipse API to apply proposals to the copy project. By default, this API acts as a no-op for the proposals that require user interaction. Therefore, currently, Quick Fix Scout does not compute the consequences of these proposals and leaves the appropriate lines in the Quick Fix dialog unaugmented. However, to our best knowledge, there are only four such proposals: Create class, interface, annotation, and enum ‘typeName’. These proposals do not modify existing code, but instead create new code. Therefore, it is relatively simple for developers

\(^3\) [http://blog.deepakazad.com/2012/03/jdt-3842-m6-new-and-noteworthy.html](http://blog.deepakazad.com/2012/03/jdt-3842-m6-new-and-noteworthy.html)
\(^4\) [https://bugs.eclipse.org/bugs/show_bug.cgi?id=338983](https://bugs.eclipse.org/bugs/show_bug.cgi?id=338983) and [https://bugs.eclipse.org/bugs/show_bug.cgi?id=339181](https://bugs.eclipse.org/bugs/show_bug.cgi?id=339181)
to mentally predict their consequences.

4.2.4 Generalizing beyond Quick Fix

The ideas we demonstrated on Quick Fix Scout within Eclipse also apply to engines that produce other types of recommendation, such as refactorings and automatic code completions, and to other IDEs, such as NetBeans, IntelliJ, and Visual Studio.

Any recommendation may become obsolete when the code changes. Thus, most of the optimizations and heuristics in Section 4.2.2 apply to other recommendations. For example, automatic code completions that are closest to the current cursor position can be prioritized and computed first.

Finally, Quick Fix Scout is an instantiation of speculative analysis: the future states are generated via Quick Fix proposals, and the consequences are represented by the number of remaining compilation errors. By generating future states and representing consequences in other ways, speculative analysis can generalize to other consequences and recommendation engines. For example, refactoring suggestions can generate future states, and failing tests could represent the consequences.

4.3 Global Best Quick Fixes

Quick Fix Scout helps developers to quickly locate the best local proposals — the proposals that resolve the most compilation errors — by sorting them to the top in the Quick Fix dialog. However, sometimes, Eclipse offers the best proposal to fix an error at a different location than the error itself (recall Section 4.1). Quick Fix Scout’s speculative analysis handles such situations because the analysis is global and applies to all compilation errors and proposals in the project, thus computing the information necessary to offer the global best proposal at all the relevant locations [108]. Figure 4.5 (the Quick Fix Scout equivalent of the right screenshot of Figure 4.2) shows a global best proposal at the top of the dialog. That proposal is suggested by Eclipse at a different compilation error location, and is not displayed by the original Quick Fix.

For global best proposals, Quick Fix Scout adds the following context information:

1. The location of the error where Eclipse offers the proposal (Motivation.java:5:17 in Figure 4.5).
2. The remote context that will be modified (‘sTRING’ is added to the original message Change to ‘String’ in Figure 4.5).
While this context information is not necessary for local proposals, it is useful when the proposal is displayed at a different location than the error to which it directly applies. For example, a developer may interpret Change to ‘String’ incorrectly, without knowing what token, and on what line, will be changed to ‘String’.

As a consequence of the above process, global best proposals are only shown if they resolve the local error, among other errors. While it is possible to augment the dialogs of all errors with the proposal that resolves the most errors in the project overall, we believe that showing a fix for an unrelated error might confuse developers. However, if invoked on a location without a warning or a compilation error, Quick Fix Scout does show the proposal that resolves the most errors (Figure 4.6).

One of the controlled experiment (Section 4.4.2) participants articulated the usefulness of global best proposals:

“[Global best proposals] were great, because honestly the source of error is often not at the [location where I invoke Quick Fix].”

4.4 Evaluation

Our evaluation was based on two activities. First, over a roughly one-year period, we distributed a version of Quick Fix Scout to a collection of 13 friendly users (including the project team) and
gathered information about their Quick Fix and Quick Fix Scout behavior in their normal workflow (Section 4.4.1). Second, we ran a controlled experiment with a within-participants mixed design across 20 participants, asking them to resolve various compilation errors on code they had not previously seen (Section 4.4.2).

The friendly users selected, at their discretion, to use either Quick Fix or Quick Fix Scout during each logged session. The design of the controlled experiment determined the situations in which participants used Quick Fix and Quick Fix Scout.

For both activities, we acquired data with an instrumented version of the tool. The tool logs:

- whether Quick Fix or Quick Fix Scout is running,
- the proposals offered by Quick Fix or Quick Fix Scout,
- whether the user selected a Quick Fix proposal or canceled the invocation,
- which proposal the user selected, if any, and
- how long it took the user to either make a selection or cancel the invocation.

The tool also tracks information that lets us detect some situations in which a user applies a proposal but soon after undoes that proposal.

### 4.4.1 Case study: friendly users

The goal of our informal case study was to understand how Quick Fix is used “in the wild” by developers. We wished to investigate the following questions:

- Does the ordering of the displayed proposals affect which proposal is selected?
- Does the number of proposals displayed affect which proposal is selected?
- Does the kind of proposal displayed affect which proposal is selected?

#### Case study design

Over approximately one year, 13 developers — including the project team — ran our tool and allowed us to view its logs. For each Eclipse session, each participant was free to use either the standard Quick Fix or our Quick Fix Scout; all sessions were logged.

#### Case study results

Figure 4.7 shows that users selected the first (top) proposal 70% of the time, one of the top two proposals 90% of the time, and one of the top three proposals 93% of the time. For Quick Fix Scout sessions, the percentages are slightly higher, at 78%, 93%, and 95%. Given the small difference,
| User ID | # completed sessions | QF selection rate | | | # completed sessions | QF selection rate | | |
|--------|---------------------|------------------|---|---|---------------------|------------------|---|
|        | 1st | 2nd | 3rd | top 3 | 1st | 2nd | 3rd | top 3 |
| 1      | 4   | 100% | 0% | 0% | 100% | 1   | 100% | 0% | 0% | 100% |
| 2      | 0   | —         | —  | —         | —         | 1   | 100% | 0% | 0% | 100% |
| 3*     | 45  | 64% | 16% | 13% | 93% | 362 | 81% | 15% | 2% | 98% |
| 4      | 167 | 78% | 20% | 1% | 99% | 0   | —         | —  | —         | —         |
| 5      | 17  | 47% | 24% | 0% | 71% | 0   | —         | —  | —         | —         |
| 6*     | 25  | 40% | 24% | 8% | 72% | 22  | 55% | 27% | 0% | 82% |
| 7*     | 82  | 70% | 22% | 2% | 94% | 28  | 68% | 18% | 0% | 86% |
| 8      | 9   | 67% | 22% | 11% | 71% | 0   | —         | —  | —         | —         |
| 9      | 7   | 71% | 0% | 0% | 71% | 10  | 60% | 10% | 10%| 80% |
| 10     | 6   | 33% | 17% | 33% | 83% | 0   | —         | —  | —         | —         |
| 11     | 0   | —         | —  | —         | —         | 0   | —         | —  | —         | —         |
| 12     | 6   | 17% | 0% | 17% | 34% | 0   | —         | —  | —         | —         |
| 13     | 0   | —         | —  | —         | —         | 2   | 50% | 0% | 0% | 50% |
| All    | 368 | 69% | 20% | 4% | 93% | 426 | 78% | 15% | 2% | 95% |

Figure 4.7: Case study information. A * in the User ID indicates the participant is a collaborator for Quick Fix Scout. Completed sessions are the number of times the user invoked Quick Fix and selected a proposal. For each of the first three proposals in the Quick Fix menu, we report how often that proposal was selected. For example, user 9 never selected the second or third offered proposal from a standard Quick Fix menu, but did so when using Quick Fix Scout.

and that three of the participants are from the project team, this data does not confirm a hypothesis that Quick Fix Scout is different from Quick Fix in this dimension.

For the completed sessions, Quick Fix offered as many as 72 (mean=5.7, median=2) proposals. For the canceled sessions, Quick Fix offered as many as 80 (mean=6.4, median=4) proposals. In contrast, for the completed sessions, Quick Fix Scout offered as many as 38 (mean=4.2, median=2) proposals. For the canceled sessions, Quick Fix Scout offered as many as 27 (mean=5.1, median=3) proposals. These data may suggest that when a user does not find an expected or a useful proposal easily, the invocation is more likely to be canceled. To investigate this further, we looked for a correlation between the number of proposals offered in the dialog and the session completion rate. We found no such correlation, further suggesting that as long as the correct proposal is located near the top of the list, the number of proposals shown might not have an effect on developers’ decisions.

Eclipse documentation categorizes the Quick Fixes (see the column headings in Figure 4.8).

Five out of the nine proposal types represent 92% of all selected proposal types.

Figure 4.8 presents the most-frequently selected proposals and their selection ratios. Except for one user, these six proposals constitute about 80% of the selected proposals. Note the similarity in selection ratio between the proposals “Import . . .”, “Add Throws Declaration”, and “Add Unimplemented Methods” and their types “Types”, “Exception Handling”, and “Constructor” respectively. The “Change to . . .” proposal falls into “Methods” and “Fields & Variable”, depending on its recipient.

Though there is some variation between participants, the results suggest that all proposals do not have the same importance: there are a few proposals that are favored by the developers. This observation can be explained by the nature of these proposals. For example, the “Import . . .” proposal is offered whenever the developer declares an unresolvable type. If the developer makes this mistake intentionally, most of the time, she either wants to import that type or create a new type with that name. Therefore, there is a high probability that one of these proposal will be selected. “Add throws declaration” and “Surround with Try/Catch” are two proposals that are always offered for exception-handling-related compilation errors. When there is an exception-handling error, it is very likely that the developer will either propagate that exception or handle it immediately, which suggests that one of these proposals will be selected.

The imbalance in proposal selection rate can be used to improve Quick Fix by prioritizing proposals with respect to the user’s history. Bruch et al. [18] have already done this for auto-complete.
Figure 4.9: Most-frequently selected proposals and their selection ratios for the case study. Proposals that are selected less than 3% overall (represented by the “All” row) are excluded.

4.4.2 Controlled experiment: graduate students

The goal of our controlled experiment was to determine whether users behave differently when using Quick Fix and when using Quick Fix Scout.

Each participant performed two sets of tasks — $\alpha$ and $\beta$ task sets — of 12 tasks each. Each task presented the participant with a program that contained at least two compilation errors and required the participant to resolve all the compilation errors. The non-compilable program states were chosen randomly from the real development snapshots captured during the case studies from Section 4.4.1. For 6 of the tasks in each task set, we manually seeded each task with either 1 or 2 additional mutation errors, such as changing a field type or a method signature. The mutations introduced an average of 2.8 extra compilation errors per task.

Our study answers two research questions:

**RQ 1:** Does the additional information provided by Quick Fix Scout — specifically, the count of remaining compilation errors, and the coloring and reordering of proposals — allow users to remove compilation errors more quickly?

**RQ 2:** Does Quick Fix Scout affect the way users choose and use Quick Fix proposals?

Controlled experiment design

We recruited 20 participants, all graduate students who were familiar with Quick Fix but had never used Quick Fix Scout\(^6\).

---

\(^6\) Approved human subject materials were used; participants were offered a $20 gift card.
We used a within-participants mixed design. We considered two factors: the tool or treatment factor (Quick Fix vs. Quick Fix Scout), and the task factor (\(\alpha\) vs. \(\beta\) task sets). To reduce the confounding effects from developer differences and learning effects, we defined four blocks — the cross-product of the two factors. We used a balanced randomized block protocol, randomly selecting which participants perform which block with a guarantee that each block is performed an equal number of times. (We rejected a full within-participants factorial design because of the learning effects we would anticipate if a participant performed the same set of tasks twice using Quick Fix and then Quick Fix Scout or vice versa.)

Each participant received a brief tutorial about Quick Fix Scout, performed the two blocks (task sets), and took a concluding survey comparing Quick Fix Scout and Quick Fix around the two blocks. The two blocks differed in both the tool/treatment factor (from Quick Fix to Quick Fix Scout, or vice versa) and also the task factor (from the \(\alpha\) task set to the \(\beta\) task set, or vice versa).

To answer **RQ 1**, we measured the time it took participants to complete tasks. In addition to the time per task group (\(\alpha\) and \(\beta\)), we calculated per-task time by using the screen casts. The beginning of a task is defined to be the time when the participant opens the related project for the first time and the end of a task is defined to be the time when the participant resolved all compilation errors in the task and was satisfied with the implementation.

To answer **RQ 2**, we measured whether the user selected a proposal after invoking the Quick Fix menu or canceled the menu, how long it took the user to make that decision, which proposal the user selected, and whether the user undid a selected proposal.

**Controlled experiment results**

We used R to perform a 4-way blocked MANOVA test utilizing all independent and dependent variables. This minimizes the risk of a type I statistical error. All independent variables (user, Quick Fix vs. Quick Fix Scout, task, and order of task) had statistically significant effects, so we examined the analysis-of-variance results of the MANOVA test.

<table>
<thead>
<tr>
<th>treatment type</th>
<th>1st treatment</th>
<th>2nd treatment</th>
<th>all treatments</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha)</td>
<td>QF 27m</td>
<td>19m</td>
<td>23m</td>
</tr>
<tr>
<td></td>
<td>QFS 17m</td>
<td>15m</td>
<td>16m</td>
</tr>
<tr>
<td>(\beta)</td>
<td>QF 31m</td>
<td>22m</td>
<td>27m</td>
</tr>
<tr>
<td></td>
<td>QFS 36m</td>
<td>21m</td>
<td>29m</td>
</tr>
<tr>
<td>QF</td>
<td>29m</td>
<td>21m</td>
<td>25m</td>
</tr>
<tr>
<td>QFS</td>
<td>26m</td>
<td>18m</td>
<td>22m</td>
</tr>
</tbody>
</table>

Figure 4.10: Mean time to remove compilation errors, in minutes.

**RQ 1** Participants completed tasks 10% faster, on average, when using Quick Fix Scout than Quick Fix (Figure 4.10). However, this result was not statistically significant \((p=.11)\).
Figure 4.11: Median, minimum, and maximum time spent to complete each task by participants in seconds with and without Quick Fix Scout. The first 12 tasks make up the $\alpha$ set and the last 12 tasks make up the $\beta$ set. The tasks with seeded errors are followed by an asterisk. Outliers are represented as small circles.

All the other independent variables did have statistically significant effects on task completion time: user ($p=5 \times 10^{-7}$), task ($p=2 \times 10^{-16}$), and order ($p=3 \times 10^{-6}$).

Even the task group had an effect ($p=3 \times 10^{-5}$): tasks in the $\beta$ group were harder, and in fact five participants could not complete all tasks in $\beta$. We had not anticipated any difference between the task groups. Future work should investigate how the $\beta$ tasks differ from the $\alpha$ tasks and why Quick Fix Scout caused a slight (but not statistically significant) slowdown on the $\beta$ tasks. Per-task descriptive statistics appear in Figure 4.11.

There is a learning bias ($p=4 \times 10^{-8}$): the participants completed a task set 22% faster if it was their second task set. Possible explanations for this bias include participants getting used to resolving compilation errors and participants becoming familiar with the code (since multiple tasks were drawn from the same development projects).

**RQ 2** Figure 4.12 summarizes the data we collected regarding user behavior with respect to Quick Fix.
<table>
<thead>
<tr>
<th>treatment</th>
<th># invocations (invs.)</th>
<th>undone invs. rate</th>
<th>+invs. rate</th>
<th>avg. time +invs.</th>
<th>-invs. rate</th>
<th>avg. time</th>
<th>1\textsuperscript{st} prop. rate</th>
<th>2\textsuperscript{nd} prop. rate</th>
<th>3\textsuperscript{rd} prop. rate</th>
<th>BP rate</th>
<th>GBP rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>QF</td>
<td>554</td>
<td>17%</td>
<td>58%</td>
<td>3.0s</td>
<td>6.8s</td>
<td>79%</td>
<td>18%</td>
<td>0%</td>
<td>76%</td>
<td>79%</td>
</tr>
<tr>
<td></td>
<td>QFS</td>
<td>449</td>
<td>10%</td>
<td>68%</td>
<td>4.6s</td>
<td>8.8s</td>
<td>79%</td>
<td>16%</td>
<td>0%</td>
<td>90%</td>
<td>79%</td>
</tr>
<tr>
<td>β</td>
<td>QF</td>
<td>572</td>
<td>13%</td>
<td>56%</td>
<td>4.3s</td>
<td>7.9s</td>
<td>73%</td>
<td>20%</td>
<td>2%</td>
<td>71%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>QFS</td>
<td>631</td>
<td>17%</td>
<td>55%</td>
<td>4.4s</td>
<td>6.8s</td>
<td>71%</td>
<td>22%</td>
<td>2%</td>
<td>85%</td>
<td>67%</td>
</tr>
<tr>
<td></td>
<td>QF</td>
<td>1116</td>
<td>15%</td>
<td>57%</td>
<td>3.7s</td>
<td>7.4s</td>
<td>76%</td>
<td>19%</td>
<td>1%</td>
<td>73%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>QFS</td>
<td>1080</td>
<td>14%</td>
<td>60%</td>
<td>4.5s</td>
<td>7.4s</td>
<td>75%</td>
<td>19%</td>
<td>1%</td>
<td>87%</td>
<td>75%</td>
</tr>
</tbody>
</table>

Figure 4.12: Quick Fix and Quick Fix Scout invocation duration and proposal selection rate results. Invocations that were immediately undone by the participant are excluded. + and - invocations are ones for which the participant selected and did not select a proposal, respectively. For each treatment, we report the rates with which participants chose the 1\textsuperscript{st}, 2\textsuperscript{nd}, and 3\textsuperscript{rd} proposal, as well as the best (BP) and global best proposals (GBP). Best proposals are defined as the proposals that resolve the highest number of compilation errors for a given Quick Fix invocation.

<table>
<thead>
<tr>
<th>Question</th>
<th>Both</th>
<th>Quick Fix Scout</th>
<th>Quick Fix</th>
<th>Neither</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quick Fix (Scout) is helpful when resolving compilation errors.</td>
<td>19</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>There was no performance issues before Quick Fix dialog is updated.</td>
<td>10</td>
<td>1</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>For some tasks, I undid a proposal when using Quick Fix (Scout).</td>
<td>12</td>
<td>1</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>I manually resolved errors more often with Quick Fix (Scout).</td>
<td>2</td>
<td>0</td>
<td>10</td>
<td>8</td>
</tr>
</tbody>
</table>

Figure 4.13: The four-question survey, and a summary of the participants’ responses, administered at the end of each participant’s experiment session.

Use of Quick Fix Scout improved the best proposal selection rate by 14% ($p=10^{-8}$). This increase and the frequent (75%) usage of global best proposals suggest that the participants were resolving more compilation errors per Quick Fix invocation with Quick Fix Scout. Though the difference between the total number of Quick Fix invocations is low (36) between treatments, we believe that the Quick Fix Scout increased usefulness of completed Quick Fix invocations, which helped the participants to save time overall. One participant noted:

“With [Quick Fix Scout] I had a much better idea of what the error was… I found [Quick Fix] to be more vague…”

Use of Quick Fix Scout increased by .8 seconds the time spent selecting a proposal ($p=.004$). Possible explanations include that (1) the Quick Fix Scout dialog contains extra information that the participants took extra time to process, and (2) Quick Fix Scout may take time to compute causing the participants to wait for the information to appear. Explanation (1) also explains the overall productivity improvement. If the participant gets enough information from the dialog, she could resolve the error without having to investigate the related code. Supporting this hypothesis, half of the participants agreed that they needed to type more manually — instead of using Quick Fix Scout — to save time overall.
Fix proposals — to resolve compilation errors when not using Quick Fix Scout (Figure 4.13).

Use of Quick Fix Scout had no other statistically significant effects. This stability between treatments strengthens our hypothesis that Quick Fix Scout did not change the way participants used Quick Fix, rather the extra information provided by Quick Fix Scout increased participants’ understanding of the code and helped them make better decisions. One participant noted:

“It was pretty apparent after using regular Quick Fix second, that [Quick Fix] Scout sped things up. I got frustrated as I’d have to scan from error to error to fix a problem rather than just go to the first error I saw. What’s more, I had to spend more time staring at the [Quick Fix dialog] often to find that there was nothing relevant.”

The data, the analysis, and the qualitative insights from the case study and controlled experiment participants suggest that **RQ 2** holds: Quick Fix Scout indeed changes the way in which users choose and use Quick Fix proposals. We have not teased out which aspects of Quick Fix Scout have the most influence.

### 4.4.3 Threats to Validity

We assess our evaluation activities in terms of simple characterizations of internal and external validity. Internal validity refers to the completeness and the correctness of the data collected through the experiments. External validity refers to the generalizability of our results to other settings.

One threat to internal validity is that, due to implementation difficulties, we log all Quick Fix invocations except those invoked through the Hover Dialog. We tried to limit this threat by rejecting participants who indicated that they consistently use Hover Dialog for invoking Quick Fix and by mentioning this restriction to accepted participants, recommending that they invoke Quick Fix in a different way. So the data we logged about invocations is accurate, although it may be incomplete.

Another threat to internal validity is in our computation of which proposal resolves the most errors. Since the developer might complete a Quick Fix invocation before the speculation computation completes, and because some proposals are omitted *a priori* (for example, a “Create class” proposal), we may not always log the number of compilation errors that would remain for every Quick Fix proposal. In some cases, these omitted proposals could resolve more compilation errors than the ones we identify as resolving the most errors. In our case study, only 6% of all completed Quick Fix invocations are completed before the speculative analysis finishes. Further, in our case study, none of the users selected instances of the *a priori* omitted proposals.

In addition to common external validity threats (such as having students rather than professional developers as participants), a key threat is the decisions we made about which programs to use in
the controlled experiment:
- Using small programs with multiple compilation errors.
- Using snapshots from the case study participants to populate our tasks in the controlled experiment.
- Adding seeded errors to half of the snapshots using mutation operators, as well as using a specific set of mutation operators.

Although there are strong motivations for each of these decisions in our experimental design, they could still, in principle, lead to inaccurate conclusions about how Quick Fix Scout would work if it were broadly distributed and used.

4.5 Contributions

Quick Fix Scout is an enhancement of Eclipse’s standard Quick Fix that computes and reports to the user the number of compilation errors that would remain in the program for each Quick Fix proposal. Our prototype Eclipse plug-in addresses issues ranging from challenges in the user interface (additional information must be presented in roughly the same space used by the Quick Fix dialog) to challenges in keeping a background copy of the developer’s code in sync with the dynamically changing code (Quick Fix Scout uses a copy to speculatively apply the proposals). We evaluated Quick Fix Scout in two ways: an informal case study of how a set of friendly users use both Quick Fix and Quick Fix Scout in their own work, and a 20-user, within-subjects, mixed-design controlled experiment that compares Quick Fix and Quick Fix Scout. Users fixed compilation errors 10% faster, on average, when using Quick Fix Scout, although this improvement was not statistically significant.

The use of speculative analysis in software development is promising but full of technical challenges. Not having access to Codebase Analysis (Chapter 3), the design and the implementation of Quick Fix Scout was over-complicated due to creating and maintaining the copy codebases, and handling concurrent and conflicting developer edits. The final prototype suffers a bug that makes the copy codebases go out-of-sync for an unknown reason, occasionally. We estimate 7 the wasted effort due to these non-essential difficulties as 2,000 (15%) lines of unnecessary code. The difficulties we faced while designing and implementing Quick Fix Scout led to the design of Codebase Replication (Chapter 2) and Codebase Analysis — the core techniques of this dissertation.

7We computed the size of the final codebase and investigated the VCS logs.
Chapter 5

CODEBASE MANIPULATION: SIMPLIFYING INFORMATION RETRIEVAL FROM THE HISTORY

Most software development uses version control to enable collaboration and to create a development history. The version control history is useful for many tasks, such as localizing changes that caused regression failures, identifying developers responsible for specific code, and examining recent changes. However, each of these tasks is best performed at a different granularity of history. For example, to localize the cause of a regression, an analysis tool needs access to a history of all compilable revisions. Meanwhile, for manual inspection, the developer may want to see only the changes relevant to a particular method or class.

Today’s approaches generate inflexible histories, each of which works well for only a subset of software engineering tasks. Manually-managed histories are coarse-grained and can help a developer overview recent changes; however, manual commits often tangle changes made for multiple development tasks, such as fixing a defect and refactoring code, which makes the history too coarse-grained and poorly suited for searching for the cause of a regression failure. By contrast, automatically-managed approaches record all developer actions [98, 117, 153] and lead to fine-grained histories that are well-suited for studying developer behavior [116, 146], but poorly suited for manual examination.

This chapter presents Codebase Manipulation, a technique for automatically managing multi-grained views of a development history. With Codebase Manipulation, a single history is flexible enough to serve many development tasks. Extending the way Codebase Replication (Chapter 2) detects the developer edits and provides corresponding development snapshots by applying these edits to the copy codebase, Codebase Manipulation automatically records a fine-grained development history. On top of this fine-grained history, Codebase Manipulation applies granularity transformations to represent the history in multi-grained views. Codebase Manipulation’s granularity transformations improve the effectiveness of manual and automated analyses that rely on the development history.

Codebase Manipulation’s granularity transformations are built on three primitive operations:

**Collapse:** Combine several edits into a single edit.

**Expand:** Split a previously collapsed edit into its parts.
**Swap:** Change the order of two edits.

Building on these basic operations, Codebase Manipulation can transform a fine-grained development history into histories of many desirable granularities, such as file-level changes, compilable code, coherent edits, and other custom granularities. Transforming the history into the appropriate granularity improves its utility for certain software engineering tasks.

The main contributions of this chapter are:

- Identifying the problem: modern development history management’s *inflexible granularity* poses an obstacle for history-based information retrieval.
- Identifying the collapse, expand, and swap operations as the primitive building blocks of all high-level granularity transformations.
- The design of Codebase Manipulation, a technique to produce multi-grained development history views.
- Bread, an open-source, publicly-available implementation of Codebase Manipulation for the Eclipse IDE: [https://bitbucket.org/kivancmuslu/chronos](https://bitbucket.org/kivancmuslu/chronos).
- Untangler, an analysis that enables developers to craft cohesive commits, each representing a high-level development task. Untangler helps rewrite part of the development history into cohesive commits by applying multiple levels of granularity transformations. Untangler is available as open source: [https://bitbucket.org/LukeSwart/untangler](https://bitbucket.org/LukeSwart/untangler).
- Bisector, a history bisection algorithm that pinpoints the cause of a regression failure by using the compilable code granularity history, and an open-source implementation: [https://bitbucket.org/kivancmuslu/chronos-test-bisection](https://bitbucket.org/kivancmuslu/chronos-test-bisection).

Section 5.4 shows that Codebase Manipulation effectively creates the multi-grained views necessary for three different development tasks. Section 5.5 shows that our prototype’s overhead is negligible.

The rest of this chapter is organized as follows. Section 5.1 formally defines Codebase Manipulation concepts. Section 5.2 details the Codebase Manipulation technique, and Section 5.3 describes our prototype. Section 5.4 evaluates Codebase Manipulation’s expressiveness, and Section 5.5 evaluates performance. Finally Section 5.6 summarizes our contributions.

### 5.1 Definitions

Our goal is to simplify development history information retrieval by automatically recording a single, fine-grained version control history and by providing automated granularity transformations to make the history available at multiple granularities. To aid in understanding Codebase Manipu-
lation’s high-level granularity transformations, we first explain how Codebase Manipulation represents the development history and how Codebase Manipulation’s primitives operate on that history.

This section defines the representation and primitives, and Section 5.2 details the high-level granularity transformation algorithms. For brevity, the definitions ignore file creation and deletion; they can be extended to handle these actions. The algorithms assume the code is stored in an array, indexed by filepath and an in-file offset, so ‘s[filepath]’ is a character array of the contents of the file filepath, and ‘s[filepath][4]’ is the 5th character of the file filepath. Appending is represented by the + operator.

**Definition 7 (Snapshot).** A snapshot $s$ is a single developer’s view of a program at a point in time, including the current contents of unsaved editor buffers. Unsaved editor buffers have priority: if a file on disk differs from the editor buffer for that file, the snapshot contains the contents of the editor buffer.

An edit can either be atomic or compound. An *atomic edit* encodes how one chuck of text in a file can be replaced with another chuck; either the original or the final chunk of text may be empty. A *compound edit* is a sequence of edits, each of which is either atomic or compound. A *development history* is an edit that can be applied to the empty snapshot, $\emptyset$. And two development histories views of each other if when applied to $\emptyset$, they produce the same snapshot.

**Definition 8 (Edit).** An edit may be atomic or compound.

(Atomic edit). Let $S$ be the set of all snapshots. An atomic edit is a 4-tuple $r = \langle \text{filepath}, \text{offset}, \text{length}, \text{text} \rangle$. We treat $r$ as a function: $r: S \rightarrow S$. $r(s)$ is the same as $s$ except that in $r(s)$, the length characters in $s$ in the file filepath starting at position offset are replaced by text.

(Compound edit). Let $S$ be the set of all snapshots. For all $n \geq 0$, a compound edit is a sequence of edits $e = \langle e_1, e_2, \ldots, e_n \rangle$. We treat $e$ as a function $e: S \rightarrow S$ such that $e(s) = e_n(e_{n-1}(\ldots(e_2(e_1(s))))).

For example, the atomic edit $e_1 = \langle \text{foo.txt}, 0, 0, \text{“public”} \rangle$ adds the word “public” at the beginning of foo.txt. After that, the atomic edit $e_2 = \langle \text{foo.txt}, 1, 5, \text{“rivate”} \rangle$ replaces “ubicl” with “rivate”, constructing the word “private”; and after that, the atomic edit $e_3 = \langle \text{foo.txt}, 0, 7, \text{“”} \rangle$ deletes the word “private”. An example compound edit is $\langle e_1, e_2, e_3 \rangle$.

---

1 Other definitions for the atomic edit are possible. For example, instead of using character offsets to indicate where to change the text, an atomic edit could specify the surrounding text. Using such a definition would change the examples in this dissertation, but not the concepts it presents.
Definition 9 (Applicability). Let $S$ be the set of all snapshots. An atomic edit $r = \langle \text{filepath}, \text{offset}, \text{length}, \text{text} \rangle$ is applicable to a snapshot $s \in S$ if the file $\text{filepath}$ has at least $\text{length} + \text{offset}$ characters. A compound edit $e = \langle e_1, e_2, \ldots, e_n \rangle$ is applicable to a snapshot $s \in S$ if $e_1, e_2, \ldots, e_n$ can be applied in sequence to $s$. More formally, $e$ is applicable to $s$ iff $e_1$ is applicable to $s$, $e_2$ is applicable to $e_1(s)$, ..., and $e_n$ is applicable to $e_{n-1}(e_{n-2}(\ldots(e_2(e_1(s))))).

If an edit $e$ is not applicable to a snapshot $s$, $e(s)$ is undefined.

Definition 10 (Development history). A development history is a compound edit that is applicable to the empty snapshot, $\emptyset$.

Definition 11 (Development history view). Let $h, h'$ be two development histories. Then we call $h'$ a view of $h$ (and $h$ a view of $h'$) iff $h(\emptyset) = h'(\emptyset)$.

There are three history manipulation primitives: collapse, expand, and swap. **Collapse** replaces a sequence of edits by a compound edit that consists of that sequence. **Expand** is the reverse of collapse; it replaces a compound edit by the sequence of its component parts. **Swap** swaps the location of two edits. These three primitives are sufficient to express all of Codebase Manipulation’s high-level granularity transformations.

Definition 12 (Collapse). For all compound edits $e = \langle \ldots, e_{i-1}, e_i, \ldots, e_j, e_{j+1}, \ldots \rangle$, collapse$(e, i-1, j-1)$ returns $\langle \ldots, e_{i-1}, \langle e_i, \ldots, e_j \rangle, e_{j+1}, \ldots \rangle$.

For example, collapse$(\langle \langle \langle \text{foo.txt, 0, 0, “public”}, \langle \text{foo.txt, 1, 5, “rivate”}, \langle \text{foo.txt, 0, 7, “”} \rangle, 0, 1 \rangle = \langle \langle \langle \text{foo.txt, 0, 0, “public”}, \langle \text{foo.txt, 1, 5, “rivate”} \rangle, \langle \text{foo.txt, 0, 7, “”} \rangle \rangle$.

Definition 13 (Expand). For all compound edits $e = \langle \ldots, e_{i-1}, \langle e_i, \ldots e_j \rangle, e_{j+1}, \ldots \rangle$, expand$(e, i-1)$ returns $\langle \ldots, e_{i-1}, e_i, \ldots, e_j, e_{j+1}, \ldots \rangle$.

Definition 14 (Swap). For all development histories $h = \langle \ldots, e_i, \ldots, e_j, \ldots \rangle$, swap$(h, i-1, j-1)$ returns $\langle \ldots, e^\prime_j, \ldots, e^\prime_i, \ldots \rangle$ if the resulting sequence of edits is applicable to an empty snapshot $\emptyset$; otherwise, it returns $h$ unmodified. When the edit that comes later in the history ($e_j$) depends on an edit between the reordered edits ($e_i, \ldots, e_j$), the edits between the reordered edits ($e^\prime_j, \ldots, e^\prime_i$) might need to be modified to ensure that the resulting history reaches the same snapshot after applying the edit that comes earlier in the history ($e^\prime_i$). Algorithm [1] details swap. Our algorithm uses the operational transform [142] to compute how two adjacent edits should be swapped.
Algorithm 1 Swaps the locations of two edits in the input history. Returns the resulting history if successful.

1: procedure SWAP(h : history, i₁ : int, i₂ : int)
2:   high : int ← MAX(i₁, i₂); low : int ← MIN(i₁, i₂)
3:   return MOVE(MOVE(h, high, low), low + 1, high)
4: end procedure

Moves the edit at position from to position to. Returns the resulting history if successful.

5: procedure MOVE(h : history, from : int, to : int)
6:   h' : history ← h  \Comment{Copy history.}
7:   if from = to then return h'
8:   end if
9:   low : int ← MIN(from, to); high : int ← MAX(from, to)
10:  for i : int ← low, high − 1 do
11:     if from > to then \Comment{Edit needs to move backwards.}
12:        index : int ← high + low − i
13:     else \Comment{Edit needs to move forwards.}
14:        index : int ← i
15:     end if
16:     h' ← SWAPADJACENT(h', index)
17:  end for
18:  if ISHISTORY(h') then return h'
19:  else return h
20: end if
21: end procedure

Swaps \(h[index]\) and \(h[index + 1]\), transforming as necessary.

22: procedure SWAPADJACENT(h : history, index : int)
23:     \Comment{\(e₁\) (resp. \(e₂\)) is the modified version of \(h[index + 1]\) (resp. \(h[index]\)) defined by the operational transform.}
24:     \(<e₁, e₂> ← OT(h[index], h[index + 1])\)
25:     return \(h[0, index - 2] + [e₁, e₂] + h[index + 1, len(h) - 1]\)
26: end procedure

Definition 15 (Granularity transformation). Let \(H\) be the set of all development histories. A granularity transformation is a function \(g : H \rightarrow H\) that takes a development history and produces another development history by applying a series of collapse, expand, and swap operations. In other words, \(g\) is a sequence of history manipulation primitives.

For simplicity of exposition, this dissertation gives algorithms for development histories with a single linear branch of development. Our work generalizes to multiple developers working con-
5.2 Codebase Manipulation: Multi-Grained Views of a History

Different development tasks require accessing the development history at different granularities. Finding the cause of a regression failure is best on a history of compilable snapshots. Studying fine-grained change patterns \[116\] or backtracking \[154\] requires the finest possible granularity. Understanding how a defect was fixed requires seeing two snapshots: one before the defect repair began and one after the repair completed. Manually examining the history may require the history as a developer created it.

In addition to different granularities, the above tasks sometimes require the development history to be restructured. For example, understanding a defect fix may require reordering the history to move unrelated changes performed during the fix, so the developer can ignore them.

Current approaches to maintaining development histories are inflexible. Manually-recorded version control histories are coarse-grained, while automatically-recorded histories that record all developer actions are extremely fine-grained but do not offer tools to change the granularity \[98, 117, 153\]. Codebase Manipulation mitigates the inflexibility of current development histories by (1) automatically recording a fine-grained development history and (2) providing the developer with tools to manipulate the granularity of the history. Using the algorithms described in this section, a developer who wishes to find the cause of a regression failure can convert an automatically-recorded history into one of only compilable edits and use history bisection (see Section 5.4.2) on that history. Then, to manually inspect the evolution of a class, the developer can convert the history into one that groups together changes based on the file it affected. Finally, to better understand the development workflow, the developer can group all contiguous edits together.

Some development tasks require the developer to view the history at multiple granularities. Codebase Manipulation supports these tasks by allowing the developer to repeatedly manipulate the granularity of the history, ensuring that all history manipulations are reversible.

Codebase Manipulation expresses two fundamental granularity transformations, GROUP CONSECUTIVE and GROUP, using the three history manipulation primitives defined in Section 3.1.

If the history does not require reordering, the developer can use GROUP CONSECUTIVE (Algorithm 2) to collapse consecutive edits. The developer specifies which consecutive edits should be collapsed by implementing a DECIDER routine, which returns one of three values: new indicates that the current edit should start a new group; current indicates that the current edit should be combined with the previous one; expand indicates that the current edit belongs to multiple
Algorithm 2 Returns a view of the input history where consecutive edits (as determined by DECIDER) are collapsed.

\[
\text{\textbf{procedure} GROUPCONSECUTIVE}(h : \text{history}, \text{DECIDER})
\]

\[
\text{\textbf{counter} } \leftarrow 1
\]

\[
\text{\textbf{procedure} ARRANGER}(s, e)
\]

\[
\text{\textbf{decision} } \leftarrow \text{DECIDER}(s, e)
\]

\[
\text{if decision = expand then}\quad \text{\triangleright multi-group edit.}
\]

\[
\text{return } \langle \text{“arbitrary”}, \text{“non-singleton”}, \text{“set”} \rangle
\]

\[
\text{else if decision = new then}\quad \text{\triangleright Create a new group.}
\]

\[
\text{counter } \leftarrow \text{counter} + 1
\]

\[
\text{end if}
\]

\[
\text{return } \langle \text{“Group”} + \text{counter} \rangle
\]

\end{algorithm}

groups and should be expanded. GROUPCONSECUTIVE processes the input history sequentially and passes each edit and the corresponding snapshot to the DECIDER.

If the history requires reordering, the developer can use the more generic GROUP (Algorithm 3). The developer implements the logic for ARRANGER, which returns the set of group names that an edit belongs to. If the ARRANGER returns multiple group names, indicating that the edit belongs to multiple groups, GROUP attempts to expand the current edit (lines 7–12). If GROUP successfully processes a history, edits belonging to the same group are collapsed, each into its own compound edit.

GROUP and GROUPCONSECUTIVE are powerful and enable expressing interesting history transformations, including producing the following histories:

**Compilable code.** A compilable code history consists only of edits that produce compiling snapshots. This history view is useful for analyses that only apply to compilable code, e.g., history bisection of test failures (Section 5.4.2). GROUPCOMPILABLE (Algorithm 4) groups consecutive edits of a history into a compilable code history.

**File-level change.** A file-level change history groups together all changes to each file, and separates changes to different files. This history view is useful for manual inspection, and many version control systems provide diff commands that create a view similar to this history. GROUPFILES (Algorithm 5) rewrites a history into a file-level change history.

**Coherent-edit change.** A coherent-edit change history groups together consecutive changes
Algorithm 3 Returns a view of the input history that brings together edits for which ARRANGER returns the same value.

1: procedure GROUP(h : history, ARRANGER : (snapshot, edit) → Set(string))
2:    intervals : {string → (int, int)} ← Empty map. ▷ From group name to first and last edits in group.
3:    h′ : history ← h; snapshot : snapshot ← ∅; i : int ← 0 ▷ i : Index up to which h′ has been processed.
4:    while i < len(h′) do
5:        edit : edit ← h′[i]; snapshot′ : snapshot ← edit(snapshot)
6:        edit_groups : string[] ← ARRANGER(snapshot′, edit) ▷ Compute the group edit belongs to.
7:        if size(edit_groups) > 1 then ▷ edit belongs to multiple groups, try expanding it.
8:            h″ ← EXPAND(h′, i)
9:        if h″ = h′ then Print “History cannot be grouped.”; return h ▷ Expand failed, return h.
10:       h′ ← h″; continue
11:    end if
12:    end if
13:    ⟨h′, intervals⟩ = MOVEGROUP(h′, intervals, i, edit_groups[0])
14:    snapshot ← snapshot′; i ← i + 1
15:   end while
16:   for all ⟨gname, interval⟩ ∈ intervals do ▷ Collapse each interval.
17:       ⟨s, e⟩ ← interval; h′ ← COLLAPSE(h′, s, e)
18:    end for
19:   return h′
20: end procedure

Moves the edit at i to the end of the given edit group.

21: procedure MOVEGROUP(h : history, intervals, i : int, gname)
22:    interval : (int, int) ← intervals[gname]
23:    if interval = null then intervals[gname] ← ⟨i, i⟩ ▷ Edit creates a new group.
24:    else ▷ Move the edit to the end of an existing interval.
25:       ⟨s, e⟩ ← interval; intervals[gname] ← ⟨s, e + 1⟩
26:    if i ≠ e + 1 then ▷ Move the edit.
27:       h′ ← MOVE(h, i, i + 1)
28:       if h = h′ then Print “History cannot be grouped.”; return h ▷ Move failed, return h.
29:    end if
30:   for all ⟨gname, interval′⟩ ∈ intervals do ▷ Shift all intervals that are later in the history.
31:       ⟨s′, e′⟩ ← interval′
32:       if s′ ≥ e + 1 then intervals[gname] ← ⟨s′ + 1, e′ + 1⟩ ▷ Shift the interval.
33:    end if
34:   end for
35:   end if
36: return ⟨h′, intervals⟩
37: end procedure
Algorithm 4 GroupCompilable: Returns a view of the input history such that the snapshot produced by each edit compiles.

\[\text{\texttt{\textbackslash>\ COMPIL\textunderscore E:\ snapshot} } \Rightarrow \text{bool}\]

1: \texttt{procedure GROUPCOMPILABLE(h : history, COMPILE)}
2: \hspace{1em} \texttt{procedure DECIDER(s : snapshot, e : edit)}
3: \hspace{2em} \texttt{if COMPILE(s) then return new}
4: \hspace{2em} \texttt{else return current}
5: \end{ procedure}
6: \hspace{1em} \texttt{end procedure}
7: \texttt{return GROUPCONSECUTIVE(h, DECIDER)}
8: \texttt{end procedure}

Algorithm 5 GroupFiles: Returns a view of the input history grouping all of each file’s edits together.

1: \texttt{procedure GROUPFILES(h : history)}
2: \hspace{1em} \texttt{procedure ARRANGER(s : snapshot, e : edit)}
3: \hspace{2em} \texttt{return EDITToFileNAMES(e)}
4: \hspace{1em} \texttt{end procedure}
5: \hspace{1em} \texttt{return GROUP(h, ARRANGER)}
6: \texttt{end procedure}

Recursively searches the input edit and returns the file names of all files that are affected by this edit.

7: \texttt{procedure EDITToFileNAMES(e : edit)}
8: \hspace{1em} \texttt{if e is an atomic edit then} \(\langle\text{file\_path}, \_, \_, \_\rangle \leftarrow e; \texttt{return \{file\_path\}}\)
9: \hspace{1em} \texttt{end if}
10: \hspace{1em} \texttt{result : Set(string) \leftarrow \emptyset}
11: \hspace{1em} \texttt{for all edit \in e do} \hspace{1em} \texttt{e is a compound edit.}
12: \hspace{2em} \texttt{result \leftarrow result \cup EDITToFileNAMES(edit)}
13: \hspace{1em} \texttt{end for}
14: \hspace{1em} \texttt{return result}
15: \texttt{end procedure}

that occur together spatially in the source code. GROUPCOHERENT (Algorithm 6) rewrites a history into a coherent-edit change history by detecting contiguous edits. This history view is useful for manual inspection and for certain backtracking and workflow analyses.

5.3 Bread: Codebase Manipulation for Eclipse

We have implemented Bread, a Codebase Manipulation prototype for the Eclipse IDE. Bread automatically records a fine-grained development history and enables the developer to access multi-
Algorithm 6 GroupCoherent: Returns a view of the input history grouping all contiguous consecutive edits together.

1: procedure GroupCoherent(h : history)
2: counter : int ← 1
3: regions : {string → ⟨string, int, int⟩} ← Empty map. ▷ Maps group name to file region; see line 33
4: procedure Arranger(s : snapshot, e : edit)
5: ⟨edit_groups, regions', counter'⟩ ← ProcessEdit(e, regions, counter) ▷ See line 34
6: if len(edit_groups) = 1 then ▷ e belongs to a unique group. Update states.
7: regions ← regions'; counter ← counter'
8: end if
9: return edit_groups
10: end procedure
11: h' ← Group(h', Arranger) ▷ Group h' until all intervals are separated.
12: while true do
13: h'' ← Group(h', Arranger)
14: if h'' = h' then return h ▷ GROUP failed. Return h
15: end if
16: h' ← h''
17: if RegionCombines(regions) then ▷ Reset.
18: counter ← 1; regions ← Empty map.
19: else return h'
20: end if
21: end while
22: end procedure

23: Returns true if any two regions in the input map intersect with each other.
24: ▷ region : ⟨string, int, int⟩
25: procedure RegionCombines(regions : string → region)
26: return {∃ ⟨_, reg1⟩, ⟨_, reg2⟩ ∈ regions | reg1 ≠ reg2 ∧ Combines(reg1, reg2)}
27: end procedure

28: Returns true if the input intervals intersect with each other.
29: procedure Combines(i1 : ⟨string, int, int⟩, i2 : ⟨string, int, int⟩)
30: ⟨f1 : string, s1 : int, e1 : int⟩ ← i1; ⟨f2 : string, s2 : int, e2 : int⟩ ← i2
31: return (f1 = f2) and ((s1 ≥ s2 − 1 and s1 ≤ e2 − 1) or (e1 ≥ s2 − 1 and e1 ≤ e2 − 1))
32: end procedure

grained views of that history. Bread removes the burden of manual development history creation, improves existing historical analyses, and simplifies the implementation of new historical analyses. Bread satisfies the following requirements:

Complete history: Bread should record every developer action (including ones that the developer undoes) and the resultant code changes.
Algorithm 6 (continued) ProcessEdit: computes which groups the input edit $e$ belongs to. Returns a triple: (1) the group names that $e$ belongs to, (2) the next state of $\text{regions}$, and (3) the next value of the counter $c$.

33: $\triangleright \text{regions} : \text{string} \rightarrow \langle \text{string}, \text{int}, \text{int} \rangle$ maps from group name to file region. A file region $\langle \text{file}, \text{start index}, \text{end index} \rangle$ is a group of contiguous consecutive edits.

34: \begin{verbatim}
procedure PROCESSEDIT($e : \text{edit}, \text{regions}, c : \text{int}$)
35: \quad \text{result} : \text{Set} \langle \text{string} \rangle \leftarrow \emptyset; \text{regions}' \leftarrow \text{regions} \quad \triangleright \text{Copy regions.}
36: \quad \text{if } e \text{ is an atomic edit then}
37: \quad \quad \langle \text{file}_-\text{path}, \text{offset}, \text{length}, \text{text} \rangle \leftarrow e
38: \quad \quad \text{elength} \leftarrow \text{len} \langle \text{text} \rangle - \text{length}; \text{eend} \leftarrow \text{offset} + \text{elength}
39: \quad \quad \text{for all } \langle \text{gname}, \text{region} \rangle \in \text{regions}' \text{ do}
40: \quad \quad \quad \langle \text{fpath}, \text{start}, \text{end} \rangle \leftarrow \text{region}
41: \quad \quad \quad \quad \text{if } \text{COMBINES} (\langle \text{file}_-\text{path}, \text{offset}, \text{eend} \rangle, \text{region}) \text{ then} \quad \triangleright \text{Edit combines with the region.}
42: \quad \quad \quad \quad \quad \text{end}' \leftarrow \text{end} + \text{elength}; \text{result} \leftarrow \text{result} \cup \{\text{gname}\}
43: \quad \quad \quad \quad \text{regions}'[\text{gname}] \leftarrow \langle \text{fpath}, \text{start}, \text{end}' \rangle
44: \quad \quad \quad \text{else if } \text{file}_-\text{path} = \text{fpath} \text{ and } \text{eend} < \text{start} \text{ then} \quad \triangleright \text{Move region forward or backward.}
45: \quad \quad \quad \quad \text{start}' \leftarrow \text{start} + \text{elength}; \text{end}' \leftarrow \text{end} + \text{elength}
46: \quad \quad \quad \text{regions}'[\text{gname}] \leftarrow \langle \text{fpath}, \text{start}', \text{end}' \rangle
47: \quad \quad \text{end if}
48: \quad \text{end for}
49: \quad \text{if } \text{len} \langle \text{result} \rangle = 0 \text{ then} \quad \triangleright e \text{ belongs to a new group.}
50: \quad \quad \text{gname} \leftarrow \text{"Group"} + c; c \leftarrow c + 1
51: \quad \quad \text{regions}'[\text{gname}] \leftarrow \langle \text{file}_-\text{path}, \text{offset}, \text{eend} \rangle; \text{result} \leftarrow \text{result} \cup \{\text{gname}\}
52: \quad \text{end if}
53: \quad \text{return } \langle \text{result}, \text{regions}', c \rangle
54: \text{end if}
55: \quad \triangleright e \text{ is a sequence of edits}
56: \quad \text{for all } \text{edit} \in e \text{ do}
57: \quad \quad \langle \text{edit}_-\text{gnames}, \text{regions}'', \text{c} \rangle \leftarrow \text{PROCESSEDIT} (\text{edit}, \text{regions}', c)
58: \quad \quad \text{result} \leftarrow \text{result} \cup \text{edit}_-\text{gnames}; \text{regions}' \leftarrow \text{regions}''
59: \quad \quad \text{if } \text{len} \langle \text{result} \rangle > 1 \text{ then} \quad \triangleright \text{Edit belongs to multiple groups. No need to continue.}
60: \quad \quad \text{return } \langle \text{result}, \text{regions}', c \rangle
61: \quad \text{end if}
62: \text{end for}
63: \text{return } \langle \text{result}, \text{regions}', c \rangle
64: \text{end procedure}
\end{verbatim}

Easy-to-use history: Bread’s multi-grained history views should be easy to use by the developer, and by automated analysis tools.

Unobtrusive recording: Bread should not interfere with existing development tools. It should neither slow down the developer’s IDE nor affect manually-managed version control histories.
5.3.1 Bread design and implementation

Bread is an open-source Eclipse plug-in, publicly available at: https://bitbucket.org/kivancmuslu/chronos. Bread automatically records the fine-grained history into a Git repository. Each developer action, even one that does not alter the source code, results in a commit, with the log message storing information on the action itself. Bread is built on top of Solstice [111] (Section 5.4), an Eclipse plug-in for Codebase Replication [105 106] (Chapter 2) that facilitates IDE interactions (Figure 5.1). Solstice maintains a copy of the developer’s code in parallel to the developer’s work, detects all code changes, and provides Bread with observer patterns for the changes.

Bread satisfies the complete-history requirement by detecting every developer action within Eclipse via the Eclipse’s API, and recording all such actions and every textual change to the source code.

Bread satisfies the easy-to-use requirement by providing a history manipulation framework to automatically transform the recorded development history into coarser granularities. The converted histories are themselves Git repositories, which can be inspected manually and interface with automated tools. (Section 5.4 evaluates how well Codebase Manipulation and Bread satisfy this requirement.)

Bread satisfies the unobtrusive-recording requirement by storing its fine-grained Git repository in a unique folder on the filesystem. The developer may continue to use any version control system, including Git, to create a manual history in parallel, and tools can access both the codebase and the manual history. Git is fast enough that Bread’s overhead is negligible. (Section 5.4 evaluates how well Bread satisfies this requirement.)
5.3.2 Bread Limitations

Bread is susceptible to Solstice’s design limitations. Solstice detects source code changes through the IDE API; if the source code is changed outside the IDE, Bread will not record these changes immediately. Developers rarely edit outside of their preferred IDE, but to mitigate this limitation, each time the IDE is opened, Bread checks for any changes to the source code that may have taken place and creates an edit containing these external changes. Bread could have avoided this limitation by using OS-level, file-system listeners to detect changes to the source code. However, this approach would prevent Bread from detecting changes that are not written to the file system, such as unsaved changes in editor buffers. Additionally, Solstice detects some developer actions initiated via tools as typing actions, and therefore Bread records them as such. For example, Bread records Eclipse refactorings as a series of text replace operations to the source code. Thus, Bread is complete in its recording, but inherits Solstice’s limitations in recognizing how some actions are initiated. Improvements to Solstice would be immediately reflected in Bread.

5.4 Expressiveness Evaluation

We evaluated Bread’s usability in terms of the expressiveness of the histories it can create. We identified three common development use cases that benefit from Codebase Manipulation’s multi-grained views. First, developers often perform multiple tasks on a project concurrently, such as fixing bugs, adding features, refactoring, and improving documentation. While the history reflects these tasks being performed concurrently, developers may wish to untangle the changes relevant to each task. This, for example, simplifies later undoing one of the tasks without affecting the other tasks. Bread’s multi-grain history supports this use case, and we have built Untangler, a tool that uses Bread to help developers untangle changes (Section 5.4.1).

Second, developers often use program analyses that rely on development histories. The granularity of the history may affect the analysis, and Bread’s granularity manipulation capabilities support this use case. We have built fine-grained test bisection, a tool that demonstrates this feature (Section 5.4.2). Third, developers often manually examine a project’s history to understand the project’s evolution. Bread supports this use case by enabling the developer to change the history’s granularity to improve evolution understanding (Section 5.4.3).

5.4.1 Untangling Code Changes

Rewriting development histories to improve usability can be helpful for maintenance tasks. Developers often tangle multiple tasks during development. For example, while fixing a defect, a
developer may observe a need for a refactoring, a new feature, or improved documentation; the
developer may implement those changes in the middle of the defect fix. This causes the manually-
created version control history to tangle changes relevant to multiple tasks, which later makes it
difficult to understand the changes individually, such as to undo one of them.

Some VCSs provide a staging area and rebase commands to simplify untangling changes at the
time they are created or before they are shared with others. However, these features cannot be used
after the fact and do not address interactions between the changes, e.g., if adding a feature adds a
line of code that fixing a defect removes. Heuristics can help guide untangling large edits but also
fail to capture interactions between the changes [72][92].

To address this problem, we have built Untangler, a new interactive analysis tool that helps
developers reorganize and rewrite a history into one that brings together changes relevant to par-
ticular development tasks. Untangler can work with fine-grained development histories, such
as the ones automatically recorded by Bread, or with manually-created version control histo-
ries that Untangler decomposes into a fine-grained history. Untangler is open-source: https://
bitbucket.org/LukeSwart/untangler

Unlike prior work, Untangler (Algorithm 7) does not rely on heuristics on top of joined diffs of
a set of changes. Instead, it is an interactive history rewriting process that uses a history.

Untangler uses Codebase Manipulation to first rewrite the history into a coherent-edit change
history and then into a file-level change history. Then, Untangler creates an empty target history in
which the untangled edits will be stored. Finally, Untangler interactively allows the developer to
expand and collapse edits. Once a developer is satisfied with a set of edits, committing those edits
adds them to the target history and removes them from the editable view.

Case study: To explore the capabilities of Untangler, a developer (who is the author of this disser-
tation) used Bread to record a history while building a Java graph library via test-driven develop-
ment. The developer also maintained a manual development history, aiming to create a snapshot
whenever a high-level task was complete. The developer started from skeleton code with a Javadoc
specification and 95 failing tests. At the end of the implementation, the manual development his-
tory had 6 snapshots, and the Bread history had 7,132 snapshots.

The library requires directed and undirected edges and graphs. In the manual history, the de-
veloper implemented both directed and undirected edges within the first edit. In the second edit,
the developer realized that these implementations shared significant common code and refactored
the edge implementation into an abstract class with the common functionality. In the third edit, the
developer implemented both graph implementations, and then again, in the fourth edit, refactored
Algorithm 7 Untangler first computes the coherent-edit and file-level-change views of the fine-grained history and then allows the developer to expand, collapse, and commit changes to create the history the developer wants.

1: procedure UNTangler(h : history)
2:  \hspace{1em} h\_coherent : history ← GROUPCoherent(h); h\_file : history ← GROUPFiles(h\_coherent)
3:  \hspace{1em} h′ : history ← h\_file \quad \triangleright \text{Copy file-level-change view.}
4: repeat
5:  \hspace{1em} \triangleright \text{Visualize edits in } h′. \text{ The developer makes a choice } (c : \{\text{Exit, Expand, Collapse, Commit}\})
6:  \hspace{1em} \langle c, idxes \rangle ← INTERACT(h′)
7:  \hspace{1em} if \hspace{1em} c = \text{Expand} \hspace{1em} then \hspace{1em} \triangleright \text{Expand each of the selected edits.}
8:  \hspace{2em} offset : int ← 0
9:  \hspace{2em} for all \hspace{1em} index : int ∈ idxes do
10:  \hspace{2em}  \hspace{2em} shifted\_index : int ← index + offset; offset ← offset + len(h′[shifted\_index]) − 1
11:  \hspace{2em}  \hspace{2em} h′ ← EXPAND(h′, shifted\_index)
12:  \hspace{2em} end for
13:  \hspace{1em} else if \hspace{1em} c = \text{Collapse} \hspace{1em} then \hspace{1em} \triangleright \text{Make the edits contiguous in the history.}
14:  \hspace{2em} h'' ← MOVEALL(h′, idxes[1, len(idxes) − 1], idxes[0])
15:  \hspace{2em} if \hspace{1em} h′ = h'' \hspace{1em} then Display “Cannot collapse selected edits.” \hspace{1em} \triangleright \text{Move failed.}
16:  \hspace{2em} else \hspace{1em} h′ ← h'' \hspace{1em} \triangleright \text{Collapse}(h′, idxes[0], idxes[0] + len(idxes) − 1)
17:  \hspace{2em} end if
18:  \hspace{1em} else if \hspace{1em} c = \text{Commit} \hspace{1em} then \hspace{1em} \triangleright \text{Move edits to beginning}
19:  \hspace{2em} h'' ← MOVEALL(h′, idxes, 0)
20:  \hspace{2em} if \hspace{1em} h′ = h'' \hspace{1em} then Display “Cannot commit selected edits.” \hspace{1em} \triangleright \text{Move failed.}
21:  \hspace{2em} else \hspace{1em} h′ ← h'' \hspace{1em} \triangleright \text{Sync and commit } s. \text{ Remove edits at } idxes \text{ from the view.}
22:  \hspace{2em} \hspace{1em} s : snapshot ← GETSNAPSHOT(h′, len(idxes))
23:  \hspace{2em} \hspace{1em} Sync and commit s. Remove edits at idxes from the view.
24:  \hspace{2em} end if
25:  \hspace{1em} end if
26: until \hspace{1em} c = \text{Exit}
27: end procedure

28: procedure MOVEALL(h : history, idxes : int[], after : int) \quad \triangleright \text{Moves edits at } idxes \text{ after location } after.
29:  \hspace{1em} h′ ← h \quad \triangleright \text{Copy history.}
30: for \hspace{1em} i ← 0, len(idxes) − 1 \hspace{1em} do
31:  \hspace{2em} h'' ← MOVE(h′, idxes[i], after + i)
32:  \hspace{2em} if \hspace{1em} h′ = h'' \hspace{1em} then return h
33:  \hspace{2em} end if
34:  \hspace{2em} h′ ← h''
35: end for
36: return h′
37: end procedure
this duplication to group the common functionality. The fifth edit removed some unnecessary code left over from the second edit. These five edits represent six high-level software engineering tasks: implementing (1) the abstract edge class, (2) the undirected edge, (3) the directed edge, (4) the abstract graph class, (5) the undirected graph representation, and (6) the directed graph representation. Using today’s state-of-the-art VCSs and research techniques, it is difficult to untangle the six high-level tasks in the history.

Running Untangler on this history automatically proposed exactly the six high-level software development tasks because each of them was a coherent edit. In this case, all the developer had to do was commit each of the edits suggested by Untangler to produce an untangled history. In other cases, the developer may need to expand and collapse edits, implicitly reordering them when collapsing and committing. This anecdotal evidence demonstrates that Untangler can successfully untangle development histories.

5.4.2 Fine-Grained Test Bisection

Automated history analysis can help some development tasks. For example, history bisection of test failures (also known as test bisection) [61], identifies which edit introduced a regression failure. It uses binary search and a test case on a VCS repository to find the first snapshot such that the test fails. (More generally, history bisection can apply to any property of a snapshot, beyond just test results.) However, the effectiveness of test bisection depends on the quality and granularity of the history. Given a fine-grained history, test bisection returns a concise description of the failure-introducing change. However, given a coarse, manually-created history, test bisection can only identify a large change as responsible for introducing the test failure. Manually-created development histories are unlikely to be optimal for test bisection. Existing approaches, such as delta debugging [156, 157] improve and simplify test bisection results but can produce partial edits that divide atomic developer actions. For example, these approaches may find that while a refactoring does not break a test, half of that refactoring does, and this may mask another, later cause of the failure.

To address this problem and to demonstrate another use of Bread, we built Bisector, a fine-grained test bisection tool that uses the fine-grained development history to pinpoint real developer actions that cause regression failures. Bisector is available as an open-source tool: [https://bitbucket.org/kivancmuslu/chronos-test-bisection](https://bitbucket.org/kivancmuslu/chronos-test-bisection). Fine-grained test bisection (Algorithm 8) uses the rich information inside the fine-grained development history to compute the minimal cause of the regression failure, exactly as it is introduced during development. Fine-grained test bisection
guarantees to identify the most recent cause of the failure by bisecting the more-recent half of the history first, regardless of the bisection results on the less-recent half and how many times the test regresses during the fine-grained history. The latest regression failure is probably on code that is most familiar to the developer. Building Bisector was easy: it took one developer three days and required only 670 lines of Java.

Algorithm 8 Fine-grained test bisection (FGB\textsc{Isect}) improves test bisection by pinpointing the cause of a regression failure exactly as it was introduced during development.

\begin{algorithm}
\begin{algorithmic}
\STATE \textbf{procedure} FGB\textsc{Isect}(h : \textit{fine\_grained\_history}, \textsc{test\_runner}: \{\textit{snapshot} \rightarrow \textit{bool}\})
\STATE \hspace{1em} \textit{h'} : \textit{history} $\leftarrow$ \textsc{GROUP\_COMPILABLE}(h)
\STATE \textbf{return} \textsc{Bisect}(\textit{h'}, \textsc{test\_runner}, 0, \text{len}(\textit{h'}) - 1)
\textbf{end procedure}
\end{algorithmic}
\end{algorithm}

We used Bisector on the fine-grained history recorded while developing the Java graph library from Section 5.4.1. Running test bisection — for each test — on the manual development history
yielded no results. However, running Bisector on the Bread history yielded a bisectable test. The test failure happened while the developer was in the middle of implementing the condition of an `if` clause. The correct implementation has a negated condition, but the developer first implemented the condition without the negation, causing a test failure. This example illustrates Bisector’s potential to pinpoint test failures that developers introduce unintentionally.

5.4.3 Understanding Software Evolution

Understanding software evolution is an important and challenging software engineering task [8]. For example, understanding how a class evolves over time can help identify bugs [91]. But today, the state-of-the-practice of understanding code element evolution is ad-hoc. Developers can use version control to look at individual snapshots or diffs, use impact analysis to identify potential consequences of an edit [4], and examine thin program slices to understand what parts of a program affect an element [141]. However, these approaches focus on individual snapshots or pairs of snapshots and fail to capture long-term evolution.

To address this challenge, we have designed the CodeEvolve algorithm (Algorithm 9). Using Codebase Manipulation, CodeEvolve transforms the history into the compilable-code granularity and then further transforms the history to contain only the edits relevant to the element of interest.

5.5 Performance Evaluation

To evaluate if Bread is unobtrusive, we empirically measured Bread’s performance. We ran all experiments on a modern laptop (Intel Core i7-4650U CPU, 8GB ram, SSD hard drive). We focus on scalability, overhead on developer actions, and recording delay.

**Scalability.** Since code changes are as frequent as individual keystrokes, Bread must scale to handle large histories.

Bread stores each code change as a Git changeset. To understand how well Git scales with development history size, we designed an experiment that creates a random fine-grained development history by invoking `git commit` after each single-character edit. The experiment creates 50 random files of 100–200 lines with each line of 40–80 characters. The experiment measures the time it takes to execute `git commit` after each edit. Just like Bread, the experiment calls garbage collection (`git gc`) as soon as the number of loose Git objects reaches 300. The garbage collection...
Algorithm 9 CodeEvolve: Returns a finest-grain view of the input history such that the snapshot produced by each edit modifies at least one of the code elements of interest.

1: procedure CODEEVOLVE(h : fine_grained_history, INCLUDENODE : ASTNode → bool, COMPILER : snapshot → AST)
2:   prev_ast : AST ← empty AST
3: procedure DECIDER(s : snapshot, e : edit)
4:   ast : AST ← COMPILER(s)
5:   ▷ Diff the current and the previous AST.
6:   ⟨added, modified, removed : ASTNode[]⟩ ← ASTDIFF(prev_ast, ast)
7:   prev_ast ← ast
8:   ▷ Return true if the AST diff wrt the previous AST contains a node of interest.
9:   affected ← added ∪ modified ∪ removed; return {∃ n ∈ affected | INCLUDENODE(n)}
10: end procedure
11: h ← GROUPCOMPILABLE(h); h ← GROUPCONSECUTIVE(h, DECIDER)
12: ▷ Compute frames (snapshots) of interest.
14: for all e : edit ∈ h' do
15:   current_frame ← e(current_frame); frames ← frames + [current_frame]
16: end for
17: Visualize frames.
18: end procedure

duration is excluded from the results because Git supports garbage collection in parallel with other Git operations, and Bread uses idle CPU cycles for garbage collection.

The average time overhead of recording edits was 37% over 367K edits. Even after 350K edits, Git takes less than 15 ms to record each edit. We conclude that Git scales well with respect to development workloads. The 37% overhead is a worst case scenario of continuously typing of the 367K characters. Future work can further improve scalability by splitting the history into multiple internal repositories.

Having found that Git scales reasonably well, we next explored Bread’s overhead on developer actions.

Developer Action Overhead. As Bread tracks all developer changes at the buffer level, it listens to each keystroke. To be unobtrusive, the overhead experienced by the developer must be close to zero so that Bread does not adversely affect the developer. Figure 5.2 shows, for the most common developer actions, the IDE overhead that Bread introduces when the action is initiated programatically. One of the most common developer actions is editing a file with keystrokes. Figure 5.2 represents such text edits as size 1. IDEs also support complex operations, such as
refactoring, auto-complete, copy-and-paste, etc., which are represented as edits of size 100. The results show that the overhead is independent of the edit size, and even for large files (10,000 characters), the overhead is no more than 4.5 ms.

Manually adding and removing files in an Eclipse project are represented as 1-, 100-, and 1,000-sized file operations. File operations of size 1 are manual file generation, copy, and removal, and file operations of size 100 and 1,000 represent copying, removing, or importing a directory or an entire Eclipse project. The results suggest that the overhead for file operations increases linearly with operation size, as expected. Removals are faster than additions, and even for large operations, the overhead never exceeds a few seconds. Since Eclipse already takes several seconds to import a project with 1,000 files, the results suggest that Bread introduces negligible IDE overhead.

**Recording Delay.** To keep the automatically-recorded history up-to-date, the delay between when the developer makes a code change and when Bread records it should be negligible. An excellent typist types 80 words per minute, which implies a 150-ms delay between consecutive keystrokes. Software development is slower than transcribing text, so a delay to record code changes of less than 150 ms should satisfy the unobtrusive recording requirement.

Figure 5.2 shows the delay Bread incurs while recording code changes for the most common developer operations. Except for importing and deleting large Eclipse projects, recording delay
is less than 11 ms. Since importing and deleting large Eclipse projects is fairly rare, and these operations already take several seconds for Eclipse to execute, we conclude that Bread records the history with negligible delay.

5.6 Contributions

Development histories are necessary for software engineering tasks, but their inflexible granularity hinders their utility. This chapter introduced multi-grained views that let the developer access the history in the most optimal granularity for the current task. The granularity of these views are not known in advance, which necessitates the underlying technique to create and maintain a fine-grained development history. Codebase Replication (Chapter 2) trivializes how Codebase Manipulation records this fine-grained history by detecting all developer edits and applying these edits to the copy codebase, which provides access to the corresponding development snapshots. On top of this fine-grained history, Codebase Manipulation applies high-level history transformations to rewrite the history’s granularity to make it more suitable for specific tasks. We have demonstrated that Codebase Manipulation is highly expressive by designing three tools that use Codebase Manipulation to aid untangling concurrent code changes, localize causes of regression failures, and understanding code evolution. Bread, an implementation of Codebase Manipulation, demonstrates that our approach is highly efficient and has negligible overhead. We publicly released all our source code. Overall, these results show promise that Codebase Manipulation can improve information retrieval tools that use the development history and can make histories more usable for manual inspection.
Chapter 6

RELATED WORK

This chapter puts the dissertation in the context of related research by discussing continuous analyses and continuous analyses frameworks (Section 6.1), speculative analyses (Section 6.2), fine-grained development history frameworks and tools built on these frameworks (Section 6.3), and use of replication to achieve different goals (Section 6.4).

6.1 Continuous Analyses

This section places Codebase Analysis in the context of related research. Section 6.1.1 discusses other approaches to building continuous analysis tools and Section 6.1.2 discusses existing continuous analysis tools and their benefits.

6.1.1 Building Continuous Analysis Tools

As we have described, an $\epsilon$-continuous analysis exhibits both currency and isolation. Codebase Analysis simplifies building such analyses. Alternatively, developers can build such tools by using IDEs’ APIs to listen to source code edits. For example, Eclipse’s IResourceChangeListener [41] and IDocumentListener [40] APIs broadcast file-level and memory-level changes, respectively. Eclipse’s Java incremental compiler [46] and reconciler compiler [45] use these APIs; however, these analyses are written by the IDE developers, and building $\epsilon$-continuous analyses using these primitive APIs is prohibitively difficult for third-party developers.

Some specialized development domains make building a limited set of continuous analyses simple. For example, a spreadsheet can be thought of as an IDE for data-intensive programs that reruns these programs on every code or data update. VisiProg [71, 87] proposed to extend this paradigm to general programming languages, but Codebase Analysis is the first implementation that provides isolation and currency. As another example, live programming [17, 149, 23], which eases development by executing a fast-running program on a specific input as that program is being developed, is a special case of continuous analysis.

The rest of this section discusses alternate ways of creating continuous analysis tools and com-
compares them to Codebase Analysis. None of the existing approaches provides both isolation and currency, although some provide one or the other.

**Methods that Yield Limited Currency but Lack Isolation**

IDEs provide higher-level frameworks than the primitive listeners described earlier. For example, to simplify implementing build-triggered continuous analyses, Eclipse provides Incremental Project Builders \[42\]. This mechanism can be used to execute an analysis on the on-disk version of the program every time the incremental compiler runs. (Note that when auto-build is enabled in Eclipse, the code builds every time it is saved to disk, so build-trigger becomes equivalent to file-change-trigger.) This mechanism enables building analyses that have some currency, although Codebase Analysis’ memory-change access provides better currency by enabling the analyses to run on a more recent version of the program than one that has been saved to disk. Further, unlike Codebase Analysis, this mechanism does not allow for analysis isolation. The analyses run on the developer’s on-disk copy, meaning that an impure analysis’s changes directly alter the developer’s code, and a developer’s concurrent changes may affect the analysis.

IDEs also provide frameworks that simplify building a limited set of continuous analyses with memory-change currency. For example, Eclipse’s Xtext \[152\] simplifies extending Eclipse to handle new languages. Xtext provides parsing, compilation, auto-complete, quick fix, and refactoring support, but is limited to building language extensions. Meanwhile Codebase Analysis provides memory-change currency for arbitrary source or binary code analyses. Similarly to Incremental Project Builders, and unlike Codebase Analysis, Xtext does not allow for analysis isolation as a developer’s concurrent changes may affect the analysis. Further, Xtext does not support impure analyses.

**Methods that Yield Limited Isolation but Lack Currency**

Integration servers, such as Jenkins \[82\], can enable certain kinds of continuous analyses. An integration server maintains an isolated copy of the program under development and automatically fetches new changes, builds the program, runs static and dynamic analyses, and generates summaries for developers and project managers. However, integration servers lack currency, as they cannot be memory-change- or file-change-triggered; typically they are triggered periodically or by events such as a commit. Modern collaboration portals, such as github.com, bitbucket.org, and googlecode.com, integrate awareness analyses and create interfaces for developers to get feedback on the state of their programs. This is also a step toward making analyses continuous, as the portals
can automate the running of analyses and can analyze multiple developers’ codebases and notify developers of analysis results. However, this mechanism also lacks currency as the analyses cannot be triggered by memory changes, file changes, or even most version control operations.

IDEs provide APIs that serialize accesses to the codebase, which can ensure partial isolation. For example, Eclipse provides a Jobs API \[48\] that enables third-party developers to schedule jobs that access the codebase. There is no isolation: these jobs either block each other and the developer edits, or they occur concurrently on the same codebase. In contrast, Codebase Analysis can run an analysis on the copy codebase while letting the developer work, achieving true isolation, and providing native support for impure continuous analyses.

### 6.1.2 Existing Continuous Analysis Tools

Continuous analysis tools help developers by reducing the notification delay of code changes’ effects on analysis results. For example, continuous testing \[128, 129, 130\] executes a program’s test suite as the program is being developed. In a study, continuous testing made developers three times as likely to finish programming tasks by a deadline \[129\] and reduced the time needed to finish a task by 10–15% \[128\]. Similarly, continuous data testing greatly reduced data entry errors \[110\], and continuous compilation made developers twice as likely to finish programming tasks by a deadline \[129\]. Some continuous analyses \[21, 22, 69, 109\] can be speculative \[19\] by predicting developers’ likely future actions and executing them in the background to inform developers’ decision making. Such tools have the potential to further increase the benefits of continuous analyses.

Figure 6.1 lists previous continuous analysis tools of which we are aware. Although IDEs provide frameworks and APIs to simplify the creation of continuous analyses, Figure 6.1 shows that most existing third-party IDE-integrated continuous analysis tools are not ε-continuous, lacking either in isolation or currency. From the sixteen file-change-triggered and build-triggered tools in Figure 6.1, we selected the seven with evidence of development or maintenance within the last year and contacted their developers to ask if they had considered making their analyses run whenever the in-memory code changes or compiles. We received responses from the developers of four of the seven tools, GoClipse, InPlace Activator, TSLint, and TypeScript (TSLint and TypeScript are developed by an overlapping set of developers). All the developers thought making analyses continuous was a good idea, with one remarking that this would be hard to do, another that he didn’t have enough time to implement this feature, and the third pointing out that part of the tool already has this continuous behavior, although not all of the tool’s analyses are continuous. We
<table>
<thead>
<tr>
<th>Tool</th>
<th>Trigger</th>
<th>Currency</th>
<th>Staleness</th>
<th>Isolation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quick Fix Scout [104]</td>
<td>Memory-change</td>
<td>Immediately interrupt</td>
<td>Immediately remove</td>
<td>Full</td>
</tr>
<tr>
<td>Eclipse reconciler compiler [45]</td>
<td>Memory-change</td>
<td>Immediately interrupt</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>JKind [83]</td>
<td>Memory-change</td>
<td>Immediately interrupt</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>eVHDL [54]</td>
<td>Memory-change</td>
<td>Immediately interrupt</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>Scribble [135]</td>
<td>Memory-change</td>
<td>Immediately interrupt</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>wNesC [150]</td>
<td>Memory-change</td>
<td>Immediately interrupt</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>OcaIDE [118]</td>
<td>Memory-change</td>
<td>Immediately interrupt</td>
<td>Never remove</td>
<td>Developer</td>
</tr>
<tr>
<td>WitchDoctor [50]</td>
<td>Memory-change</td>
<td>Never interrupt</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>NCrunch [115]</td>
<td>Memory-change</td>
<td>Unknown</td>
<td>Immediately remove</td>
<td>Full</td>
</tr>
<tr>
<td>DocMLET [38]</td>
<td>Memory-change</td>
<td>Unknown</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>dLabPro [137]</td>
<td>Memory-change</td>
<td>Unknown</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>Embedded CAL [52]</td>
<td>Memory-change</td>
<td>Unknown</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>Eclipse continuous testing [130]</td>
<td>Memory-change</td>
<td>Unknown</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>Sureassert UC [133]</td>
<td>Memory-change</td>
<td>Unknown</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>Blueprint [17]</td>
<td>Memory-change</td>
<td>Unknown</td>
<td>Unknown</td>
<td>Unknown</td>
</tr>
<tr>
<td>Forms3 [149]</td>
<td>Memory-change</td>
<td>Unknown</td>
<td>Unknown</td>
<td>Unknown</td>
</tr>
<tr>
<td>Lighthouse [96]</td>
<td>File-change</td>
<td>Unknown</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>WeCode [69]</td>
<td>File-change</td>
<td>Unknown</td>
<td>Unknown</td>
<td>Full</td>
</tr>
<tr>
<td>Eclipse incremental compiler [46]</td>
<td>Other (build)</td>
<td>Immediately interrupt</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>FindBugs [55]</td>
<td>Other (build)</td>
<td>Immediately interrupt</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>Checkstyle [43]</td>
<td>Other (build)</td>
<td>Never interrupt</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>Infinitest [78]</td>
<td>Other (build)</td>
<td>Never interrupt</td>
<td>Never remove</td>
<td>Developer</td>
</tr>
<tr>
<td>TypeScript [135]</td>
<td>Other (build)</td>
<td>Never interrupt</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>TSLint [134]</td>
<td>Other (build)</td>
<td>Never interrupt</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>SConsolidator [174]</td>
<td>Other (build)</td>
<td>Unknown</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>JUnitLoop [85]</td>
<td>Other (build)</td>
<td>Unknown</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>InPlace Activator [79]</td>
<td>Other (build)</td>
<td>Unknown</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>GoClipse [166]</td>
<td>Other (build)</td>
<td>Unknown</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>EclipseFP [51]</td>
<td>Other (build)</td>
<td>Unknown</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>JDE [87]</td>
<td>Other (build)</td>
<td>Unknown</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>CAL [55]</td>
<td>Other (build)</td>
<td>Unknown</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>JSON Schema Validation [83]</td>
<td>Other (build)</td>
<td>Unknown</td>
<td>Immediately remove</td>
<td>Developer</td>
</tr>
<tr>
<td>Metrics [47]</td>
<td>Other (build)</td>
<td>Unknown</td>
<td>Unknown</td>
<td>Unknown</td>
</tr>
<tr>
<td>Visual Studio continuous testing [33]</td>
<td>Other (build)</td>
<td>Unknown</td>
<td>Unknown</td>
<td>Unknown</td>
</tr>
<tr>
<td>CDT [110]</td>
<td>Other (database)</td>
<td>Never interrupt</td>
<td>Never remove</td>
<td>Developer</td>
</tr>
<tr>
<td>Crystal [21]</td>
<td>Detects collaboration conflicts</td>
<td>Periodic (10 m)</td>
<td>Never remove</td>
<td>Full</td>
</tr>
<tr>
<td>APE [1]</td>
<td>Eclipse plug-in for AnsProg programming environment</td>
<td>Manual²</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>ML-Dev [104]</td>
<td>Eclipse plug-in for Standard ML language</td>
<td>Manual²</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>EMFText [53]</td>
<td>Eclipse plug-in for Ecore metamodel</td>
<td>Manual²</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Bio-PEPA [2]</td>
<td>Eclipse plug-in for Bio-PEPA language</td>
<td>Manual²</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Hibernate Synchronizer [73]</td>
<td>Eclipse plug-in for Hibernate framework</td>
<td>Manual²</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>n-gram-based code completion [74]</td>
<td>Unknown²</td>
<td>Unknown¹</td>
<td>Unknown¹</td>
<td>Unknown¹</td>
</tr>
</tbody>
</table>

¹ The analysis is 0.5 seconds delayed. For other analyses, the documentation does not describe a delay.
² The publications and tool documentation do not give adequate information to categorize the tool.
³ In addition to the main analysis listed in the table, the plug-in includes secondary memory-change-triggered continuous analyses.
⁴ In addition to the main analysis listed in the table, the plug-in includes secondary file-change-triggered continuous analyses.

Figure 6.1: Previous continuous analysis tools, categorized according to the design dimensions of Section 3.2. The first six tools are ε-continuous. The continuous IDE plug-ins for language extensions provide parsing, compilation, auto-complete, quick fix, and/or refactoring support. “Developer” isolation means that the developer is isolated from the changes made by an impure analysis, but the analysis is not isolated from the developer’s changes; this is adequate for building only pure ε-continuous analysis tools. For IDEs that support auto-build, build-triggered analyses are equivalent to file-change-triggered analyses.
conclude that developers prefer to build ε-continuous tools for at least some analyses, but that the effort required to build such tools prevents their development.

Building an ε-continuous analysis without Codebase Analysis is prohibitively difficult and results in poor designs. As an example, an earlier Eclipse continuous testing plug-in [130] is ε-continuous, but making it ε-continuous required hacking into the core Eclipse plug-ins, so it does not work with subsequent versions of Eclipse. As another example, to achieve isolation, Quick Fix Scout [109] embeds and maintains its own copy codebase in the developer’s workspace, significantly complicating its design and implementation. Further, embedding replication logic inside the analysis makes it difficult to debug the replication logic, as bugs that break the synchronization between the copy codebase and the developer’s codebase are difficult to isolate. In contrast, as Section 3.5.2 has argued, Solstice makes it easier to write Eclipse-integrated analyses that maintain isolation and currency.

6.2 Speculative Analysis

Speculative analyses are impure; a speculative analysis modifies the codebase before computing its results. A continuous speculative analysis cannot run on the developer’s codebase since the intermediate modifications done by this analysis would confuse the developer. To prevent such confusion, a continuous speculative analysis either incrementally maintains a copy of the developer’s codebase or creates a copy of the developer’s codebase before each analysis execution.

Modern IDEs have limited support for impure analyses. For example, Eclipse provides working copies [50], an AST node copy of a compilation unit. Using working copies, it is possible to make modifications to a compilation unit, without changing the codebase. However, an offline impure analysis needs to go through substantial modifications to create and modify these working copies, rather than the codebase on the disk. Codebase Analysis supports impure analyses without changes to the underlying offline analysis. The impure analysis runs on and modifies the copy codebase, which has no effect on the developer’s codebase.

Previously, Brun et al. [21, 20, 22] created a speculative analysis for proactively detecting collaboration conflicts for decentralized VCSs, called Crystal. To compute pairwise collaboration conflicts, Crystal [20] clones the developer’s VCS repository into a temporary location and periodically compares this copy repository with the other developers’ repositories. When two repositories do not conflict, Crystal attempts to build and test the merged codebase, to compute build and test conflicts. As an extension of this work, we built Beacon [7] for centralized VCSs and larger codebases. Guimarães and Silva [69] proposed a technique that continuously merges committed and
uncommitted code to create a codebase, that approximates a software’s global state, which can be built and analyzed to detect conflicts before check-in.

6.2.1 Speculative Analysis of Integrated Development Environment Recommendations

The interest in software recommendation systems — “software . . . that provides information items estimated to be valuable for a software engineering task in a given context” [126] — has grown over the past few years, with an increasing number of research results and tools, as well as an ongoing workshop [75].

Work in recommendation systems includes: defining recommendations for new domains, such as requirements elicitation [27] and team communication [151]; frameworks for defining recommendation systems [99]; and techniques for choosing recommendations to include in a system, such as data mining [133].

Some efforts that are more directly relevant to Quick Fix Scout also aim to improve IDE recommendations. Robbes and Lanza propose eight different ways to reorder code-completion recommendations; they evaluated these techniques on a realistic benchmark, and show that reordering the matches based on historical usage provides the greatest improvement [125]. Bruch et al. reorder and filter the Eclipse auto-complete dialog using mined historical data and developer usage habits [18]. Recently, Perelman et al. showed that Visual Studio auto-complete (IntelliSense) can be improved by using developer-supplied partial types, to search all APIs for auto-completions that would transform the input type to the expected output type [121].

In contrast to the first two of these approaches, which rely on past usage patterns, Quick Fix Scout reorders recommendations based on information about properties of the program that will be created if a recommendation is selected. In contrast to the third approach, the developer need not add any information to the program for Quick Fix Scout (or, of course, Quick Fix) to work. In addition, we have recently shown how to improve IDE recommendations by considering the interactions between existing recommendations [108].

In addition to industrial efforts related to Quick Fix [1] some research efforts address various aspects of Quick Fix. For example, a paper on automatic refactoring in the face of problems such as references to unavailable declarations mentions an experimental participant’s idea to augment the system with invocations to Quick Fix [86]. As another example, a recommendation system approach to increasing reuse also suggests integrating their system through Quick Fix [80].
Quick Fix Scout is built on speculative analysis: a technique that computes precise information about likely future states of a program and presents this information to the developer so that she can make better and more informed decisions [19]. Applying speculative analysis on collaborative software development [21], Brun et al. built Crystal [20]: a tool that notifies developers as soon as a conflict emerges. The biggest difference between Crystal and Quick Fix Scout is the granularity of the speculation. For collaboration conflicts, it is acceptable if the developer is notified after the conflict emerges since she would still be able to find the reason of the conflict and coordinate it. As a result, Crystal does not have to work on the most recent copy of the project and might report results with some delay. However, when a developer invokes Quick Fix, she needs the results for the recent version of the project as the results from any previous version is not acceptable and actionable. In addition, developers want to see the results as soon as the Quick Fix dialog is created since it takes a couple of seconds for them to decide what to choose.

6.3 Fine-grained History Frameworks

The typical way to create development histories is by using version control systems (VCSs), such as Subversion [32], Mercurial [101], and Git [59]. Unlike Codebase Manipulation, these systems are manual and the history they provide has a fixed, typically coarse granularity. Developers may change the filesystem state to earlier snapshots in the history, and may compare the differences between two snapshots, but cannot easily alter the history to suit particular development tasks.

VCSs require the developer to manually create each snapshot. Developers frequently forget to create snapshots, or simply do not know the best time to do so. As a result, the development history is often coarse-grained or incomplete. For example, a single edit may include changes relevant to multiple development tasks, and changes developers make but overwrite before creating a snapshot are lost. This makes VCS histories suboptimal for many analyses or manual inspection. Codebase Manipulation addresses these limitations by automatically recording the history of all edits and providing the framework for rewriting this history into custom granularities better suited for development tasks.

Some VCSs allow limited history rewriting [63, 102]. For example, git rebase can collapse, expand, swap, and remove edits [64]. However, these tools are complex, prevent collaboration because rewriting a shared history prevents subsequent sharing, and are irreversible and lead to further history information loss. By contrast, Codebase Manipulation history transformations are high-level, which hides all internal complexity, reversible, and keep intact the recorded history’s integrity to enable collaboration.
Development histories can also be created automatically by recording developer actions. Fluorite \cite{153} stores fine-grained edits to visualize, replay, and query the development history, and implements fine-grained selective undo \cite{26}. Built on Fluorite, Azurite studies developers’ backtracking patterns \cite{154} and also enables selective undo \cite{155}. CodingSpectator \cite{117} and CodingTracker record and use the fine-grained development history to study refactoring practices \cite{146}, development practices \cite{117}, and fine-grained change patterns \cite{116}. Storyteller VCS uses the fine-grained history to transfer knowledge from an experienced developer to an inexperienced one \cite{98}. IDE++ \cite{67,68} maintains a fine-grained development history to improve development by analyzing fine-grained code changes. Each of these tools focuses on particular development tasks or research goals. As a result, these automatically recorded fine-grained histories are inflexible and only suitable for the tasks that require their particular granularity. By contrast, Codebase Manipulation is applicable to many tasks because it records a flexible history whose granularity can be transformed to match each particular task.

To aid understanding how a history should be rewritten, heuristics can detect related changes to help identify which changes in a large edit may need to be untangled. These heuristics include historical code change patterns \cite{92} and change couplings, data dependencies, and code metrics \cite{72}. These approaches focus on detangling large edits, which is a problem of manually-recorded histories, but are complementary to our Untangler tool (recall Section 5.4.1) and can help automate selecting which edits Untangler should collapse. Meanwhile Codebase Manipulation provides access to overwritten changes, potentially improving the effectiveness of these tools.

Development histories simplify some software engineering tasks. For example, Git’s annotate \cite{60} and blame \cite{62} commands can help understand the context of an earlier change, and test bisection \cite{61} and delta debugging \cite{156,157} can help find the cause of a regression failure. However, the history’s granularity affects the effectiveness of these tools. Codebase Manipulation is complementary to these tools and can improve their effectiveness by transforming the granularity into one most suitable for the task. Further, because Codebase Manipulation automatically records every developer edit, it can create richer history views of more granularities than is possible with manually-created histories, further improving tool effectiveness.

Mining software repositories research uses development histories to understand development practices \cite{21,22,158}, to localize bugs \cite{114,97,113,119,103,100}, and to help collaborative teams work together \cite{10}. However, performing analyses on manually-recorded histories may lead to incorrect conclusions \cite{11}. A history created by recording the edits at each save operation can be used to visualize development and create development summaries \cite{28} and to study the evolution
of students’ projects [139]. These repositories are finer-grained and more complete than manually-created ones and research on such repositories has, for example, identified a correlation between static analysis warnings and test failures [140]. The histories created by Codebase Manipulation are finer-grained, richer in terms of containing information about developer actions, and more complete, as they include edits a developer may overwrite before saving a file. This potentially creates better data sets for mining software repositories research.

6.4 Other Uses of Replication

Replication — the idea of using a copy of a resource such as code or data — is well-studied in the context of storage and distributed systems research. Previous work uses replication to increase fault tolerance and performance.

Redundant array of inexpensive disks (RAID) [30, 120] is a system that copies the data on user’s hard drive into multiple disks to increase fault tolerance and performance. A RAID system can detect and recover from disk failures. When accessing data, a RAID system reads it from multiple disks. If there is a failure and all disks do not fail in the same way, retrieved values will be inconsistent. A RAID system recovers by assuming that a value retrieved by the majority of the disks is correct.

In distributed systems the Replicated State Machine [94, 132] approach is a widely used method for implementing fault-tolerant services by replicating servers and ordering client requests that execute on these servers. These systems (e.g., SMART [14]) use consensus protocols such as Paxos [95] to order client requests. Apart from the replicated state machine approach, a lot of distributed systems use replication and consensus protocols to achieve fault-tolerance and better performance. These systems include Chubby [24] that uses Paxos to implement a coordination service, Megastore [6] that uses Paxos to replicate primary user data across data centers in a high performance storage system.

Codebase Replication creates and maintains a copy of the developer’s codebase to simplify software development tasks. Similar to the previous research, this copy codebase is eventually consistent with the developer’s codebase. However, Codebase Replication does not treat the developer’s codebase and the copy codebase equally. The flow of information is almost always from the developer’s codebase to the copy codebase. The computations ran on the copy codebase do not run on the developer’s codebase. The modifications on the copy codebase are not replicated on the developer’s codebase. Codebase Replication can be extended to maintain multiple copies of the codebase: one master and many slaves. In this extended design, Codebase Replication can use
redundant copies to increase fault tolerance (e.g., if an analysis makes a copy inaccessible) or increase performance (e.g., by running multiple analyses in parallel on multiple copies). Maintaining perfect replicas to increase fault tolerance and performance is left as future work.
Chapter 7

CONTRIBUTIONS

This dissertation shows how an incrementally maintained copy of the developer’s codebase can enhance software development. The dissertation first introduces Codebase Replication, a framework that creates and maintains a copy of the developer’s codebase. Codebase Replication lets other frameworks run programs on the copy codebase without interrupting development. The dissertation focuses on three frameworks built on Codebase Replication. First, a continuous analysis framework like Codebase Analysis improves developers’ interaction with the current codebase through continuous analysis feedback. By implementing four continuous analyses in less than 710 lines of code and 20 hours on average, we showed that Codebase Analysis makes it easy to build IDE-integrated continuous analyses [105]. In a case study on 10 developers, we showed that developers liked continuous feedback and Codebase Analysis continuous testing, and they did not perceive additional overhead [106]. Second, speculative analyses can enhance development by exploring potential future states of the software. Codebase Analysis is designed to support speculative analyses. Applying speculative analysis in the context of Eclipse Quick Fixes, we implemented Quick Fix Scout. In a controlled experiment, we showed that Quick Fix Scout speeds up error-removal tasks by 10% [109]. Third, a history manipulation framework like Codebase Manipulation simplifies information-retrieval tasks from the development history. We showed that Codebase Manipulation can express three distinct tasks: untangling code changes, pinpointing cause of regression failures, and understanding software evolution. We prototyped Codebase Manipulation in Bread. Bread maintains a fine-grained history in real time with low overhead. Using Bread, we implemented Untangler for untangling code changes, and Bisector for pinpointing the cause of regression bugs. Our initial experience with these tools suggests that Bread can simplify information-retrieval tasks.
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