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Mobile data traffic has been exponentially increasing during the past years. With the prevalence of video-enabled mobile devices such as smart phones, more than half of the total mobile data traffics are attributed to mobile video traffics. Since wireless resource is limited and video-related applications are bandwidth-consuming, efficiently transmitting videos over wireless networks while providing higher perceptual qualities at the end users become the everlasting endeavors of the service providers. The rapid increasing demands of wireless video streaming services have boosted the developments of video delivery technologies. In the application (APP) layer, more efficient video source coding technologies are designed so that videos with higher qualities can be delivered with less bandwidth consumptions. Among the existing video coding technologies, the scalable video coding (SVC) provides a capability of adapting to various needs or preferences of end users as well as to varying terminal capabilities or network conditions, which makes it an attractive candidate for wireless video streaming applications. In the medium access control (MAC) layer, resource allocation techniques, including rate adaptations and channel selections, are optimized for better wireless resource usages. In the physical (PHY) layer, advanced data transmission schemes such as multi-input multi-output (MIMO) are developed for higher spectral efficiency. To better utilize the advantages of different technologies in different layers, cross-layer design driven by optimizing the end users perceptual quality is highly required. In this dissertation, methods of quality-driven cross-layer design of video transmissions over MIMO systems are discussed.

First, a near optimal transmit power allocation scheme for delivering SVC-based videos
over MIMO systems is discussed. According to the channel state information (CSI) feedbacks, the power of each transmit antennas is adaptively optimized subject to an overall power limit. Therefore, the SVC bit streams with different priorities are transmitted with unequal error protections (UEPs) so that the quality of experience (QoE) at the end user is maximized. Both transmission errors in the PHY layer and video source coding characteristics in the APP layer are jointly considered in this scheme. A near optimal solution is achieved by decomposing the original optimization problem into several convex optimization sub-problems. Detailed algorithms with different complexities and their corresponding theoretical reasonings are provided. The near optimality of the proposed scheme, in terms of measured utilities, is shown by comparing with the exhaustive searched optimal solutions. Simulations with real H.264 SVC video traces demonstrate the effectiveness of the proposed scheme by comparing with other existing schemes in terms of well-accepted video quality assessment methods, such as the peak signal-to-noise ratio (PSNR) and the structural similarity (SSIM) index.

Second, a joint rate and power adaptation scheme for SVC-based video transmissions over MIMO systems is discussed. The ultimate goal of this scheme is to maximize the decoding quality at the receiver side. The rate adaptation includes selecting the best modulation and coding schemes (MCSs), set of spatial channels, number of SVC layers (source coding rates) and their corresponding application layer forward error correction (APP-FEC) coding rates. The power adaptation involves the proper allocation of the power to each antenna in the MIMO system. In most of the existing studies, the bit stream of each particular SVC layer is allocated to one spatial channel and the UEP is achieved by transmitting the more important SVC layers through the spatial channels with higher channel gains. However, in the proposed scheme, the bit stream of each particular SVC layer is distributed to multiple spatial channels so that additional diversity gain can be exploited by applying APP-FEC. The UEP can also be achieved with different APP-FEC coding rate on each video layer. Moreover, transmit power allocation is also effectively and jointly determined to improve the system performance. The effectiveness and favorable performance of the proposed scheme are shown by simulations with H.264 SVC traces of high definition (HD) video clips over MIMO systems.
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Chapter 1

INTRODUCTION

1.1 Motivations and Objectives

As predicted in [4], 72% of all consumer mobile traffic will be mobile video traffic in 2019, up from 55% in 2014. Furthermore, mobile data traffic will exponentially increase between 2014 and 2019, representing a 57 percent of compound annual growth rate (CAGR), which is about three times faster than fixed Internet protocol (IP) traffic. The rapid increasing demands of wireless multimedia applications have boosted the development of modern video delivery technologies over wireless channels [32]. Providing higher quality mobile video services becomes the everlasting endeavors of multimedia service providers [70]. However, the error-prone and band-limited nature of wireless communication environments, which causes high packet loss/error rate, delay and jitter, may lead to tremendous quality degradation of real-time streaming video services [27].

Many technologies have been developed to compensate for the effects caused by varying wireless channel quality. In the application (APP) layer, the scalable video coding (SVC) [63, 77] is employed so that videos can be encoded with several spatial, temporal and quality scalabilities (layers), including one base layer and several enhancement layers, where valid bit streams can still be formed even when parts of the encoded bit streams (higher enhancement layers) are removed. With more decoded enhancement layers, the received video quality is improved. But the video layers are dependent such that the base layer and lower enhancement layers are required to be successfully decoded in order to decode higher enhancement layers. Thus, SVC can be used to accommodate varying terminal capabilities or network conditions as well as satisfying the various needs or preferences of end users. Another widely used APP layer technology for video streaming is application layer forward error correction (APP-FEC) [18, 34, 48]. With the APP-FEC, data packets are transmitted along with additional well-designed redundant packets. By receiving
subsets of data and redundant packets, the receiver can reconstruct all of original data packets even when some packets are lost [34]. Therefore, APP-FEC can provide certain correction capability without retransmissions. This is suitable for delay-sensitive real-time video streaming applications [34,48]. In the physical (PHY) layer, multi-input multi-output (MIMO) technology is one of the effective solutions to support high quality video streaming services [9,14,15,17,54,56,60]. By taking advantage of spatial diversity (SD) and/or spatial multiplexing (SM), MIMO can significantly improve transmission reliability and/or spectral efficiency accordingly [15,16,88]. When beamforming and power allocation techniques are applied, MIMO systems can also provide unequal error protection (UEP) on bit streams transmitted through different spatial channels [10,54]. Since SVC video layers have different decoding priorities due to their inter-layer dependency, MIMO systems are suitable for transmitting SVC-based videos with UEP on each video layer [47,69]. Furthermore, adaptive modulation and coding (AMC) is supported in modern wireless broadband networks [3,64] in order to match transmission rates to time-varying channel conditions [6,30]. Therefore, AMC is commonly used in video streaming applications to provide heterogeneity of networks and user capabilities [9,11,13,43].

To efficiently utilize the varying wireless channel, it is crucial to adaptively configure the system parameters with cross-layer design so that the characteristics of technologies on different open system interconnection (OSI) layers are jointly optimized. Various quality of service (QoS) measures, such as packet loss rate, delay and jitter etc., can be used as the criteria of network optimization for the general purpose designs of wireless transmission systems. For video streaming services, the ultimate goal is to improve the decoding quality at the user end. Since video service providers need to observe and react quickly on quality problems perceived by customers on the delivered videos, the concept of quality of experience (QoE) emerges, combining user perceptions and experiences with non-technical and technical parameters [24]. In the recent video transmission research, transmission and video coding parameters are adjusted based on well-designed objective video quality measures, which have high correlation with users’ subjective perceptual satisfaction. For SVC-based video transmissions over MIMO systems, decoding errors in the high-priority video layers will cause propagation errors in the low-priority video layers. Therefore, directly minimiz-
ing bit error rate (BER) of the system does not necessarily ensure that more video frames with higher quality enhancement layers can be received. To optimize the decoding qualities at the end users, a cross-layer design of SVC-based video delivery scheme, which considers both the PHY layer characteristics and the APP layer video coding structures, is highly required to maximize the users’ perceptual quality of the decoded videos.

1.2 Overview of Scalable Video Coding

The rapid developments of network infrastructures, storage capacity, and computing power, which are enabling an increasing number of video services, motivates the advances in video coding technology and standardization [63]. Real time protocol (RTP) and real time control protocol (RTCP) are used for real time streaming in modern video transmission systems over the Internet and mobile networks [58]. Based on RTCP reports, transmitters can have the statistical information of receiving devices varying connection qualities. And the variety of devices with heterogeneous receiving capabilities arise the needs for scalabilities of the encoded videos in spatial formats, bit rates or power. SVC is a highly attractive solution to the problems of modern video transmission systems, especially in adapting the needs or preferences of end users in internet protocol television (IPTV) services. Efficient SVC provides a number of benefits in terms of applications. With a properly configured SVC scheme, the source content has to be encoded only once and the representations with lower resolution and/or quality can be obtained by discarding subset of encoded data. For example, a client with restricted resources, such as display resolution, processing power or limited bandwidth, needs to decode only a part of the delivered bit stream. Moreover, in multicast services, terminals with different capabilities can be served by a single scalable bit stream. Another benefit of SVC is that a scalable bit stream usually contains parts with different importance in terms of decoded video quality. With unequal error protection (UEP) schemes, video transmissions can become more reliable over the transmission channels of unpredictable throughput variations and/or relatively high packet loss rates. SVC is also highly desirable for surveillance applications, in which video contents not only need to be viewed on variety devices, but also to be stored and archived. With SVC, low-quality copies of the video are kept for long-term archival and high-quality parts can be deleted after some
expiration time [78]. In the SVC extension of H.264/AVC standard, the usual modes of scalability are temporal, spatial, and quality scalabilities [77]. With spatial scalability and temporal scalability, subsets of the bit stream represent the source content with a reduced picture size (spatial resolution) and frame rate (temporal resolution) respectively. With quality scalability, the sub-stream provides the same spatial-temporal resolution, but with a lower fidelity.

Video contents can be encoded into several layers (subsets of bit streams) including one base layer and several enhancement layers as shown in Fig.1.1. The more successfully decoded enhancement layers, the better the reconstructed video qualities. Each video layer
is dependent to its corresponding “lower” layer. If $L_{\text{max}}$ layers are encoded in total with one base layer and $L_{\text{max}} - 1$ enhancement layers, the video decoder cannot decode the $l^{\text{th}}$ layer if the $(l-1)^{\text{th}}$ layer is not successfully decoded. Therefore, video decoder must successfully receive the base layer bit stream in order to decode the video contents with minimum quality. Due to the inter-layer dependency characteristic of SVC-based video, in wireless video transmission, the base layer and more important enhancement layers require stronger protection compared to the less important layers.

1.3 Overview of MIMO Systems

In current wireless communication systems, MIMO is one of the key technologies for its ability to offer significant improvements in link reliability and system throughput [56]. By applying multiple antennas at transmitter and/or receiver sides, the benefits arise from the use of a new dimension space [53]. MIMO technology is also known as “space-time” wireless or “smart” antennas. Moreover, MIMO system is adopted in most of recent wireless communication standards. In the IEEE 802.16m (WiMAX) and 3rd Generation Partnership Project (3GPP) LTE-Advanced specifications, which are both considered to be the fourth generation (4G) cellular communication standards, up to 8 streams in both downlink (DL) and uplink (UL) are supported [45]. In IEEE 802.11ac (Wi-Fi) specification, which has been approved in January 2014, up to 8 spatial streams are also supported. Theoretically, the more antennas the transmitter/receiver are equipped with, the more degrees of freedom that the propagation channel can provide, which leads to the better performance in data rate or link reliability [62]. Recently, using very large antenna array at the base station (BS), also known as massive MIMO systems, attracts more and more attentions in research and developments of future wireless communication systems [29, 52].

Multiple antennas can be used to increase the SD gain to combat channel fading. Reliable reception of transmitted information can be achieved by sending signals that carry the same information through different transmit antennas and coherently combine multiple replicas of data symbols obtained at the receiver end. Extracting diversity in MIMO channels is possible with or without channel knowledge at the transmitter [55]. The SM, on the other hand, offers a linear increase in the transmission rate (or capacity) by transmitting
independent information through different transmit antennas and applying smart design of
signal processing schemes at the receiver end. Given a MIMO channel, both SD and SM
gains can be simultaneously obtained, but there is a fundamental tradeoff between how
much of each type of gain any coding scheme can extract: higher SM gain comes at the
price of sacrificing SD gain [88].

Traditional point-to-point link type of communication with multiple antennas at both
transmitter and receiver sides are referred as single-user MIMO (SU-MIMO). However, in
common cellular wireless systems, only one or two antennas can be equipped at the user end
due to hardware limitations, while multiple antennas can be equipped on BSs. Therefore,
the point-to-point link communication system can be viewed as multi-input single-output
(MISO) in DL and single-input multi-output (SIMO) in UL. With one antenna at either
transmitter side or receiver side, no SM gain can be exploited since SM is only possible
in MIMO channels [55]. Another MIMO system mode is to deploy multiple antennas at
the BS to support multiple users with one or more antennas per user terminal [55]. This
type of MIMO configuration is called multi-user MIMO (MU-MIMO). In contrast to SU-
MIMO, where SM gain is confined to a single user, MU-MIMO allows multiple users to be
co-scheduled on the same time-frequency resources to exploit this gain among two or more
users [46]. MU-MIMO system is more practical due to the scattered user distribution and
lower antenna design constraints at the user end.

Numerous research in MIMO systems has been actively conducted in the past twenty
years. Paujraj and Kailath [57] introduced a technique for increasing the capacity of a
wireless link using multiple antennas at both ends. Bell Labs developed the BLAST archi-
tecture [25] that achieved spectral efficiencies up to 10-20 bits/s/Hz [53]. The first space-
time coding (STC) architectures were introduced in [72]. And Alamouti attributed the
first orthogonal space-time block code (O-STBC) for two transmit antennas to achieve full
diversity with a simple signal processing scheme. Transmit beamforming techniques have
been developed to increase the link signal-to-noise ratio (SNR) through focusing the energy
into desired directions [23,31,87] With the emergence of IPTV system, developing transmit
beamforming schemes in multicast scenarios is also a hot research area [31,35,66,67].
Chapter 2

RELATED WORKS

Many studies have been conducted in rate and power allocation for video streaming applications. In [30], an opportunistic layered multicast system is proposed for scalable video multicast, where APP-FEC rates and MCS are jointly optimized for better video receiving qualities. A quality-driven resource allocation scheme for real-time video transmissions is proposed in [78], where the source coding rate and transmission data rate are jointly considered. The authors in [22] proposed a scheme for wireless video chat applications, where the system transmission parameters are adjusted based on a power-rate-distortion model.

Plenty of research has been conducted in transmitting SVC-based videos over MIMO systems, where both PHY layer structures and APP layer video coding characteristics are considered to improve the decoding quality of received videos.

Since SVC video layers are dependent with certain orders, some of the video layers are more important than the others in transmission over wireless networks. Therefore, UEP schemes, by tuning PHY layer or medium access control (MAC) layer parameters based on different optimization criteria are widely used in SVC video deliveries. In MIMO systems, UEPs can be applied by antenna selections for different video layers, choosing different transmission precoding schemes based on SD-SM tradeoffs, or assigning different transmit powers on different antennas.

In [33], the scalable video streams are transmitted over a SU-MIMO system by using STBC with equal power allocation. In this scheme, the end-to-end video distortion is minimized by optimally selecting source coding parameters including the quantization parameter (QP) and the group of picture (GoP) size. The channel coding and the physical layer parameters are also considered such as the rate-compatible punctured turbo (RCPT) channel coding rate and the symbol constellation choice for the MIMO transmission. An adaptive
channel selection (ACS) scheme is proposed in [69]. In this scheme, SU-MIMO with SM approach is considered and video bit streams with higher priorities (i.e. base layer and lower enhancement layers) are transmitted through spatial channels with relatively higher SNRs. Only partial CSIs including the orders of spatial channel gains are required at the transmitter side. As lack of full channel knowledge, equal power allocation at the transmitting antennas is assumed. A power allocation scheme, targeting on maximum throughput delivery of SVC-based videos over MIMO-SM systems, is proposed in [70]. In this scheme, the theoretical capacity-achieving water-filling (WF) algorithm is improved when discrete modulation levels are considered in a more practical scenario. However, the improvement of throughput does not directly reflect the video decoding qualities at end users. In [47], authors propose another power allocation scheme, which includes different BER targets for UEPs of transmitting different SVC video layers. Nevertheless, due to the empirical nature when setting different BER requirements on SVC video layers, this scheme may cause waste of power in different channel conditions. A resource allocation scheme is proposed in [26], where PHY layer parameters such as power and MCSs are adjusted according to video distortions measured in mean squared error (MSE). The power allocation solutions are solved by using Lagrangian method and the convexity of the optimization problem is addressed by experimental studies. A motion-compensated SVC-based video transmissions over MIMO channels is proposed in [36], where the trade-off between error propagation and coding efficiency is exploited and the UEP is provided by FEC and MIMO mode selections. A MIMO SVC video broadcast via transmit-precoding is proposed in [79]. In this work, a precoder is computed at fixed intervals with delay and buffer constraints. And a tractable primal-dual method is developed to solve the formulated mixed-integer nonlinear optimization problem. In [54], an optimal power allocation scheme is proposed for transmitting multiple SVC-based video streams to multiple end users through MU-MIMO. An opportunistic cooperative multicast and coded cooperative multicast are proposed for scalable video communications [74]. In [44], authors proposed a scalable resource allocation scheme for SVC video streaming over multi-user MIMO-OFDM networks.
Chapter 3

A NEAR OPTIMAL QOE-DRIVEN POWER ALLOCATION SCHEME FOR SCALABLE VIDEO TRANSMISSIONS OVER MIMO SYSTEMS

This chapter describes the proposed near optimal power allocation scheme for SVC-based video transmissions over SU-MIMO systems with SM approach. In the proposed scheme, both video coding structures in the APP layer and effects of power allocation to BER in the PHY layer are jointly considered. In practice, forward error correction (FEC) codes are often applied to improve the reliability of the communication systems [59]. Using different kind of codes with different coding rate leads to different error performances. Among plenty of error correction codes, RS code is widely used in practice and can achieve Singleton bound with its maximum distance separable (MDS) characteristic [59, 68]. Also, RS code is used in IEEE 802.16 standard [3]. In this work, three scenarios are considered: 1) system with pure quadrature amplitude modulation with constellation size $M$ (M-QAM); 2) system with M-QAM and RS codes; 3) system with general MCSs in real applications. The third scenario refers to the case that the standardized MCSs containing two different FECs with concatenated structure. In such cases, the close-form BER equations for each MCSs cannot be easily obtained and approximations of their BER equations [49] are considered in this work. Due to the high complexity of the original optimization problem, it is decomposed into several sub-problems which can then be solved by classical convex optimization methods. Detailed algorithms for searching the optimal solutions and its corresponding theoretical reasoning are provided. The near optimality of the proposed scheme is shown by comparing with optimal solutions through exhaustive searches. Several simulations with real H.264 SVC video traces demonstrate the effectiveness of the proposed scheme by comparing with other existing schemes in terms of well-accepted video quality assessment methods such as peak signal-to-noise ratio (PSNR) and structure similarity (SSIM) index [75].
3.1 System Overview

As shown in 3.1, a video sequence is encoded into $L$ layers of bit streams, with one base layer and $L - 1$ enhancement layers. After encoded with FECs, the bit streams are fed into a MIMO system with $N_t$ ($N_t \geq L$) transmitter antennas and $N_r$ receiver antennas. An adaptive channel selection (ACS) module [69,70] is applied so that bit streams with higher priorities are transmitted through the spatial channels with higher SNRs. The power allocation module allocates appropriate power to modulated symbols with cross-layer video information and channel state information (CSI) fed back from receiver side. The data symbols are then transmitted through the wireless channel after precoding. At the receiver side, a channel estimation module sends CSIs back to the transmitter side for both power allocation and precoding processes. In this work, the accurate estimated CSIs with full channel knowledge are assumed and the CSIs are fed back without error and delay. Moreover, the channel selection sequences, modulation and FEC coding schemes are known at the receiver side through the control channel. After decoding, detection, demodulation, channel selection and FEC decoding, the received bit streams are fed into the SVC decoder for video reconstruction. For any video frame, the bit stream of video layer $l$ is dropped if any single bit error is detected after FEC correction or the required lower layers (e.g., from base layer to the $l - 1$th layer) are not successfully decoded.

3.1.1 Utility Function for SVC-Based Videos

A video bit stream is called scalable when parts of the stream can be removed in a way that the resulting sub-stream forms another valid bit stream for some target decoder [63,77]. An SVC encoded video consists of one base layer and several enhancement layers in a hierarchical dependency structure, where the base layer and the lower enhancement layers are required in order to decode the higher enhancement layers. The decoded video quality is progressively improved when more enhancement layers are successfully decoded [86]. SVC can support all of the temporal (frame rates), spatial (picture resolutions) and quality (image fidelity) scalabilities. In this section, the proposed scheme is based on videos with quality scalability only. However, similar idea can be applied to videos with temporal and
spatial scalabilities.

To maximize the overall QoEs at user ends, which are normally measured in utility values [30], a simple perceptual quality model for SVC-based videos with quality scalabilities [50] is adopted:

\[
    u_l = \begin{cases} 
        e^{c(1-q_l/q_{\text{min}})}, & l = 1 \\
        e^{c(1-q_{l-1}/q_{\text{min}})} - e^{c(1-q_{l-1}/q_{\text{min}})}, & l \geq 2
    \end{cases}
\]  

(3.1)

where \( u_l \) denotes the utilities for layer \( l \) with quality scalability. \( c \) is video dependent model parameters. \( q_l \) is the quantization stepsize of the \( l \)th quality layer. \( q_{\text{min}} \) is the minimum quantization stepsize corresponding to the video layer with the highest quality. Note that the video quality model developed in [50] is specified based on videos with the common interchange format (CIF, 352 × 288) resolution. Therefore, videos with CIF resolution is adopted in this work. However, similar concept can be applied to videos in other resolutions with appropriate video quality models.
3.1.2 MIMO System Model

The equation of an $N_r \times N_t$ MIMO system can be described as:

$$y = Hx + n,$$

where $y$ is $N_r \times 1$ received (complex) signal vector. $x$ is $N_t \times 1$ complex transmitted symbol vector with $E[xx^H] = \text{diag}(p) = \text{diag}(p_1, p_2, ..., p_{N_t})$, subject to normalized power $1^T p = 1$ and each element in $p$ is not less than 0. $n$ is an $N_r \times 1$ independent and identically distributed (i.i.d.) complex additive white Gaussian noise (AWGN) vector with covariance matrix $N_0 I_{N_r}$. $H$ is $N_r \times N_t$ channel matrix in which all elements are i.i.d. circularly symmetric complex Gaussian (ZMCSGC) random variables with zero mean and variance 1, i.e., $CN\{0, 1\}$. Therefore, the average SNR of the system is $\rho = 1^T p / N_0 = 1 / N_0$. MIMO channel matrix $H$ can be decomposed by the singular value decomposition (SVD):

$$H = U \Lambda V^H,$$

where $U$ and $V$ are unitary matrices and $\Lambda$ is a diagonal matrix specified as:

$$\Lambda = \text{diag} \left( \sqrt{\lambda_1}, \sqrt{\lambda_2}, ..., \sqrt{\lambda_R}, 0, ..., 0 \right),$$

where $R \leq \min(N_r, N_t)$ is the rank of channel matrix $H$, and $\lambda_1 \geq \lambda_2 \geq ... \geq \lambda_R \geq 0$ are eigen values of $HH^H$. With accurate full channel knowledge at both transmitter and receiver side, a precoder $V$ and a decoder $U^H$ can be applied so that the MIMO system can be expressed as:

$$\tilde{y} = U^H HVx + U^H n = \Lambda x + \tilde{n}.$$  

Since $U$ is a unitary matrix, the elements in $\tilde{n} = U^H n$ are still i.i.d. complex Gaussian distributed, i.e., $CN\{0, N_0 I_{N_0}\}$. Obviously, by using precoder and decoder, a MIMO system can be decomposed into $R$ independent single-input single-output (SISO) channels [70]. The SNR on the $l$th channel can be expressed as $\text{SNR}_l = \rho \lambda_l p_l$.

3.2 Problem Formulation

The error prone nature of wireless channels will cause transmission errors in terms of bit errors or symbol errors, which further lead to video frame decoding errors and degradation
of received video qualities (i.e. system utilities). Therefore, in order to maximize QoE at
the user end, the optimization problem is defined as:

$$Q : \max_{\mathbf{p}} \sum_{l=1}^{L} u_l \tilde{f}_l (\mathbf{p})$$
subject to $p_k \geq 0$
$$\sum_{k=1}^{L} p_k = 1,$$

where $u_l$ is the utility of layer $l$. $L$ is the total number of video layers. Note that $\tilde{f}_l (\mathbf{p})$ is
the frame correction rate described as:

$$\tilde{f}_l (\mathbf{p}) = \prod_{k=1}^{L} (1 - Pe_k (p_k))^{s_k},$$

where $Pe_k (p_k)$, which is the bit or symbol error rate of the $k$th layer, is a decreasing function
of power $p_k$; and $s_k$ is the total amount of bits or symbols left in the buffer for transmitting
the $k$th layer of a single group of pictures (GoP). In this work, a linear combination between
utilities and frame correction rate is considered for simplicity. The actual utility model
can vary in different scenarios such as applying APP-level error concealment techniques.
However, the overall utility of a system should be an increasing function of frame correction
rate. Thus, optimizing frame correction rate is a more general solution, which leads to the
sub-problems discussed later.

### 3.2.1 Bit or Symbol Error Rates for Different MCSs

#### 3.2.1.1 Pure M-QAM

The receiver bit error rate (BER) of M-QAM can be approximated as [68]:

$$Pe \approx \frac{2 \left(1 - 1/\sqrt{M}\right)}{\log_2 (\sqrt{M})} \left(\sqrt{\frac{3 \log_2 \left(\sqrt{M}\right)}{M - 1}} \frac{2E_b}{N_0}\right),$$

where $Q(.)$ is the complementary error function and $E_b/N_0$ is the average bit energy to
average noise power ratio. Since SNR can be calculated from $E_b/N_0$, i.e. $\text{SNR} = \log_2 (M) \times$
in the proposed MIMO-SM system, BER of the \( l \)th channel can be derived as:

\[
P_{e_l}(p_l) \approx \frac{2(1 - 1/\sqrt{M_l})}{\log_2(\sqrt{M_l})} \left(1 - \Phi \left( \sqrt{\frac{3}{M_l - 1}} \rho \lambda_l p_l \right) \right),
\]  
(3.9)

where \( \Phi(.) \) is the cumulative distribution function (CDF) of the standard normal distribution.

### 3.2.1.2 M-QAM with RS Codes

In this paper, the proposed scheme can be also designed based on RS code. For an \((N, K, N - K + 1)\) RS code over GF\((2^n)\), which has correction capability \( t = (N - K)/2 \), the decoded symbol error probability is given by \([59]\):

\[
P_{e_l}(p_l) = \frac{1}{N} \sum_{i=t+1}^{N} \binom{N}{i} (P_{M_l}(p_l))^i (1 - P_{M_l}(p_l))^{N-i},
\]  
(3.10)

where \( P_{M_l}(p_l) \) is the RS symbol error rate before decoding. In this chapter, the correction capability \( t \) is assumed to be an integer (i.e., \( N - K \) is multiple of 2). When M-QAM modulation is applied with \( \log_2(M) \leq n \), \( P_{M_l}(p_l) \) can be derived as:

\[
P_{M_l}(p_l) = 1 - \left(1 - 2 \left(1 - 1/\sqrt{M_l}\right) Q \left(\sqrt{\frac{3\rho \lambda_l p_l}{M_l - 1}}\right)\right)^{\frac{2^n}{\log_2(M_l)}}.
\]  
(3.11)

### 3.2.1.3 Approximations of MCSs in Standards

In real application standards, such as 3GPP, HiperLAN/2, IEEE 802.11a and IEEE 802.16, the BER expressions of each MCS can be approximated by \([49]\):

\[
P_{e_l}(p_l) = a_l e^{-b_l \rho \lambda_l p_l},
\]  
(3.12)

where \( a_l \) and \( b_l \) are coefficients depending on the MCS scheme of layer \( l \). Possible MCS schemes and their corresponding coefficients are listed in Table 3.1.

### 3.2.2 Problem Solving Strategy: Solving Sequence of Sub-problems

Due to different possible combinations of utilities and frame correction rate, a general solution is to optimize the frame correction rate directly when different numbers of SVC
Table 3.1: Possible MCSs and Corresponding Coefficients

<table>
<thead>
<tr>
<th>Type(m)</th>
<th>Modulation</th>
<th>Code Rate</th>
<th>$a_m$</th>
<th>$b_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BPSK</td>
<td>1/2</td>
<td>1.1369</td>
<td>7.5556</td>
</tr>
<tr>
<td>2</td>
<td>QPSK</td>
<td>1/2</td>
<td>0.3351</td>
<td>3.2543</td>
</tr>
<tr>
<td>3</td>
<td>QPSK</td>
<td>3/4</td>
<td>0.2197</td>
<td>1.5244</td>
</tr>
<tr>
<td>4</td>
<td>16 QAM</td>
<td>9/16</td>
<td>0.2081</td>
<td>0.6250</td>
</tr>
<tr>
<td>5</td>
<td>16 QAM</td>
<td>3/4</td>
<td>0.1936</td>
<td>0.3484</td>
</tr>
<tr>
<td>6</td>
<td>64 QAM</td>
<td>3/4</td>
<td>0.1887</td>
<td>0.0871</td>
</tr>
</tbody>
</table>

layers are considered. Therefore, the original problem $Q$ can be decomposed into $L$ sub-problems $Q_l$, where $l = 1, 2, ..., L$. More specifically, when up to the $l$th SVC layer is allowed to be transmitted, the corresponding frame correction rate of layer $l$ can be optimized by solving the following sub-problem:

$$Q_l : \min_p - \sum_{k=1}^{l} s_k \log (1 - P_{e_k} (p_k))$$
subject to $p_k \geq 0$
$$\sum_{k=1}^{l} p_k = 1.$$  \hfill (3.13)

Note that $p_{l+1} = p_{l+2} = ... = p_L = 0$ are implied since the layers higher than $l$ are not allowed to be transmitted. If $p^*_l$ denotes the solution of the $l$th sub-problem in Eq. (3.13), the optimal solution of Eq. (3.6) is found by:

$$p^* = \arg \max_{p^*_l} \sum_{k=1}^{L} u_k \tilde{f}_k (p^*_l).$$  \hfill (3.14)

Since the original problem $Q$ is solved by choosing the best solution among the solutions of the corresponding sub-problems, the solution found in Eq. (3.14) is not globally optimal.
In Section 3.5, the near-optimality of the proposed scheme is demonstrated by comparing with the global optimal points obtained by exhaustive searches.

### 3.2.3 Convexity of Sub-problems

In this subsection, the objective function of $Q_l$ in Eq. (3.13) is shown to be convex. Thus, with linear equality and inequality constraints, the sub-problem $Q_l$ can be solved by classical convex optimization.

#### 3.2.3.1 Pure M-QAM

For pure M-QAM case without any FECs, in Eq. (3.9), $\Phi(.)$ is concave and non-decreasing function for any non-negative input argument. And the argument inside $\Phi(.)$ is concave with respective to non-negative variable $p_l$. $Pe_l(p_l)$ in Eq. (3.9) is convex due to the composition rule: $f(x) = h(g(x))$ is concave if $h$ is concave and non-decreasing, and $g$ is concave; and the property: $f(x)$ is convex if $-f(x)$ is concave [5]. The above composition rule can be used again to show $\log(1 - Pe_l(p_l))$ is concave since $\log(.)$ is concave and non-decreasing for any non-negative input. Therefore, the objective function of $Q_l$ is convex since non-negative weighted sums preserve convexity [5].

#### 3.2.3.2 M-QAM with RS Codes

When the RS symbol error rate $P_{M_l}(p_l)$ is low enough, which is the general case in practice, the decoded symbol error rate in Eq. (3.10) can be approximated as (see Appendix A.1 for derivations):

$$
Pe_l(p_l) \approx \begin{cases} 
\frac{(N-1)!}{(N-t-1)!} P_{M_l}(p_l)^{t+1}, & 0 \leq t \leq 2 \\
\sum_{j=3}^{\mathbf{t+1}} \frac{(N-1)! (j-2)}{(N-j)! (j-1)!} P_{M_l}(p_l)^j + \frac{(N-1)! P_{M_l}(p_l)^{t+1}}{t! (N-t-2)!}, & t \geq 3
\end{cases}.
$$

(3.15)

Define $Ps_l(p_l)$ as:

$$
Ps_l(p_l) = 2 \left(1 - 1/\sqrt{M_l}\right) Q \left(\sqrt{\frac{3p_l\lambda_l}{M_l - 1}}\right),
$$

(3.16)
which is convex by similar proof in pure M-QAM case discussed above. \( P_{M_l}(p_l) \) in Eq. (3.11) can be expressed as:

\[
P_{M_l}(p_l) = 1 - (1 - P_{S_l}(p_l)) \frac{2n}{\log_2(M_l)} \approx \frac{2n P_{S_l}(p_l)}{\log_2(M_l)}
\]  

(3.17)

by first order Taylor series approximation since \( P_{S_l}(p_l) \) is much smaller than 1 in practice. Therefore, by composition rule: \( f(x) = h(g(x)) \) is convex if \( h \) is convex and non-decreasing, and \( g \) is convex, \( (P_{M_l}(p_l))^j \) is convex for \( j \geq 1 \). Therefore, \( P_{e_l}(p_l) \) is convex since it is non-negative sums of convex functions. Therefore the objective function of \( Q_l \) is convex for M-QAM with RS codes.

3.2.3.3 Approximations of MCSs in Standards

\( P_{e_l}(p_l) \) is convex with positive \( a_l \) and \( b_l \) in Eq. (3.12). Therefore, with similar proof in the pure M-QAM case, the objective function of \( Q_l \) is convex with the BER approximation equation for different MCSs.

3.3 Conditions of Optimal Solutions for Sub-problems

The Lagrangian of the \( l \)th sub-problem \( Q_l \), in Eq. (3.13), can be derived as:

\[
L_l(p, \xi, \nu) = - \sum_{k=1}^{l} s_k \log (1 - P_{e_k}(p_k)) - \sum_{k=1}^{l} \xi_k p_k + \nu \left( \sum_{k=1}^{l} p_k - 1 \right),
\]

(3.18)

where \( \xi \) and \( \nu \) are Lagrange multipliers associated with the inequality constraints and equality constraint respectively. For each \( k = 1, ..., l \), the Karush-Kuhn-Tucker (KKT) conditions can be expressed as:

1. Primal feasible: \( p_k^* \geq 0; \sum p_k^* = 1 \).
2. Dual feasible: \( \xi_k^* \geq 0 \)
3. Complementary slackness: \( \xi_k^* p_k^* = 0 \).
4. Gradient of Lagrangian vanishes:

\[
\left. \frac{\partial L_l(p, \xi, \nu)}{p_k} \right|_{p_k = p_k^*, \xi_k = \xi_k^*, \nu} = \frac{s_k P_{e_k}'(p_k^*)}{1 - P_{e_k}(p_k^*)} - \xi_k^* + \nu^* = 0,
\]

(3.19)
where $Pe'_k (p_k)$ is the derivative of $Pe_k (p_k)$ For convex optimization problems, if any point satisfies the KKT conditions, it is primal and dual optimal with zero duality gap [5]. The above KKT conditions imply:

$$\nu^* \geq - \frac{s_k Pe'_k (p_k^*)}{1 - Pe_k (p_k^*)}. \quad (3.20)$$

and

$$\left( \frac{s_k Pe'_k (p_k^*)}{1 - Pe_k (p_k^*)} + \nu^* \right) p_k^* = 0. \quad (3.21)$$

Here, the case when $p_k^* > 0$ is considered since the case $p_k^* = 0$ can be solved by the $(k-1)$th sub-problem. Therefore, Eq. (3.21) implies:

$$\nu^* = \frac{1}{h_k (p_k^*)} = - \frac{s_k Pe'_k (p_k^*)}{1 - Pe_k (p_k^*)}. \quad (3.22)$$

For pure M-QAM case,

$$Pe'_k (p_k^*) \approx - \frac{(1 - 1/\sqrt{M_k}) e^{-\frac{3\rho\lambda_k p_k^*}{\log_2 (\sqrt{M_k})}}}{\log_2 (\sqrt{M_k})} \sqrt{\frac{3\rho\lambda_k}{2\pi (M_k - 1) p_k^*}}. \quad (3.23)$$

For M-QAM with RS codes (see Appendix),

$$Pe'_k (p_k^*) = \sum_{j=t}^{N-1} \frac{P'_{M_k} (p_k^*) (N-j)}{(1 - P_{M_k} (p_k^*))^{j-N+2}}, \quad (3.24)$$

where

$$P'_{M_k} (p_k^*) = \frac{2n P'_{S_k} (p_k^*) (1 - P_{S_k} (p_k^*))}{\log_2 (M_k)}^{2n}, \quad (3.25)$$

and

$$Ps'_k (p_k^*) = - \left( 1 - 1/\sqrt{M_k} \right) e^{-\frac{3\rho\lambda_k p_k^*}{\log_2 (M_k) - 1}} \sqrt{\frac{3\rho\lambda_k}{2\pi (M_k - 1) p_k^*}}. \quad (3.26)$$

For approximated BER equations of MCSs in real standards,

$$Pe'_k (p_k^*) = -a_k b_k \rho \lambda_k e^{-b_k \rho \lambda_k p_k^*}. \quad (3.27)$$

Hence, the optimality conditions of the $l$th sub-problem $Q_l$ is:

1. $h_k (p_k^*) = 1/\nu^*$ for $k = 1, 2, ..., l$; and

2. $\sum_{k=1}^{l} p_k^* = 1$; and

3. $p_k > 0$ for $k = 1, 2, ..., l$ and $p_k = 0$ for $k = l + 1, l + 2, ..., L$. 

3.4 Proposed Algorithms

In this chapter, a simple but effective bisection search algorithm is adopted to obtain the optimal points of the sub-problems. A low complexity algorithm is also proposed, which can achieve the near optimal solutions of the sub-problems.

3.4.1 Monotonicity of Function $h(.)$

The first derivative of $h_k(p_k)$ can be derived as:

$$h'_k(p_k) = \frac{s_k P_{ek}'(p_k)^2 + s_k (1 - P_{ek}(p_k^*)) P_{ek}''(p_k)}{(s_k P_{ek}'(p_k))^2}. \quad (3.28)$$

Since $P_{ek}(p_k)$ is convex as proved above, its second derivative $P_{ek}''(p_k) \geq 0$. Also, $P_{ek}(p_k)$ is a probability of error, which is between 0 and 1, the term $(1 - P_{ek}(p_k))$ is non-negative. Thus, $h'_k(p_k)$ is non-negative for any power $p_k$ (positive for the $k$th sub-problem) and positive $s_k$. Since $P_{ek}(p_k)$ is decreasing with respect to power $p_k$, its first derivative $P_{ek}'(p_k) < 0$. Therefore, function $h_k(p_k)$ is monotonically increasing.

3.4.2 Bisection Search Algorithm

Since $h_k(p_k)$ is monotonically increasing and $0 < p_k \leq 1$, the optimal point of the $l$th sub-problem is between 0 and $\min(h_k(1))$ for $k = 1, 2, ..., l$. In practice, the function $g_k(p_k) \triangleq \log(1 + h_k(p_k))$ is used in the algorithm to avoid numerical limitations without sacrificing the optimality of the $l$th sub-problem $Q_l$. Therefore, the first optimal condition of $Q_\alpha$ becomes:

$$g_k(p_k) = \mu \triangleq \log(1 + 1/\nu^*). \quad (3.29)$$

The proposed bisection search algorithm, used to find the optimal point $p_l^*$ of the $l$th sub-problem $Q_l$, is shown in Algorithm 1. Here, $\epsilon$ is a small positive number for the stopping criterion. The first step is used to determine the upper bound of searching region, which is found by the minimum value of each $g_k(p_k)$ when the power reaches its constraint, i.e., $p_k = 1$. Step 13 is used to satisfy the power constraint without any numerical error.
Algorithm 1 (A1): Bisection Search Algorithm

1. $\text{upper} := \min\left(g_k(1)\right)$, for $k = 1, 2, \ldots, l$

2. $\text{lower} := 0$

3. $p_k := 0$, for $k = 1, 2, \ldots, L$

4. while $\left| \sum p_k - 1 \right| > \epsilon$

5. $\mu := \left(\text{upper} + \text{lower}\right)/2$

6. $p_k := g_k^{-1}(\mu)$, for $k = 1, 2, \ldots, l$

7. if $\left(\sum_{k=1}^{l} p_k < 1\right)$

8. $\text{lower} := \mu$

9. else

10. $\text{upper} := \mu$

11. end if

12. end while

13. $p_k^* := p_k / \sum p_k$, for $k = 1, 2, \ldots, l$

14. $\mathbf{p}_l^* := [p_1^*, p_2^*, \ldots, p_L^*]^T$;
3.4.3 Low-Complexity Algorithm

In practice, it can be observed that for the $l$th sub-problem $\mathcal{Q}_l$, most of the elements $p^*_k$ of the optimal solution $\mathbf{p}^*_l$ obtained from A1, are located at the linear region of $g_k (p_k) = \log (1 + h_k (p_k))$ for $k = 1, 2, ..., l$. This phenomenon is due to the fact that $h_k (p_k)$, defined in Eq. (3.22), is dominated by the exponential terms in Eq. (3.23), Eq. (3.24) and Eq. (3.27) for pure M-QAM, M-QAM with RS codes and MCS cases respectively. By taking advantage of this observation, $g_k (p_k)$ can be approximated as: $g_k (p_k) = A_k p_k + B_k$, where $A_k$ and $B_k$ are two constants to be determined. If $A_k$ and $B_k$ are known, the optimal constant $\mu^*$ can be directly calculated:

$$
\mu^* = \frac{1 + \sum_{k=1}^{l} \frac{B_k}{A_k}}{\sum_{k=1}^{l} \frac{1}{A_k}}.
$$

And each element of the optimal solution $\mathbf{p}^*_l$ can be determined as: $p^*_k = (\mu^* - B_k) / A_k$, for $k = 1, 2, ..., l$. Algorithm 2 (A2) is proposed to further reduce the complexity of A1 without sacrificing the system performance too much. Here, step 4 is used to roughly estimate the optimal solution. Step 5 and 6 are used to estimate the constants $A_k$ and $B_k$, where $\Delta$ is a small positive number. Note that there is no iteration process involved in A2.

3.5 Simulation Results

In this section, the near-optimality and the effectiveness of the proposed algorithm are evaluated through plenty of simulations. Video clips “City”, “Foreman” and “Waterfall” with CIF resolutions are encoded by the reference SVC codec JSVM (Joint Scalable Video Model) version 9.19. Maximum frame rates are all set as 30fps. Both GoP sizes and intra periods are set as 8 so that the frame pattern is IBBBBBBBB in one GoP. There are 161 frames encoded in total so that 20 GoPs with one additional I frame are included. Three additional enhancement layers are encoded with constrained medium-grain scalability (MGS), where motion estimation and compensation are constrained at current layer [50]. The basis quantization parameters of the four layers (i.e., one base layer and three enhancement layers) are set as $\text{QP} = [48, 42, 36, 30]$ with corresponding uniform quantization stepsizes calculated by $q = 2(QP - 4)/6$ [50]. Based on Eq. (3.1), the utilities of the four quality
Algorithm 2 (A2): Low-Complexity Algorithm

1. \( p_k := 0 \), for \( k = 1, 2, ..., L \)
2. \( \mu := \min (g_k (1)) \), for \( k = 1, 2, ..., l \)
3. \( p_k := g_k^{-1} (\mu) \), for \( k = 1, 2, ..., l \)
4. \( p_k := p_k / \sum p_k \), for \( k = 1, 2, ..., l \)
5. \( \mu := \max (g_k (p_k)) \), for \( k = 1, 2, ..., l \)
6. \( A_k := (\mu - g_k (g_k^{-1} (\mu) - \Delta)) / \Delta \), for \( k = 1, 2, ..., l \)
7. \( B_k := \mu - A_k g_k^{-1} (\mu) \), for \( k = 1, 2, ..., l \)
8. \( \mu^* := \left( 1 + \sum_{k=1}^{l} B_k A_k^{-1} \right) / \sum_{k=1}^{l} A_k^{-1} \)
9. \( p_k^* := (\mu^* - B_k) / A_k \), for \( k = 1, 2, ..., l \)
10. \( p_l^* := [p_1^*, p_2^*, ..., p_L^*]^T \)
layers of “City”, “Foreman” and “Crew” are listed in Table 3.2. The encoded network abstraction layer units (NALUs) are packetized by link layer with packet size as 48 bytes [7] and then transmitted through the PHY layer. A $4 \times 4$ MIMO system is used for transmitting SVC videos with 4 layers [26, 33, 69, 70]. The channel bandwidth, modulation and channel coding rates are selected such that the source coding bitrate of each video layer are less than the corresponding throughput of each spatial channel. Table 3.3 lists the bit rate of each video layer. The bandwidths, modulation and channel coding schemes are shown in Table 3.4. The CSIs are fed back every channel coherence time, which is assumed to be 1ms [70]. At the receiver side, control messages such as video coding parameters are assumed to be correctly received. Also, perfect error detection scheme is assumed so that bit or symbol errors are correctly detected at the receiver side. The undecodable NALUs, including erroneous bits caused by channel quality degradation or unsatisfied video layer dependencies, are discarded before passing through the SVC decoder. The missed video frames are concealed by simply copying the previous successfully received frames. In the simulations, the proposed scheme is compared with traditional WF algorithm, simple equal power allocation scheme and modified WF (M-WF) proposed in [47] with BER targets set as $10^{-5}$ and $10^{-3}$ for base layer and enhancement layers respectively. Figure 3.2 illustrates the system utilities calculated by the objective function in Eq. (3.6) when transmitting the first GoP of video clip “City” with pure M-QAM modulations. The optimal curve is obtained by exhaustive searches. As shown in Fig. 3.2, the proposed algorithms are very
Table 3.3: Bit Rate (in Kbps) of Different Video Layers

<table>
<thead>
<tr>
<th>Video</th>
<th>Layer 1</th>
<th>Layer 2</th>
<th>Layer 3</th>
<th>Layer 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>City</td>
<td>214.9</td>
<td>102.3</td>
<td>326.4</td>
<td>613.4</td>
</tr>
<tr>
<td>Foreman</td>
<td>204.3</td>
<td>69.2</td>
<td>190.6</td>
<td>379</td>
</tr>
<tr>
<td>Waterfall</td>
<td>249.3</td>
<td>77</td>
<td>265.7</td>
<td>566.3</td>
</tr>
</tbody>
</table>

Table 3.4: Bandwidth and Modulation Coding Schemes

<table>
<thead>
<tr>
<th>Bandwidth (KHz)</th>
<th>City (M-QAM)</th>
<th>Foreman (M-QAM + RS code)</th>
<th>Waterfall (MCS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>110</td>
<td>QPSK</td>
<td>16-QAM (255, 187, 69)</td>
<td>QPSK 3/4</td>
</tr>
<tr>
<td>70</td>
<td>QPSK</td>
<td>QPSK (255, 127, 129)</td>
<td>BPSK 1/2</td>
</tr>
<tr>
<td>180</td>
<td>16-QAM (255, 175, 81)</td>
<td>QPSK 3/4</td>
<td>64-QAM 3/4</td>
</tr>
<tr>
<td>64-QAM (255, 231, 25)</td>
<td>QPSK 3/4</td>
<td>64-QAM (255, 231, 25)</td>
<td>64-QAM 3/4</td>
</tr>
</tbody>
</table>
close to the optimal solutions. The performance reduction of the proposed low-complexity algorithm (A2) is negligible comparing with that of the proposed bisection search algorithm (A1). Even though the WF algorithm is optimal in terms of the PHY layer capacities, it is no longer optimal in the APP layer utilities. The M-WF scheme is better than the WF scheme at low SNR region since unequal error protection (UEP) is applied on the base layer and enhancement layers for better effect when channel qualities are not good enough. But it becomes worth at high SNR region due to the over protection of high priority layers. Similar results are plotted in Fig. 3.3 and Fig. 3.4. In Fig. 3.3, transmitting the first GoP of video clip “Foreman” with M-QAM modulations and RS codes over GF($2^8$) is considered. In Fig. 3.4, transmitting the first GoP of video clip “Waterfall” with different MCSs in Table 3.1 is considered. It is clear that the near optimality of the proposed scheme still holds when different MCSs are applied on different video layers.

Since the objective of the proposed scheme is to maximize the system utility, there will be no surprises that the proposed scheme can achieve higher utilities than other schemes. Next, these schemes are compared in terms of traditional video quality assessment methods.
Figure 3.3: System utility of each power allocation scheme for transmitting the first GoP of video “Foreman” with M-QAM modulations and RS codes.

Figure 3.4: System utility of each power allocation scheme for transmitting the first GoP of video “Waterfall” with MCSs in Table 3.1.
such as PSNR and SSIM index.

The SVC layer indices of received frames of “City” video clip are plotted in Fig. 3.5. The system average SNR is set as 24dB. Clearly, more video frames with higher layers can be received by using the proposed scheme, which can improve the qualities of the reconstructed videos. The cumulative distribution function (CDF) of the power allocation results obtained from different schemes are illustrated in Fig. 3.6. One can observe that with empirical settings of BER targets, M-WF scheme allocates more power on the high priority layers (layer 1 and layer 2) while the proposed scheme allocates more power on layer 3. When the system average SNR is 24dB, channel gains of the high priority layers are normally high enough. Therefore, allocating more power on the high priority layers may cause waste of power. Figure 3.7 shows the per-frame PSNRs of the reconstructed “City” video clip. It is obvious that the proposed two algorithms outperform the other three, even though the optimization objective function is not PSNR. This is because of the fact that by applying the proposed scheme with reasonable utility functions, more video frames with higher quality layers can be received. The corresponding SSIM indices are plotted in Fig. 3.8, which still demonstrates the effectiveness of the proposed scheme. Theoretically, no matter what kind of video quality assessment methods are used, as long as they are monotonically increasing functions of video frame correction rates, the proposed algorithms can achieve higher performance than the others since more video frames with higher layers can be received. Decoded sample video frames are shown in Fig. 3.9, which clearly demonstrates the visual quality advantage of the proposed scheme. Figure 3.10 shows the average PSNR and SSIM with respect to system average SNR. The system performance degradation of the proposed low-complexity algorithm (A2) is negligible comparing with the proposed bisection search algorithm (A1). Note that M-WF algorithm has special UEP on each video layer with empirically chosen BER targets, which would provide stronger protection on high priority video layers when channel qualities are bad. However, when the channel qualities are generally good, it would over-protect the high priority layers, which may degrade the QoE of end users since not enough higher enhancement layers can be received.

Similar simulations can be repeated on the system with M-QAM and RS codes. The
SVC layer indices of received NALUs of “Foreman” video clip are plotted in Fig. 3.11 where the system average SNR is set as 18dB. By using the proposed scheme, more video frames with higher quality layers can be received. The CDF of power allocation results obtained by different schemes are plotted in Fig. 3.12. Figures 3.13 and 3.14 show the per-frame PSNRs and SSIM of reconstructed “Foreman” video clip respectively. The better effectiveness of the proposed scheme is again observed comparing with that of other methods. Note that in this case, the differences of either PSNR or SSIM comparisons are smaller. This is due to the fact that the background of “Foreman” is smoother than that of “City”, which causes less difference between each quality layers with different quantization stepsizes. A visual comparison of the reconstructed video frames is shown in Fig. 3.15. It is still clear that the frame is sharper by applying the proposed scheme. The average PSNR and SSIM with respect to system average SNR are plotted in Fig. 3.16. Note that in this scenario, the system performance degradation of the proposed low-complexity algorithm (A2) is more
Figure 3.6: CDF of power allocation results when transmitting video “City” at system average SNR: 24dB.
Figure 3.7: Per-frame PSNR of reconstructed video “City” at system average SNR: 24dB.

Figure 3.8: Per-frame SSIM of reconstructed video “City” at system average SNR: 24dB.
Figure 3.9: Decoded sample video frames of reconstructed video “City” at system average SNR: 24dB. Top left: proposed A1; Top right: WF; Bottom left: equal; Bottom right: M-WF.
obvious comparing with the proposed bisection algorithm (A1). However, it is still better than other schemes.

Similar simulations can be repeated for transmitting video clip “Waterfall” with different MCSs in Table 3.1. The SVC layer indices are plotted in Fig. 3.17 where the system average SNR is set as 16dB. Still, more video frames with higher quality layers can be correctly received by using the proposed scheme. The CDF of power allocation results obtained from different schemes are shown in Fig. 3.18. Per-frame PSNR and SSIM of reconstructed video frames are illustrated in Fig. 3.19 and 3.20 respectively. The visual comparison of the reconstructed video frames is shown in Fig. 3.21. The average PSNR and SSIM with respect to system average SNR are plotted in Fig. 3.22.
Figure 3.11: SVC quality layer indices of received frames of video “Foreman” at system average SNR: 18dB.

Figure 3.12: CDF of power allocation results when transmitting video “Foreman” at system average SNR: 18dB.
Figure 3.13: Per-frame PSNR of reconstructed video “Foreman” at system average SNR: 18dB.

Figure 3.14: Per-frame SSIM of reconstructed video “Foreman” at system average SNR: 18dB.
Figure 3.15: Decoded sample video frames of reconstructed video “Foreman” at system average SNR: 18dB. Top left: proposed A1; Top right: WF; Bottom left: equal; Bottom right: M-WF.
Figure 3.16: Average SSIM and PSNR of reconstructed video “Foreman”.

Figure 3.17: SVC quality layer indices of received frames of video “Waterfall” at system average SNR: 16dB.
Figure 3.18: CDF of power allocation results when transmitting video “Waterfall” at system average SNR: 16dB.

Figure 3.19: Per-frame PSNR of reconstructed video “Waterfall” at system average SNR: 16dB.
Figure 3.20: Per-frame SSIM of reconstructed video “Waterfall” at system average SNR: 16dB.
Figure 3.21: Decoded sample video frames of reconstructed video “Waterfall” at system average SNR: 16dB. Top left: proposed A1; Top right: WF; Bottom left: equal; Bottom right: M-WF.
Figure 3.22: Average SSIM and PSNR of reconstructed video “Waterfall”.
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Figure 3.22: Average SSIM and PSNR of reconstructed video “Waterfall”.
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This chapter describes the proposed joint rate and power adaptation scheme to maximize the decoding quality for SVC-based video transmissions over MIMO systems. The rate adaptation in the proposed scheme includes selecting the best MCSs, set of spatial channels, number of SVC layers (source coding rates) and their corresponding APP-FEC coding rates. The power adaptation involves the proper allocation of the power to each antenna in the MIMO system. In the work described in Section 3 and most of the existing work in this field, the bit stream of each particular SVC layer is allocated to one spatial channel and the UEP is achieved by transmitting the more important SVC layers through the spatial channels with higher channel gains. However, transmitting a particular SVC layer through only one spatial channel is a waste of the limited wireless resources since the spatial diversity gain cannot be exploited. In this chapter, the bit stream of each particular SVC layer is distributed to multiple spatial channels so that additional diversity gain can be exploited by applying APP-FEC. The UEP can also be achieved by allocating different APP-FEC coding rate on each video layer. Moreover, transmit power allocation is also effectively and jointly determined to improve the system performance. To reduce the complexity of the joint rate and power adaptation problem, the original problem is decomposed into several sub-problems. Each sub-problem can be efficiently solved by series of algorithms including packet mapping, APP-FEC rate adaptation and an closed-form power allocation equation. The effectiveness and favorable performance of the proposed scheme are shown by simulations with H.264 SVC traces of HD video clips over MIMO systems.
4.1 System Overview

4.1.1 Utility and Video Decoding Quality Measure

The proposed scheme maximizes the overall video decoding quality at the receiver, which can be measured in utility values [30]. Much research has been conducted in objective video quality assessment (VQA) methods to quantify the video decoding quality. Among these VQA schemes, the Multi-Scale-Structural SIMilarity index (MS-SSIM) developed in [76], originally designed as an image quality assessment method, has been reported as a simple but effective VQA scheme, which has high correlation with subjectively perceived video quality [20, 51, 73]. In VQA applications, the MS-SSIM is applied frame-by-frame to the luminance component of the video and the overall MS-SSIM index can be calculated by averaging the frame-level quality score [73]. Therefore, the average MS-SSIM as the utility value of each encoded SVC video layer is adopted.

4.1.2 APP-FEC

Retransmission-based protocols/technologies, such as transmission control protocol (TCP) and automatic repeat request (ARQ), can provide reliable transmissions with the price of higher transmission delay. APP-FEC can provide reliable end-to-end streaming applications with packet-level protection [48], which is an alternative technology for delay-sensitive wireless video streaming applications without retransmissions [12, 13]. A source block consisting of \( K \) packets is encoded into an FEC block with \( N \) (\( N \geq K \)) packets so that \( N - K \) redundancy packets are constructed and the encoding rate is \( K/N \). For an ideal APP-FEC scheme, the decoder can reconstruct the original \( K \) source packets from any \( K \) out of \( N \) received packets [48] with correction capability \( t = N - K \). If the packet losses are independent and identical distributed (i.i.d.), the APP-FEC block correction rate (BCR) of an \((N, K)\) APP-FEC code can be expressed as [18, 30]:

\[
P^{(BCR)}(t) = \sum_{i=0}^{t} \binom{N}{i} \left( P^{(PLR)} \right)^i \left( 1 - P^{(PLR)} \right)^{N-i},
\]

(4.1)

where \( P^{(PLR)} \) is the packet loss rate (PLR). One of the well-known APP-FEC schemes is the Reed-Solomon (RS) code, which operates on non-binary symbols and has ideal correction
capability. For the most commonly used RS code with 8 bits per symbol, at most 255 packets can be encoded in a source block, i.e., $K \leq N \leq 255$, which limits the parameters selection in practice. Moreover, the RS code has high decoding complexity due to non-binary operations [48], which is not attractive for HD video streaming applications. The Raptor code [65] is a more attractive solution for HD video streaming services due to the flexible parameters selection and linear decoding cost. Unlike RS code, the correction capability of a Raptor code is $t = N - (1 + \epsilon)K$, where $\epsilon$ is reception overhead efficiency, which makes the correction capability sub-optimal. However, the reception overhead efficiency of standardized Raptor code is close to ideal [48]. In this chapter, the APP-FEC scheme with ideal correction capability is considered.

4.1.3 MIMO System Model

The input-output relation of an $M_r \times M_t$ MIMO system can be expressed by the following linear equation:

$$y = Hx + n,$$  \hspace{1cm} (4.2)

where $y$ is an $M_r \times 1$ receive complex symbol vector. $H$ is an $M_r \times M_t$ channel matrix in which all elements are i.i.d. zero mean circularly symmetric complex Gaussian (ZMCSCG) random variables with zero mean and unit variance, i.e., $CN\{0, 1\}$. $x$ is an $M_t \times 1$ transmit complex symbol vector with $E[xx^H] = \text{diag}(p) = \text{diag}(p_1, p_2, ..., p_{M_t})$. Here, $p$ is the $M_t \times 1$ real non-negative transmission power vector subject to the normalized power constrain: $p^T1_{M_t} = 1$. $n$ is an $M_r \times 1$ i.i.d. complex additive white Gaussian noise (AWGN) noise vector with covariance matrix $N_0I_{M_r}$. Therefore, the system signal-to-noise ratio (SNR) is $\rho = 1/N_0$.

With a singular value decomposition (SVD), the known MIMO channel matrix $H$ can be decomposed as:

$$H = UDV^H,$$  \hspace{1cm} (4.3)

where $U$ and $V$ are unitary matrices. The diagonal matrix $D$ is:

$$D = \text{diag}\left[\sqrt{\lambda_1}, \sqrt{\lambda_2}, ..., \sqrt{\lambda_R}, 0, ..., 0\right], \hspace{1cm} (4.4)$$
where $R \leq \min(M_r, M_t)$ is the rank of channel matrix $H$. $\lambda_1 \geq \lambda_2 \geq ... \geq \lambda_R$ are the eigenvalues of $H^H H$. If accurate and full channel knowledge is available at both transmitter and receiver sides, a precoder $V$ and a decoder $U^H$ can be appended on the transmitter and receiver side respectively so that the MIMO input-output relation can be reduced as:

$$\tilde{y} = U^H H V + U^H n = D x + \tilde{n}. \quad (4.5)$$

Thus, the MIMO system can be decomposed into $R$ independent single-input single-output (SISO) channels. The SNR of the $r$th SISO channel is: $\text{SNR}_r = \rho \lambda_r p_r$.

4.1.4 Modulation and Coding Schemes (MCSs)

In real world wireless services, different MCSs are used for varying wireless channel conditions. In this paper, six widely used MCS schemes are adopted and their bit error rate (BER) expressions can be approximated by [49]:

$$P^{(\text{BER})}(\text{SNR}; m) \approx a_m \exp (-b_m \times \text{SNR}), \quad (4.6)$$

where $a_m$ and $b_m$ are coefficients corresponding to the MCS $m$. The coefficients of all the six MCSs are listed in Table 4.1.

4.1.5 Proposed System Structure

The system structure of the proposed cross-layer joint rate and power allocation scheme is shown in Fig. 4.1. The source video clip is encoded into $L_{\text{max}}$ SVC layers, including one base layer and $L_{\text{max}} - 1$ enhancement layers. The source data rate of the $l$th SVC layer is $R_l^{(S)}$. A video layer selection module chooses a suitable number of video layers, i.e., $L \leq L_{\text{max}}$ to be transmitted. Then, the bit streams of selected video layers are packetized with fixed packet length $S$, which is chosen to be $S = 4800$ bits in this paper. The source packets are then fed into the APP-FEC encoder every $T_s$ second to form an FEC block. $T_s$ is assumed to be 10 ms in this work. To fit the source data rate of video layer $l$, the number of source packets per FEC block is approximately $K_l = \lceil R_l^{(S)} T_s / S \rceil$. A channel selection module determines a set of spatial channels $S \subseteq \mathcal{R}$ to be used for transmission, where $\mathcal{R} = \{1, 2, ..., R\}$ denotes the set of indices of available spatial channels and $|S| \leq R$. 
Table 4.1: Coefficients for Different MCSs [49]

<table>
<thead>
<tr>
<th>Type (m)</th>
<th>Modulation</th>
<th>Code Rate</th>
<th>$a_m$</th>
<th>$b_m$</th>
<th>Spectral Efficiency ($c_m$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BPSK</td>
<td>1/2</td>
<td>1.1369</td>
<td>7.5556</td>
<td>0.5 b/Hz</td>
</tr>
<tr>
<td>2</td>
<td>QPSK</td>
<td>1/2</td>
<td>0.3351</td>
<td>3.2543</td>
<td>1 b/Hz</td>
</tr>
<tr>
<td>3</td>
<td>QPSK</td>
<td>3/4</td>
<td>0.2197</td>
<td>1.5244</td>
<td>1.5 b/Hz</td>
</tr>
<tr>
<td>4</td>
<td>16 QAM</td>
<td>9/16</td>
<td>0.2081</td>
<td>0.6250</td>
<td>2.25 b/Hz</td>
</tr>
<tr>
<td>5</td>
<td>16 QAM</td>
<td>3/4</td>
<td>0.1936</td>
<td>0.3484</td>
<td>3 b/Hz</td>
</tr>
<tr>
<td>6</td>
<td>64 QAM</td>
<td>3/4</td>
<td>0.1887</td>
<td>0.0871</td>
<td>4.5 b/Hz</td>
</tr>
</tbody>
</table>

Figure 4.1: Proposed system structure for transmitting SVC-based videos to the intended receiver.
Moreover, as shown in Fig. 4.3, the channel selection module interleaves the packets of each video layer to the selected multiple spatial channels, instead of allocating the packets of more important video layers to the channels with higher channel gains as in the previous work (illustrated in Fig. 4.2). There are two advantages of the proposed channel selection method. First, the number of video layers is not restricted by the number of spatial channels because of interleaving. Second, by interleaving the packets of each video layer to several spatial channels, the diversity gain of both time and space domains can both be exploited with APP-FEC. In the proposed system, packet allocation is based on the throughput of each spatial channel, which is determined by the corresponding MCS used for transmission. For instance, if the throughput of a spatial channel $r$ is $R_r^{(T)}$, $r \in S$, and in total $N^{(l)}$ encoded packets of a video layer $l$ needs to be transmitted, the number of packets of the video layer $l$ transmitted through the spatial channel $r$ is approximately

$$N_{r,l} \approx \frac{N^{(l)} R_r^{(T)}}{\sum_{k \in S} R_k^{(T)}}. \quad (4.7)$$

The exact number of packets can be calculated by the algorithm described in Section 4.3. The modulated symbols are transmitted through the wireless channel after power allocation and precoding. All the transmission parameters, including number of SVC layers (source coding rates), APP-FEC rate of each video layer, MCS of each spatial channel and its corresponding transmit power, are jointly optimized by the proposed joint rate and power adaptation scheme based on cross-layer information at the transmitter side and channel state information (CSI) from the receiver side. At the receiver, the channel estimation module estimates the channel and feeds back the CSI. In this work, perfect and full channel knowledge at both transmitter and receiver sides is assumed. After MIMO decoding, detection, demodulation, PHY-FEC decoding and APP-FEC decoding, the received bit streams are saved in receiving buffers and fed into the SVC decoder. The bit stream of the video layer $l$ is dropped if a transmission error is detected or its dependent layers (i.e., from the base layer to the $(l - 1)\text{th}$ layer) are not correctly decoded.
Figure 4.2: Concept of packet stream allocation in the previous work. The more important packet stream is transmitted through the spatial channels with higher gains.

Figure 4.3: Concept of packet stream interleaving performed in the proposed channel selection module. The packet stream of each video layer is interleaved to multiple spatial channels.
4.2 Problem Formulation

The video decoding quality at the receiver side can be optimized by maximizing the average utility of the system. The optimization problem is defined as:

\[
\mathcal{Q} : \max_{L, \mathbf{t}, \mathbf{p}} \sum_{l=1}^{L} u_l P_l^{(V)}(\mathbf{m}, \mathbf{t}, \mathbf{p}) \\
\text{subject to } \mathbf{p} \succeq 0, \\
\sum_{r=1}^{R} p_r = 1, \\
\mathbf{t} \succeq 0, \\
\sum_{l=1}^{L} t_l + K_l = \sum_{r=1}^{R} \lfloor T_r R_r^{(T)}(m_r) / S \rfloor,
\]

where \( L \) is the number of SVC video layers selected for transmissions. \( \mathbf{t} \) is an \( L \times 1 \) vector and its \( l \)th element \( t_l \triangleq [\mathbf{t}]_l \) denotes the APP-FEC correction capability of the SVC layer \( l \). \( \mathbf{m} \triangleq [m_1, m_2, ..., m_R]^T \), \( m_r = 0, 1, ..., 6 \), denote the MCSs of the \( r \)th spatial channel with corresponding spectral efficiency \( c_{m_r} \) in Table 4.1. Here \( m_r = 0 \) indicates that the \( r \)th channel is not selected for transmission (i.e., \( r \notin S \)). \( \mathbf{p} \) is an \( R \times 1 \) vector and its \( r \)th element \( p_r \triangleq [\mathbf{p}]_r \) is the transmit power allocated on the \( r \)th channel. \( u_l \) is the utility value associated with the \( l \)th SVC layer. \( R_r^{(T)}(m_r) \) is the throughput of spatial channel \( r \), which is a function of the corresponding chosen MCS. \( P_l^{(V)}(\mathbf{m}, \mathbf{t}, \mathbf{p}) \) is the probability of the successfully decoding SVC layer \( l \), and can be represented as:

\[
P_l^{(V)}(\mathbf{m}, \mathbf{t}, \mathbf{p}) = \prod_{j=1}^{l} \left( P_j^{(BCR)}(\mathbf{m}, t_j, \mathbf{p}) \right)^b,
\]

where \( b \) denotes the number of APP-FEC blocks in each group of pictures (GoP) time period. \( P_j^{(BCR)}(\mathbf{m}, t_j, \mathbf{p}) \) is the APP-FEC block correction rate of the \( j \)th SVC layer. Define \( X_{r,j} \) as a random variable of having erroneous packets in one APP-FEC block of the SVC layer \( j \) transmitted through spatial channel \( r \), it follows the Binomial distribution and its probability mass function (PMF) is:

\[
f_{X_{r,j}}(x) = \binom{N_{r,j}}{x} \left( P_r^{(PLR)} \right)^x \left( 1 - P_r^{(PLR)} \right)^{N_{r,j} - x},
\]
where the PLR of the \( r \)th spatial channel is given by:

\[
P_{r}^{(\text{PLR})} = 1 - \left( 1 - P_{r}^{(\text{BER})}(p_r, m_r) \right)^S \\
= 1 - (1 - a_{m_r} \exp(-b_{m_r} \rho \lambda_{m_r} p_r))^S. 
\] (4.11)

Thus, the APP-FEC block correction rate in (4.9) can be represented as:

\[
P_{j}^{(\text{BCR})}(m, t_j, p) = \sum_{k=0}^{t_j} f_{Y_j}(k),
\] (4.12)

where \( f_{Y_j}(y) \) is the PMF of random variable \( Y_j \) and

\[ Y_j = \sum_{r \in S} X_{r,j}. \] (4.13)

Therefore, \( f_{Y_j}(y) \) can be derived by calculating the convolution sums of \( f_{X_{r,j}}(x) \). In (4.8), the first constraint means that the transmit power allocated on each spatial channel is non-negative. The second constraint means that the sum of power is limited by a unit power 1. The third constraint means that the error correction capability of each APP-FEC block is non-negative. The last constraint sets the total number of transmitted packets in each sampling period of an APP-FEC encoding block (i.e., \( T_s \) seconds) equal to the total number of packets that the network can transmit in this time period.

### 4.3 Proposed Algorithms

#### 4.3.1 Sub-Problems

To reduce the complexity of the original optimization problem in (4.8), Let the maximum SVC layers to be \( L \), with the MCS vector being \( m \), and decompose the original problem into several sub-problems:

\[
\mathcal{Q}_{L,C} : \max_{t, \mathbf{p}} P_L^{(Y)}(t, \mathbf{p}; \mathbf{m}^{(C)})
\]

subject to

\[
\mathbf{p} \succeq 0, \\
\sum_{r=1}^{R} p_r = 1, \\
t \succeq 0, \\
\sum_{l=1}^{L} t_l + K_l = \sum_{r=1}^{R} T_s \frac{P_{r}^{(\text{T})}(m_r^{(C)})}{S},
\] (4.14)
where $\mathbf{m}^{(C)}$ is the $C^{th}$ possible combination of the MCS vector $\mathbf{m}$. Each sub-problem provides one candidate solution set $\{L, \mathbf{m}^{(C)}, \mathbf{t}^*_L, \mathbf{p}^*_L\}$. Note that for each sub-problem, the parameters $L$ and $\mathbf{m}^{(C)}$ are pre-determined. The solution of the original problem can be obtained by searching the candidate solution set with highest utility, i.e.,

$$\{L^*, \mathbf{m}^*, \mathbf{t}^*, \mathbf{p}^*\} = \arg \max_{\mathcal{C}} \sum_{l=1}^{L} u_l P_l^{(V)} \left( \mathbf{t}^*_L, \mathbf{p}^*_L; \mathbf{m}^{(C)} \right), \quad (4.15)$$

where $\mathcal{C}$ denotes the set containing all $L_{\text{max}} \times C$ candidate solutions. The problem solving strategies including the relationships between the original problem, the sub-problems, the candidate solution set and the final solution are illustrated in Fig. 4.4.

Figure 4.5 shows the proposed modules for each sub-problem. A weighting vector is estimated first. Then, the estimated weightings and necessary parameters are fed into the
power allocation module and the packet mapping module. The power allocation module calculates the optimal power and is used by the APP-FEC rate adaptation module, which also includes packet mapping (interleaving) to each spatial channel.

4.3.2 Spatial Channel Weightings and Packet Mapping

To exploit the diversity gain of different spatial channels, the APP-FEC encoded packets of each SVC layer are mapped to multiple spatial channels. As indicated in (4.7), the number of packets of the $l$th SVC layer over the $r$th channel (i.e., $N_{r,l}$) is proportional to the normalized throughput of the $r$th channel. Let $N$ be an $R \times L$ packet mapping matrix with elements $N_{r,l}$. Let $w$ be an $R \times 1$ vector with each element

$$w_r = \frac{R_r^{(T)}}{\sum_{k \subseteq S} R_k^{(T)}}$$

representing the rate distribution target (weighting) of the $r$th spatial channel. The throughput of the $r$th channel is

$$R_r^{(T)} = Bc_{m_r}.$$ 

Table 4.2 shows the packet mapping algorithm to calculate $N$.

The proposed packet mapping algorithm iteratively allocates one packet to the spatial channel whose weighting $w_r^{(\text{temp})}$, calculated in line 4 of Table 4.2, is the smallest comparing to its corresponding target weighting $w_r$. And the packet number distribution for each spatial channel $r$ approaches to the target weighting $w_r$ for each iteration.
Table 4.2: Algorithm for packet mapping

<table>
<thead>
<tr>
<th>Inputs:</th>
<th>Weighting vector: ( \mathbf{w} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Packet number: ( N^{(l)} ) for each ( l = 1, 2, \ldots, L )</td>
</tr>
<tr>
<td>Output:</td>
<td>Packet mapping matrix: ( \mathbf{N} )</td>
</tr>
</tbody>
</table>

1. Initialization: \( N_{r,l} := 0 \) for all \( r \) and \( l; N_{1,1} := 1 \);
2. for \( l = 1 \rightarrow L \)
3. while \( N^{(l)} > 0 \)
4. \( w_r^{(\text{temp})} := \frac{\sum_{l} N_{r,l}/\sum_{r,l} N_{r,l}}{\sum_{r} N_{r,l}} \) for each \( r \in \mathcal{S} \);
5. \( r^* := \arg \max \left( w_r - w_r^{(\text{temp})} \right) \) for each \( r \in \mathcal{S} \);
6. \( N_{r^*,l} := N_{r^*,l} + 1 \);
7. \( N^{(l)} := N^{(l)} - 1 \);
8. end while
9. end for
10. return \( \mathbf{N} \)
4.3.3 Power Allocation

As indicated in (4.14), the goal of power allocation is to maximize the successful decoding probability $P(V_L(t, p; m(C)))$, which is equivalent to maximizing the APP-FEC block correction rate $P_{j}^{(BCR)}(t_j; p; m)$ in (4.9). When $N_{r,j}$ is large and $P_{r}^{(PLR)}$ is small, the PMF of $X_{r,j}$ can be approximated by the Poisson distribution with parameter $\gamma_{X_{r,j}} = N_{r,j} \times P_{r}^{(PLR)}$. Therefore, $Y_j$ in (4.13) also follows Poisson distribution with parameter

$$\gamma_{Y_j}(p) = \sum_{r \in S} N_{r,j} P_{r}^{(PLR)}(p_r) \approx \sum_{r \in S} w_r P_{r}^{(PLR)}(p_r).$$

(4.18)

If the MCS vector $m$ and the APP-FEC correction capability $t$ are given, the APP-FEC block correction rate $P_{j}^{(BCR)}(p; m, t_j)$ is maximized when $\gamma_{Y_j}(p)$ is minimized. Therefore the power allocation problem can be written as

$$Q^{(PA)}_{L,C} : \quad p_{L,C}^* = \arg \min_{p} J \left( p; m^{(C)} \right)$$

subject to

$$p \succeq 0,$$

$$\sum_{r=1}^{R} p_r = 1,$$

(4.19)

where

$$J \left( p; m^{(C)} \right) = \sum_{r \in S^{(C)}} w_r \left( m_r^{(C)} \right) P_{r}^{(PLR)}(p_r)$$

(4.20)

is the weighted sum of packet loss rate of each spatial channel $r$.

When $P_{r}^{(BER)}$ is small, $P_{r}^{(PLR)}$ in (4.11) can be approximated by

$$P_{r}^{(PLR)}(p_r; m_r) \approx S \cdot a_{m_r} \exp \left( -b_{m_r} \rho \lambda_r p_r \right),$$

(4.21)

which is convex function with respect to $p_r$. Therefore, the objective function in (4.20) can also be approximated as a convex function since the non-negative sum of convex functions is still convex [5]. The power allocation problem in (4.19) can thus be efficiently solved by (4.22) when the approximation is valid (see Appendix A for derivations).

$$[p_{L,C}^*]_r = \begin{cases} \frac{\mu + \log (Sw_r a_{m_r} b_{m_r}, \rho \lambda_r)}{b_{m_r} \rho \lambda_r}, & r \in S \\ 0, & r \notin S \end{cases}$$

(4.22)
where
\[
\mu = 1 - \frac{\sum_{r \in S} \log \left( \frac{S_{w_r} a_{m_r} b_{m_r} \rho \lambda_r}{b_{m_r} \rho \lambda_r} \right)}{\sum_{r \in S} \left( \frac{1}{b_{m_r} \rho \lambda_r} \right)}.
\] (4.23)

However, when the approximation is not valid, i.e., \( P_{r}^{(BER)} \) is not small enough, more power than necessary is allocated on the channels with low channel gains, resulting in wasted power. Let \( J_{\text{appx}}(p) \) denotes the objective function in (4.19) with the approximation in (4.21), the power allocation solution is trustable if \( |J(p_{L,C}^{*}; m^{(C)}) - J_{\text{appx}}(p_{L,C}^{*}; m^{(C)})| \) is less than a threshold \( Th \), which is empirically set as 0.001. Otherwise, the channel with smallest gain is removed from the selected channel set \( S \) and its corresponding power is set as 0. Then, \( p_{L,C}^{*} \) is recalculated by (4.22) until the solution is trustable or only one channel is left in \( S \), i.e., \(|S| = 1\). The algorithm for power allocation is described in Table 4.3.

### 4.3.4 APP-FEC Rate Adaptation

Since the transmitted packets of each SVC layer are spread over multiple spatial channels, the channel conditions experienced by each SVC layer are similar. Therefore, the UEP cannot be achieved by channel selection as in [10]. Instead, under the overall allowed packet number constraint, determined by the system throughput, the UEP can be achieved by assigning different APP-FEC rates on each SVC layer. This results in the following APP-FEC rate adaptation problem:

\[
Q_{L,C}^{(FEC)} : \quad t_{L,C}^{*} = \arg \max_{t} P_{L}^{(V)} \left( t; m^{(C)}, p_{L,C}^{*} \right)
\]

subject to \( t \geq 0, \quad \sum_{l=1}^{L} t_{l} + K_{l} = \sum_{r=1}^{R} T_{s} R_{t}^{(T)} \left( m_{t}^{(C)} \right) / S \).

Note that the APP-FEC rate adaptation is conducted after the optimal power allocation vector \( p_{L,C}^{*} \) is obtained. Therefore, all the parameters \( L, m^{(C)}, \) and \( p_{L,C}^{*} \) are determined and the only variable left is \( t \). In this paper, a simple steepest ascent algorithm, shown in Table 4.4, is proposed to find the optimal solution of the APP-FEC rate of each SVC layer. Note that the objective function of (4.24), \( P_{L}^{(V)}(t) \) is non-decreasing with respect to the FEC correction capabilities \( t \). Therefore, the steepest ascent algorithm can reach the global optimal solution.
Table 4.3: Algorithm for power allocation

| Inputs: | Channel MCS vector: $\mathbf{m}^{(C)}$ |
| Channel gain: $\rho \lambda_r$ for each $r = 1, 2, ..., R$ |
| Output: | Power allocation vector: $\mathbf{p}^{*}_{L,C}$ |

1. if $|S| = 1$;
2. \[ [\mathbf{p}^{*}_{L,C}]_1 := 1; \]
3. \[ [\mathbf{p}^{*}_{L,C}]_r := 0 \text{ for } r = 2, 3, ..., R; \]
4. else
5. Solve $\mathbf{p}^{*}_{L,C}$ by (4.22);
6. if \[ |J\left(\mathbf{p}^{*}_{L,C}; \mathbf{m}^{(C)}\right) - J_{\text{appx}}\left(\mathbf{p}^{*}_{L,C}; \mathbf{m}^{(C)}\right)| \geq Th \]
7. \[ r^{(\text{min})} := \arg \min_r \lambda_r; \]
8. \[ S := S - \{r^{(\text{min})}\}; \]
9. \[ [\mathbf{p}^{*}_{L,C}]_{r^{(\text{min})}} := 0; \]
10. Go back to step 1;
11. end if
12. end if
13. return $\mathbf{p}^{*}_{L,C}$;
Table 4.4: Algorithm for APP-FEC rate adaptation

<table>
<thead>
<tr>
<th>Inputs</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of APP-FEC blocks: (b)</td>
<td>Number of source packets: (K_l) for each (l = 1, 2, \ldots, L)</td>
</tr>
<tr>
<td>Channel MCS vector: (\mathbf{m}^{(C)})</td>
<td>System bandwidth: (B)</td>
</tr>
<tr>
<td>APP-FEC block sampling time: (T_s)</td>
<td>APP-FEC packet size: (S)</td>
</tr>
<tr>
<td>Channel SNR gains: (\rho\lambda_r) for each (r = 1, 2, \ldots, R)</td>
<td>Optimal power allocations: (p^*_r) for each (r = 1, 2, \ldots, R)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Output</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>APP-FEC correction capability vector: (t^*_L,C)</td>
<td></td>
</tr>
</tbody>
</table>

1. Initialization: \(t := 0\);

2. \(\textbf{while} \ 1 + \sum_{l=1}^{L} t_l + K_l \leq \sum_{r=1}^{R} \left[ T_s R^{(T)}_r \left( m^{(C)}_r \right) / S \right] \)

3. \(\textbf{for} \ j = 1 \rightarrow L \)

4. Do packet mapping algorithm and obtain \(N\);

5. \(t^{(\text{temp})} := t\);

6. \(t^{\text{temp}}_j := t_j + 1\);

7. Calculate \(P^{(\text{BCR})}_j\) by (4.12);

8. \(G_j(t_j) := P^{(V)}_L \left( t^{\text{temp}}; \mathbf{m}^{(C)}; p^*_L,C \right) - P^{(V)}_L \left( t; \mathbf{m}^{(C)}; p^*_L,C \right)\);

9. \(\textbf{end for}\)

10. \(j^* := \text{arg max} \ G_j(t_j)\);

11. \(t_{j^*} := t_{j^*} + 1\);

12. \(\textbf{end while}\)

13. return \(t^*_L,C := t\);
The idea of the proposed APP-FEC rate adaptation algorithm iteratively adds one APP-FEC correction capability to the SVC layer with the highest gain in terms of video decoding correction probability. The iteration stops when no additional redundancy packets can be added due to the throughput limitation.

4.3.5 Overall Rate and Power Allocation Adaptation Algorithm

The overall proposed joint rate and power allocation adaptation algorithm, which combines all the above mentioned algorithms, is described in Table 4.5.

4.4 Simulation Results

The effectiveness and favorable performance of the proposed algorithm are evaluated by intensive simulations. Two high definition (HD) video clips “Cactus” and “Kimono” are encoded by the Joint Scalable Video Model (JSVM) version 9.19 [2]. The detailed video coding and transmission parameters are listed in Table 4.6. Both videos are encoded with medium-grain scalability (MGS). Both motion compensation and estimation are constrained at the current layer [10]. The cumulative source coding bit rates of the 4 SVC layers are listed in Table 4.7. The encoded network abstraction layer units (NALUs) are packetized into packets with 600 bytes. A $4 \times 4$ MIMO system is used for transmissions. The channel matrix changes randomly every channel coherence time. And the CSIs with full channel knowledge are fed back every channel coherence time. The sampling period $T_s$ of APP-FEC block is 10 ms. At the receiver side, control messages such as video coding parameters and MCS information are assumed to be correctly received. Perfect error detection is assumed and erroneous packets are dropped. The undecodable NALU, which is caused by either packet loss of its own SVC layer packets or unsatisfied SVC layer dependencies, is discarded before SVC decoding.

In total 6 different schemes are simulated. Their corresponding techniques and abbreviations are listed in Table 4.8. Note that the “FEC” scheme, which uses APP-FEC to exploit the diversity of different spatial channels, is similar to the previous work in [9]. The “Baseline” scheme in Table 4.8 refers to a similar system proposed in [69], where the bit stream of the $l$th SVC layer is transmitted through the spatial channel with the $l$th highest
Table 4.5: Overall algorithm for rate and power adaptation

<table>
<thead>
<tr>
<th>Inputs:</th>
<th>Number of APP-FEC blocks: ( b )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum SVC layer: ( L_{\text{max}} )</td>
</tr>
<tr>
<td></td>
<td>Source packet number: ( K_l ) for each ( l = 1, 2, ..., L_{\text{max}} )</td>
</tr>
<tr>
<td></td>
<td>Possible MCSs table</td>
</tr>
<tr>
<td></td>
<td>Utility vector: ( u )</td>
</tr>
<tr>
<td></td>
<td>System bandwidth: ( B )</td>
</tr>
<tr>
<td></td>
<td>APP-FEC block sampling time: ( T_s )</td>
</tr>
<tr>
<td></td>
<td>APP-FEC packet size: ( S )</td>
</tr>
<tr>
<td></td>
<td>Channel gain: ( \rho \lambda_r ) for each ( r = 1, 2, ..., R )</td>
</tr>
<tr>
<td>Output:</td>
<td>Optimal solution set: ( {L^<em>, m^</em>, t^<em>, p^</em>} )</td>
</tr>
</tbody>
</table>

1. Initialization: \( \text{utility}^{(\text{max})} := 0; \)
2. for each MCS combination \( C \)
3. Calculate weighting vector \( w \) by (4.16);
4. Do power allocation and obtain \( p_{L,C}^* \);
5. for \( L = 1 \rightarrow L_{\text{max}} \)
6. Do APP-FEC rate adaptation and obtain \( t_{L,C}^* \)
7. \( \text{utility} := \sum_{l=1}^{L} u_l P_l^{(V)} (m_l^{(C)}, t_{L,C}^*, p_{L,C}^*); \)
8. if \( \text{utility} > \text{utility}^{(\text{max})} \)
9. \( \text{utility}^{(\text{max})} := \text{utility}; \)
10. \( \{L^*, m^*, t^*, p^*\} := \{L, m_l^{(C)}, t_{L,C}^*, p_{L,C}^*\}; \)
11. end if
12. end for
13. end for
14. return \( \{L^*, m^*, t^*, p^*\}; \)
Table 4.6: Video Coding and Transmission Parameters

<table>
<thead>
<tr>
<th></th>
<th>Cactus</th>
<th>Kimono</th>
</tr>
</thead>
<tbody>
<tr>
<td>GoP Size (Frames)</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Frame Pattern</td>
<td>IBBBBBBB</td>
<td>IBBBBBBB</td>
</tr>
<tr>
<td>Total SVC Layers</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>QP of SVC Layer 1 (Base Layer)</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>QP of SVC Layer 2</td>
<td>36</td>
<td>36</td>
</tr>
<tr>
<td>QP of SVC Layer 3</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>QP of SVC Layer 4</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Total Encoded Frames</td>
<td>497</td>
<td>233</td>
</tr>
<tr>
<td>Frame Rate (fps)</td>
<td>50</td>
<td>24</td>
</tr>
<tr>
<td>System Bandwidth (MHz)</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>Coherence Time (ms)</td>
<td>50</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 4.7: Cumulative Bit Rate of Different Video Layers

<table>
<thead>
<tr>
<th>Video</th>
<th>Layer 1</th>
<th>Layer 2</th>
<th>Layer 3</th>
<th>Layer 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cactus</td>
<td>2.487 Mbps</td>
<td>5.389 Mbps</td>
<td>16.79 Mbps</td>
<td>59.92 Mbps</td>
</tr>
<tr>
<td>Kimono</td>
<td>1.0327 Mbps</td>
<td>1.889 Mbps</td>
<td>5.844 Mbps</td>
<td>21.94 Mbps</td>
</tr>
</tbody>
</table>
Table 4.8: Proposed and Control Group Schemes

<table>
<thead>
<tr>
<th>Abbreviations</th>
<th>Techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMC+FEC+PA</td>
<td>Proposed algorithm in Table 4.5</td>
</tr>
<tr>
<td>AMC+FEC</td>
<td>Proposed algorithm in Table 4.5 with equal power allocation on each spatial channel.</td>
</tr>
<tr>
<td>FEC+PA</td>
<td>Proposed algorithm in Table 4.5 with fixed MCS on each spatial channel.</td>
</tr>
<tr>
<td>FEC [9]</td>
<td>Proposed algorithm in Table 4.5 with fixed MCS and equal power allocation on each spatial channel.</td>
</tr>
<tr>
<td>Baseline+PA [10]</td>
<td>Similar system as in [10]</td>
</tr>
<tr>
<td>Baseline [69]</td>
<td>Similar system as in [69]</td>
</tr>
</tbody>
</table>
channel gain. In this case, to meet the bit rate requirement of each SVC layer, the MCS of transmitting the SVC layer 1 (base layer), 2, 3 and 4 are set as: QPSK 1/2, QPSK 1/2, 16-QAM 9/16 and 64-QAM 3/4 respectively. Also, the same MCSs are applied for all the schemes without AMC for fair comparisons. The “Baseline+PA” scheme is similar to the work in [10], where the power allocation algorithm is applied on the “Baseline” system.

Figure 4.6 shows the received SVC layer index of each decoded video frame of “Cactus” when the system SNR is 10 dB. It is obvious that the proposed packet mapping and FEC rate adaptation scheme (i.e., “FEC” scheme) has more video frames with higher enhancement layers decoded. This is because the proposed scheme can better exploit the multi-channel
diversity gain. If the AMC scheme is applied (i.e., “AMC+FEC” scheme), the performance of the proposed scheme can be further improved since the best MCSs are chosen according to different channel qualities. The best system performance is achieved when both AMC and power allocation are applied with FEC rate adaptation (i.e., “AMC+FEC+PA” scheme).

The cumulative distribution functions (CDF) of the power allocated on each spatial channel are plotted in Fig. 4.7. The “Baseline+PA” scheme allocates power based on the fact that each SVC video layer is transmitted through a single spatial channel. While both “AMC+FEC+PA” and “FEC+PA” schemes allocate power based on the algorithm in Table 4.3, which minimizes the weighted sum of packet loss rate. Since the “AMC+FEC+PA” scheme adopts different MCSs in each coherence time, its power allocation result is different to the “FEC+PA” scheme.

The per-frame MS-SSIM and PSNR of decoded video “Cactus” at system SNR 10 dB are plotted in Fig. 4.8 and Fig. 4.9 respectively. The effectiveness of the proposed algorithms are clearly demonstrated by comparing with “Baseline+PA” and “Baseline” methods.

The average power and the average spectral efficiency on each spatial channel under different channel conditions are illustrated in Fig. 4.10 and Fig. 4.11 respectively. Note that the spectral efficiency depends on both the MCSs and the spatial channel selections. If a specific spatial channel is not selected, its spectral efficiency is 0. Also, the spectral efficiency can not reflect the successful decoding rate at the APP layer. For instance, consider the “Baseline” scheme, the spectral efficiencies of the 3rd and 4th channel are higher than the other schemes. However, due to lack of protection, the transmitted packets of these two channels cannot be successfully decoded. Figure 4.12 shows the average APP-FEC coding rates of each SVC video layer.

The decoded videos of “Cactus” of “AMC+FEC+PA”, “FEC” and “Baseline” schemes at system SNR 10 dB are available for reviews at [1]. One can observe that the video decoding quality is the best with “AMC+FEC+PA” method.

Figure 4.13 shows the average MS-SSIM index and the average PSNR at different average channel SNRs. Apparently, without AMC and power allocation, the proposed scheme (i.e., “FEC” scheme) still outperforms “Baseline” and “Baseline+PA” schemes. However, with fixed MCSs, the system throughput is limited and the system performance cannot be
Figure 4.7: CDF of power on each spatial channel. “Cactus”, SNR: 10 dB.
Figure 4.8: Per-frame MS-SSIM indices of video. “Cactus”, SNR: 10 dB.

Figure 4.9: Per-frame PSNR indices of video. “Cactus”, SNR: 10 dB.
Figure 4.10: Average power allocated on each spatial channel. “Cactus”.
Figure 4.11: Average spectral efficiency on each spatial channel. “Cactus”.
Figure 4.12: Average APP-FEC coding rate of each video layer. “Cactus”.
Figure 4.13: Average MS-SSIM index and PSNR of reconstructed video “Cactus”.
further improved even when channel quality becomes better. If the AMC scheme is applied (i.e., “AMC+FEC” scheme), decoded video quality becomes better when channel quality improves. Power allocation can provide additional decoding quality gain as shown in the “AMC+FEC+PA” scheme.

Similar results can be demonstrated by the video clip “Kimono”. Figure 4.14 shows the SVC quality layer indices of the reconstructed video when system SNR is 12 dB. The CDFs of the power allocated on each spatial channel is shown in Fig. 4.15. The corresponding MS-SSIM and PSNR plots are shown in Fig. 4.16 and Fig. 4.17 respectively. Clearly, the proposed methods outperform the others. The average power and spectral efficiency of each spatial channel are plotted in Fig. 4.18 and Fig. 4.19 respectively. The average APP-FEC coding rates of each SVC layer are plotted in Fig. 4.20. The visual comparison of the decoded frame of “AMC+FEC+PA”, “FEC” and “Baseline” methods at system SNR 12 dB are available at [1]. Since AMC+FEC+PA can decoded more enhancement layers than the others, its video quality is the best. The average MS-SSIM indices and average PSNR at different system SNR are plotted in Fig. 4.21. Still, the proposed rate adaptation and power allocation scheme (i.e., “AMC+FEC+PA”) has the best performance among the other schemes.
Figure 4.14: SVC layer indices of received frames. "Kimono", SNR: 12 dB.
Figure 4.15: CDF of power on each spatial channel. “Kimono”, SNR: 12 dB.
Figure 4.16: Per-frame MS-SSIM indices of video. “Kimono”, SNR: 12 dB.

Figure 4.17: Per-frame PSNR indices of video. “Kimono”, SNR: 12 dB.
Figure 4.18: Average power allocated on each spatial channel. “Kimono”.

Figure 4.19: Average spectral efficiency on each spatial channel. “Kimono”.
Figure 4.20: Average APP-FEC coding rate of each video layer. “Kimono”.
Figure 4.21: Average MS-SSIM index and PSNR of reconstructed video “Kimono”.
In this thesis, the SVC-based video transmission schemes over MIMO systems are discussed and evaluated. First, a near-optimal transmit power allocation scheme is discussed. By allocating appropriate power on each spatial channel, the SVC layers are transmitted by UEPs, which can achieve higher QoE at the end users. To reduce the complexity of this problem, the original problem is decomposed into several convex sub-problems and the optimal solution can be solved by a bisection search algorithm. A low-complexity algorithm is also developed to further reduce the complexity with an acceptable performance loss. Second, a joint rate and power adaptation scheme is discussed. In this work, the bit stream of each SVC layer is spread to multiple MIMO spatial channels. By applying APP-FEC, the spatial diversity gain can be exploited, which can significantly improve the decoding qualities at the end users. With proper source and channel coding rate adaptations, each SVC layer is transmitted with UEP so that more important bit streams are better protected. Transmit power allocation is applied to further improve the system performance. The original joint optimization problem can be decomposed into several sub-problems. Each sub-problem can be solved by series of well-developed algorithms so that the overall complexity can be reduced. The effectiveness and favorable performance of the two proposed schemes are evaluated by plenty of simulations with H.264 SVC traces of CIF and HD video clips.

Many topics can be studied in the future. First, orthogonal frequency-division multiplexing (OFDM) is one of the key technologies in modern wireless communication systems due to its high bandwidth efficiency and ability of combating frequency selective fading channels [61]. With OFDM, the broadband frequency selective fading channels can be decomposed into several parallel narrowband frequency flat fading channels with different channel gains [19]. Thus, OFDM enables another dimension (frequency domain) for wireless
data transmissions. Power allocation on frequency domain can be applied to increase the theoretical capacity through the well-known WF algorithm [59]. Therefore, similar quality-driven rate and power adaptation scheme can be studied if MIMO-OFDM is considered.

Second, the proposed two schemes in this thesis are based on the assumption of full and accurate channel knowledge at both transmitter and receiver sides. However, in reality, only partial and inaccurate channel knowledge is available. Therefore, a more robust system is required to be developed so that the video decoding quality can still be acceptable if the transmission system is lack of full accurate channel knowledge. Third, in this thesis, the optimization target of the proposed schemes are better video decoding qualities at the end users. Nevertheless, there are plenty of other applications in video transmissions. For instance, videos can be transmitted to cloud server for video analytics such as human/car detections and tracking, behavior understandings and action recognitions [21, 28, 37–42], especially for video surveillance systems [78] with the emerging of the Internet of Things (IoT). Therefore, instead of transmitting videos for human perception purposes, novel cross-layer video transmission schemes can be studied so that the videos are delivered for better video analytics performance [12, 13].
BIBLIOGRAPHY


Appendix A

A.1 Derivation of Eq. (3.15) By Induction

Consider (3.10), if \( t = 0 \),
\[
\text{Pe}_t (p_l) = P_{M_l} (p_l) = P_{M_l} (p_l) (1 - P_{M_l} (p_l))^{N-1}
\]
(A.1)

with first order Taylor series approximation if \( P_{M_l} (p_l) \ll 1 \). If \( t = 1 \),
\[
\text{Pe}_t (p_l) \approx (N - 1) P_{M_l} (p_l)^2 - (N - 1) P_{M_l} (p_l) (1 - P_{M_l} (p_l))^{N-1}.
\]
(A.2)

Similar steps can be followed when \( t = 3 \),
\[
\text{Pe}_t (p_l) = \sum_{j=3}^{t} \frac{(N-1)! P_{M_l} (p_l)^j}{(N-j)! (j-1)!} + \frac{(N-1)! P_{M_l} (p_l)^{t+1}}{t! (N-t-1)!}.
\]
(A.3)

When \( t = 4 \),
\[
\text{Pe}_t (p_l) = \sum_{j=3}^{4} \frac{(N-1)! (j-2)}{(N-j)! (j-1)!} P_{M_l} (p_l)^j + \frac{(N-1)! P_{M_l} (p_l)^{t+2}}{6 (N-5)!}.
\]
(A.4)

Hypothesis: for any \( t \geq 3 \),
\[
\text{Pe}_t (p_l) |_t \approx \sum_{j=3}^{t} \frac{(N-1)! (j-2)}{(N-j)! (j-1)!} P_{M_l} (p_l)^j + \frac{(N-1)! P_{M_l} (p_l)^{t+1}}{t! (N-t-1)!}.
\]
(A.5)

When \( t_1 = t + 1 \),
\[
\text{Pe}_t (p_l) |_{t+1} \approx \text{Pe}_t (p_l) |_t - \frac{t+1}{N} \left( \frac{N}{t+1} \right) P_{M_l} (p_l)^{t+1} (1 - P_{M_l} (p_l))^{N-t-1}
\]
\[
\approx \text{Pe}_t (p_l) |_t - \frac{t+1}{N} \left( \frac{N}{t+1} \right) P_{M_l} (p_l)^{t+1} (1 - (N-t-1) P_{M_l} (p_l))
\]
\[
= \sum_{j=3}^{t+1} \frac{(N-1)! (j-2)}{(N-j)! (j-1)!} P_{M_l} (p_l)^j + \frac{(N-1)! P_{M_l} (p_l)^{t+2}}{t! (N-t-2)!}.
\]
(A.6)

Therefore, the hypothesis is true for any \( t \geq 3 \).
A.2 Derivation of Eq.(3.24)

Consider Eq.(3.15), the first derivative of $P_{e_l}(p_l)$ can be derived as:

$$
P_{e_l}'(p_l) = \frac{P_{M_l}'(p_l)}{N} \sum_{i=t+1}^{N} i^2 \binom{N}{i} \left( P_{M_l}(p_l)^{i-1} \right) (1 - P_{M_l}(p_l))^{N-i} - \frac{P_{M_l}'(p_l)}{N} \sum_{i=t+1}^{N} i \binom{N}{i} \left( P_{M_l}(p_l)^{i} \right) (N-i) (1 - P_{M_l}(p_l))^{N-i-1}
\quad
= \frac{1}{N} \sum_{i=t+1}^{N} i \binom{N}{i} \frac{P_{M_l}'(p_l) \left( i - NP_{M_l}(p_l) \right)}{P_{M_l}(p_l)^{i-1} (1 - P_{M_l}(p_l))^{i-N+1}}
\quad
= \sum_{j=t}^{N-1} \binom{N-1}{j} \frac{P_{M_l}'(p_l) \left( j + 1 - NP_{M_l}(p_l) \right) P_{M_l}(p_l)^j}{(1 - P_{M_l}(p_l))^{j-N+2}}.
\quad
(A.7)

A.3 Derivation of (4.22) and (4.23)

Consider the optimization problem in (4.19) with objective function $J_{appx}(p)$, the corresponding Lagrangian is:

$$
L(p, \xi, \nu) = S \sum_{r \in S} w_r a_{m_r} e^{-b_{M_r} p_r} - \sum_{r \in S} \xi_r p_r + \nu \left( \sum_{r \in S} -1 \right).
\quad
(A.8)
$$

where $\xi$ and $\nu$ are Lagrange multipliers associated with the inequality constraints and equality constraint respectively. For each $r \in S$, the Karush-Kuhn-Tucker (KKT) conditions can be expressed as:

1. Primal feasible: $p^* \succeq 0$; $1^T \cdot p^* = 1$.

2. Dual feasible: $\xi^* \succeq 0$.

3. Complementary slackness: $\xi^*_r \cdot p^*_r = 0$. 


4. Gradient of Lagrangian vanishes:

\[
\left. \frac{\partial L(p, \xi, \nu)}{\partial p_r} \right|_{p_r^*, \xi_r^*, \nu^*} = -S_{w_r a_m, b_m, \rho \lambda_r} e^{-b_m, \rho \lambda_r} p_r^* - \xi_r^* + \nu^* = 0.
\] (A.9)

Since the optimization problem in (4.19) with objective function \( J_{\text{appx}}(p) \) is convex, any point satisfying the above KKT conditions is primal and dual optimal with zero duality gap [5]. The above KKT conditions imply:

\[ \nu^* \geq S_{w_r a_m, b_m, \rho \lambda_r} e^{-b_m, \rho \lambda_r} p_r^* \] (A.10)

and

\[ \left( \nu^* - S_{w_r a_m, b_m, \rho \lambda_r} e^{-b_m, \rho \lambda_r} p_r^* \right) p_r^* = 0. \] (A.11)

If \( p_r^* = 0 \), the approximation \( J_{\text{appx}}(p) \) is not valid and the \( r \)th channel should be removed from \( S \). Thus, \( p_r^* \neq 0 \) in (A.11) is considered. Therefore,

\[ \nu^* = S_{w_r a_m, b_m, \rho \lambda_r} e^{-b_m, \rho \lambda_r} p_r^*. \] (A.12)

Let \( \mu = \log(1/\nu^*) \),

\[ p_r^* = \frac{\mu + \log(S_{w_r a_m, b_m, \rho \lambda_r})}{b_m, \rho \lambda_r}, \] (A.13)

which is equivalent to (4.22). Since \( 1^T \cdot p^* = 1 \),

\[ \mu \sum_{r \in S} \frac{1}{b_m, \rho \lambda_r} + \sum_{r \in S} \frac{\log(S_{w_r a_m, b_m, \rho \lambda_r})}{b_m, \rho \lambda_r} = 1. \] (A.14)

Therefore, (4.23) is obtained by reforming (A.14). Note that the notation \( p^* \) used in this Appendix denotes the optimal solution of (A.8), which has different meaning to the notation \( p^* \) used in (4.15) and the rest of this thesis.
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