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Comprehensive two-dimensional gas chromatography with time-of-flight mass spectrometry
GC×GC–TOFMS has arguably made possible the largest increase in gas chromatograph
performance since the innovation of the wall-coated open tubular (WCOT) capillary analytical
column in 1979. As with the adoption of capillary columns, taking advantage of the performance
possible with GC×GC–TOFMS has required the carefully study of fundamental chromatographic
parameters and the development of new data analysis strategies and software to leverage the data
rich output of the platform for meaningful discovery in complex chemical matrices. This
dissertation presents a thorough account the development and validation of the tile-based Fisher
ratio software, which aims to provide a robust and efficient method for non-targeted analysis in
experiments comprised of classes of GC×GC–TOFMS chromatograms. Additionally, the
software is further developed and demonstrated in a unique application to a challenging problem of forensic interest: the chemical characterization of the illicit acid alteration of diesel fuel. Finally, the chromatographic methods used in the development, validation, and demonstration of the software are carefully examined in the context of instrument performance, and compared to alternative instrumental configurations that have the potential to further increase performance.
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Chapter 1: Introduction to Two-dimensional Gas Chromatography and Fisher Ratio Methods for Non-targeted Analysis

1.1 Two-dimensional gas chromatography

Two-dimensional (2D) gas chromatography coupled with time-of-flight mass spectrometry (GC×GC–TOFMS) is a powerful instrumental platform for the qualitative and quantitative analysis of complex samples, especially those which are otherwise challenging to analyze by conventional one-dimensional gas chromatography (GC). By providing additional separation efficiency with similar run times to that of GC, GC×GC improves the capability of the instrument for resolving critical peaks in complicated samples. The benefits of GC×GC for complicated matrices has been highlighted in recent applications, including fuel forensics [1], environmental samples [2,3], and metabolomics [4], as well as more broadly in recent reviews of GC×GC applications [5–7].

In traditional one-dimensional gas chromatography (GC), analytes are injected into the chromatography and separated in the gas phase by relative interaction with a liquid polymeric stationary phase immobilized on the inner wall of a capillary column, referred to as a wall-coated open tubular (WCOT) analytical column [8]. This column is subjected to a constant flow of carrier gas, typically helium or hydrogen—less common alternative carrier gases include nitrogen and argon. Based on the degree to which a chemical partitions to the liquid stationary phase versus degree to which it remains in the gaseous mobile phase, a chemical may be separated from other based on relative retention. A highly retained analyte will spend a relatively long amount of time partitioned into the stationary phase, while a lesser retained analyte will spend a relatively short amount of time in the stationary phase. Because the flow of gaseous
mobile phase determines the maximum velocity by which an analyte may move from the inlet to
the outlet of the analytical column, the impact of analyte retention may be observed in the time
domain by means of a detector at the outlet. An analyte having no retention in the stationary
phase will migrate down the column at the average velocity of the mobile phase, while more
retained analytes will spend proportionally longer time in the stationary phase, and will migrate
down the column at a reduced velocity.

The partitioning behavior under ordinary conditions may be described as a biphasic
equilibrium described by the distribution constant \( (K_D) \) for the particular analyte “A” and
between the mobile phase and a particular stationary phase, as \( K_D = \frac{[A]_{sp}}{[A]_{mp}} \). The retention factor
\( (k) \) describes the relative retention in terms of the retention time of an analyte \( (t_R) \) versus that of
an unretained analyte \( (t_0) \) as \( k = \frac{t_R - t_0}{t_0} \). The retention factor may be related to the distribution
constant by the phase ratio \( (\beta) \), which is defined for WCOT columns as \( \beta = \frac{d_c}{4d_f} \), where \( d_c \) is the
inner diameter of the capillary and \( d_f \) is the thickness of the stationary phase film coating the
inner wall, as \( k = \frac{K_D}{\beta} \). The ability of a gas chromatograph to resolve different analytes is by
virtue of the differences in \( k \) a pair of analytes may have under particular conditions, which is
owing to the entropy and enthalpy constants for that analyte and stationary phase composition, as
well as the temperature of the separation. The resulting selectivity \( (\alpha) \) of a stationary phase for an
analyte pair is calculated as the ratio of the retention factors, \( \alpha = \frac{k_2}{k_1} \), where 1 and 2 refer to the
first and second eluting analytes, respectively.

In order to understand the separating power of gas chromatography for analyte pairs, it is
also necessary to take into account band broadening, which is the physical phenomenon by
which bands of an injected analyte broaden in time and space by various processes inherent to chromatography, particularly diffusion and mass transfer between the stationary phase and mobile phase. The width of a peak at detection is a function of broadening processes both on and off column. The mechanisms of band broadening in gas chromatography are beyond the scope of this work, but are well described in reference books on chromatography [9,10]. Overall, the performance of a chromatograph related to the balance of retention and band broadening, as described by the efficiency ($N$) of the system; broadly, highly efficient systems (having high values of $N$) have long retention times with small detected peak widths. Chromatographic resolution ($R_S$) is the degree to which a pair of analyte peaks are separated, taking into account the differences in retention times and the average ±2$\sigma$ width at base ($w_b$) of the two peaks: $R_S = \frac{t_{R,2}-t_{R,1}}{0.5(w_{b,2}+w_{b,1})}$. In context of efficiency, selectivity, and retention, resolution may also be defined as $R_S = \frac{\sqrt{N}}{4} \left( \frac{\alpha-1}{\alpha} \right) \left( \frac{k_2}{1+k_2} \right)$.

Beyond the ability of a chromatograph to separate a given analyte pair, an important figure of merit for chromatographic separations is peak capacity ($n_c$), which is generally defined as the time of the separation window divided by the average peak width at base (4$\sigma$ width), and which describe the power of a separation system more holistically [9]. Broadly, $n_c$ describes the number of peaks that will fit into a given separation at a chromatographic resolution ($R_s$) of 1, describing the “resolving power” of a chromatograph for a hypothetical mixture of analytes that cover the separation space. Overall, $n_c$ provides a performance-oriented metric to allow for comparisons of chromatographic systems.

One of the more-prominent implications of peak capacity is as it pertains to statistical overlap theory, which estimates the theoretical peak capacity required for a given system to
sufficiently resolve a mixture of analytes. For example, to resolve to single peaks 98% of the components in a mixture having uniform random retention times, the peak capacity of a separation must exceed the number of components separated by a factor of approximately 100 [9]. For reasonably complex mixtures, it thus follows that a separation’s peak capacity must be large. However, using conventional 1D GC, the requirements to achieve an order of magnitude increase in peak capacity (e.g., by using a longer column) are impractical, and may only be reasonable achieved via GC×GC, provided the system is optimized for that objective [3]. In an optimized GC×GC, the peak capacity advantage over 1D GC [3,11,12] is largely realized by the peak capacity provided by the secondary column in a relatively short separation time, and which combines with the peak capacity of the primary column to provide the two-dimensional peak capacity of the GC×GC.

1.2 Improving peak capacity in GC×GC

As a rule, chromatographic systems aim to maximize $n_c$, or to maintain adequate $n_c$ while reducing method run time. Compared to GC, GC×GC provides approximately an order of magnitude increase in $n_c$ with comparable run times, provided the instrument parameters are carefully selected [3]. For applications in areas having complicated matrices, such as metabolomics, environmental chemistry, petroleum products, and chemical forensics, the two-dimensional peak capacity ($n_{c,2D}$) attainable by GC×GC provides an advantage in successful classification of samples, and the quantification and identification of the analytes that comprise them. Recent work has focused on improving $n_c$ by means of both theoretical modeling [3,11,13] and instrumental improvements, both in terms of introducing new instrument technologies [12,14–16] and by optimizing instrument parameters [3,17]. There are many factors to be considered in the selection of parameters for GC×GC [18]. Recently, it has been recognized that
high \( n_{c,2D} \) separations may be achieved through careful selection of the dimensions of the primary and secondary capillary columns [3,12,16,19]. Column dimensions have also been considered recently for control of the pressures and flows of the primary and secondary columns in the context of \( n_{c,2D} \) [14,20].

1.3 Signal preprocessing for the analysis of GC\(\times\)GC chromatograms

Data from comprehensive 2D chromatography separations can be analyzed, on the following three levels: pixel [21], peak table [22,23], or peak region [24,25] basis. While all of these three levels of data are utilized [26,27], the peak table-level and peak region-level approaches are firmly provided by the instrument manufacturers, and hence the analyst must apply such software in the commercially available state. Hence, there is generally little room for independent development of chemometric software at these two data levels, whereas at the pixel-level, there has been rapid growth in the development of chemometric tools for creative and informative analysis of comprehensive 2D chromatography separations data. Accordingly, the focus of this chapter is on the pixel-level chemometric analysis of comprehensive 2D chromatography separations data. For example, recently a novel tile-based data analysis approach, with its fundamental basis at the pixel-level has been introduced for the comparative analysis of large numbers of GC \(\times\) GC‒TOFMS sample runs [1,28,29].

Pixel-based analysis aims to discover the valuable chemical information in complex two-dimensional chromatographic data with high sensitivity for real chemical signals and minimal interference from typical instrumental variations manifest in the data. To achieve this objective,

---

the chromatographic data must be carefully manipulated to reduce the impact of common variations, such as baseline drift and noise. These steps are performed prior to the analysis of the data, and are referred to as “preprocessing.” Preprocessing of the raw chromatographic data reduces the impact of immaterial variations in the data with the goal of improving accuracy and precision of qualitative and quantitative analyses of the chemically-relevant variations that are of interest to the analyst. Preprocessing is thus critically important, and is a step that, if performed properly, allows for maximal discovery of useful information while avoiding wasted experimental, instrumental, and analytical efforts. The most common preprocessing steps which we consider here are: baseline correction, noise reduction, normalization, and retention time alignment, which are presented here in the order by which they are performed.

1.3.1 Baseline correction

The first preprocessing step in most chromatographic analysis work flows is baseline correction. Baseline drift is the low frequency signal variation that occurs in the baseline due to column stationary phase bleed, background ionization, and low frequency variations in the detector and/or instrument-controlled parameters (such as temperature or flow). Baseline rise is the steady increase in baseline observed in temperature programmed or gradient elution separations. Baseline correction procedures aim to mitigate the effects of baseline drift and rise, improving the detection and quantification of analyte peaks that may otherwise be impacted by baseline interference. Baseline correction methods must be carefully implemented in order to preserve the relevant chemical variations, while avoiding overfitting the chromatogram or mistaking broadened features of co-eluting compounds for baseline signals. Following baseline correction, the baseline noise should be centered on zero for the length of the chromatographic separation, and in the case of multichannel detectors, for all channels, as well.
The simplest baseline correction procedure is to collect a “blank” chromatogram and to subtract the blank chromatogram from the sample chromatogram being analyzed. This method is commonly employed in one-dimensional chromatography, but is less-commonly applied to two-dimensional chromatography, as the presence of minor run-to-run misalignment may magnify the baseline when subtracting the blank chromatogram. The next simplest baseline correction algorithm simulates a blank chromatogram by polynomial least squares fitting and subtracts it from the sample chromatogram. Baseline fitting and subtraction may also be performed on manually selected chromatographic subregions [30] or individual peaks[31–33]. Penalized least squares regression or robust orthogonal regression may also be used to model and subtract baselines [34]. Delta2D image processing software uses a powerful “rolling ball” algorithm to perform baseline subtraction for 2D chromatograms [35]. Rolling minimum methods take advantage of the dead time regions on the second separation dimension in comprehensive 2D chromatography for rapid baseline correction.

1.3.2 Noise reduction

Baseline correction procedures are designed to correct low frequency noise and offsets, but not to alter higher frequency variations. Several techniques may be applied to reduce high frequency variations and improve signal-to-noise ratio (S/N) in chromatograms, the most commonly implemented methods are smoothing and binning. The classic Savitzky-Golay method is a running smoothing function that fits a low order polynomial to each data pixel and its neighbors, replacing the signal of each data pixel with the value provided by the polynomial fit [36]. Wavelet smoothing methods transform the chromatogram into the frequency domain, remove the high-frequency components that are assumed to be indeterminate noise, and then perform the reverse transform to the time domain yielding the smoothed chromatogram [37].
Similarly, the low-frequency components characteristic of slowly drifting baseline variations may also be removed with the wavelet method, assisting in baseline correction. Data reduction by simple interpolation and averaging, referred to as “binning,” improves S/N and additionally reduces computational load when processing large volumes of 2D separations data [38]. COMForTS, a Fourier transformation method for comprehensive 2D chromatographic separations, improves S/N, and additionally reduces the separation time and data density [39].

Noise reduction techniques are critical to successfully addressing a wide variety of analytical challenges. The improvement in S/N, as well as the concurrent data reduction with some methods, improves the ability of the following pixel-based analysis to discover meaningful chemical differences between samples, while reducing false discoveries due to noise. Regardless of the technique used, noise reduction is a delicate operation that requires careful choice of parameters to avoid compromising the real chemical signals that are present in the data. Careless choice of parameters for noise removal algorithms, or excessive noise removal may artificially broaden peaks, reduce resolution, introduce artifacts, and/or complicate deconvolution.

1.3.3 Normalization

Chromatograms are often normalized to correct between-sample variations that are unavoidably introduced during sample collection, preparation, and injection. The most commonly applied normalization technique is the internal standard method [40–43]. However, it may be difficult to find an inert standard that is completely resolved from all native components for truly unknown samples. As an alternative, isotopically labeled internal standards may be of use, taking advantage of the isotope ratio method [44] if the standard chosen happens to be also be natively present in the sample. However, the use isotopic standards is limited to separations coupled to mass spectrometry. When it is not practical to use the internal standard method, many
users apply the sum-normalization method, which is briefly mentioned in chromatography textbooks, sometimes in terms of area-normalization [10,45]. The sum-normalization method uses the total sum of all baseline corrected signals in a chromatogram as the signal to be normalized. The ratio of the total signal for each sample to that of the mean of all samples is used as the normalization factor to subsequently adjust all chromatographic signals in the samples. The user must assume the samples in the dataset are sufficiently similar, such that equal volumes of the samples should have sufficiently equal total signals at the detector. While this assumption is rarely strictly true, it is often assumed the principal source of variation is due to injection volume. Other normalization methods involve mathematically forcing the mean signal of each chromatogram to equal 1 [46], or mathematically forcing the maximum peak signal volume to equal 1 [47].

Normalization techniques should be carefully chosen to achieve normalization of the desired source of variation. If, for example, a user desires to correct for the efficiency of an extraction, and also the variation in injection volume, a normalization method must be chosen for each. An option may be to add internal standard(s) both prior to extraction, as well as a different internal standard immediately prior injection. The normalization would thus adjust samples based first on injection, and then on extraction. In some cases, the additional sample handling required for internal standard normalization may introduce larger variation than that which is being normalized. Analysts should observe typical variation in their samples and proceed accordingly.

Normalization is applied to samples (every data pixel in a chromatogram is normalized using the same normalization factor) while scaling is applied to variables (each data pixel in a chromatogram is scaled by a unique factor to meet some criteria). Usually, the purpose of scaling
is to reduce the influence of large signals in comparative analyses. Common scaling methods are autoscaling (where the mean of each pixel across all samples is forced to be zero and each pixel is forced to have unit standard deviation across all samples) [48], or dividing each pixel by the mean value among samples [49], or log transformations, or applying power transformations.

1.3.4 Retention time alignment

Alignment is an important preprocessing step because even minor pressure, flow and temperature fluctuations cause retention time variations that may obscure chemical information, resulting in poor performance of most chemometric methods. Alignment algorithms are designed to shift the raw signal along the time axes of the 2D separations so the peak position of a given analyte matches from one sample run to the next. The accuracy of the 2D peak signal volumes should also be preserved during alignment. Alignment algorithms can vary from very simple approaches such as application of a simple scalar shift or a targeted peak list approach, to more sophisticated approaches involving locally and globally optimized alignment algorithms. While all of these alignment algorithm approaches have merit, for the chemometric analysis of pixel-level data, the most commonly applied preprocessing approaches implemented are the latter. This is because locally and globally optimized alignment algorithms can handle severe and dynamic shifting in comprehensive 2D chromatography applications, because they are robust, powerful and essentially automated in every regard after the initial parameter selections have been made by the analyst [21,46,47,50–55].

Alignment of a “sample” chromatogram to a “target” or “reference” chromatogram at the pixel level requires the assumption that the signal due to analyte peaks in those chromatograms are truly matched. For datasets in which samples are relatively similar, this assumption is generally realized. However, for datasets in which samples vary greatly, it is more challenging
for alignment to succeed. This challenge is more confidently addressed for comprehensive 2D chromatography instruments that implement multichannel spectroscopic detection, such as GC × GC–TOFMS, since the alignment algorithms are designed to utilize the spectral information to correctly match the signal due to analyte peaks across samples. It should also be noted that use of local alignment algorithms can provide successful alignment when multichannel spectral information is not available.

1.4 Strategies for the analysis of GC×GC chromatograms

GC×GC–TOFMS is a highly capable instrumental platform that produces complex and information-rich multi-dimensional chemical data. The dimensionality is further increased by including sample and injection replicates. The resulting complex data (often several to tens of gigabytes) can be initially overwhelming, and must be reduced to be efficiently interpreted for the given experiment. To accomplish this goal, methods for analyzing the data must extract the most meaningful information in the data set. The approaches to data reduction for GC×GC–TOFMS can be condensed to two methodologies: targeted and non-targeted. In targeted analysis, analytes of interest are chosen prior to data collection and analysis in order to test a particular hypothesis or make a decision about a sample based on a previously-determined model. An advantage in targeted analysis is that chemical standards may be obtained for positive identification; as a disadvantage, targeted analysis is less useful when no specific hypothesis is available. In non-targeted analysis, less information is needed about the sample. So long as enough is known to designate sample classes and to optimize the instrument for the sample type, an experiment may be devised to mine the meaningful information in the complex data.

Non-targeted techniques aim to comprehensively analyze entire complex data sets to discover important analytes or chemical fingerprints, while requiring few user inputs and
minimizing the need for prior information about the samples. Non-targeted analysis can be either supervised or unsupervised, where supervision refers to the use of external calibration or prior classification of chromatograms as they relate to experimental design. For the research discussed herein, the approach was a supervised, permitting the use of sample class-based analysis to extract meaningful class-distinguishing chemical information from the complex data collected. The discovered class-distinguishing analytes can then be the basis for targeted methods once a hypothesis or model has been formed using the results of the non-targeted approach.

1.5 Fisher ratio method for non-targeted analysis

As described previously, non-targeted approaches can be supervised, meaning that there is prior classification of chromatograms as they relate to the experimental design. Supervised variable selection techniques are used to discover statistically significant chemical differences or similarities among known classes of complex samples. Since class membership must be known, experimental design is particularly important. Furthermore, eliminating uninformative variables and reducing voluminous data down to selective variables can improve predictive models. Two common techniques are uninformative variable elimination (UVE) [56] and Fisher-ratios (F-ratio) feature selection [1,28,29,57,58] methods.

F-ratio feature selection methods are designed to inspect a data set and select variables that contain statistically significant differences among given sample classes. The F-ratio of each independent variable across a given variety of sample classes is defined as the class-to-class

\[ F_{\text{ratio}} = \frac{\text{between-class variance}}{\text{within-class variance}} \]

---

variation of that independent variable divided by the sum of its within-class variations, which may be defined as follows when applied to chromatography [57].

\[
\text{Class-to-class variation} = \sigma_{cl}^2 = \sum \frac{(\bar{x}_i - \bar{x})^2 n_i}{(k-1)} \quad \text{(where } n_i \text{ is the number of chromatograms in the } i^{th} \text{ class, } \bar{x}_i \text{ is the mean of the } i^{th} \text{ class, } \bar{x} \text{ is the overall mean, and } k \text{ is the number of classes)}.
\]

\[
\text{Within-class variation} = \sigma_{err}^2 = \frac{\sum \left(\sum (x_{ij} - \bar{x}_{ij})^2 - \sum (x_i - \bar{x})^2 n_i\right)}{(N-k)} \quad \text{(where } x_{ij} \text{ is the } i^{th} \text{ measurement of the } j^{th} \text{ class, and } N \text{ is the total number of chromatograms)}.
\]

Finally, the F-ratio = \frac{\sigma_{cl}^2}{\sigma_{err}^2}.

Independent variables with large F-ratios are likely to be features of interest that differentiate sample classes, whereas independent variables with small F-ratios are likely to be representative of noise or features that do not differentiate sample classes. A recently introduced F-ratio algorithm called the tile-based Fisher-ratio software [1,28,29] is designed to comprehensively analyze 4D data sets of pixel-level GC×GC–TOFMS chromatograms to discover chemical features that differentiate given sample classes. The tile-based F-ratio software uses a novel indexing scheme that benefits from the advantages offered by pixel-level data analysis (namely, comprehensive nontargeted information is quickly gleaned) as well as the advantages offered by peak-level data analysis (namely, the algorithm is robust against retention time variations). The independent variables are sorted in descending order of F-ratio value which corresponds with the analyst’s level of interest in each independent variable. F-ratio analysis is a robust, comprehensive, nontargeted analysis method that is useful for a variety of studies, particularly forensics experiments in which cause and effect chemical signatures can be cleverly evaluated by the experimental design, and also metabolomics experiments wherein the analyst
often seeks to discover interesting patterns in the chemical fingerprints that characterize cellular processes.

F-ratio methods have been applied to GC×GC–TOFMS data with both peak table analysis (LECO Fisher Ratio ChromaTOF 2009) as well as pixel analysis [59–62]. Peak table-based data is acquired by peak finding, deconvolution, and alignment across peak tables. The steps for peak table preparation can be computationally demanding, especially deconvolution, as the majority of the signals processed are often not of interest to the experimental design being implemented. A pixel-based F-ratio approach, performed prior to any peak finding or deconvolution, has been previously applied as a method to reduce the initial GC×GC–TOFMS data set down to only those 2D separation locations which change significantly between sample classes per the experimental design. Only those 2D locations containing class-distinguishing analytes (as determined by the application of the pixel-based F-ratio method) undergo deconvolution and peak quantification, improving the efficiency of the discovery-based analysis.

1.6 Fisher ratio method for pixel-level analysis

The pixel-based F-ratio approach has distinct advantages over peak table-based approaches for non-targeted studies; however, the pixel-based method has some shortcomings that must be addressed in a sufficiently peak-based way. In order for this powerful approach to be optimally implemented, it is essential to (1) reduce the number of false positives that are generated, while (2) optimizing the sensitivity “contrast” of finding true positives. First dimension misalignment can severely impact the sensitivity contrast for the F-ratio determination of true positives with pixel-level data. First dimension misalignment in GC × GC is a result of desynchronized modulation of a peak from one injected sample to another. In pixel-based methods, chromatographic misalignment may cause high false-positive rates while concurrently
reducing the sensitivity for true positives. The following section introduces a new approach to comprehensive non-targeted F-ratio analysis of GC × GC – TOFMS data that incorporates the advantages of both pixel-based (unbiased to peak shape and mass spectral behavior) and peak table-based methods (robust to typical retention time variation in either chromatographic dimension).

1.7 Tile-based Fisher ratio method as improvement to pixel-based methods

The new approach to non-targeted F-ratio analysis of GC×GC–TOFMS data, referred to as the tile-based F-ratio algorithm, works by creating a 2D grid (encompassing the entire GC × GC separation) composed of 2D tiles, whereby each tile is wide enough to capture the retention time variation in both the first and second separation dimensions. Four adjacent, but overlapping 2D grids, are used so that one grid will optimally capture any given peak in the GC × GC separation. Use of four grids, combined with summing of all chromatographic signal within a tile (per mass channel), provides data reduction and added sensitivity, similar to peak-based algorithms. Selectivity is improved because a single grid (out of four applied) that captures a given analyte peak the best in one of its tiles will have the least amount of interference. The signal-to-noise (S/N) for a given analyte peak is improved roughly by the square root of the number of points summed. However, if the tile size is inadvisably too big, summation of noise will adversely impact the S/N benefit achieved by summing peak signal. The impact of the GC × GC phasing is minimized since phasing with a total transfer modulator affects only the shape of the first dimension peak, not its amount of signal, which is captured by the optimal tile. The tile-based F-ratio algorithm is demonstrated by application to two standard addition experiments in a challenging complex sample matrix, diesel fuel.
1.8 Hypotheses studied and overview of following chapters

A total of three hypotheses were studied in depth for this work. The first two hypotheses relate to the development of the tile-based F-ratio method, while the third relates to the study of phase ratio as a parameter for high peak capacity GC×GC. The following sections describe the chapters in context of the work performed and the hypotheses that were studied.


Fisher ratio analysis applied to the supervised comparison of sample classes algorithmically reduces complex GC×GC–TOFMS data sets to find class distinguishing chemical features. F-ratio analysis, using a tile based algorithm, significantly reduces the adverse effects of chromatographic misalignment and spurious covariance of the detected signal, enhancing the discovery of true positives while simultaneously reducing the likelihood of detecting false positives. This chapter reports a study using tile based F-ratio analysis whereby four non-native analytes were spiked into diesel fuel at several concentrations ranging from 0 to 100 ppm. Spike level comparisons were performed in two regimes: comparing the spiked samples to the non-spiked fuel matrix, and to each other at relative concentration factors of two. Redundant hits were algorithmically removed by refocusing the tiled results onto the original high resolution pixel level data. To objectively limit the tile based F-ratio results to only features which are statistically likely to be true positives, we developed a combinatorial technique using null class comparisons, called null distribution analysis, by which we determined a statistically defensible F-ratio cutoff for the analysis of the hit list. This work studies the hypothesis that the tile-based F-ratio method outperforms both pixel-based and peak table methods for non-targeted analyses of complex mixtures. The work also hypothesizes that use of combinatorial
rearrangements of chromatograms nullifies meaningful experimental variation and may be used as a method to control the false discovery rate in non-targeted analyses.

1.8.2 Chapter 3: Chemical Characterization of the Acid Alteration of Diesel Fuel: Non-targeted Analysis by GC × GC–TOFMS with Tile-Based Fisher Ratio and Combinatorial Threshold Determination

The illicit chemical alteration of petroleum fuels is of keen interest, particularly to regulatory agencies that set fuel specifications, or taxes/credits based on those specifications. Such reactions are known to subtly alter the chemical composition of the fuel, particularly the aromatic species native to the fuel. Tile-based Fisher-ratio (F-ratio) analysis reduces the abundance of data in a GC × GC–TOFMS experiment to only the peaks which significantly distinguish the unaltered and acid altered sample classes. Three samples of diesel fuel from differently branded filling stations were each altered to discover chemical features, i.e., analyte peaks, which were consistently changed by the acid reaction. Using different fuels prioritizes the discovery of features likely to be robust to the variation present between fuel samples and may consequently be useful in determining whether an unknown sample has been acid altered. In addition to applying the previously reported tile-based F-ratio method, this chapter also expands null distribution analysis to algorithmically determine an F-ratio threshold to confidently select only the features which are sufficiently class-distinguishing. This work studies the hypothesis that introducing experimental variation into the sample classes prioritizes the discovery of class-distinguishing analytes that are more robust to expected sample variation. Additionally, in the application of the method to diesel fuel alteration, the work hypothesizes that aromatic species are likely removed by the alteration process, and will serve as the best markers for a fuel sample’s classification.
Maximizing the information obtained from a GC×GC–TOFMS analysis requires careful optimization of a myriad of parameters to balance the peak capacities of both the first and second separation dimensions. An additional consideration is achieving the target peak capacity in a reasonable analysis time. Phase ratio, $\beta$, defined as the ratio of the volume of mobile phase ($V_m$) to the volume of stationary phase ($V_s$), is a critical parameter in any partition-based separation mechanism, being influential in determining the retention of a given analyte on a given stationary phase chemistry. Though phase ratio is often carefully considered in the practice and development of methods for one-dimensional gas chromatography (1D-GC), it has received less critical attention as a parameter for GC×GC, in which two distinct separation columns must be chosen for the given application. This chapter examines the relationship of $\beta$ between the first and second separation dimensions and the implications of $\beta$ on realization of maximal two-dimensional peak capacity ($n_{c,2D}$). In this experiment, the chromatographic system was held constant for the separation of a multi-component test mixture spanning a range of chemical functionalities, with only the phase ratios of the two analytical columns being changed. This work studies the hypothesis that $n_{c,2D}$ is maximized when $^1n_c$ is maintained while increasing $^2n_c$, to an extent dictated by the diminishing returns of $^2n_c$ with increasing $^2k$ that is inherent to the pseudo-isothermal nature of the secondary column separation.

1.9 References


2.1 Introduction

Two-dimensional (2D) gas chromatography coupled with time-of-flight mass spectrometry (GC×GC–TOFMS) is a prominent instrumental platform for the study of complex samples for analytes either sufficiently volatile or amenable to analysis after derivatization. Use of GC×GC–TOFMS and associated data analysis strategies aim to uncover meaningful chemical information from complex samples. However, meaningful chemical information is often buried in a background of less meaningful chemical signal and noise. Further complicating the effort, experiments often require analysis of replicate injections of different samples, increasing the data dimensionality. Feature selection software becomes increasingly important to extract the most meaningful chemical information. Ultimately automatable software is needed to comprehensively analyze GC×GC–TOFMS data so important analytes and/or chemical fingerprints can be quickly and accurately ascertained during discovery-based experimentation.

Our focus is on non-targeted discovery-based GC×GC–TOFMS investigations, whereby chemical features of interest are not presumed known beforehand. Non-targeted approaches can be either supervised or unsupervised, where supervision refers to either external calibration or prior classification of samples/chromatograms as they relate to the experimental design. Non-targeted analyses are typically performed by software comparing the chromatograms on a pixel,

---

peak table, or peak region basis. These approaches have been reviewed in the context of non-targeted analysis of GC×GC data. Specific approaches to GC×GC data processing include watershed algorithm and template matching methods, chromatographic region based binning, chromatographic and mass spectral inspection, and scripting based classification. We recently reported an approach to GC×GC data processing, referred to as tile based analysis, in which data is strategically binned, with the tile size based upon the 2D peak widths and the retention time shifting that may be present. Recent studies have reported using a combination of multiple approaches (peak table, pixel, and peak region based).

Pixel based analysis compares every GC×GC–TOFMS data point in the three-dimensional space (3D), i.e. pixel, in each chromatogram with relatively limited preprocessing (beyond baseline correction and normalization steps). Since chromatographic misalignment may lead to false positives and diminished ability to discover true positives, 2D alignment is often required to reduce misalignment, but may distort peak shapes and areas in the pixel level data. Further, typical GC×GC parameters applied (a low number of modulations per first dimension peak width, e.g., a modulation ratio $M_R \sim 2$ to 4) limits the data density defining first dimension peaks due to the need to balance the peak capacities in both GC×GC dimensions; this reduces the information available for first dimension alignment. On the other hand, peak based approaches utilize baseline correction, peak deconvolution and identification, integration, and arrangement of every peak in a single chromatogram into a table (i.e., peak table), and tables are then compared across samples. Tile based analysis addresses the challenges due to misalignment of multiple GC×GC–TOFMS chromatograms without explicitly aligning the data, thus avoiding chromatographic and/or mass spectral warping or other distortions of the raw data. Tile based analysis combines advantages of peak table based approaches (including mitigation of
misalignment and improvement in signal-to-noise) and the advantages of pixel based approaches (remaining unbiased to chromatographic peak shape or mass spectral signal characteristics).

After the data have been prepared by either pixel, tile, or peak table based approaches, supervised statistical analysis can be performed to discover chemical features that distinguish the sample classes, producing lists of significant feature referred to as hit lists. Two popular supervised methods include F-ratio analysis and partial least squares discriminant analysis (PLS-DA). F-ratio analysis has been applied to GC×GC–TOFMS data previously at the pixel level\textsuperscript{28–33} and at the peak table level using LECO ChromaTOF Statistical Compare.\textsuperscript{34–37} PLS-DA has also been applied to peak table based GC×GC–TOFMS data.\textsuperscript{38–41} For non-targeted analysis, false positives should be minimized while maximizing the sensitivity with which true positives are detected. False positives are the rejection of the null hypothesis when it is actually true, often referred to as Type I errors. For F-ratio analysis, a false positive is the discovery of a feature that does not chemically distinguish the sample classes. While a true positive is a feature that is chemically class distinguishing (e.g., a peak signal inferring a statistically significant difference in concentration between the two or more sample classes), a false positive may either be due to spurious covariance of detector fluctuations or chromatographic misalignment. Tile based F-ratio analysis significantly reduces the number of false positives found with pixel based analysis of GC×GC–TOFMS data that were associated with the aforementioned causes.\textsuperscript{18} While tile based F-ratio analysis reduces the frequency and rank of false positives in the hit list, false positives are still present in the analysis simply due to the large number of statistical hypotheses being simultaneously tested in the entire tiled GC×GC–TOFMS chromatogram. This is encountered in multiple hypothesis testing and is commonly described by the false discovery rate (FDR).\textsuperscript{42}
For efficient and informative non-targeted F-ratio analysis, the relative distributions of true and false positives must be understood so the analysis can focus on true positives. This is typically performed in a subjective manner by selecting an F-ratio cutoff in the hit list at the point where the selected features become unreliable in differentiating the sample classes.\textsuperscript{29,36} However, manual selection of a cutoff comes with two complications. First, the cutoff must be determined by working through the ranked hit list and validating the results to determine the point at which the analysis becomes unreliable. This is problematic as it requires time consuming analysis of features with little value, and because the cutoff must be determined in a subjective manner, as true positives are often interspersed with false positives as one works down the hit list. The second concern is that this exercise must be repeated for every experiment, since sampling and instrumental variance may differ from one experimental campaign to the next.

Ideally, an objective metric should be implemented that expresses the confidence by which a given feature can be deemed a true positive. Herein, we critically study utilization of false positive distribution estimations, called “null distributions,” which ultimately allows for a statistically based determination of whether a discovered class distinguishing feature is likely to be either a true positive or a false positive. We utilize tile based F-ratio analysis in concert with the standard addition method by spiking non-native chemicals into a diesel fuel matrix at low concentrations. While the previous work studied the concentration range of 100 ppm to 1000 ppm\textsuperscript{18}, the current study focuses on the 0 ppm to 100 ppm analyte spike range. The current study demonstrates the sensitivity and selectivity of tile based F-ratio analysis for discovery of true positives in the non-targeted analysis of a chemically complex and analytically challenging sample matrix. Additionally, we demonstrate the utility of null distribution analysis to defensibly limit the resulting hit list to only the features most likely to be class distinguishing, and
ultimately, useful to the analyst. By exploring the low concentration spike levels, we gain a better understanding of the “discovery” limit of detection (LOD) of tile based F-ratio analysis, and compare its merits to pixel based and peak table based approaches.

2.2 Experimental

Four chemical compounds were spiked at the following nominal concentrations into an ultra-low sulfur diesel (ULSD) fuel: 100, 50, 25, 12.5, 6.2, 3.2, 1.6 and 0 parts-per-million by mass (ppm). The 0 ppm spike level served as the matrix blank. The four spiked compounds were bromobenzene, 1-chlorohexane, 5-decyne, and 3-octanone, none of which is naturally present in the fuel, as verified by the standard addition method. An internal standard, 1-bromoheptane, was also spiked into each sample at 1 part-per-thousand (ppt). All samples were prepared gravimetrically using a 5-place analytical balance, and the actual (not nominal) concentration for each analyte at each spike level is provided in Table S-1 (Supporting Information, Section S1.1). Additionally, the calculated mass of each analyte injected on column is provided in Table S-2. The actual concentrations of the spiked analytes are used for software evaluation. However, for clarity we use the nominal spike concentrations when referring to a particular concentration comparison with multiple analytes. The samples were analyzed by GC×GC–TOFMS, as in the previous report.18 Under the selected instrumental conditions, the modulation ratio was 3 to 4, depending on the first dimension peak width.26 Full instrument parameters and a representative chromatogram are provided in the Supporting Information (Section S1.2, Figure S-1).

GC×GC–TOFMS data from all 36 runs (7 spike levels x 4 replicates, and 8 replicates of the 0 ppm) were imported from the LECO ChromaTOF software v 3.32 (LECO, St. Joseph, MI) to Matlab v 8.0.0.783 (MathWorks, Inc., Natick, MA) via an in-house developed data converter.43 The imported data were analyzed with the in-house developed tile based F-ratio
software, performed on a mid-level personal computer, having an Intel Core i7-4770 processor (3.4 GHz), a 256 GB Samsung 840 solid state hard drive, and 16 GB dual-channel DDR3 RAM. An in-house developed PARAFAC GUI was used to measure the quantitative signal volume for the internal standard, 1-bromoheptane, for each sample injection, which was used to normalize the data to account for injection variation.\(^9\) The F-ratio was calculated as the class-to-class variation of the detected signal divided by the sum of the within-class variations of the signal.\(^{28,44,45}\) Details of the F-ratio calculation and a summary of the preprocessing steps are included in the Supporting Information (Sections S2.1 and S2.2).

The GC×GC pixel level data was summed using a novel method of binning, the tile method.\(^{18}\) Details on the tile method and its advantages are available in the Supporting Information (Section S2.3 and Figure S-2). Redundant hits were removed using a novel “pin and cluster” algorithm, detailed in the Supporting Information (Section 2.4 and Figure S-3 and Tables S-3 and S-4). The complete tile based F-ratio software is summarized by a flowchart in the Supporting Information, Figure S-4. The specific parameters for the tile method and redundant hit removal are included in the Supporting Information (Section S1.3). The 2D chromatographic features discovered by tile based analysis are arranged in a ranked table sorted by decreasing average F-ratio, i.e., a “hit list,” an example of which is provided in Table 1. To compare the performance of the tile based F-ratio analysis with other relevant methods, the data were also processed by pixel based and peak table based methods, using in-house software and LECO ChromaTOF v 3.32, respectively. Details of the pixel and peak table analyses are provided in the Supporting Information (Section S4).

Following the generation of hit lists by the tile based F-ratio analysis, null distribution analysis was implemented to control the false discovery rate by determining the probability that a
discovered feature is a false positive. Due to the large number of statistical hypotheses being simultaneously tested in the tiled data, a portion of the statistical tests will falsely reject the null hypothesis when it is true, i.e., false positives (Type I errors).\textsuperscript{46–53} The large number of simultaneous hypotheses tested in the tiled data were leveraged to determine the distribution of potential false positives. These distributions were utilized to limit the analysis of the hit list to only the range that is likely to have few or no false positives, using an objective metric as we demonstrate herein. False positive distributions can be determined by repeated testing of null hypotheses (i.e., that there is no difference between sample classes), created by either comparing replicates of a single class, or by evenly mixing the sample classes to eliminate between-class variation. In this study, such comparisons of GC×GC–TOFMS data of the diesel samples were subjected to tile based analysis to generate null comparison hit lists, from which the F-ratio values are used to make a histogram. Because the comparisons are testing the null hypothesis, we refer to the resulting curves as “null distributions.”

2.3 Results and Discussion

Null comparisons were performed based upon a pair-wise rearrangement (switching of two samples at a time from each class, keeping balanced classes) of the eight injection replicates of the 0 ppm diesel fuel that served as the matrix blank. Six null class comparisons were deemed sufficient to capture the variation in the null comparisons, as different combinations of the injection replicates ultimately resulted in only slightly different distributions of null F-ratios. This approach is a form of combinatorial analysis.\textsuperscript{54} Each of these null comparisons was subjected to tile based F-ratio analysis in order to generate a total of six null hit lists. Null distributions (see Figure 1(A)) were then prepared from the hit lists. The F-ratio values for each feature from the null hit lists were then combined into a histogram with a bin size of 0.2. The
average null distribution (black trace) has an average of 4860 ±77 features. The range of null distributions encountered is also provided in Figure 1(A) by the blue and red traces. The inset plot in Figure 1(A) is a zoomed section, emphasizing the range of the null distribution tails at higher F-ratios. This region is sparse due to the infrequent occurrence of values greater than ~ 10 in the null distributions, and it follows that in true class comparisons (discussed shortly) there may be occasional false positives interspersed with the true positives at values that have some overlap with the null distribution. It is this region of the null distribution that relates to the discovery-LOD for the tile based F-ratio analysis that we explored.

Transforming a null distribution into a “null probability” curve facilitates limiting a hit list to features that are likely to be either a false positive or a true positive. The null probability provides the quantitative likelihood that a given feature is indeed a false positive, based on its average F-ratio. This calculation is performed by dividing the summed number of null features above a given value by the total number of null features in the entire null distribution, multiplied by 100 to yield a percentage. The null probability is equivalent to the percentage area of the null distribution that is above a given value, which represents the proportion of the null features that would be included in the analysis with a given F-ratio cutoff. This calculation is performed for the range of values in the null distribution to create a curve which is the null probability versus average F-ratio. Figure 1(B) is the null probability curve for the average null distribution (the black trace), as well as the range of individual null distributions shown in Figure 1(A), the blue trace and red trace. The horizontal range between the blue and red traces gives rise to a null probability range, which expresses the variation in the average F-ratio which would be selected for various null probability limits. If one were to limit a comparison to features with less than 0.1% probability that the feature is a false positive (this would be equivalent to accepting ~ 5
spurious features in the analysis, based on the 4860 features in the average null distribution for this data set), this corresponds to a threshold of ~ 14, such that only features with average F-ratios above 14 would be inspected. However, since there is variation in the distribution of false positives in the null comparisons, as shown in Figure 1(A), it is necessary to designate a range for an F-ratio limit at a particular null probability. Accordingly, as illustrated in Figure 1(B), the range for the 0.1% null probability limit is ~ 10 to 20. Based upon the 0.1% null probability limit, an average F-ratio at or above 20 is referred to as a “hit” while a value ranging from 10 to 20 is referred to as a “potential hit”. A value below 10 is referred to as a “non-hit”. Therefore, the analyst should work from the top of the hit list, since “hits” have the highest likelihood of being true positives. As defined in Figure 1, the hit lists in this report include a null classification, whereby the features were assigned as hit, potential hit, or non-hit based on their F-ratio relative to the 0.1% null probability limit.

Tile based F-ratio analyses for true class comparisons were performed in two regimes: spike versus blank comparisons (e.g., 6.2 ppm versus 0 ppm) and concentration ratio of 2 comparisons (e.g., 25 ppm versus 12.5 ppm). The spike versus blank comparisons test tile based F-ratio analysis in cases where a low abundance analyte is present in one sample class and absent from the other. The concentration ratio of two comparisons test cases where a low abundance analyte is different in concentration by a factor of two between the sample classes. Each of these cases is important for the performance of a non-targeted analysis platform. For these true class comparisons, and analogous to the null distributions in Figure 1(A), false positive distributions were prepared and summarized in Figure 2. Note that the features corresponding to the four true positives (i.e., the spiked analytes) in each comparison were removed in the preparation of Figure 2. The resulting distributions have an average of 4944 ±141 false positives. Figure 2
shows false positive distributions from four comparisons representing the range of false positive
F-ratio values encountered. The average null distribution from Figure 1(A) is also plotted in
Figure 2 for comparison. As in Figure 1(A), in Figure 2 the F-ratios for the false positives from
each comparison were made into histograms using a bin size of 0.2. The range of false positive
distributions indicates there is some modest variation in the shape of the distributions, though
nearly all of the false positives have F-ratios below 10, which strongly supports the
implementation of null distribution data to determine the relationship between false positives and
their corresponding F-ratio, as delineated in the null probability curve (Figure 1B). Indeed, the
null distributions in Figure 1(A) are of similar range to the false positive distributions in Figure
2, and the average null distribution is essentially the average of the false positive distributions. In
this study, we have taken advantage of knowing the true positives (the spiked analytes) in order
to critically compare the underlying false positive distributions in the true class comparisons with
the null distributions prepared from replicates of the non-spiked diesel fuel (0 ppm matrix blank).
For analysis of comparisons where the true positives are not known, false positive distributions
cannot be determined; instead, null distribution analysis is needed to estimate the underlying
distribution of false positives and to illustrate the discovery-LOD for tile based F-ratio analysis,
as is described next.

The true class comparisons, in the context of the 0.1% probability limit presented in
Figure 1(B), are presented in Figure 3(A) and 3(B) for the spike versus blank comparisons and
the concentration ratio of two comparisons, respectively. The plots show the average F-ratios for
each of the four spiked analytes versus their actual concentration (in ppm) in the comparisons. In
the concentration ratio of two plot, the concentration plotted is that of the lower concentration
spike in the comparison. The 0.1% null probability limit range (illustrated in Figure 1B) is
included in the figure to show whether analytes would be found if the 0.1% null probability limit were applied. Features above the 0.1% null probability limit (hits) would be found in the course of the analysis of the hit list, while those below the limit (non-hits) would not, unless the analyst is willing to look through a larger number of false positives. Analytes within the 0.1% probability limit (potential hits) often may be readily found, depending on the distribution of false positives in the particular comparison, and the extent to which the hit list is examined.

Most of the spiked analytes were consistently “found” above the 0.1% probability limit for the range of concentration comparisons studied, even for the more analytically challenging concentration ratio of two comparisons. None the less, there were sufficient cases that facilitated the study of the discovery LOD, which is taken as an average F-ratio that falls below the 0.1% probability limit. Bromobenzene and 1-chlorohexane have consistently high average F-ratios for all concentration comparisons, due to having selective m/z and limited chromatographic interference. 5-decyne and 3-octanone have fewer selective m/z and more chromatographic interference, which results in lower average F-ratios for these analytes. In the spike versus blank comparisons, each of the four spiked analytes has a high average F-ratio at nearly all concentration levels. For the comparisons at or above 6.2 ppm versus 0 ppm, all four spiked analytes have average F-ratios greater than the 0.1% null probability limit, indicating that these hits have little to no overlap with the null distribution. For the 3.2 ppm versus 0 ppm and the 1.6 ppm versus 0 ppm comparisons, 3-octanone has an average F-ratio which falls within the 0.1% null probability limit, indicating that these features for 3-octanone are likely to be interspersed with a small number of false positives.

The concentration ratio of two comparisons are more challenging, and have a lower overall F-ratio, and thus, tend to overlap more with the null distribution. For the 25 ppm versus
12.5 ppm comparison, all four spiked analytes have average F-ratios greater than the 0.1% null probability limit. At lower absolute concentrations, 3-octanone has a diminished average F-ratio. For the 12.5 ppm versus 6.2 ppm comparison, 3-octanone is in the 0.1% null probability limit, indicating the 3-octanone feature is likely to be interspersed with a small number of false positives. Table 1 is the abbreviated (first 7 entries) hit list for the 12.5 ppm versus 6.2 ppm comparison, in which 3-octanone is within the 0.1% null probability limit, along with two other potential hits that were not spiked analytes. As the absolute concentration further decreases, the average F-ratio for 3-octanone likewise falls, increasing the number of false positives that will be encountered while working down the hit list toward the 3-octanone feature. This is demonstrated in Table 2, which is the abbreviated hit list for the 3.2 ppm versus 1.6 ppm comparison. At this lower absolute concentration, the F-ratios for the true positives have all dropped. There is now a false positive hit interspersed between the hits for bromobenzene and 5-decyne, and 216 potential hits and non-hits between the features for 5-decyne and 3-octanone. Due to lower mass spectral selectivity and chromatographic interference from the diesel fuel matrix, 3-octanone is found below the 0.1% null probability limit at concentration ratio of two comparisons below the 12.5 ppm versus 6.2 ppm comparison, and is thus assigned as a non-hit. The remaining three spiked analytes have F-ratios greater than the 0.1% null probability limit for all concentration ratio of two comparisons, though 5-decyne approaches the 0.1% null probability limit for comparisons below 12.5 ppm versus 6.2 ppm. Additional abbreviated hit lists showing the relative ranks for the spiked analytes and false positives, and a discussion thereof, are included in the Supporting Information (Section S3, Tables S-6 and S-7). To summarize, spiked analytes were reliably discovered at ~1 to ~10 ppm (~5 to ~50 pg on column using a 200:1 split).
depending on the degree of mass spectral selectivity and 2D chromatographic resolution from the diesel fuel matrix.

Figure 4 illustrates the challenge successfully addressed by tile based F-ratio analysis by examining the limited selectivity at which 3-octanone is discovered in the 12.5 ppm versus 6.2 ppm comparison. Figure 4(A) is the F-ratio spectrum (the F-ratio for each m/z that was present in the tile above the S/N threshold) for the feature corresponding to 3-octanone. The m/z plotted were averaged to yield the average F-ratio, by which the hit list is currently ranked. The m/z 57, 72, and 99 are the most selective versus the significant matrix peaks, which overlap the 3-octanone peak at low chromatographic resolution in both separation dimensions. There is potential to improve ranking by selecting a subset of m/z for the calculation of average F-ratios, requiring further study. Figures 4(B-D) includes segments of the column 2 separation from the most abundant modulation of 3-octanone, for the extracted ion chromatograms (XIC) at m/z 57, 72, and 99. These chromatograms illustrate both the low absolute abundance of 3-octanone at this concentration level, as well as the limited chromatographic resolution and mass spectral selectivity versus the interfering matrix peak. Due to low S/N and low mass spectral selectivity, 3-octanone has a moderate average F-ratio at the 12.5 ppm versus 6.2 ppm comparison level, and is found within the 0.1% null probability limit, in which two other potential hits are interspersed. The discovered feature for 3-octanone in the 6.2 ppm versus 0 ppm comparison is detailed in a similar fashion in Figure S-5 (Supporting Information, Section S3.1).

We also studied the performance of the tile based F-ratio method in context of the pixel based and peak table based analyses (see Supporting Information, Section S4). The pixel based method (see Section S4.1 for details) performs similarly to the tile based method, particularly at the higher absolute concentration comparisons (at or above the 50 ppm nominal concentration).
However, at lower concentration, the pixel based method encounters more false positives interspersed between the spiked analytes. Likewise, the peak table comparison is provided in Section S4.2. Because the peak table processing is highly influenced by the selected parameters,\textsuperscript{55} we carefully optimized the peak table method to discover the low concentration analytes, while minimizing false positives. The peak table method performs well at the higher absolute concentrations. However, at lower concentrations, some of the four spiked analytes are not found, or are disqualified due to low deconvolution quality and/or misidentified peaks.

\section*{2.4 Conclusions}

Tile based F-ratio analysis of GC\texttimes{}GC–TOFMS data facilitates confident analyte detection for small concentration changes between sample classes for discovery-based experimentation, even for analytes that are heavily interfered with little mass spectral selectivity. The software is computationally fast, requiring less than 10 min of computation time per comparison (including null distribution analysis with six null comparisons) on a mid-level personal computer. After applying null distribution analysis, the results of the study showed that spiked analytes could be reliably discovered at ~ 1 to ~ 10 ppm (~ 5 to ~ 50 pg using a 200:1 split) in a complex diesel matrix with minimal occurrence of false positives above the 0.1\% null probability range. The determination of the null probability limits using the combinatorial technique described herein is rapid, and provide a defensible F-ratio cutoff that is determined algorithmically for each experiment based on the variation present in the data. This approach is superior to rule-of-thumb thresholds, or manually determining an appropriate threshold for each experiment based on inspecting the hit lists.

This analytical platform is broadly applicable for the analysis of samples where class distinguishing analytes may be present at a range of signals, and in which minor
chromatographic misalignment may be present, without the need for explicit 2D chromatographic alignment. The tile based approach was demonstrated to reduce the occurrence of false positives compared to pixel based methods, and permits lower discovery limits compared to peak table methods. A future study could include an expanded selection of spiked analytes (substantially more true positives), allowing for characterization of a “true positive distribution” and a more thorough comparison to other non-targeted analysis methods.
2.5 References

2.6 Tables

Table 2-1. Hit list for the 12.5 ppm versus 6.2 ppm comparison after redundant hit removal. There are a total of 5033 entries in the list. The four spiked analytes are found within the first six entries. There are two potential hits interspersed with the features for the spiked analytes. The corresponding hit list prior to redundant hit removal may be found in the Supporting Information (Table S-5).

<table>
<thead>
<tr>
<th>F-ratio hit number</th>
<th>Average F-ratio</th>
<th>$^1 t_R$ (s)</th>
<th>$^2 t_R$ (s)</th>
<th>Null Classification</th>
<th>Compound</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>214.4</td>
<td>360</td>
<td>0.13</td>
<td>hit</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>2</td>
<td>114.5</td>
<td>255</td>
<td>0.93</td>
<td>hit</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>3</td>
<td>60.1</td>
<td>534</td>
<td>0.73</td>
<td>hit</td>
<td>5-decyne</td>
</tr>
<tr>
<td>4</td>
<td>14.8</td>
<td>945</td>
<td>0.52</td>
<td>potential hit</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>11.6</td>
<td>1202</td>
<td>0.61</td>
<td>potential hit</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>11.2</td>
<td>441</td>
<td>0.91</td>
<td>potential hit</td>
<td>3-octanone</td>
</tr>
<tr>
<td>7</td>
<td>9.9</td>
<td>973</td>
<td>0.51</td>
<td>non-hit</td>
<td></td>
</tr>
<tr>
<td>8-5033</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>non-hits</td>
<td></td>
</tr>
</tbody>
</table>

Table 2-2. Hit list for the 3.2 ppm versus 1.6 ppm comparison after redundant hit removal. There are a total of 5099 entries in the list.

<table>
<thead>
<tr>
<th>F-ratio hit number</th>
<th>Average F-ratio</th>
<th>$^1 t_R$ (s)</th>
<th>$^2 t_R$ (s)</th>
<th>Null Classification</th>
<th>Compound</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>102.2</td>
<td>255</td>
<td>0.93</td>
<td>hit</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>2</td>
<td>59.3</td>
<td>360</td>
<td>0.13</td>
<td>hit</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>3</td>
<td>25.8</td>
<td>2150</td>
<td>0.42</td>
<td>hit</td>
<td>false positive</td>
</tr>
<tr>
<td>4</td>
<td>21.4</td>
<td>534</td>
<td>0.73</td>
<td>hit</td>
<td>5-decyne</td>
</tr>
<tr>
<td>5-220</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>potential hits and non-hits</td>
<td></td>
</tr>
<tr>
<td>221</td>
<td>3.0</td>
<td>441</td>
<td>0.92</td>
<td>non-hit</td>
<td>3-octanone</td>
</tr>
<tr>
<td>222-5099</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>non-hits</td>
<td></td>
</tr>
</tbody>
</table>
2.7 Figures
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Figure 2-1. (A) Average and the two extreme null distributions from the null comparisons of the 0 ppm versus 0 ppm diesel fuel sample (i.e., the unspiked matrix blank) are shown. The frequency plotted is the number of features within a bin interval of 0.2 per the average F-ratio. Six rearrangements produced six different null distributions, others omitted for clarity. The range of the null distributions is represented by the red and blue null distributions. The zoomed section shows the range of the rightmost tail of the null distributions that were encountered. (B) The average null probability curve is shown based on the average F-ratio null distribution (the black trace) in (A), along with the null probability curves resulting from the two extreme null distributions presented in (A). The null probability limit range of ~ 0.1% is indicated by the blue double arrow (~ equivalent to 5 spurious features in a hit list), suggesting the use of an average F-ratio cutoff of ~ 10 to 20 for the “discovery” LOD.
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Figure 2-2. False positive distributions from four representative F-ratio true class comparisons are illustrated in the context of the average null distribution from the six null comparisons derived from the comparisons of the 0 ppm diesel fuel sample (black curve, see Figure 1A). The frequency plotted is the number of features within a bin interval of 0.2 per the average F-ratio.
Figure 2-3. (A) Average F-ratios for the four spiked analytes are shown for the spike versus matrix blank comparisons (e.g., 12.5 ppm versus 0 ppm) in the context of the 0.1% null probability limit (Figure 1(B)). The actual concentration in ppm of the spiked sample in each pair for each spiked analyte is plotted (see Table 1). (B) Average F-ratios for the four spiked analytes are shown for the nominal concentration ratio of two comparisons (e.g., 25 ppm versus 12.5 ppm) in the context of the 0.1% null probability limit (Figure 1(B)). The actual concentration in ppm (see Table 1) of the lower spike level of each pair for each spiked analyte is plotted.
Figure 2-4. 3-octanone in the 12.5 ppm spike (red) versus 6.2 ppm spike (blue) comparison. (A) The F-ratio “mass spectrum.” (B-D) The three most selective m/z per F-ratio analysis are plotted from one sample injection from each class. The plots are extracted ion chromatograms (XIC) from the column 2 separation for the most intense modulation of the 3-octanone peak. The rightmost peak is 3-octanone (denoted by *), while the leftmost peak is comprised of several interfering compounds from the diesel fuel matrix.
2.8 Supporting Information

This section provides additional experimental details, a tutorial on implementing tile based F-ratio analysis, additional results and discussion of hit lists from the experiment, and a comparison to pixel and peak table based methods.

2.8.1 Additional Experimental Details

2.8.1.1 Concentrations of Analytes in Spiked Diesel Fuel

Table S-1. The actual concentrations are shown in ppm for each nominal spike concentration (first column) for the four spiked analytes in a diesel fuel matrix. The spiked analytes are not initially present in the non-spiked diesel fuel (matrix blank).

<table>
<thead>
<tr>
<th>Nominal Spike Level (ppm)</th>
<th>3-Octanone (ppm)</th>
<th>5-Decyne (ppm)</th>
<th>Bromobenzene (ppm)</th>
<th>1-Chlorohexane (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>111</td>
<td>121</td>
<td>133</td>
<td>110</td>
</tr>
<tr>
<td>50</td>
<td>55.5</td>
<td>60.5</td>
<td>66.6</td>
<td>54.9</td>
</tr>
<tr>
<td>25</td>
<td>27.8</td>
<td>30.3</td>
<td>33.4</td>
<td>27.5</td>
</tr>
<tr>
<td>12.5</td>
<td>14.3</td>
<td>15.6</td>
<td>17.2</td>
<td>14.2</td>
</tr>
<tr>
<td>6.2</td>
<td>6.89</td>
<td>7.51</td>
<td>8.27</td>
<td>6.81</td>
</tr>
<tr>
<td>3.2</td>
<td>3.67</td>
<td>4.00</td>
<td>4.40</td>
<td>3.63</td>
</tr>
<tr>
<td>1.6</td>
<td>1.93</td>
<td>2.11</td>
<td>2.32</td>
<td>1.91</td>
</tr>
</tbody>
</table>

Table S-2. The mass quantity injected on column is shown in picograms (pg) for each nominal spike concentration (first column) for all spiked analytes. A 1 μL injection of each diesel fuel sample was made in split mode with a split ratio of 200:1.

<table>
<thead>
<tr>
<th>Nominal Spike Level (ppm)</th>
<th>3-Octanone (ppm)</th>
<th>5-Decyne (ppm)</th>
<th>Bromobenzene (ppm)</th>
<th>1-Chlorohexane (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>461.8</td>
<td>503.4</td>
<td>553.3</td>
<td>457.6</td>
</tr>
<tr>
<td>50</td>
<td>230.9</td>
<td>251.7</td>
<td>277.1</td>
<td>228.4</td>
</tr>
<tr>
<td>25</td>
<td>115.6</td>
<td>126.0</td>
<td>138.9</td>
<td>114.4</td>
</tr>
<tr>
<td>12.5</td>
<td>59.5</td>
<td>64.9</td>
<td>71.6</td>
<td>59.1</td>
</tr>
<tr>
<td>6.2</td>
<td>28.7</td>
<td>31.2</td>
<td>34.4</td>
<td>28.3</td>
</tr>
<tr>
<td>3.2</td>
<td>15.3</td>
<td>16.6</td>
<td>18.3</td>
<td>15.1</td>
</tr>
<tr>
<td>1.6</td>
<td>8.0</td>
<td>8.8</td>
<td>9.7</td>
<td>7.9</td>
</tr>
</tbody>
</table>
2.8.1.2 Instrument Parameters

The GC×GC–TOFMS instrumental platform consisted of an Agilent 6890N gas chromatograph equipped with an Agilent 7683 autoinjector (Agilent Technologies, Palo Alto, CA) coupled with a LECO Pegasus III TOFMS equipped with a 4D thermal modulator upgrade (LECO, St. Joseph, MI). The primary column of the GC×GC (column 1) was a 20 m x 250 μm i.d. x 0.5 μm RTX-5MS film (Restek, Bellefonte, PA) and the secondary column (column 2) was a 2 m x 180 μm i.d. x 0.2 μm RTX-200 film (Restek, Bellefonte, PA). The GC instrument inlet was set at 275 °C and the transfer line was set at 305 °C. Column 1 was held at 50 °C for 0.25 min and then increased at 5 °C/min to 300 °C, where it was held for 5 min. Column 2 was initially set at 55 °C and followed the same temperature program as column 1 giving a total run time of 55.25 min. The modulator was kept 20 °C higher than column 1, and the modulation period was 1 s. The GC instrument was set to maintain a constant (ambient temperature and pressure corrected) flow rate of 2 mL/min at the outlet of column 2, with helium used as the carrier gas. The ion source was set to 300 °C and the detector voltage was set to 1600 V. Mass channels, m/z 41-340, were collected at 100 spectra/s after a 6 s solvent delay. A 1 μL injection of each diesel sample was made in split mode with a split ratio of 200:1. Each diesel sample was injected in quadruplicate, however a total of eight injection replicates were collected for the 0 ppm diesel sample for null distribution analysis.

Figure S-1 is a representative GC×GC–TIC chromatogram indicating the locations of the spiked analytes. The separation conditions were selected to allow moderate wraparound to more fully utilize the 2D peak capacity. However, compounds in a given second dimension separation were not allowed to wraparound into compounds eluting in a subsequent second dimension.
separation. While the 2D separation may be reregistered for aesthetic considerations, reregistration was not performed since it has no consequence in this study.

Figure S-1. GC×GC–TOFMS log\textsubscript{10} plot of the total ion current (TIC) chromatogram of a 12.5 ppm spiked diesel sample. Locations of all four spiked analytes and the internal standard are marked. The column 1 (first separation dimension) elution order is as follows: (1) 1-chlorohexane; (2) bromobenzene; (3) 3-octanone; (4) 1-bromoheptane (internal standard); (5) 5-decyne.

2.8.1.3 F-ratio Tiling and Redundant Hit Removal Parameters

The GC×GC pixel level data was summed using a 2D grid of 2D tiles, as a function of mass channel (\(m/z\)), which provides data reduction along both separation dimensions. The tile size chosen for the chromatograms was 6 data points (pixels) in the column 1 dimension (6 modulations) by 10 data points (pixels) in the column 2 dimension (10 mass spectra, or 100 ms). Each tile thus contains an area of 60 pixels. All tile based F-ratio analyses were conducted with the entire collected \(m/z\) range (41-340). Prior to tile based F-ratio analysis, the data were baseline corrected and normalized to the internal standard signal for each sample injection. A signal-to-noise (\(S/N\)) threshold was applied to computationally exclude \(m/z\) having low \(S/N\) from the F-
ratio calculation. This S/N threshold was set to a signal equal to three times the standard deviation (3σ) of a tiled noise region, which was taken as the first 10 s of detected signal, during which no peaks eluted, from a representative chromatographic run. The F-ratio was then calculated for each 2D tile for each m/z. The average F-ratio, which is used to rank the tiles by significance, was calculated by averaging the F-ratios for each m/z which passed the S/N threshold for a given 2D tile, with the requirement that the tile have at least three m/z above the S/N threshold for being included in the analysis. Redundant hits were removed using a novel “pin and cluster” algorithm, as detailed in Section S2.4. The 2D chromatographic parameters for removing redundant hits were ±2 data points (modulations) in the column 1 dimension and ±5 data points (mass spectra) in the column 2 dimension.

2.8.2 Tutorial on Implementing Tile Based F-ratio Analysis

2.8.2.1 F-ratio Calculation

The class-to-class variation is calculated as

\[ \sigma_{\text{cl}}^2 = \frac{\sum (\bar{x}_i - \bar{x})^2 n_i}{(k - 1)} \]  

where \( n_i \) is the number of measurements in the \( i \)th class, \( \bar{x}_i \) is the mean of the \( i \)th class, \( \bar{x} \) is the overall mean, and \( k \) is the number of classes. The within-class variation is calculated as

\[ \sigma_{\text{err}}^2 = \frac{\sum \left( \sum (\bar{x}_{ij} - \bar{x}_i)^2 \right) - \left( \sum (\bar{x}_i - \bar{x})^2 n_i \right)}{(N - k)} \]  

where \( \bar{x}_{ij} \) is the \( i \)th measurement of the \( j \)th class, and \( N \) is the total number of sample profiles. A F-ratio is then calculated as the ratio between the two variances,

\[ \text{Fisher ratio} = \frac{\sigma_{\text{cl}}^2}{\sigma_{\text{err}}^2} \]
2.8.2.2 Overview of Preprocessing

Preprocessing steps reduce the inherent instrumental variation in the data set that contributes to the within-class variation (Eq. 2, and the denominator in Eq. 3). Baseline correction corrects low frequency noise resulting from fluctuations in the mass spectrometer, column flows, and GC oven temperature. Baseline correction can also remove background resulting from column bleed at higher oven temperatures. Baseline correction techniques have been thoroughly reviewed elsewhere and have not been included here for brevity. The baseline correction technique applied in the tile based F-ratio software is based on a rolling minimum method which relies on the assumption that each column 2 separation (i.e., each modulation) will have a region in which no peaks elute. As long as the separation conditions are designed such that the most retained peaks on column 2 do not wrap around onto less retained peaks on column 2, this assumption holds. In cases where peaks substantially tail on column 2, such as due to chromatographic overloading of the stationary phase, this method of baseline correction may cause a negative bias on the affected m/z. In the chromatograms studied herein, the data were appropriate for this method of baseline correction.

Due to the inherent variation in volumetric injection by microsyringe using a GC autosampler, normalization is necessary to avoid excessive variation in signal caused by variation in the amount of sample loaded onto the analytical column. Such variation may be corrected by use of an internal standard. The integrated signal of the internal standard, which is at the same concentration in each sample, is indicative of the amount of sample injected on column. Normalization was performed by multiplying every point in each chromatogram by a scalar determined by the relative abundance of the internal standard in its respective
chromatogram. The data reported herein were normalized to a non-native internal standard, 1-bromoheptane.

2.8.2.3 Tile Approach for Binning GC×GC–TOFMS Data

The 2D misalignment of GC×GC–TOFMS chromatographic data across different samples occurs due to minor fluctuations in the mobile phase flow or oven temperature from run to run, or slight changes in the analytical column due to fouling or column maintenance (e.g., column clipping, bakeouts, etc.). Such instrumental fluctuations may cause minor shifts in peak retention times on column 1 and/or column 2. As previously reported,\textsuperscript{18} when the data is processed in a pixel based method, these slight shifts may increase the within-class variance for a peak, which commonly diminish the rank of true positives. Further, if the retention time variation coincides with the sample classes, it may lead to the observation of false positives. For pixel based methods, it is possible to align the chromatograms to reduce these occurrences; however, aligning the column 1 dimension can be especially problematic (to the point of being futile) due to low data density in this dimension. It is advisable to have ~ 15 or more data points (i.e., mass spectra) across a peak for reliable alignment.\textsuperscript{27} However, most GC×GC–TOFMS analyses are performed with reduced data density on the column 1 separation to optimize the column 2 separation. Even when the optimization is balanced for both of the two separation dimensions, it is common to have only ~ 2 to 4 data points (i.e., modulations) per peak on column 1 (at the ±2σ width), as was observed in this data set, which had a typical modulation ratio of 3 to 4, depending on the peak width on column 1.

The tile based approach avoids the need for explicit alignment of the peaks by summation of the peak window prior to the calculation of the F-ratio. The size of the tile is a balance of two competing objectives: one, capturing most of the 2D peak signal (using the ±2σ width) plus
additional space to allow for minor retention time shift in each dimension, and two, keeping the
tile size sufficiently small to maintain selectivity for individual peaks, that is, avoiding sampling
neighboring peaks. The column 1 tile size for this data set was 6 modulations (6 s), which
allowed for shifts of one modulation in either direction. At the modulation ratio applied for this
study, the peaklets farthest from the column 1 peak apex contain relatively small amounts of the
total peak area, therefore, we anticipate that the performance of the software would not be
affected even by a two-modulation (2 s) shift in the column 1 retention time from sample to
sample. However, more substantial shifts in column 1 retention time, which were not
encountered in this study, would be likely to decrease the ability of the tile based method to
discover true positives, and may also lead to the observance of false positives if the retention
time shifts spuriously co-vary with the sample classes. The ability of the tile based method to
mitigate retention time shifts is an aspect deserving of further study, particularly in context of
modulation ratio. In addition to mitigating the effects of minor column 1 and/or column 2
misalignment, this method also improves the $S/N$ by summing the signal within each tile.

The tile based approach assists in the discovery of changing analytes and reduces the
number of false positives due to retention time misalignment and covariance of detector noise
with the sample classes. However, a single grid of tiles is not sufficient to ensure discovery of all
changing analytes regardless of their chromatographic location; instead, it is necessary to use
four grids. Figure S-2 shows how four grids are applied to a 2D section of the GC×GC
chromatogram. A single grid results in the splitting of analyte peaks into multiple tiles, which
initially seems to diminish the advantages of tiling (until redundant hit removal is applied as is
described in Section S2.4). By applying four overlapping tile grids, we ensure that each peak is
optimally sampled by a tile in one of the tile grids.
As a consequence of the four grids, each analyte is sampled via the tile based F-ratio software multiple times, which can lead to multiple tile hits for an analyte which is significantly changing between sample classes (Table S-3). In complicated sample matrices, such as diesel, the four grids may also sample neighboring peaks, precluding the possibility of simply using only mass spectral matching to eliminate the redundant hits for a given analyte. To effectively remove redundant hits, it is necessary to transform the tile based F-ratio results from tile grid-based space back to pixel based space, taking advantage of the resolution originally present in the 2D chromatographic data.

Figure S-2. An analytical ion chromatogram (AIC) comprised of m/z 41:43+55:57+93 for a 25 ppm spiked diesel fuel is shown for a portion of the 2D separation with the four grids overlaid. Each complete tile in the four grids samples 6 data points (6 modulations or 6 s) on the column 1 dimension and 10 data points (0.1 s) on the column 2 dimension. The four grids ensure that each peak is more optimally sampled by one of the tiles. The peaks are labeled in the particular grid
containing the tile that best samples each peak. 1-Chlorohexane (CH) is best sampled in Grid 3; ethylbenzene (EB) is best sampled in Grid 2; and m-xylene (MX) is best sampled in Grid 4. The peaks were identified by mass spectral matching to the NIST11 mass spectral library and reported retention indices. While the use of four grids allows each peak to be more optimally sampled by one tile, it also results in the occurrence of redundant hits when peaks are split by non-optimal tiles. In the case of 1-chlorohexane (CH), seven tiles capture sufficient peak signal to generate hits.

Table S-3. The top twenty entries in the initial hit list from the tile based F-ratio software (prior to redundant hit removal and null classification) applied to the comparison of the nominal 25 ppm spike level versus the 12.5 ppm spike level. There are many redundant hits associated with each spiked analyte that will be removed by pinning and clustering. There are a total of 14070 entries in the list. The spiked analytes were identified by matching mass spectra and retention times to analyte standards. The tile size was 6 s on column 1 by 0.10 s on column 2.

<table>
<thead>
<tr>
<th>F-ratio hit no.</th>
<th>Average F-ratio</th>
<th>Tile no., D</th>
<th>Tile no., D</th>
<th>Grid</th>
<th>Compound</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>320.3</td>
<td>60</td>
<td>2</td>
<td>2</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>2</td>
<td>260.5</td>
<td>43</td>
<td>10</td>
<td>3</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>3</td>
<td>209.1</td>
<td>60</td>
<td>1</td>
<td>1</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>4</td>
<td>68.5</td>
<td>43</td>
<td>9</td>
<td>4</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>5</td>
<td>42.5</td>
<td>89</td>
<td>7</td>
<td>1</td>
<td>5-decyne</td>
</tr>
<tr>
<td>6</td>
<td>40.2</td>
<td>455</td>
<td>10</td>
<td>1</td>
<td>false positive</td>
</tr>
<tr>
<td>7</td>
<td>37.4</td>
<td>42</td>
<td>10</td>
<td>2</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>8</td>
<td>33.5</td>
<td>42</td>
<td>9</td>
<td>1</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>9</td>
<td>31.8</td>
<td>74</td>
<td>10</td>
<td>3</td>
<td>3-octanone</td>
</tr>
<tr>
<td>10</td>
<td>21.9</td>
<td>60</td>
<td>2</td>
<td>1</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>11</td>
<td>20.2</td>
<td>60</td>
<td>1</td>
<td>4</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>12</td>
<td>19.0</td>
<td>42</td>
<td>10</td>
<td>1</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>13</td>
<td>17.2</td>
<td>60</td>
<td>2</td>
<td>3</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>14</td>
<td>16.0</td>
<td>120</td>
<td>6</td>
<td>2</td>
<td>false positive</td>
</tr>
<tr>
<td>15</td>
<td>15.8</td>
<td>43</td>
<td>10</td>
<td>4</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>16</td>
<td>13.8</td>
<td>208</td>
<td>4</td>
<td>4</td>
<td>false positive</td>
</tr>
<tr>
<td>17</td>
<td>12.9</td>
<td>176</td>
<td>5</td>
<td>4</td>
<td>false positive</td>
</tr>
<tr>
<td>18</td>
<td>12.2</td>
<td>74</td>
<td>9</td>
<td>4</td>
<td>3-octanone</td>
</tr>
<tr>
<td>19</td>
<td>11.8</td>
<td>74</td>
<td>10</td>
<td>4</td>
<td>3-octanone</td>
</tr>
<tr>
<td>20</td>
<td>11.6</td>
<td>89</td>
<td>8</td>
<td>2</td>
<td>5-decyne</td>
</tr>
<tr>
<td>21-14070</td>
<td>…</td>
<td>…</td>
<td>…</td>
<td>…</td>
<td>false positives</td>
</tr>
</tbody>
</table>
2.8.2.4 Redundant Hit Removal by “Pinning and Clustering”

The first tile based F-ratio report\textsuperscript{18} demonstrated that the tile based approach provided a computationally-fast way to improve the sensitivity contrast between true positives and false positives for discovery-based analyses. However, the final analysis was somewhat complicated by the presence of multiple hits per “discovered” analyte: the minor hits had to be removed by hand by the analyst in order to obtain a hit list with a single entry for each class distinguishing analyte. While there should ideally be one tile hit per class distinguishing analyte, the four grids used to bin the data result in multiple samplings of a given peak (as shown in Figure S-2), which leads to multiple hits for class distinguishing analytes. These multiple features per class distinguishing analyte are referred to as redundant hits. For an efficient analysis, redundant hits must be removed automatically. Herein, we introduce and describe an algorithmic method to remove redundant hits by focusing the multiple 2D tile locations back to the original high-resolution 2D chromatographic data.

Since redundant hits are due to the same analyte being sampled multiple times by the tile based approach, redundant hits have very similar, if not the same 2D chromatographic peak location. Briefly, the pinning algorithm analyzes each hit found by the initial tile based F-ratio approach and locates the maximum signal difference (between the sample classes) observed at the \( m/z \) with the highest F-ratio associated with each tile. The \( m/z \) with the highest F-ratio is used because it is the most selective ion for the class-distinguishing peak; chromatographic interferents which are not changing between sample classes have \( m/z \) with lower F-ratio values, and are not selective for the peak of interest. The locations of the maximum signal differences for the top F-ratio \( m/z \) for each tile are then denoted in the 2D chromatographic space, analogous to how locations may be pinned on a map. The corresponding information from the each tile hit,
including the hit’s array of F-ratio values at each m/z for that location (which comprises an F-ratio “spectrum”), the average F-ratio value, and the original tile and grid locations, is indexed to its respective pin. Since redundant hits are attributable to the same analyte peak eluting at the same, or similar, 2D retention times, multiple pins for the same analyte peak are consolidated into small regions.

Next, with the use of a cluster algorithm, we remove the pin locations with redundant F-ratio information in an automated fashion. The cluster algorithm ranks the pins by their associated average F-ratios, and then removes those that are within a user-specified 2D chromatographic distance from one another. This approach is based on the observation that the pin having the highest average F-ratio optimally locates the peak maximum of the class distinguishing analyte. The highest F-ratio pin in a given cluster is preserved and assigned as a hit in the final hit list, while the lesser pins (i.e., lesser redundant hits) are removed. The window locations that are indexed with the pins can be easily used for further deconvolution or identification, and the F-ratio spectra for that 2D window location provides the particular m/z that are the most important for the comparison of the two sample classes and are the most chemically selective in the chromatographic separation for the peak of interest.

The dimensions of the cluster window are based on the observed distribution of pins for a typical class distinguishing feature, which is smaller than the tile, so the cluster window is sized to capture the majority of the peak signal, as well as to allow for minor retention time variance. Further, depending on chromatographic interference from sample matrix peaks, the best tile may not be centered on the class distinguishing feature. During the process of redundant hit removal, the peak maximum is located and indexed, allowing the cluster window to be properly centered on the peak, and simplifying further analysis of the data. The cluster window dimensions for this
study were ±2 s from the center in the column 1 dimension (total of 5 modulations) and ±0.05 s in the column 2 dimension (total of 11 mass spectra).

Figure S-3 illustrates the process of redundant hit removal for the 1-chlorohexane peak in the 25 ppm versus 12.5 ppm comparison, using the pinning and clustering algorithms. The 2D peak is the average of the 25 ppm injection replicates minus the average of the 12.5 ppm replicates using $m/z$ 55, which is the highest F-ratio $m/z$ for 1-chlorohexane. This “average difference” peak is used to determine the location of the pin (i.e., the 2D chromatographic location that has the greatest difference between classes). The maximum of the average difference peak corresponds to the peak maxima for the 25 ppm class and the 12.5 ppm class. The box with a dashed black line is the tile that best sampled the 1-chlorohexane peak (see Figure S-2). The multiple tiles that sampled the 1-chlorohexane peak are each assigned (“pinned”) to the location within the respective tiled 2D chromatographic window, as indicated by a white star. A small star indicates that a single tile was pinned to that location, while a large star indicates that two tiles were pinned to that location; there are a total of seven pins (i.e., a total of seven tiles sampled the 1-chlorohexane peak, capturing sufficient class distinguishing signal to generate a hit). The cluster window, represented by the box with a solid red line, is centered around the pin with the highest F-ratio (in this instance, at 254, 0.94). As shown, the centered cluster window captures all of the pins for the 1-chlorohexane peak. The pin with the highest F-ratio in the cluster window is retained in the hit list, and the other pins are removed as redundant hits. This process is repeated for all tile hits until there is only one pin remaining per discovered feature (i.e., no redundant hits within the defined cluster boundaries).

Table S-4 is the hit list for the 25 ppm versus 12.5 ppm comparison after redundant hits were removed by the automated pinning and clustering algorithms. Whereas prior to redundant
hit removal (Table S-3) there were many hits for each class distinguishing analytes, after redundant hit removal (Table S-4) there is only one hit per analyte. Additionally, the redundant hit removal focuses the tiled results back to the pixel level so that the hit list report provides an accurate determination of the 2D retention times of the discovered class distinguishing analyte features (Table S-4). Table S-5 and Table 1 (primary manuscript) provide another example of redundant hit removal using the 12.5 ppm versus 6.2 ppm comparison, with hit lists prior to and following redundant hit removal, respectively. The complete tile based F-ratio analysis procedure is summarized by a flowchart in Figure S-4.

Figure S-3. An example of redundant hit removal applied to the 1-chlorohexane peak in the 25 ppm versus 12.5 ppm comparison. The peak is the average of the 25 ppm injection replicates minus the average of the 12.5 ppm replicates using m/z 55, which is the highest F-ratio m/z for 1-chlorohexane.
Table S-4. The hit list for the 25 ppm versus 12.5 ppm comparison, after redundant hit removal by the pinning and clustering algorithms. The four spiked analytes are found within the first five entries in the hit list. Compare to Table S-3, for results prior to redundant hit removal.

<table>
<thead>
<tr>
<th>F-ratio hit no.</th>
<th>Average F-ratio</th>
<th>$t_1$ (s)</th>
<th>$t_2$ (s)</th>
<th>Null classification</th>
<th>Compound</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>320.3</td>
<td>360</td>
<td>0.14</td>
<td>hit</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>2</td>
<td>260.5</td>
<td>254</td>
<td>0.94</td>
<td>hit</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>3</td>
<td>42.5</td>
<td>534</td>
<td>0.73</td>
<td>hit</td>
<td>5-decyne</td>
</tr>
<tr>
<td>4</td>
<td>40.2</td>
<td>2733</td>
<td>0.99</td>
<td>hit</td>
<td>false positive</td>
</tr>
<tr>
<td>5</td>
<td>31.8</td>
<td>441</td>
<td>0.92</td>
<td>hit</td>
<td>3-octanone</td>
</tr>
<tr>
<td>6</td>
<td>16.0</td>
<td>720</td>
<td>0.56</td>
<td>potential hit</td>
<td></td>
</tr>
<tr>
<td>7-4793</td>
<td>…</td>
<td>…</td>
<td>…</td>
<td>potential hits and non-hits</td>
<td></td>
</tr>
</tbody>
</table>

The hit list for the 25 ppm versus 12.5 ppm comparison, after redundant hit removal by the pinning and clustering algorithms. The four spiked analytes are found within the first five entries in the hit list. Compare to Table S-3, for results prior to redundant hit removal.
Table S-5. The hit list for the 12.5 ppm versus 6.2 ppm comparison, prior to redundant hit removal and null classification. The hit list following redundant hit removal is included in Table 1 (primary manuscript).

<table>
<thead>
<tr>
<th>F-ratio hit no.</th>
<th>Average F-ratio</th>
<th>Tile no., \textsuperscript{1}D</th>
<th>Tile no., \textsuperscript{2}D</th>
<th>Grid</th>
<th>Compound</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>214.4</td>
<td>60</td>
<td>1</td>
<td>1</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>2</td>
<td>114.5</td>
<td>43</td>
<td>9</td>
<td>4</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>3</td>
<td>107.2</td>
<td>43</td>
<td>10</td>
<td>3</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>4</td>
<td>104.9</td>
<td>60</td>
<td>2</td>
<td>2</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>5</td>
<td>97.5</td>
<td>42</td>
<td>9</td>
<td>1</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>6</td>
<td>68.0</td>
<td>42</td>
<td>10</td>
<td>2</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>7</td>
<td>60.1</td>
<td>89</td>
<td>7</td>
<td>1</td>
<td>5-decyne</td>
</tr>
<tr>
<td>8</td>
<td>21.0</td>
<td>61</td>
<td>1</td>
<td>4</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>9</td>
<td>20.2</td>
<td>61</td>
<td>2</td>
<td>3</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>10</td>
<td>16.9</td>
<td>43</td>
<td>10</td>
<td>4</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>11</td>
<td>15.5</td>
<td>60</td>
<td>1</td>
<td>2</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>12</td>
<td>14.8</td>
<td>157</td>
<td>5</td>
<td>1</td>
<td>false positive</td>
</tr>
<tr>
<td>13</td>
<td>14.0</td>
<td>42</td>
<td>10</td>
<td>1</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>14</td>
<td>13.0</td>
<td>60</td>
<td>1</td>
<td>4</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>15</td>
<td>12.5</td>
<td>60</td>
<td>2</td>
<td>3</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>16</td>
<td>12.3</td>
<td>89</td>
<td>7</td>
<td>4</td>
<td>5-decyne</td>
</tr>
<tr>
<td>17</td>
<td>11.6</td>
<td>60</td>
<td>2</td>
<td>1</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>18</td>
<td>11.6</td>
<td>200</td>
<td>6</td>
<td>1</td>
<td>false positive</td>
</tr>
<tr>
<td>19</td>
<td>11.2</td>
<td>74</td>
<td>10</td>
<td>3</td>
<td>3-octanone</td>
</tr>
<tr>
<td>20</td>
<td>10.0</td>
<td>89</td>
<td>8</td>
<td>2</td>
<td>5-decyne</td>
</tr>
<tr>
<td>21-14253</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>false positives</td>
</tr>
</tbody>
</table>
2.8.2.5 Flowchart of Tile Based F-ratio Software Functions

Figure S-4. A summary of steps comprising the tile based F-ratio software.

2.8.3 Additional Discussion of Hit Lists

Tables S-4, S-6, and S-7 are hit lists for additional interesting concentration comparisons from the range of concentration levels studied for this publication. Table S-4 is the hit list for the 25 ppm versus 12.5 ppm comparison, in which all four spiked analytes are found with average F-ratios that exceed the upper limit of the 0.1% null probability range (i.e., greater than 20, as explained in the primary manuscript and illustrated in Figure 1). There is a single false positive hit interspersed with the four analytes. Tables S-6 and S-7 are selected hit lists from the spike versus matrix blank comparisons. Table S-6 is the hit list for the 12.5 ppm versus 0 ppm comparison, in which all four spiked analytes are found with average F-ratios above the 0.1% null probability range (see Figure 3). Due to greater between-class variation with the spike versus blank comparisons, possibly due to sample handling, there are more false positive hits
observed compared to the concentration ratio of 2 comparisons. The 12.5 ppm versus 0 ppm comparison has a total of nine false positives with average F-ratios above 20. Table S-7 is the hit list for the lowest absolute concentration studied, the 1.6 versus 0 ppm comparison. At this level, three of the four spiked analytes are found with average F-ratios above the 0.1% null probability range, and 3-octanone is found in the null probability range of 10 to 20. As with the 12.5 ppm versus 0 ppm comparison, there are a larger number of false positives with average F-ratios above the 0.1% null probability limit, in this case, 24 false positive hits.

Table S-6. The hit list for the 12.5 ppm versus 0 ppm comparison. The four spiked analytes are found as the first four entries in the hit list.

<table>
<thead>
<tr>
<th>F-ratio hit no.</th>
<th>Average F-ratio</th>
<th>( t_1 ) (s)</th>
<th>( t_2 ) (s)</th>
<th>Null classification</th>
<th>Compound</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2436.1</td>
<td>360</td>
<td>0.13</td>
<td>hit</td>
<td><strong>bromobenzene</strong></td>
</tr>
<tr>
<td>2</td>
<td>1333.5</td>
<td>255</td>
<td>0.93</td>
<td>hit</td>
<td><strong>1-chlorohexane</strong></td>
</tr>
<tr>
<td>3</td>
<td>518.4</td>
<td>534</td>
<td>0.73</td>
<td>hit</td>
<td><strong>5-decyne</strong></td>
</tr>
<tr>
<td>4</td>
<td>67.4</td>
<td>441</td>
<td>0.91</td>
<td>hit</td>
<td><strong>3-octanone</strong></td>
</tr>
<tr>
<td>5</td>
<td>43.5</td>
<td>109</td>
<td>0.30</td>
<td>hit</td>
<td>false positive</td>
</tr>
<tr>
<td>6</td>
<td>32.2</td>
<td>49</td>
<td>0.62</td>
<td>hit</td>
<td>false positive</td>
</tr>
<tr>
<td>7-4895</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>potential hits and non-hits</td>
<td></td>
</tr>
</tbody>
</table>

Table S-7. The hit list for the 1.6 ppm versus 0 ppm comparison. The four spiked analytes are found within the first 38 entries in the hit list. There are 24 false positive hits interspersed with the hits for the spiked analytes. The distribution of false positives for the 1.6 ppm versus 0 ppm comparison has a substantial tail, which manifests as a prevalence of more false positives.

<table>
<thead>
<tr>
<th>F-ratio hit no.</th>
<th>Average F-ratio</th>
<th>( t_1 ) (s)</th>
<th>( t_2 ) (s)</th>
<th>Null classification</th>
<th>Compound</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>315.0</td>
<td>255</td>
<td>0.93</td>
<td>hit</td>
<td><strong>1-chlorohexane</strong></td>
</tr>
<tr>
<td>2</td>
<td>257.0</td>
<td>360</td>
<td>0.13</td>
<td>hit</td>
<td><strong>bromobenzene</strong></td>
</tr>
<tr>
<td>3</td>
<td>36.9</td>
<td>185</td>
<td>0.5</td>
<td>hit</td>
<td>false positive</td>
</tr>
<tr>
<td>4</td>
<td>33.6</td>
<td>534</td>
<td>0.73</td>
<td>hit</td>
<td><strong>5-decyne</strong></td>
</tr>
<tr>
<td>5-37</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>hits</td>
<td>false positive</td>
</tr>
<tr>
<td>38</td>
<td>16.9</td>
<td>1741</td>
<td>0.59</td>
<td>potential hit</td>
<td><strong>3-octanone</strong></td>
</tr>
<tr>
<td>39-4915</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>non-hits</td>
<td>false positives</td>
</tr>
</tbody>
</table>

2.8.3.1 Graphical Summary of 3-octanone for the 6.2 ppm versus 0 ppm Comparison
Figure S-5. 3-octanone in the 6.2 ppm versus 0 ppm comparison. (A) The F-ratio spectrum. (B-D) The three most selective m/z are individually plotted for an injection from each the 6.2 ppm spiked diesel sample (red trace) and the 0 ppm diesel (blue trace). The plots are extracted ion chromatograms (XIC) from the column 2 separation for the most intense modulation of the 3-octanone peak at the 6.2 ppm spike level. The rightmost peak is 3-octanone, while the leftmost peak is comprised of several interfering compounds.

Figure S-5 provides an illustration of the exquisite sensitivity and selectivity provided by the tile based F-ratio software, in this case for the “discovery” of 3-octanone above the 0.1% null probability range. At this level, 3-octanone has an average F-ratio of 86.4, substantially above the 0.1% null probability range of 10-20. Figure S-5(A) is the F-ratio spectrum (the F-ratio for each m/z that was present in the tile above the S/N threshold) for the hit corresponding to 3-octanone. The F-ratio spectrum is plotted to m/z 110, as there were no significant F-ratios above this m/z. The m/z 57, 72, and 99 are the most selective versus the significant matrix peaks, which overlap the 3-octanone peak at low chromatographic resolution in both separation dimensions. Figures S-5(B-D) includes segments of the column 2 separation from the most abundant
modulation of 3-octanone, displayed as extracted ion chromatograms (XIC) at \( m/z \) 57, 72, and 99. These chromatograms illustrate both the low absolute abundance of 3-octanone at this challenging concentration level, as well as the limited chromatographic resolution and mass spectral selectivity versus the interfering matrix peak. Despite low S/N and low mass spectral selectivity, 3-octanone has a significant average F-ratio value and is easily found in the output of the tile based F-ratio software as the fourth feature in the hit list, above the 0.1% null probability limit. Figure S-6 is the mass spectrum for 3-octanone, as obtained from the 2011 NIST Mass Spectral Library. Comparing the F-ratio spectrum in Figure S-5(A) to the mass spectrum (Figure S-6), we see that as expected the two spectra have several \( m/z \) in common, though the relative intensities of the \( m/z \) are altered by the mass spectral selectivity in the F-ratio calculation for the various chromatographic interferents.

Figure S-6. The mass spectrum for 3-octanone, as obtained from the 2011 NIST Mass Spectral Library.
2.8.4 Comparison of Tile Based Software to Pixel Based Software and Peak Table Based Methods

The tile based F-ratio software comprehensively analyzes GC×GC–TOFMS data while simultaneously maximizing discovery of true positives and minimizing the discovery of false positives. The approach taken by the tile based software is most similar to that of pixel based analysis,\textsuperscript{28-33} in that the tile based software aims to perform minimal processing prior to statistical analysis of the data to find class distinguishing features. Specifically, tile based\textsuperscript{18} and pixel based\textsuperscript{28-33} feature selection analyses avoid peak finding, explicit 2D alignment of the chromatograms, deconvolution, and mass spectral matching to libraries. Rather, the workflow of tile based and pixel based analyses is to first discover the class distinguishing analytes in an experimental comparison, and then apply alignment, deconvolution, and mass spectral matching only as needed on the features which have been selected as having statistical discriminatory power in the analysis. The preceding approaches are in marked contrast to peak table methods, which apply statistical analysis only after generating lists of all of the “analyte” peaks found in the chromatograms, which follows the peak finding, deconvolution, matching, and peaklet combination (for GC×GC–TOFMS) steps.\textsuperscript{34-37}

To demonstrate the potential of the tile based software amid other methods applied in the GC×GC–TOFMS field, we have performed preliminary comparisons to both pixel based F-ratio analysis, as well as the peak table based data processing that would occur prior to F-ratio analysis. The analysis which follows is based on the software we have available in our laboratory. At this time we are not able to compare to peak region methods (such as those used in GC Image), but such a comparison would also be beneficial in future work. The tables presented in the following sections were used to compare to those shown for the tile based results.
2.8.4.1 Pixel Based Analysis Comparison

A pixel based analysis was performed with the in-house developed pixel based F-ratio software\textsuperscript{28-31}, using parameters matched to those of the tile based software (signal normalization to the bromoheptane internal standard, S/N threshold of $3\sigma$, all $m/z$ analyzed, etc.). Tables S-8 and S-9 summarize the results of the pixel based F-ratio analysis for the 12.5 ppm versus 0 ppm comparison, and the 1.6 ppm versus 0 ppm comparison, respectively. These pixel based tables correspond to the same concentration comparisons as (and should be compared to) Tables S-6 and S-7 for the tile based analysis. Compared to the tile based software, the pixel based software performs well, finding most of the analytes near the top of the hit list. However, as expected, more false positives are found interspersed between the hits, as compared to the tile based analysis. At the 12.5 versus 0 ppm comparison level, we see that the pixel based analysis (Table S-8) exhibits a false positive at the top of the hit list, outranking even bromobenzene. The tile based analysis (Table S-6) finds bromobenzene as the top hit, and has no false positives between the four spiked analytes. In the significantly more challenging 1.6 versus 0 ppm comparison, the tile based and pixel based analyses each find two of the four analytes at the top of their respective hit lists; however, the pixel based analysis (Table S-9) has approximately twice as many non-discriminating features (76) interspersed between the four spiked analytes, versus the tile based analysis (Table S-7) (34).
Table S-8. The hit list for the pixel based analysis of the 12.5 ppm versus 0 ppm comparison. The four spiked analytes are found as the first five entries in the hit list. The first hit of the analysis is a false positive.

<table>
<thead>
<tr>
<th>F-ratio hit no.</th>
<th>Average F-ratio</th>
<th>( t_\text{R}^1 ) (s)</th>
<th>( t_\text{R}^2 ) (s)</th>
<th>Compound</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>896.7</td>
<td>1622</td>
<td>0.26</td>
<td>false positive</td>
</tr>
<tr>
<td>2</td>
<td>853.2</td>
<td>360</td>
<td>0.11</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>3</td>
<td>715.5</td>
<td>534</td>
<td>0.73</td>
<td>5-decyne</td>
</tr>
<tr>
<td>4</td>
<td>568.7</td>
<td>441</td>
<td>0.91</td>
<td>3-octanone</td>
</tr>
<tr>
<td>5</td>
<td>322.4</td>
<td>255</td>
<td>0.94</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>6</td>
<td>103.8</td>
<td>165</td>
<td>0.07</td>
<td>false positive</td>
</tr>
<tr>
<td>7-2428</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>false positives</td>
</tr>
</tbody>
</table>

Table S-9. The hit list for the pixel based analysis of the 1.6 ppm versus 0 ppm comparison. There are false positives interspersed with the true positives.

<table>
<thead>
<tr>
<th>F-ratio hit no.</th>
<th>Average F-ratio</th>
<th>( t_\text{R}^1 ) (s)</th>
<th>( t_\text{R}^2 ) (s)</th>
<th>Compound</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>376.6</td>
<td>534</td>
<td>0.73</td>
<td>5-decyne</td>
</tr>
<tr>
<td>2</td>
<td>367.1</td>
<td>360</td>
<td>0.13</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>3</td>
<td>133.4</td>
<td>2708</td>
<td>0.90</td>
<td>false positive</td>
</tr>
<tr>
<td>4</td>
<td>108.1</td>
<td>2415</td>
<td>0.68</td>
<td>false positive</td>
</tr>
<tr>
<td>5</td>
<td>102.1</td>
<td>255</td>
<td>0.93</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>6</td>
<td>103.8</td>
<td>165</td>
<td>0.07</td>
<td>false positive</td>
</tr>
<tr>
<td>6-79</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>false positives</td>
</tr>
<tr>
<td>80</td>
<td>21.0</td>
<td>441</td>
<td>0.91</td>
<td>3-octanone</td>
</tr>
<tr>
<td>81-2459</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>false positives</td>
</tr>
</tbody>
</table>

As was observed in table S-6 through S-9, false positives were observed between true positives in both the pixel based and tile based analyses, though to a lesser degree in the latter.

Tile based analysis consistently finds the four spiked analytes at the top of the hit list at all spike versus blank comparisons including and above the 6.2 ppm versus 0 ppm comparison.

Conversely, pixel based analysis encounters false positives interspersed between true positives even at higher concentration comparisons. Tables S-10 and S-11 compare the results of the pixel based and tile based methods for the 25 ppm versus 0 ppm comparison. At this concentration level comparison, pixel based analysis finds two false positives between the hits for 3-octanone.
and 1-chlorohexane. Analyzing the same data, tile based analysis finds no false positives between the four spiked analytes.

Table S-10. The hit list for the pixel based analysis of the 25 ppm versus 0 ppm comparison. Two false positives are interspersed with the true positives.

<table>
<thead>
<tr>
<th>F-ratio hit no.</th>
<th>Average F-ratio</th>
<th>$^1 t_R$ (s)</th>
<th>$^2 t_R$ (s)</th>
<th>Compound</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1102.7</td>
<td>360</td>
<td>0.14</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>2</td>
<td>765.6</td>
<td>534</td>
<td>0.73</td>
<td>5-decyne</td>
</tr>
<tr>
<td>3</td>
<td>343.1</td>
<td>441</td>
<td>0.92</td>
<td>3-octanone</td>
</tr>
<tr>
<td>4</td>
<td>157.4</td>
<td>1003</td>
<td>0.50</td>
<td>false positive</td>
</tr>
<tr>
<td>5</td>
<td>143.6</td>
<td>2337</td>
<td>0.95</td>
<td>false positive</td>
</tr>
<tr>
<td>6</td>
<td>134.8</td>
<td>255</td>
<td>0.93</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>7-2672</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>false positives</td>
</tr>
</tbody>
</table>

Table S-11. The hit list for the tile based analysis of the 25 ppm versus 0 ppm comparison. There are no false positives interspersed with the true positives.

<table>
<thead>
<tr>
<th>F-ratio hit no.</th>
<th>Average F-ratio</th>
<th>$^1 t_R$ (s)</th>
<th>$^2 t_R$ (s)</th>
<th>Null classification</th>
<th>Compound</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2167.2</td>
<td>360</td>
<td>0.13</td>
<td>hit</td>
<td>1-chlorohexane</td>
</tr>
<tr>
<td>2</td>
<td>1869.7</td>
<td>255</td>
<td>0.94</td>
<td>hit</td>
<td>bromobenzene</td>
</tr>
<tr>
<td>3</td>
<td>271.6</td>
<td>534</td>
<td>0.73</td>
<td>hit</td>
<td>5-decyne</td>
</tr>
<tr>
<td>4</td>
<td>131.2</td>
<td>441</td>
<td>0.91</td>
<td>hit</td>
<td>3-octanone</td>
</tr>
<tr>
<td>5-5123</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>potential hits and non-hits</td>
<td></td>
</tr>
</tbody>
</table>

Overall, we found in our comparison of the pixel based and tile based methods that both successfully find analytes spiked into a complex matrix (diesel fuel) at low concentrations (substantially less than 100 ppm) relative to the matrix. Compared to pixel based analysis, tile based analysis demonstrated similar discovery rates for the true positives, with substantially lower rates for false positives. Whereas pixel based analysis demonstrated false positives interspersed with the four spiked analytes at spike versus blank comparisons of up to 25 ppm versus 0 ppm, tile based analysis applied to the same data did not encounter interspersed false positives until the 3.2 ppm versus 0 ppm concentration comparison.
2.8.4.2 Peak Table Based Comparison

To evaluate the feasibility of peak table based F-ratio analysis for the data analyzed by the tile based F-ratio software, we compiled peak tables using the instrument software (LECO ChromaTOF v 3.32). While we were unable to perform F-ratio analysis, which requires the LECO Statistical Compare add-on, we critically evaluated the peak table results to demonstrate for which analyte concentrations the F-ratio analysis of the peak tables would likely be viable. This critical evaluation allowed us to study both the advantages and disadvantages of peak table analysis and to predict the ultimate performance of a non-targeted analysis of the results. The peak table analysis software that is provided with the LECO Pegasus 4D is a powerful utility which integrates peak finding, deconvolution, mass spectral matching, and peaklet combination (for GC×GC–TOFMS) to generate a list of all peaks found in a chromatogram, along with metrics such as peak height, area, deconvolution purity, etc. Peak tables can be viewed in ChromaTOF or exported as .csv tables to other applications.

An important aspect of peak table analysis, as implemented in ChromaTOF, is the selection of appropriate parameters for the generation of the peak tables. These parameters include selections such as expected column 1 and column 2 peak widths, maximum number of peaks to find, S/N thresholds, matching thresholds, and others. Selection of these parameters greatly influences the success of peak finding and deconvolution, and consequently the discovery rates for true and false positives.\[^5\] In order to best compare, in principle, peak table based methodology to our tile based software, the parameters were selected to balance the need for low detection limits with the preference for reducing false positives. Table S-12 summarizes the relevant data processing parameters selected for the peak table analysis.
Table S-12. The relevant parameters applied for peak table analysis (ChromaTOF v 3.32).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline offset</td>
<td>1</td>
</tr>
<tr>
<td>Smoothing</td>
<td>Auto</td>
</tr>
<tr>
<td>Column 1 peak width (baseline to baseline)</td>
<td>0.2 s</td>
</tr>
<tr>
<td>Maximum number of unknown peaks to find</td>
<td>10000</td>
</tr>
<tr>
<td>Signal-to-noise threshold</td>
<td>10</td>
</tr>
<tr>
<td>Number of apexing masses</td>
<td>1</td>
</tr>
<tr>
<td>Match required to combine peaks</td>
<td>800</td>
</tr>
<tr>
<td>Column 2 peak width</td>
<td>4 s</td>
</tr>
<tr>
<td>Library search mode</td>
<td>Normal/forward</td>
</tr>
<tr>
<td>Masses to library search</td>
<td>All (m/z 41:340)</td>
</tr>
<tr>
<td>Maximum molecular weight allowed</td>
<td>300</td>
</tr>
<tr>
<td>Mass threshold</td>
<td>10</td>
</tr>
<tr>
<td>Minimum similarity for name assignment</td>
<td>800</td>
</tr>
<tr>
<td>Mass for area/height calculation</td>
<td>DA (deconvoluted analytical ion chromatogram)</td>
</tr>
</tbody>
</table>

After processing the individual chromatograms, the peak tables were exported to Excel, and the relevant entries (the four spiked analytes, and the internal standard) were manually selected and combined. The peak areas were normalized to the internal standard, 1-bromoheptane. Table S-13 summarizes the results of the peak table analysis. As found in the application of the pixel based and tile based methods, the peak table approach was sensitive to analyte concentration. Peaks were reliably found above the 12.5 ppm concentration level, more so for the less-interfered bromobenzene and 1-chlorohexane peaks. As evident by the relative standard deviations, the more-interfered 5-decyne and 3-octanone peaks were quantified with lesser precision. In the most lenient approach to an F-ratio analysis on the peak table data, the “discovery limit” (for this study, the nominal concentration level at which the analyte could feasibly be discovered in the course of F-ratio analysis) would be the 3.2 ppm and 12.5 ppm for 5-decyne and 3-octanone, respectively. Below the discovery limits, no peaks were found at the elution times of the respective analytes, as indicated in Table S-13 by “N.F.”
Table S-13 Peak table results from the ChromaTOF processing of the chromatograms spanning the spiked analyte concentration levels from 1.6 ppm to 50 ppm. Given are the average peak areas for the four spiked analytes for which a peak was found, along with the relative standard deviation for the four injection replicates. N.F. indicates that no peak was found for the analyte at the given analyte-concentration pair. (a) indicates analyte-concentration pairs having fewer than 3 apexing m/z. (b) indicates analyte-concentration pairs having unidentified or misidentified analytes for at least one of the injection replicates.

<table>
<thead>
<tr>
<th>Nominal concentration level</th>
<th>bromobenzene</th>
<th>1-chlorohexane</th>
<th>5-decyne</th>
<th>3-octanone</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 ppm</td>
<td>224767 (4%)</td>
<td>175228 (3%)</td>
<td>127339 (7%)</td>
<td>57834 (55%)</td>
</tr>
<tr>
<td>25 ppm</td>
<td>115272 (5%)</td>
<td>87680 (5%)</td>
<td>44211 (23%)</td>
<td>9991 (60%)(^b)</td>
</tr>
<tr>
<td>12.5 ppm</td>
<td>56438 (7%)</td>
<td>45466 (5%)</td>
<td>15207 (47%)</td>
<td>2437 (35%)(^a,b)</td>
</tr>
<tr>
<td>6.2 ppm</td>
<td>26239 (5%)</td>
<td>19356 (11%)</td>
<td>2044 (41%)(^a,b)</td>
<td>N.F.</td>
</tr>
<tr>
<td>3.2 ppm</td>
<td>12623 (7%)(^b)</td>
<td>9484 (14%)</td>
<td>842 (54%)(^a,b)</td>
<td>N.F.</td>
</tr>
<tr>
<td>1.6 ppm</td>
<td>3814 (28%)(^b)</td>
<td>2533 (23%)(^b)</td>
<td>N.F.</td>
<td>N.F.</td>
</tr>
</tbody>
</table>

In a more stringent usage of peak table data for F-ratio analyses, additional metrics would be applied to the peak table data prior to an F-ratio calculation. An important parameter for ChromaTOF data processing is the number of apexing m/z for a given peak. Apexing m/z are important for spectral deconvolution; to reduce false positives, the ChromaTOF documentation recommends that 3 apexing m/z be required for peak inclusion; the default is 2 apexing m/z, which allows for detection of more peaks, but at the risk of more false positives and splitting of true positives. If at least 3 apexing m/z were required for inclusion in a peak table based F-ratio analysis, we find that the discovery limit would increase for 5-decyne and 3-octanone, to 12.5 ppm and 25 ppm, respectively. Analyte-concentration pairs having fewer than 3 apexing m/z are denoted by “\(^a\)” in the Table S-13.

An additional constraint that may be applied in the course of an F-ratio analysis using peak table data would be the requirement of reliable mass spectral matching. Under ideal conditions, all analytes would be high S/N, free of chromatographic interference, and included in
mass spectral libraries. However, since these ideal conditions are not typical of most—if any—real-world analyses, the quality of mass spectral matching must be taken into account. To reduce false positives, a match value of at least 800 (out of 999) was required for name assignment for a given peak. Under this constraint, peaks with insufficient match value, or incorrect matches, would not be included in the F-ratio analysis. Analyte-concentration pairs having at least one replicate that was unidentified or misidentified are denoted by “$b$” in the Table S-13. Under this more stringent usage of peak tables, the discovery limit increases for all of the analytes, to 6.2 ppm (bromobenzene), 3.2 ppm (1-chlorohexane), 12.5 ppm (5-decyne), and 50 ppm (3-octanone). Because the tile based method is able to discover features even under conditions that are challenging for peak finding and deconvolution, its discovery limit for 3-octanone is much lower compared to peak table methods (found as a highly ranked hit even at the 6.2 versus 0 ppm comparison).

Overall, the peak table based F-ratio analysis performs well at higher S/N, and for analytes with little chromatographic interference. However, due to inherent limits in peak finding, deconvolution, and mass spectral matching, the peak table analysis was, for this data set, less reliable at lower S/N, especially for analyte peaks which are substantially interfered chromatographically, such as 3-octanone. Tile based F-ratio analysis significantly improved the “discovery limits” for the more challenging analytes and demonstrated that when performing discovery-based analysis on complicated chromatographic data sets, statistical analysis prior to deconvolution and careful quantification is both viable and beneficial. We also note that the tile based analysis workflow for discovery of class distinguishing features is substantially faster than peak table processing. A four chromatogram versus four chromatogram comparison using tile based analysis may be performed in less than 2 minutes (10 minutes including null distribution
analysis) on a mid-level desktop PC. Using the same PC to process the same eight GC×GC–TOFMS chromatograms for peak table analysis took approximately 80 minutes, which only includes generation of the peak tables; combination and statistical comparison of the peak tables would further add to the computational burden. The computational savings of the tile based analysis provide substantial advantages for rapid discovery, and additionally allows for rapid iteration of parameters when developing methods for a given experiment.

2.8.4.3 Summary of the Comparisons of the Tile, Pixel, and Peak Table Based Methods

Overall, the tile based analysis provides a reduced propensity for the discovery of false positives. Whereas the pixel based analysis encountered false positives interspersed with the four spiked analytes as high as the 25 ppm versus 0 ppm comparisons, the tile based analysis did not encounter interspersed false positives until the 3.2 ppm versus 0 ppm comparison. Compared to pixel based and tile based analyses, which perform minimal processing of the data prior to statistical analysis, peak table analysis performs peak finding, deconvolution, quantification, and matching prior to the statistical analysis of the processed data. Under typical use of peak table methods, this requires that the potentially class distinguishing peaks are properly located and identified in order to be included in the statistical analysis. In a stringent peak table F-ratio analysis where the parameters are chosen to reduce false positives, the lowest concentrations at which analytes are reliably discovered was be substantially higher than that of the pixel based or tile based methods. While the limit of discovery 3-octanone was ~56 ppm using the peak table method, this challenging analyte is easily discovered at the ~7 ppm when using the either the tile based or pixel based methods.
Chapter 3: Chemical Characterization of the Acid Alteration of Diesel Fuel: Non-targeted Analysis by GC × GC–TOFMS with Tile-Based Fisher Ratio and Combinatorial Threshold Determination

3.1 Introduction

Petrochemical fuels are refined by a variety of methods that allow for inherently variable feedstocks to be better controlled in finished products to meet a range of quality metrics and other specifications, such as engine performance and longevity, storage stability, and emissions. Such processes and specifications ensure that the fuels are acceptable for distribution and end use by consumers. However, between the refinery and end user, intermediate parties may further alter the chemical composition of finished fuels, for the purpose of altering the fuel color [1]. Hence, there is substantial interest in the forensic detection of such alteration by law enforcement and regulatory agencies. An alteration that has been observed in the field is the reaction of petroleum fuels with concentrated sulfuric acid (H$_2$SO$_4$). Sulfuric acid is a prevalent and inexpensive reagent used in a wide variety of industrial, commercial, and household applications. Based on the chemical composition of petroleum fuels, one would expect reaction with sulfuric acid to cause a variety of chemical changes in fuel due to reactions between the sulfuric acid and native compounds in the fuel [2–4]. Gasoline fuel exhibits substantial chemical changes due to the presence of tert-butylating compounds, such as methyl tert-butyl ether (MTBE), while the changes to diesel fuel are more subtle, limited to the aromatic moiety of the fuel [2,4]. For the purposes of forensic classification of acid altered diesel fuel, it is necessary to better understand

---

4 This chapter has been reproduced from B. A. Parsons, D. K. Pinkerton, B. W. Wright, R. E. Synovec. J. Chromatogr. A, 2016, 1440, 179-190.
the chemical compositional changes that occur and which may differentiate unaltered from altered fuels.

Reactions between sulfuric acid and aromatic compounds are well represented in the literature, particularly in the fields of surfactant and dye chemistry, in which electrophilic species in the sulfuric acid react with the aromatics to add sulfonic acid, altering the aqueous solubility of the aromatics [5]. Literature on sulfonation reactions using sulfuric acid indicate that various aromatic species have an intrinsically different reactivity with the electrophilic species in the concentrated acid, and thus will be chemically modified to different extents as the reaction proceeds [6–8]. An interesting aspect of aromatic sulfonation by sulfuric acid addition is that the reaction produces water, leading to a quenching of the reaction as concentrations of the electrophilic species decrease. Most studies on the reaction rates and extent of reactions for aromatic sulfonation using sulfuric acid involve simple reagent systems (i.e., neat reagent or reagent dissolved in a suitable solvent) and an excess of sulfuric acid (typically 3–4 molar equivalents). In the forensic study of acid altered diesel fuel, these ideal conditions are absent: first, the speciation of aromatics in diesel is highly complex, often ranging from benzene to pyrene with various degrees of alkylation and unsaturated substitution, as well as lesser amounts of aromatic heterocycles. Additionally, the sulfuric acid is probably not added stoichiometrically, and factors such as the water content of the diesel fuel may also impact the rates and extent of reaction. Further, industrial syntheses typically include temperature control and removal of water from the sulfuric acid to assist in driving the aromatic sulfonation to completion; such controls may not be present in illicit alterations.

Due to the substantial differences expected between the literature reaction conditions for synthesis of sulfonated aromatics versus the less-ideal conditions for illicit alteration of diesel
fuel, a non-targeted “discovery-based” analysis would be beneficial for characterizing the chemical changes that result from the alteration. In non-targeted analysis, the chemical features (i.e., analyte peaks) of interest are not presumed to be known prior to the experiment. Non-targeted approaches may be performed using supervised or unsupervised methods, where supervision refers to the prior classification of samples as they relate to the experimental design [9–11]. Overall, non-targeted methods aim to discover the key chemical features, i.e., the analyte peaks indicative of chemical marker compounds that robustly distinguish samples from each other. For the purpose of analyzing the chemical composition of diesel fuel, comprehensive two-dimensional (2D) gas chromatography coupled with time-of-flight mass spectrometry (GC × GC–TOFMS) provides the necessary analytical resolution, sensitivity, and sample throughput [12–19]. Recently, a comprehensive and informative review was reported, dealing with the application of GC × GC in forensics [20]. Indeed, GC × GC is increasingly being utilized in forensic studies, but it is acknowledged that the complexity of the data is a major factor in slowing the technology’s implementation. To improve the utility of GC × GC for all users, and to increase its utilization in forensic applications, it is necessary to develop feature selection software to reduce the complex output to only the most significant chemical features.

We previously reported the development of tile-based Fisher ratio (F-ratio) analysis for the comprehensive discovery-based analysis of GC × GC–TOFMS data [21,22]. This methodology, herein referred to as tile-based F-ratio analysis, is a supervised non-targeted method that discovers features in a sample-class comparison (e.g., unaltered fuel versus acid altered fuel) that are class-distinguishing, i.e., peaks that are statistically different between sample classes. The tiling portion of the software utilizes a novel binning scheme which improves the discovery of class-distinguishing chemical features (“hits”) while minimizing the
discovery of features which are not significantly different between sample classes (“non-hits”).

Tile-based F-ratio analysis coupled with GC × GC–TOFMS is highly effective for the experimental determination of chemical changes in the highly complex matrix of diesel fuel.

In the process of feature selection using tile-based F-ratio analysis, the chromatograms for the sample-class comparison experiment are comprehensively analyzed, with only the most essential application of signal thresholds, enabling the discovery of class-distinguishing analytes, even at the trace concentration level. The F-ratio, which is the calculated value for the one-way analysis of variance (ANOVA) F-test [23] is used to rank chromatographic features in a hit list according to their class-distinguishing abilities, with a large F-ratio indicating that a given feature is highly class-distinguishing, and a small F-ratio indicating that a given feature is not class-distinguishing. In order to avoid false positives (type I errors) and to utilize analyst time most efficiently, only features with a sufficiently high F-ratio should be pursued in subsequent analyte deconvolution, identification and quantification steps; this may be accomplished by setting an F-ratio threshold for the hit list. However, determination of such a threshold is often a subjective matter that requires manual analyst intervention to decide the point at which the selected features become unreliable, and often leads to excessive, time-consuming manual data analysis steps [24,25].

As an alternative to manual threshold determination, statistics-based approaches should be considered and applied. One approach is to utilize the critical value for the F-test ($F_{crit}$) to determine a threshold for significance [26,27]. Another statistics-based approach is using a $z$-scores method [28]. An alternative approach for F-ratio threshold determination is to analyze the within-class variation for each sample class within the experiment, and utilize the maxima of these values as the cutoff, under the basis that any significant between-class variation will exceed
that of the within-class variation [29]. We recently reported a new approach, null distribution analysis, which is a permutation-based test [30] to establish the distribution of spurious F-ratio values for a given GC × GC–TOFMS experimental design analyzed using tile-based F-ratio analysis [22], which used a frequentist strategy to infer a threshold to differentiate hits from non-hits. Herein, we describe improvements to null distribution analysis to determine a statistically-appropriate F-ratio threshold aimed at minimizing false discoveries while simultaneously maximizing true discoveries. The improved null distribution analysis methodology is then applied to find class-distinguishing analytes, i.e., chemical marker compounds which discriminate acid altered from unaltered diesel fuel.

3.2 Theory

For robust determination of class-distinguishing analytes in non-targeted GC × GC–TOFMS F-ratio experiments, it is necessary to choose an appropriate threshold to cut off the analysis of the resulting hit list, in order to save analyst time and to avoid false discoveries. Most traditional statistical approaches would suggest simply using a critical value, in this case $F_{\text{crit}}$, which is determined for the degrees of freedom in the experiment and significance level desired, and which is provided in tables found in most quantitative analysis or statistics textbooks. However, the $F_{\text{crit}}$ approach makes the assumption that the $F$-distribution arises from within-class and between-class variates that each follow a chi-squared distribution, and which are independent; the validity of the assumptions may vary. A more-pressing consideration is that the use of critical values is based on single hypothesis testing, and does not consider the overall error rate when testing multiple hypotheses. When testing multiple hypotheses, it is necessary to consider and control the false discovery rate (FDR) [31], the basis of which is described next.
In statistical hypothesis testing, the significance level, \( \alpha \), predicts the probability of a type I error (rejecting the null hypothesis when it is actually true, resulting in a false positive); in a sample-class comparison experiment, this would be “discovering” a feature that is not class-distinguishing and is instead caused by noise, baseline, or other spurious covariance. The significance level, \( \alpha \), provides a statistic for the type I error rate for testing a single hypothesis. However, in the application of the F-ratio method to a GC × GC–TOFMS sample-class comparison experiment, every feature in the chromatogram represents an individual hypothesis, i.e., each individual feature is tested to determine whether it is statistically class-distinguishing.

In the traditional approach, hypothesis testing proceeds as follows: a significance level is chosen for a test statistic to calculate a critical value, for example, an analyst may choose \( \alpha = 0.001 \), which corresponds to a 1:1000 chance of a type I error. Statistics are calculated for the feature being tested and the generated \( p \)-value for the test is then compared against \( \alpha \) to decide whether to reject the null hypothesis at that chosen significance level. Generally, if the \( p \)-value is less than \( \alpha \), the analyst considers the feature to be statistically different between classes. When this procedure is applied with \( \alpha = 0.001 \), an individual hypothesis may be expected to have a 0.1\% chance of falsely failing, that is, producing a false positive. However, when testing multiple hypotheses, such as testing each peak in a chromatogram, the overall chance of at least one hypothesis test producing a false positive is actually greater than 1:1000, and is proportional to the number of hypotheses tested. This phenomenon is known as the multiplicity problem, which requires adjustment of the statistics according to the number of hypotheses tested [31,32]. Indeed, methods to control the FDR are an active area of contemporary statistics, particularly in the field of genetic microarray analysis and other biological analyses [33–35]. Herein, we now
introduce null distribution analysis as a method to control the FDR, while avoiding the assumptions of $F_{crit}$ methods, concurrent with inherently addressing the multiplicity problem.

Null distribution analysis is a technique that leverages the large number of simultaneous hypotheses that may be tested in a GC × GC–TOFMS dataset to experimentally determine the distribution of potential false positives [22]. By rearranging the sample classes to test the null hypothesis (that there are no differences between the classes), the effects of non-meaningful variation in the dataset may be estimated for subsequent sample-class comparisons. The null distribution method is utilized for determining an F-ratio threshold which holds no assumptions about the underlying sources of variation that lead to non-significant F-ratios. Further, the method is applied to the results of the testing of multiple hypotheses, such that the results are inherently applicable to the multiple hypotheses testing in the sample-class comparison, and directly address the probabilities of false positives in context of the FDR. In our initial report for a spiked diesel study [22], the “null” sample classes were constructed by manually arranging six simple pairwise null combinations for a four versus four comparison (two sample classes, each comprised of four GC × GC–TOFMS chromatograms). Six pairwise arrangements were chosen to demonstrate proof-of-principle of the methodology, as the null arrangements for this case were simple to explain, and provided adequate sampling of all the possible null comparisons. However, to increase the extensibility of null distribution analysis, it is desirable to algorithmically determine all possible null comparisons in a rigorous and automated fashion.

Null distribution determination can be rigorously expanded, from a manual subset of arrangements, to include all possible null class arrangements through the use of combinatorial theory. In order to calculate the total number of unique null arrangements that can be generated from a given sample-class comparison experiment, the number of classes in the null
arrangements must be equal to the number of classes in the original data, and there must be an equal number of samples from each class in the null class; this means that the number of samples in each class of data must be a multiple of the number of classes. For example, in a $2 \times 2$ sample-class comparison (two samples in Class 1 and two samples in Class 2), a null arrangement is generated by creating two new classes: A and B, where Class A consists of one sample from Class 1 and one sample from Class 2, and Class B would then consist of the remaining samples from Classes 1 and 2. Because the order of the samples within a class does not affect the F-ratio calculation, we can determine the number of null arrangements by “counting” the number of unique combinations of a subset of $k$ samples from a class of size $n$, a combinatorial method of sampling where order does not matter, often referred to as “$n$ choose $k$”[36].

$$nC_k = \frac{n!}{k!(n-k)!}$$ (1)

The value $nC_k$ in Eq. (1) is used to calculate the number of ways to select $k$ samples from the set of $n$ samples where $n$ is the size of Class 1 and $k$ is the number of samples from Class 1 to be included in each null class. For a two class system, $k = n/2$. This calculation must be performed for each class, and the total number of combinations is the product of these two values. However, there is no mathematical difference between Class A and Class B (i.e., Class A consisting of samples 1 and 2, Class B consisting of samples 3 and 4 is the same as Class A consisting of samples 3 and 4, Class B consisting of samples 1 and 2). Therefore, the number of unique null arrangements will be $\frac{1}{2}$ the total number of combinations from Classes 1 and 2, utilizing Eq. (1),

$$\# \text{Unique Null Arrangements} = \frac{1}{2} * n_1 C_{k_1} * n_2 C_{k_2} = \frac{1}{2} * \frac{n_1!}{k_1!(n_1-k_1)!} * \frac{n_2!}{k_2!(n_2-k_2)!}$$ (2)
With the above combinatorial method for creating null arrangements, we are now able to study the potential benefits of using more null distributions than previously reported, in which we explored the use of a small number of randomly selected null arrangements (i.e., 6 arrangements) [22]. Using Eq. (2), the number of possible unique null arrangements may be calculated; for common sizes of sample-class comparison experiments, 4 × 4, 6 × 6, and 8 × 8, there are 18, 200, and 2450 unique null arrangements, respectively. In the previous report, 6 null arrangements were selected from the 4 × 4 comparison that was performed. From a practical perspective a 6 × 6 sample-class size comparison, producing 200 unique null arrangements, is a sensible compromise between possibly having insufficient statistical coverage of the null distribution behavior (i.e., with only 18 unique null arrangements using a 4 × 4 comparison), and producing an overabundance of null arrangements which may begin to impact computational performance (i.e., using the 8 × 8 comparison that produces 2450 null arrangements). Thus, the 6 × 6 sample-class size comparison is utilized in the current study.

3.3 Experimental

3.3.1 Sample Preparation

Six diesel fuel samples were collected from separate fueling stations in the Seattle area, from various fuel brands, labeled herein as samples AR, FH, MB, SG, SS, and RC. Only samples SS and RC contained significant levels of biodiesel in the form of fatty acid methyl esters (FAMEs). The fuel samples were collected and stored in amber glass bottles. A spike solution was prepared to deliver two internal standards, bromoheptane (Aldrich, 99%) and bromobenzene (Aldrich, 99%), to each fuel at final nominal concentrations of 800 ppm for each of the internal standards. After thorough mixing, two 25.0 g aliquots of each of the six spiked fuels were added to individual glass sample jars (4 fl. oz. capacity with polypropylene-lined lids) along with
PTFE-coated magnetic stir bars. For each fuel, 5.0 g of concentrated sulfuric acid (Macron Fine Chemicals, ACS reagent grade) was added to one jar, while the other was a control (no acid added); control samples were handled similarly to avoid false discoveries due to sample handling. The samples were stirred using a magnetic stir plate at 1000 rpm for 10 min, which was sufficient time to produce the desired acid alteration chemical changes for the diesel samples in which acid was added. Upon completion of stirring, 1.5 ml of each sample was transferred to polypropylene 1.5 ml microcentrifuge tubes and centrifuged at 10,000 rpm (5,000 × g) for 5 min to separate the diesel and acid phases. The diesel phase of each centrifuged sample was then transferred to 1.5 ml autosampler vials for analysis by GC × GC–TOFMS.

3.3.2 Instrumental

The GC × GC–TOFMS instrument consisted of an Agilent 6890N gas chromatograph equipped with an Agilent 7683 autoinjector (Agilent Technologies, Palo Alto, CA) coupled with a LECO Pegasus III TOFMS equipped with a 4D thermal modulator upgrade (LECO, St. Joseph, MI). The primary column of the GC × GC (column 1) was a 20 m x 250 μm i.d. x 0.5 μm Rtx-5MS film (Restek, Bellefonte, PA) and the secondary column (column 2) was a 2 m x 180 μm i.d. x 0.2 μm Rtx-200 film (Restek, Bellefonte, PA). The GC instrument inlet was set to 275 °C and the transfer line was set to 290 °C. Column 1 was held at 40 °C for 1 min and then increased at 5 °C/min to 285 °C, where it was held for 5 min, for a total run time of 55 min. The column 2 oven and modulator block followed the same temperature program as column 1, with +5 °C and +20 °C offsets, respectively. The modulation period was 1 s and the hot and cold pulse times for each stage were 0.4 s and 0.1 s, respectively. A constant (ambient temperature and pressure corrected) flow rate of 2 ml/min at the outlet of column 2, with helium (Praxair, Grade 5.0) as the carrier gas. The ion source was set to 250 °C, the electron impact energy was 70 eV, and the
detector voltage was set to 1600 V. Mass channels, \textit{m/z} 33-250, were collected at 100 spectra/s after a 10 s acquisition delay. A 1 μl injection of each diesel sample was made in split mode with a split ratio of 200:1. Each diesel sample was injected in duplicate.

3.3.3 Computational

To discover class-distinguishing chemical features for the acid alteration, a sample-class comparison experiment was constructed using three different diesel fuels collected from separate filling stations in the Seattle, WA area: samples AR, FH, and MB; the three fuels were analyzed prior to and following acid alteration. Two chromatograms from each of the three fuels prior to acid alteration comprised the unaltered class, and two chromatograms of each of the three fuels after acid alteration comprised the altered class. Findings from the sample-class comparison experiment were validated using the remaining three samples: SG, SS, and RC. All chromatograms were normalized for injection variation using the sum of signals method (often referred to as TIC normalization) [9], which was validated against the bromoheptane and bromobenzene internal standards. The normalization values were used in the tile-based F-ratio analysis, as well as in plotting and quantification of selected class-distinguishing features.

GC × GC–TOFMS data from the 12 runs for the sample-class comparison (3 fuels × 2 replicates × 2 classes) were imported from the LECO ChromaTOF software v 3.32 (LECO, St. Joseph, MI) to Matlab R2014b (8.4.0.150421) (MathWorks, Inc., Natick, MA) via an in-house developed data converter [37]. The imported data were analyzed with in-house developed tile-based F-ratio software, performed on a mid-level personal computer, having an Intel Core i7-4770 processor (3.4 GHz), a 250 GB Samsung 840 solid state hard drive, and 16 GB dual-channel DDR3 RAM, with Windows 7 SP1 as the operating system. The tile-based F-ratio software was used to discover chemical features in the fuels that differentiated the unaltered and
altered classes [21,22]. The tile and cluster sizes, given as column 1 × column 2 (number of modulations × number of spectra) were 6 × 10 and 4 × 10, respectively. Selection of the tile size is a balance of two competing objectives. First, the tile aims to capture most of the 2D peak signal (using the ±2σ width) plus additional space to allow for minor retention time shifts in each dimension. Second, the tile size is kept sufficiently small to maintain selectivity for individual peaks (i.e., to minimize sampling neighboring peaks) and to minimize inclusion of noise [22]. The per-\(m/z\) \(S/N\) threshold was 3σ with \(\geq 3\) \(m/z\) required above the threshold for inclusion of the tile; all \(m/z\) collected were included in the analysis. The null probability limit was 0.1%.

Selected analyte features of interest were quantified using ChromaTOF. Briefly, all column 2 peaks (i.e., peaklets) that result from the modulation of the column 1 peak for selected analytes are individually detected and deconvoluted; unique \(m/z\) are then found for the chromatographic profiles present in the peaklets. Next, peaklets are combined to form a single 2D peak for each selected analyte, based on the mass spectra and column 2 retention times of the peaklets, as well as the expected peak widths in both dimensions. Finally, the combined 2D peak for each analyte was integrated using the unique \(m/z\) to calculate the quantified peak sum. The deconvoluted mass spectra, along with analyte retention times, were compared to the NIST11 mass spectral library and used to preliminarily identify discovered features.

Null distribution analysis was performed similarly to that described previously [22], with the distinction that in this report, we perform a 6 × 6 sample-class comparison, including the complete set of all 200 unique null arrangements. Furthermore, the 200 null distributions were combined by averaging and used to prepare a comprehensive null probability curve, which was used to determine the F-ratio threshold. The individual null distributions were then used to infer
the statistical confidence for the F-ratio threshold. Figure 1 is a flowchart summarizing the workflow performed in this study.

3.4 Results and Discussion

3.4.1 Tile-based F-ratio analysis

In this study, the analytical challenge was to discover changing analytes in a highly-complex sample with maximal discovery of significantly-changing analytes, even at very low relative concentrations, concurrent with minimal discovery of analytes that do not significantly change between sample classes. Further, we aimed to discover said changes without explicit prior knowledge of which chemicals, or even chemical classes, would be substantially modified by the alteration. GC × GC–TOFMS allows for the comprehensive analysis of diesel fuel with a far greater degree of chromatographic resolution than one-dimensional GC and additionally improves detection limits through the zone-focusing effects of the thermal modulator [16–19]. These benefits are of substantial value for the study of the acid alteration of diesel fuel, in which the affected compounds are at low abundances compared to the predominantly aliphatic content of diesel fuel (which is not affected by the alteration) and which may only be partially removed by the alteration. Figure 2 demonstrates the challenge: under visual comparison of the 2D total ion current (TIC) chromatograms, the visible differences between the fuels is more apparent than those prior to and following the acid alteration.

In cases where the differences between sample classes are subtle, algorithmic methods are critical for rapid and comprehensive discovery of class-distinguishing analytes. The tile-based F-ratio software enables analysis of GC × GC–TOFMS data with minimal user intervention, and is able to discover analytes even at low absolute concentration and a low concentration ratio. Further, the tile-based algorithm mitigates recognized challenges in the
analysis of GC×GC–TOFMS data, including the impacts of minor chromatographic retention
time shifts and ensuring all of the column 2 peaklets for a given modulated analyte are accurately
combined for 2D peak quantification [38–40]. By improving the signal-to-noise ratio (S/N) and
reducing the impact of spurious chromatographic and detector variations prior to the F-ratio
calculation, the tile-based algorithm maximizes the discovery of significant features while
minimizing features of lesser value [21,22].

The analysis initially produces a hit list of features ranked in order of decreasing F-ratio
values. The F-ratio is calculated for each feature in the sample-class comparison chromatograms
that has sufficient signal, here, having three or more m/z above the S/N threshold of 3σ. Based on
the number of pixels (data points) in the 2D chromatogram, there are 328,900 possible hits (3289
column 1 modulations × 100 column 2 mass spectra) for the sample-class comparison
experiment. Tiling the 2D chromatogram reduces the data to 21,880 possible hits; applying the
per-tile requirements for S/N further reduces this to 16,813 hits. Finally, redundant hit removal
reduced the hit list to 3362 features prior to applying the F-ratio threshold determined by the
combinatorial null distribution analysis.

In a sample-class comparison experiment such as the acid alteration of diesel fuel, only a
relatively small fraction of the total number of chromatographic features are expected to be class-
distinguishing. As a result, the preliminary hit list is dominated by small F-ratio values (features
that are likely not class-distinguishing) with a lesser number of large F-ratio values (features that
are likely class-distinguishing). Figure 3 is a histogram of all 3362 F-ratio values in the
preliminary hit list for the sample-class comparison; the distribution is approximately centered
on 1, with the vast majority of values below 10. The inset portion of Figure 3 is the tail of the
distribution from 10 to 100; the tail of the described distribution contains the chromatographic
features that are the most class distinguishing for the acid alteration. However, Figure 3 shows that the distribution of F-ratio values is continuous, with no clear distinction between the lesser-value features in the main part of the distribution, and the greater-value features in the tail of the distribution. To distinguish class-distinguishing features from among all of the chromatographic features in the sample-class comparison, it is necessary to statistically define an F-ratio threshold using null distribution analysis.

3.4.2 Combinatorial null distribution and threshold determination

Combinatorial null distribution analysis comprehensively evaluates the possible null distributions that may occur in a given experiment. Performing multiple null distribution combinations allows us to predict the variability in the F-ratio distributions of non-hits for the sample-class comparison, allowing the inference of an F-ratio threshold that is robust to reasonable experimental variations in the sample-class comparison. Ultimately, our goal is to ensure that the chosen threshold applied to the preliminary hit list for the sample-class comparison provides the correct balance of avoiding false positives while also finding the lower-ranked features that may still be informative for the experimental study.

As described in the theory section, a $6 \times 6$ sample-class comparison allows for the computation of 200 unique null distributions. As noted, increasing the number of samples within each sample class rapidly increases the number of possible unique null combinations, e.g., 2450 for an $8 \times 8$ sample-class comparison. While increasing the number of samples within the sample classes may provide a more-comprehensive sampling of the possible ranges of diesel fuel composition, the calculation of the comprehensive null distributions quickly becomes computationally burdensome. Statistical subsampling methods such as Monte-Carlo sampling
may be an avenue to maintain a reasonable computational burden while realizing potential advantages to expanded sample sizes, and may be a fruitful area for future work.

For this study, sample injection replicates were treated as unique samples for the combinatorial null classes, as retention time and injection variation between injections of the same fuel may be similar in magnitude to differences between similar fuels, as was performed in previous studies [21,22]. Further, sample replicates reflect the nature of fuel station sampling: due to centralized refining and distribution, it is possible for different stations to dispense essentially the same fuel. In discovery-based analysis, there is also the risk of introducing too much sample variation, for example, two fuels (SS and RC) out of the six that were collected contained substantial amounts of FAME-based biodiesel and had lower contents of aromatics. Including these fuel samples in the sample-class comparison experiment would substantially increase the within-class variation and reduce the ability to find class-distinguishing features due to the acid alteration. Utilizing sample replicates strikes a balance between sampling the reasonable variation between fuels that may be encountered in the field, and introducing excessive within-class variation that may preclude the success of the F-ratio analysis.

Figure 4 illustrates a single null arrangement where the null classes are comprised of the switching of the replicates between the sample classes, such that Null Class A contains the first chromatogram (of the two replicates) of each fuel prior to (Class 1) and following acid alteration (Class 2), and Null Class B contains the remaining chromatograms. The null rearrangement eliminates the true source of variation in the sample-class comparison experiment (i.e., the reaction with sulfuric acid), such that the only sources of variation are those which are not germane to the class comparison, such as chromatographic and detector noise and variation. When the tile-based F-ratio software is applied to a null comparison, the resulting null hit list
represents the distribution of F-ratio values that one would expect to encounter had there been no meaningful class differences in the sample-class comparison experiment.

Figure 5A includes the null distributions from the 200 unique null combinations for the 6 \times 6 sample-class comparison, per Eq. (2). Overall, nearly all of the null F-ratios are below 10, and most of the null distributions are centered on F-ratio values from about 1 to 2. The null distributions are transformed into null probability curves, which represent the proportion of the null features that would be included in the analysis at given F-ratio cutoffs. The null probabilities are calculated by dividing the number of null features above a given F-ratio by the total number of features in the null distribution, multiplied by 100 to yield a percentage. Figure 5B shows the resulting null probability curves; the dashed red line represents the 0.1\% null probability limit, which is defined as the F-ratio that is exceeded by only 1 in 1000 values in the respective null distribution [22]. Most of the null distributions suggest a null probability limit of an F-ratio of approximately 6 to 10; however, there are curves that lie further to the right, e.g., the right-most null probability curve which has a 0.1\% null probability limit with an F-ratio of 44. The suggested 0.1\% null probability limits are more easily visualized in histogram form. Figure 5C shows the histogram (black trace) of the 0.1\% null probability limits from all 200 null distributions overlaid with the average null distribution (blue) and the distribution of hits from the sample-class comparison from Fig. 3 (red). Figure 5D is a zoomed view of the overlapping distributions from F-ratios in the range of 10 to 100.

The distribution of 0.1\% null probability limits provides insight to guide the analyst in selecting a suitable F-ratio threshold for the purpose of focusing on the true positive hits while minimizing analytical effort on hits that end up being false positives. For example, if the F-ratio threshold is set to 13.6, 90\% of the 0.1\% null probability limits are included. That is, in the
application of a threshold of 13.6, we would expect only a 10% chance of the FDR exceeding 1 in 1000 features (0.1%). At a threshold of 27.6, 99% of the 0.1% null probability limits are included, and we would expect only a 1% chance of the FDR exceeding 0.1%. Here, we chose the threshold by averaging all 200 null distributions and then determining the 0.1% null probability limit; this method suggests a threshold of 12.4 (indicated by the blue arrow in Figure 5C). In applying the threshold of 12.4 to the preliminary sample-class comparison hit list (Fig. 3), we cover 87% of the 0.1% null probability limits, such that there is only a 13% chance that the FDR will exceed 0.1%; thus we expect to encounter approximately 3 false positives above the threshold. At the threshold of 12.4, 107 out of the initial 3362 potential features were found to be class-distinguishing, the significance of which is discussed in the following section.

3.4.3 Acid alteration

Application of F-ratio analysis with combinatorial threshold determination found a total of 107 features that distinguish the altered fuels from the unaltered fuels. For purposes of concisely describing the chemical changes that occur from acid alteration of the diesel fuel, we will focus primarily on the top twenty hits found, which are summarized in an abbreviated hit list in Table 1. The hit list provides the F-ratio and 2D retention times for each discovered feature; additionally, the software determines whether the feature increases or decreases following the acid alteration. Features that were removed by the acid alteration are indicated by a minus sign (−), while features that are generated by the acid alteration are indicated by a plus sign (+). The null probability column indicates the overlap of each hit with the combined null distribution. All of the top twenty hits had an F-ratio exceeding that of the null distribution, and thus had a null probability of 0.00%. Indeed, the top 55 out of 107 hits above the threshold had a null probability
of 0.00%. Using the outputs of the software, analytes were tentatively identified by matching to the NIST11 mass spectral library.

The primary types of class-distinguishing features in the hit list were aromatic species, alkenes/alkynes, and compounds with both aromatic and alkene/alkyne moieties. The majority of discovered features were removed partially or entirely by the acid alteration. Only a small number of features were found to be generated by the acid alteration. The only feature which was generated by the acid alteration with adequate S/N and chromatographic resolution to be identified was sulfur dioxide, which was not present prior to acid alteration, but was consistently found following the acid alteration. To demonstrate the variety of chemical functional groups that were changing in response to the acid alteration, Figure 6A plots the top twenty hits as an overlay on a representative TIC chromatogram from the unaltered class; the blue circles are centered on the retention time for the class-distinguishing feature, and are sized according to their relative F-ratios (i.e., larger hits have bigger circles). The blue numbers next to the circles correspond to the hit numbers in Table 1. The presence of multiple hits for sulfur dioxide (Hits 2 and 14) was due to breakthrough during thermal modulation, resulting in double modulation and non-Gaussian column 2 chromatographic profiles for the volatile gas. Though we focus on the top twenty hits found for brevity, there were a total of 107 hits found above the F-ratio threshold of 12.4. Figure 6B shows all 107 hits, demonstrating that further class-distinguishing features show a similar pattern to the first twenty.

Overall, in agreement with literature on electrophilic aromatic sulfonation, the aromatic fractions of the diesel fuels were chemically altered by reaction with sulfuric acid resulting in substantial reduction of these compounds in the acid altered fuels. Compounds such as pyrene and alkyl-substituted pyrenes were removed by the acid alteration, most likely via electrophilic
aromatic sulfonation, and subsequent partitioning to the aqueous acid phase of the reaction mixture [2]. Overall, the relative changes in concentration agree with literature on reactivity of various aromatic species to sulfonation [8]. Literature on aromatic nitration, which also follows an electrophilic aromatic substitution mechanism, further support the relative relativities of the aromatics [41]. Figure 7 summarizes the relative peak sums for a series of aromatic species that were present in the diesel fuel samples, including benzene, naphthalene, phenanthrene, and pyrene. For the discovery of robust markers for the acid alteration of diesel fuel, it is preferable to utilize diverse fuels to comprise the sample classes; here we used fuels from three different sources to sample the variability of fuels. As shown in Figure 7, the amounts of aromatic species present in the diesel fuels prior to acid alteration were variable between samples; this is consistent with literature findings that the aromatic fraction of diesel fuel is the most important for chemometric discrimination of samples [42]. In comparing each fuel to itself prior to and following acid alteration, it is apparent that the degree of removal by the acid alteration for the aromatics is consistent with the expected reactivity. Benzene is less reactive and is removed to a small degree by acid alteration, while pyrene is more reactive and is removed to a much larger extent. Notably, though benzene exhibits a consistent pattern of slightly decreasing signal abundance after acid alteration, the amounts of benzene natively present in the unaltered fuels is relatively variable compared to the amount of benzene removed by the acid alteration. Though the alteration induces meaningful class-to-class differences in the relative amounts of benzene, the within-class variation is substantially larger, leading to a small F-ratio. As a result, benzene is not found as a hit in the analysis. In contrast, pyrene is extensively removed by the acid alteration and has substantial between-class variation, exceeding that of the within-class variation. As a result, pyrene has a substantial F-ratio of 53.7 and is found as Hit 22 in the final
hit list. Naphthalene is intermediate to benzene and pyrene; it is removed to a smaller degree than pyrene, but is relatively consistent prior to alteration, and is found as Hit 82 with an F-ratio of 15.5. We additionally examined other analytes present in the fuel that were expected to not change, such as decane; these analytes were quantified and confirmed to be unaffected by the alteration, and are not shown for brevity.

In addition to finding that aromatics with greater degrees of aromaticity were removed to a greater extent, the hit list revealed other aromatics with alkene and alkyne substituents were also removed by reaction with sulfuric acid. The top hit (Hit 1) was tentatively identified as 1-propynylbenzene; as shown in Figure 8, 1-propynylbenzene has relatively low within-class variation in the unaltered class, and was likely entirely removed by the acid alteration, as there was no detectable peak in the acid altered class. The peak’s relatively low within-class variance coupled with its high between-class variance leads to a significant F-ratio of 410, placing it at the top of the hit list. Figure 8 includes similar plots of the next three top analytes, two of which are similar to Hit 1 in that they were detected only in the unaltered class, and in that they had both aromatic and alkene/alkyne moieties. As noted in the abbreviated hit list in Table 1, we also observed the unexpected removal of non-aromatic species from the fuel, particularly, alkenes; a subsequent review of literature suggests that the mechanism may be alkene sulfonation or sulfation [5]. A further interesting and unexpected observation was the presence of sulfur dioxide (SO$_2$) in the acid altered fuels. Sulfur dioxide was not found in any of the unaltered-fuels, but was founds at relatively high abundances in all of the acid altered fuels, as shown in Figure 8. It is unknown whether the sulfur dioxide was present as a pure compound in the acid altered fuels, as a product of residual sulfuric acid in the altered fuels, or whether it was produced by breakdown of other species during analysis in the hot (275 °C) inlet. Potential sources of sulfur
dioxide include sulfones that may be byproducts of aromatic sulfonation [5], which potentially could remain in the diesel phase. However, more study is needed to confirm this suggestion.

Six fuels were collected from separate fuel stations, with three fuels included in the F-ratio sample-class comparison, while the remaining three fuels were utilized as validation samples in this initial study. To demonstrate that the features discovered by the class-comparison experiment were useful for other acid altered fuels, the signals for the top four features from the analysis, as listed in Table 1, were quantified for all six fuels. Table 2 provides the mean integrated signals, with N.D. indicating that the analyte was not measured above the limit of detection. Overall, the class-distinguishing features discovered in the sample-class comparison using samples AR, FH, and MB could also be used to distinguish the acid altered validation samples SG, SS, and RC. The validation samples consistently exhibited the same pattern of hits 1, 3, and 4 being removed by the acid alteration, and hit 2 being created by the acid alteration. Compared to the samples used in the sample-class comparison, the validation samples had smaller signal intensities in the unaltered fuels for 1-propynylbenzene, and larger intensities for sulfur dioxide. For the aromatic species comprising hits 1, 3, and 4, sample SS had substantially lower signal intensities in the unaltered fuels, but was still distinguished from the altered class by the removal of these analytes by the acid alteration. While the results of this study are promising, further validation in future studies is warranted, with a larger set of samples.

The tile-based F-ratio software performed well in finding significant differences between the unaltered and altered classes, even with the variation between fuels within each class. Figure 9 demonstrates a key analytical challenge addressed by the software: many of the class-distinguishing features that were discovered were only present at very limited absolute signal abundance. Figure 9A-B are the TIC chromatograms for the 1D chromatographic region.
corresponding to Hit 1 (1-propynylbenzene) and Hit 2 (sulfur dioxide), respectively. The blue traces correspond to the signals from the unaltered fuels, while the red traces correspond to the altered fuels. The black arrows indicate the 2D retention times of the discovered features. Notably, there is no apparent peak at the retention time of Hit 1 in the TIC chromatogram plotted in 9A. However, the S/N improvement via the tiling process and utilization of selective \( m/z \) made it possible to discover the feature, even with its relatively low signal abundance. Figures 9C-D are the extracted ion current (XIC) chromatograms for Hit 1 (\( m/z \) 116) and Hit 2 (\( m/z \) 64), respectively. Hit 1 is removed by the acid alteration, while Hit 2 is created by the acid alteration. Figure 9C shows that 1-propynylbenzene is not detected above the baseline in the acid altered samples. Conversely, Figure 9D shows that sulfur dioxide is not detected above the baseline in the unaltered samples. Figure 9D also illustrates that even non-Gaussian peak profiles can be successfully examined; as mentioned above, sulfur dioxide, a gas under standard conditions, is incompletely trapped during thermal modulation, resulting in non-standard peak shapes. These figures demonstrate the effectiveness with which the software finds class-distinguishing features, even for features with low S/N or non-Gaussian chromatographic peak profiles.

### 3.5 Conclusions

Overall, the tile-based F-ratio analysis of the acid altered diesel fuels revealed that the chemical changes induced by reaction with sulfuric acid are subtle yet of potential forensic significance, especially under the non-stoichiometric and short reaction time conditions utilized in this report. Further, the F-ratio analysis utilized three different fuels, each individually acid altered, adding to the challenge since differences between fuels may exceed the differences between classes. However, analytes were discovered that were both sufficiently consistent in the unaltered class, and significantly changed in relative concentration following the acid alteration.
The hypothesis that the relative reactivity of aromatic compounds toward electrophilic aromatic sulfonation was highly supported, as suggested in other literature. Furthermore, removal of alkenes and alkynes in the acid altered fuels was observed, suggesting additional mechanisms of reaction with sulfuric acid which may alter the chemical composition of the fuel. Finally, consistent generation of sulfur dioxide in acid altered fuels was observed. Further investigations are warranted to determine the origin, identities and analytical concentrations of the key species altered by reaction with sulfuric acid, all of which may potentially serve as chemical marker compounds for the forensic determination of diesel alteration.

In addition to the application of previously reported tile-based F-ratio software and methods to the acid alteration of diesel fuel, this report introduced an improved method for null distribution analysis for the determination of defensible thresholds specific to individual sample-class comparison experiments. Through evaluating the comprehensive set of 200 null distributions for a 6 × 6 sample-class comparison, we were able to observe the variability of the null distributions, and thus infer the reliability of a given null probability limit for use as a threshold to avoid (or certainly to minimize) false positives in the hit list. In this study, the combined null distribution suggested a 0.1% null probability threshold of 12.4; at this threshold value, 87% of the null probability limits are included, suggesting that there is only a 13% chance of the FDR exceeding 1 in 1000 for the sample-class comparison. Applying the F-ratio threshold of 12.4 to the acid alteration experiment, we found 107 features that should be class-distinguishing. Since the true positives in the experiment are not known \textit{a priori}, it is not possible to explicitly determine the FDR, though we would expect it to be less than 1:1000 (about 3 false positives in this experiment), based on the combined 0.1% null probability limit of 12.4 having 87% coverage in the comprehensive null combinations. In the top 20 hits studied in
depth, no false positives were encountered. The major advantage of the combinatorial method presented here for F-ratio threshold determination is that it allows for a hit list cutoff to be selected that is statistically suitable for the sample-class comparison being studied. The cutoff is determined by the variability of the data, not by an a priori decision of how many hits should be chosen. If the analyst were to arbitrarily choose a number of hits to examine, many class-distinguishing features may be missed or an excessive number of non-hit features would be analyzed [22]. However, future work is underway to further characterize the robustness of the F-ratio cutoff determination in the context of the FDR in a controlled spike experiment in which true positives will be known a priori and with which the FDR predicted by null distribution analysis may be experimentally validated.
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3.7 Tables

Table 3-1 The top twenty hits from the tile-based F-ratio analysis of the acid alteration experiment. There were a total of 3362 analyte peak features, 107 of which were above the 0.1% null probability limit. 55 hits were found with 0.00% null probability. A 0.00% null probability implies the given hit has an F-ratio that exceeds the largest F-ratio found in all of the 200 null probability distributions. The class change metric indicates whether the analyte is decreasing as a result of acid alteration (-) or increasing as a result of acid alteration (+). The analytes were identified based on 2D retention times and matching to the NIST11 mass spectral library.

<table>
<thead>
<tr>
<th>Hit no.</th>
<th>Avg F-ratio</th>
<th>Class Change</th>
<th>Null Prob</th>
<th>$t_1$ (s)</th>
<th>$t_2$ (s)</th>
<th>Preliminary ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>410.4</td>
<td>-</td>
<td>0.00%</td>
<td>733</td>
<td>0.61</td>
<td>1-propynylbenzene</td>
</tr>
<tr>
<td>2</td>
<td>153.2</td>
<td>+</td>
<td>0.00%</td>
<td>60</td>
<td>0.10</td>
<td>sulfur dioxide</td>
</tr>
<tr>
<td>3</td>
<td>122.4</td>
<td>-</td>
<td>0.00%</td>
<td>1115</td>
<td>0.56</td>
<td>1,1-dimethyl-1H-indene</td>
</tr>
<tr>
<td>4</td>
<td>122.4</td>
<td>-</td>
<td>0.00%</td>
<td>933</td>
<td>0.66</td>
<td>1-methyl-1H-indene</td>
</tr>
<tr>
<td>5</td>
<td>94.6</td>
<td>-</td>
<td>0.00%</td>
<td>638</td>
<td>0.54</td>
<td>2-propenylbenzene</td>
</tr>
<tr>
<td>6</td>
<td>93.5</td>
<td>-</td>
<td>0.00%</td>
<td>1132</td>
<td>0.59</td>
<td>1,2-dimethyl-1H-indene</td>
</tr>
<tr>
<td>7</td>
<td>92.1</td>
<td>-</td>
<td>0.00%</td>
<td>2427</td>
<td>0.95</td>
<td>2-methylpyrene</td>
</tr>
<tr>
<td>8</td>
<td>86.6</td>
<td>-</td>
<td>0.00%</td>
<td>2402</td>
<td>0.98</td>
<td>1-methylpyrene</td>
</tr>
<tr>
<td>9</td>
<td>83.6</td>
<td>-</td>
<td>0.00%</td>
<td>2549</td>
<td>0.93</td>
<td>1,3-dimethylpyrene</td>
</tr>
<tr>
<td>10</td>
<td>81.1</td>
<td>-</td>
<td>0.00%</td>
<td>1132</td>
<td>0.49</td>
<td>1,3-dimethyl-1H-indene</td>
</tr>
<tr>
<td>11</td>
<td>79.8</td>
<td>-</td>
<td>0.00%</td>
<td>671</td>
<td>0.14</td>
<td>1-decene</td>
</tr>
<tr>
<td>12</td>
<td>77.5</td>
<td>-</td>
<td>0.00%</td>
<td>1474</td>
<td>0.67</td>
<td>acenaphthene</td>
</tr>
<tr>
<td>13</td>
<td>75.3</td>
<td>-</td>
<td>0.00%</td>
<td>475</td>
<td>0.10</td>
<td>cis-2-nonene</td>
</tr>
<tr>
<td>14</td>
<td>74.0</td>
<td>+</td>
<td>0.00%</td>
<td>60</td>
<td>0.61</td>
<td>sulfur dioxide</td>
</tr>
<tr>
<td>15</td>
<td>73.4</td>
<td>-</td>
<td>0.00%</td>
<td>644</td>
<td>0.55</td>
<td>(Z)-1-propenylbenzene</td>
</tr>
<tr>
<td>16</td>
<td>73.1</td>
<td>-</td>
<td>0.00%</td>
<td>1782</td>
<td>0.61</td>
<td>4,4'-dimethylbiphenyl</td>
</tr>
<tr>
<td>17</td>
<td>65.2</td>
<td>-</td>
<td>0.00%</td>
<td>1104</td>
<td>0.51</td>
<td>1,3-dimethyl-1H-indene</td>
</tr>
<tr>
<td>18</td>
<td>61.7</td>
<td>-</td>
<td>0.00%</td>
<td>845</td>
<td>0.17</td>
<td>5-methyl-1-decene</td>
</tr>
<tr>
<td>19</td>
<td>61.6</td>
<td>-</td>
<td>0.00%</td>
<td>589</td>
<td>0.41</td>
<td>1,2,3-trimethylbenzene</td>
</tr>
<tr>
<td>20</td>
<td>60.8</td>
<td>-</td>
<td>0.00%</td>
<td>2434</td>
<td>0.96</td>
<td>3-methylpyrene</td>
</tr>
</tbody>
</table>
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Table 3-2. The mean integrated signals for the top four analytes from the F-ratio analysis, for each of the six fuels that were analyzed, for both the unaltered (U) and altered (A) classes. *N.D.* indicates that the analyte was not detected. Samples AR, FH, and MB were analyzed to discover class-distinguishing analytes. Samples SG, SS, and RC were independent samples that serve to validate the findings of the F-ratio analysis.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Class</th>
<th>1-propynylbenzene (Hit 1)</th>
<th>Sulfur dioxide (Hit 2)</th>
<th>1,1-dimethyl-1H-indene (Hit 3)</th>
<th>1-methyl-1H-indene (Hit 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR</td>
<td>U</td>
<td>1700</td>
<td>N.D.</td>
<td>2110</td>
<td>2180</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>N.D.</td>
<td>47600</td>
<td>N.D.</td>
<td>N.D.</td>
</tr>
<tr>
<td>FH</td>
<td>U</td>
<td>1850</td>
<td>N.D.</td>
<td>2220</td>
<td>2230</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>N.D.</td>
<td>37300</td>
<td>N.D.</td>
<td>N.D.</td>
</tr>
<tr>
<td>MB</td>
<td>U</td>
<td>1740</td>
<td>N.D.</td>
<td>2220</td>
<td>2380</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>N.D.</td>
<td>19500</td>
<td>N.D.</td>
<td>N.D.</td>
</tr>
<tr>
<td>SG</td>
<td>U</td>
<td>700</td>
<td>N.D.</td>
<td>2410</td>
<td>2090</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>N.D.</td>
<td>171000</td>
<td>N.D.</td>
<td>N.D.</td>
</tr>
<tr>
<td>SS</td>
<td>U</td>
<td>410</td>
<td>N.D.</td>
<td>1290</td>
<td>1110</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>N.D.</td>
<td>90900</td>
<td>N.D.</td>
<td>N.D.</td>
</tr>
<tr>
<td>RC</td>
<td>U</td>
<td>840</td>
<td>N.D.</td>
<td>2430</td>
<td>2440</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>N.D.</td>
<td>152000</td>
<td>N.D.</td>
<td>N.D.</td>
</tr>
</tbody>
</table>
3.8 Figures

Figure 3-1. Flowchart of the experimental design with three fuels: AR, MB, FH.

Figure 3-2. Example total ion count (TIC) chromatograms for representative chromatograms from two unaltered fuels (MB<sub>u</sub> and AR<sub>u</sub>) and those same fuels after acid alteration (MB<sub>a</sub> and AR<sub>a</sub>). Visible differences in the TIC chromatograms are more obvious between fuel samples than between their unaltered and altered states.
Figure 3-3. The distribution of average F-ratios for the features in the preliminary hit list for the sample-class comparison of unaltered and acid altered fuels. The distribution is approximately centered on an F-ratio of 1 to 2. The inset plot is the histogram of the tail from 10 to 100, which shows the features which are most likely to be class-distinguishing. There were four features with average F-ratios greater than 100 which are not shown in the inset for clarity.

Figure 3-4. Illustration of combinatorial rearrangement for 1 of the 200 unique null combinations. The original unaltered class (Sample Class 1) and original altered class (Sample Class 2) are rearranged to create a null distribution from the analysis of the null classes (Null Class A and Null Class B). In this null arrangement, the first injection replicates of all samples are compared against the second injection replicates, for example, AR_u:1 is the first injection replicate for unaltered AR fuel, and AR_a:2 is the second injection replicate. This rearrangement mitigates the between-class variance that was present in the original sample-class comparison, such that the null hypothesis may instead be tested.
Figure 3-5. (A) The comprehensive null distributions (200 total) for the 6 × 6 sample-class comparison of unaltered and altered diesel fuel. Most null F-ratio values were less than 10, with most distributions centered around 1 to 2. (B) All null probability curves; the dashed red line corresponds to a 0.1% null probability limit. (C) The combined null distribution (blue, long-dashed line), sample-class comparison distribution (red, solid line), from Fig. 3 for comparison, and distribution of 0.1% null probability limits (black, short-dashed line). The 0.1% null probability limit from the combined null distribution is 12.4, and is indicated by the arrow. (D) The tail of the distribution in (C), which shows the relative abundance of higher F-ratio features in the sample-class comparison.
Figure 3-6. (Top) The top twenty hits from the tile-based F-ratio analysis of the acid alteration experiment overlaid on a representative 2D TIC chromatogram from the unaltered fuel class. The blue circles are centered on each hit, and the size of the circle corresponds to the average F-ratio for the hit. The hit numbers for each feature correspond to those in Table 1. (Bottom) The top 107 hits (i.e., all hits above the 0.1% null probability limit of 12.4) from the tile-based F-ratio analysis of the acid alteration experiment.
Figure 3-7. The quantified peak sums for unique m/z for selected species in the diesel fuel samples. The solid blue bars correspond to the average peak sum of the two injection replicates for the fuel prior to acid alteration, while the patterned red bars represent the peak sum after acid alteration. The numbers in parentheses in the analyte names are the hit numbers if they were found by the tile-based F-ratio analysis.

Figure 3-8. The quantified peak sums for unique ions for the first four hits from the F-ratio analysis of the diesel fuel samples. The solid blue bars correspond to the average peak sum of the two injection replicates for the fuel prior to acid alteration, while the patterned red bars represent the peak sum after acid alteration. Missing bars indicate that the analytes was not detected in that sample. The numbers in parentheses in the analyte names are the hit numbers from the tile-based F-ratio analysis.
Figure 3-9. The top two hits (Hits 1 and 2, tentatively identified as 1-propynylbenzene and sulfur dioxide, respectively) from the tile-based F-ratio analysis of the acid alteration experiment. Blue lines correspond to the unaltered fuel samples while the red lines correspond to the acid altered fuels. (A-B) The total ion current (TIC) chromatograms for the 1D chromatographic regions centered on the analyte features for hits 1 and 2, respectively. (C-D) The extracted ion current (XIC) chromatograms for selective mass channels for the 1D regions for hits 1 ($m/z$ 116) and 2 ($m/z$ 64), respectively. Arrows indicate the 2D peak apices as identified by the pinning and clustering step of the software. Quantitative information for the peaks is provided in Figure 8.
Chapter 4: Implications of Phase Ratio (β) for Maximizing Peak Capacity in Comprehensive Two-Dimensional Gas Chromatography Time-of-Flight Mass Spectrometry

4.1 Introduction

Comprehensive two-dimensional (2D) gas chromatography coupled with time-of-flight mass spectrometry (GC×GC–TOFMS) is a powerful instrumental platform for the qualitative and quantitative analysis of complex samples, especially those which are otherwise challenging to analyze by conventional one-dimensional gas chromatography (GC). By providing additional separation efficiency with similar run times to that of one-dimensional gas chromatography (1D-GC), GC×GC improves the capability of the instrument for resolving critical peaks in complex samples. The benefits of GC×GC for complex samples has been highlighted in recent applications, including fuel forensics [1], environmental samples [2,3], and metabolomics [4], as well as more broadly in recent reviews of GC×GC applications [5–7]. An important figure-of-merit for chromatographic separations is peak capacity, \( n_c \), which is generally defined as the time of the separation window divided by the average peak width at base (4σ width) [8]. Broadly, \( n_c \) describes the number of peaks that will fit into a given separation at a chromatographic resolution, \( R_s \), of 1. Overall, \( n_c \) provides a performance-oriented metric to allow for comparisons of chromatographic systems, and allow for approximation of predicted chromatographic resolution of analytes, for example, through statistical overlap theory [9–11].

As a rule, chromatographic systems aim to maximize \( n_c \), or to maintain adequate \( n_c \) while reducing separation run time. Compared to 1D-GC, GC×GC should in principle provide approximately an order of magnitude increase in \( n_c \) with comparable run times, provided the instrument parameters are carefully selected [3]. For the analysis of complex samples, such as
with metabolomics, environmental chemistry, petroleum products, and chemical forensics, the
two-dimensional peak capacity \( n_{c,2D} \) attainable by GC×GC provides an advantage in successful
classification of samples, followed by the identification and quantification of the analytes that
comprise them. Recent work has focused on improving \( n_c \) by means of both theoretical modeling
\[3,12,13\] and instrumental improvements, both in terms of introducing new instrument
technologies \[14,15\] and by optimizing instrument parameters \[3\]. There are many factors to be
considered in the selection of parameters for GC×GC \[16\]. Recently, it has been recognized that
high \( n_{c,2D} \) separations may be achieved through careful selection of the dimensions of the
primary and secondary capillary columns \[3,14,15,17\]. Column dimensions have also been
considered recently for control of the pressures and flows of the primary and secondary columns
in the context of \( n_{c,2D} \) \[18,19\].

While capillary dimensions and associated carrier gas flows have been closely studied in
the context of impacting \( n_{c,2D} \), another critical parameter for chromatographic columns, phase
to volume of stationary phase \( V_s \), and is calculated as \( \beta = d_c/d_f \), where \( d_c \)
is the inside diameter (i.d.) of the capillary and \( d_f \) is the thickness of the stationary phase film.
Phase ratio relates an analyte’s retention factor \( k \), also referred to in some literature as \( k' \) to its
distribution constant \( K_D \) as \( k = K_D/\beta \). Phase ratio is an important term for the practice of gas
chromatography, as it allows for manipulation of \( k \) through selection of column film thickness
relative to the diameter of the capillary. In practice, \( \beta \) allows for method considerations such as
phase ratio focusing \[20\] and control of elution temperatures \[21\], while holding the chemical
selectivity of the stationary phase constant. Further, by influencing \( k \), in certain situations \( \beta \) may
influence $R_s$ [22]. Notably, compared to parameters such as column length or oven temperature, the variety of $\beta$ available in method development is much more limited, particularly if the chromatographer is limited to commercially available columns. Arguably, the most common $\beta$ is 250; an example of which for the primary column of GC×GC is a column of 250 μm inner diameter (i.d.) with a 0.25 μm film thickness. Columns are generally available with smaller $\beta$ (having a relatively thicker film) for volatiles applications, where phase ratio focusing helps to provide narrow peaks even at ambient or near-ambient GC oven temperatures [20]. Columns with larger $\beta$ (having a relatively thin film) are also available for applications having higher molecular weight analytes, such as in polyaromatic hydrocarbon (PAH) analyses, in which the larger $\beta$ is necessary to elute very high boiling point analytes within the temperature limits of the column and/or the instrument [21].

Herein, we examine the relationship of $\beta$ between the first and second separation dimensions of GC×GC separations, and the implications of $\beta$ on realization of maximal $n_{c,2D}$. In this study, the modulation period, $P_M$, and the phase ratios of the two analytical columns were the conditions that were changed to assess cause and effect. All other chromatographic conditions were held constant. Aside from application-specific columns, commercially-available columns are relatively limited in choice of $\beta$ for a given column dimension and stationary phase composition. We utilized two column types: 250 μm i.d. primary columns with -5MS (diphenyl dimethyl polysiloxane) films and 180 μm i.d. secondary columns with -200 (trifluoropropylmethyl polysiloxane) films. From the selected vendor for the chosen column dimensions, -5MS columns are available in 0.1, 0.25, 0.5, and 1.0 μm film thicknesses (with $\beta$ of 625, 250, 125, and 62.5, respectively), while the -200 columns are limited to 0.2 and 0.4 μm films (with $\beta$ of 225 and 112.5, respectively). Taking into account the limited $\beta$ commercially
available, this report aims to examine the implications of a series of six GC×GC configurations chosen from the aforementioned columns. Whereas many GC×GC methods utilize primary and secondary columns both having $\beta$ of 250, we have historically used an alternative configuration with a primary column having $\beta$ of 125 and secondary column having $\beta$ of 225, as well as other configurations utilizing a primary column with smaller $\beta$ than that of the secondary column.

Here we study the effects of $\beta$ in GC×GC using a complex sample test mixture comprised of 115 analytes of various molecular masses and functional groups, while adjusting only the modulation period as required by the degree of analyte retention on the secondary column in order to assess and maximize the use of the 2D separation space. Other instrument parameters such as the carrier gas flow rate, oven temperature program, and inlet and detector settings were held constant. To compare the relative performance of the six GC×GC configurations, we will focus on the effects of $\beta$ on $n_c$ for both the primary and secondary columns, and subsequently the two-dimensional peak capacity ($n_{c,2D}$) that was realized for each configuration.

4.2 Theory

The fundamental chromatographic theory relating $\beta$, particularly in the context of film thickness ($d_f$), to other chromatographic parameters is well represented in the literature [13,22,23]. Briefly, $\beta$ is a critical chromatographic parameter as it relates the distribution constant ($K_D$) to the retention factor ($k$) according to

$$k = \frac{K_D}{\beta} \quad (1)$$

where $k$ may be determined from the retention time ($t_R$) and dead time ($t_0$) as

$$k = \frac{t_R - t_0}{t_0} \quad (2)$$
and $\beta$ may be calculated for a WCOT column from the column inner diameter ($d_c$) and film thickness ($d_f$) as

$$\beta = \frac{d_c}{4d_f} \quad (3)$$

Modifications to $\beta$, considering the impact to $k$ while holding other chromatographic parameters constant, will affect the secondary column peak width ($w_b$) according to the approximation [13,24,25]

$$w_b^2 \approx w_{b,k}^2 + w_{b,0}^2 = 4 \cdot 2k \left( \frac{11d_f^2 \cdot 2c_0}{96D_{g,0}} \right)^{1/2} + w_{b,0}^2 \quad (4)$$

where $w_{b,k}$ is the $2k$ dependent width for $2k > 0$ due to on-column band broadening, and $w_{b,0}$ is the minimum peak width of the analyte, at $2k = 0$, primarily due to modulator-dominated “extra-column” band broadening.

The effects of changes in $w_b$ from changes in $\beta$ are principally of concern for their impact to peak capacity ($n_c$), which considers the number of peaks that can fit into a given separation at a defined resolution. Peak capacity may be defined for separation having constant peak widths as

$$n_c = \frac{\Delta t_R}{w_b} \quad (5)$$

where $\Delta t_R$ is the difference in retention time between the first and last eluting peak. For isothermal separations, or pseudo-isothermal separations such as those involving the secondary column in GC×GC, $w_b$ is not constant and in fact increases with $k$ according to equation 2. The variable $w_b$ with $k$ requires that the $2n_c$ be determined iteratively, as described in the experimental section. For the purpose of describing the overall performance of a GC×GC system, especially relative to that of another GC×GC system, two-dimensional peak capacity
\( n_{c,2D} \) is a useful metric. The Giddings definition of 2D peak capacity multiplies the peak capacity of each dimension at unit resolution [8] as

\[
n_{c,2D} = 1n_c \times 2n_c \quad (6)
\]

Several authors have discussed improvements to equation 6 to account for considerations of statistical overlap theory and/or the geometry inherent to multidimensional separations [11,15,26]. These considerations are highly useful for comparisons of GC×GC to 1D-GC, or for comparisons of substantially-different GC×GC systems; however, for the purpose of understanding the impact of \( \beta \) in terms of \( n_{c,2D} \) equation 6 is sufficient.

4.3 Experimental

4.3.1 GC×GC Column Sets

Capillary GC columns were obtained from Restek (Bellefonte, PA). A total of five columns were used, three primary columns (column 1) and two secondary columns (column 2). The primary columns were 20.0 m long × 250 µm internal diameter and were 0.25 µm (Rtx®-5MS), 0.5 µm (Rtx®-5MS), and 1.0 µm (Rtx®-5) films; both Rtx®-5 and Rtx®-5MS films are Crossbond® diphenyl dimethyl polysiloxane. The secondary columns were 2.0 m long × 180 µm and were 0.2 µm and 0.4 µm Rtx®-200 films, which are Crossbond® trifluoropropylmethyl polysiloxane. The five columns were combined to make six unique column combinations, summarized in Table 1. In addition to the aforementioned columns, three additional columns were cut for isothermal data collection: a 10.0 m × 250 µm × 0.25 µm Rtx®-5MS, a 10.0 m × 180 µm × 0.2 µm Rtx®-200, and a 10.0 m × 180 µm × 0.5 µm Rtx®-200.
4.3.2 GC×GC–TOFMS Data Collection and Analysis

The six column sets were installed into a Pegasus 4D system (LECO, St. Joseph, MI), consisting an Agilent 6890N gas chromatograph with 7683 autosampler (Agilent Technologies, Palo Alto, CA) coupled to a Pegasus III time-of-flight mass spectrometer (TOFMS) with a quad-jet thermal modulator and secondary oven. For the purposes of avoiding variation in the column length and installation between column sets, all column sets using the 0.2 µm film primary column were run together, changing only the primary columns between runs. After the data collection for the first 3 column sets was completed, the TOFMS was vented and the 0.2 µm film secondary column exchanged for the 0.4 µm film. The acquisitions for the column sets using the 0.4 µm film secondary column were then completed, changing only the primary column between column sets. The secondary column installation was carefully performed to ensure that the column lengths were consistent between the 0.2 µm and 0.4 µm film columns.

The instrumental parameters were set based on prior published work by our group, to place the findings of this work in context of previous results. The GC inlet was set to 275 °C and the transfer line was set to 285 °C. The primary oven was held at 40 °C for 1 min and then increased at 5 °C/min to end of the temperature program (see Table 2), where it was held for 1 min, for a total run time of 47-52 min. The secondary oven and modulator block followed the same temperature program as the primary oven, with +5 °C and +40 °C offsets, respectively. The modulation period and hot and cold pulse times are provided in Table 2. The GC instrument was set to maintain a constant (ambient temperature and pressure corrected) flow rate of 2 ml/min at the outlet of the secondary column, with helium (Praxair, Grade 5.0) as the carrier gas. The ion source was set to 225 °C, the electron impact energy was 70 eV, and the detector voltage was set to 1690 V. Mass channels, m/z 33-300, were collected at 500 spectra/s after a 10 s acquisition
delay. A 0.1 μl injection was made with a 0.5 μl autosampler syringe (Hamilton, Reno, NV) of
the neat 115 component mixture was made in split mode with a split ratio of 200:1. For each
column set, the sample was injected in quadruplicate.

Data from the GC×GC‒TOFMS data collection with the six column sets were principally
analyzed using ChromaTOF v3.32 (LECO, St. Joseph, MI). Peak processing methods were built
to find 2D peaks in the chromatograms, and subject them to deconvolution, peaklet assignment,
and mass spectral library matching, along with measurement of primary column retention time
(1t_R), secondary retention time (2t_R), and secondary column width at half height (2w_{1/2}). The peak
assignments were manually inspected and corrected, as needed. The peak tables were then
further processed in Microsoft Excel 2013 to correct 2t_R for wrap-around, as well as to calculate
secondary column width at base (2w_b) and retention factor (2k). The secondary column dead time
(2t_0) was calculated for each column set using the ChromaTOF flow calculator, and was
estimated to be 1.00 s at a primary oven temperature of 150 °C. A total of 70 peaks were selected
for in-depth analysis and were measured for each of the six column combinations. GC×GC‒
TOFMS data were also imported into MATLAB 2015b (The MathWorks, Natick, MA) using an
in-house data converter, peg2mat3p8 [27], for the purposes of plotting and to measure primary
column width at base (1w_b).

4.3.3 GC×GC‒TOFMS Column 1 Peak Capacity Determination

1w_b was measured for each analyte based on a method described by Adcock et al. and
Siegler et al. [28,29], which utilizes curve fitting to a Gaussian profile to determine the
parameters of the primary column peak profile represented by the profile of the peaklets in the
unfolded chromatographic data. While the method described by Adcock et al. [28] was
developed for accurate measurement of 1t_R, our approach here was to accurately measure 1w_b. It
is important to note that the peak widths measured here have been broadened by modulation, as described theoretically and experimentally by several authors [14,15,29–31], and do not require additional correction for peak width, such as the undersampling correction factor [31]. Note that the peak widths measured in this manner take into account only the effective width of the peak, and do not account for concepts of statistical overlap [31] that may reduce the calculated theoretical peak capacities in practice. Briefly, Curve Fitting Toolbox (The MathWorks, Natick, MA) was used to fit Gaussian profiles to each of the secondary column peaks, herein referred to as peaklets, belonging to the 2D peak. The amplitude \((a)\) and position \((b)\) terms of the equation for each peaklet were then used to fit a primary column peak profile to modulated peaklets. The standard deviation \((c)\) term from this second fitting step was then used to calculate \(1^w_b\).

The technique described above was applied to tetradecane using \(m/z\) 57, which was free of interferences from neighboring peaks, and which eluted near the middle of the primary column separation. To determine the peak capacity on the primary column \((1^nc)\), the observed separation window was calculated by subtracting the retention time of the first eluting analyte (2-propanol) from that of the last eluting analyte (1-eicosanol) in the 115 component mixture. For each column set, the separation window was divided by the \(1^w_b\) for tetradecane, according to equation 5 which is derived for \(1^R_s\) of 1 and which assumes constant \(1^w_b\) throughout the primary column separation. This method allows for reasonable comparison of \(1^nc\) between column sets.

4.3.4 GC×GC‒TOFMS Column 2 Peak Capacity Determination

The determination of the secondary column peak capacity \((2^nc)\) is somewhat more complicated than that of \(1^nc\), as the pseudo-isothermal nature of the secondary column separation precludes the assumption that the peak width is constant, such that we cannot use the average peak width on the secondary column. Instead, it is necessary to iteratively model the secondary
column separation, as previously reported [13,25], using a function describing the dependence of \( w_{hb} \) on \( k \), as determined by the linear best fit equation obtained from the measurements of \( k \) and \( w_{hb} \) for the 70 analytes that were included in the study, as described in Section 4.3.2. Briefly, an equation can be described for the retention times and widths of a series of Gaussian peaks at \( R_s \) of 1. By setting the retention time of the first peak commensurate with that observed in the data, and allowing for partial wrap around such that the measured \( t_R \) of the most retained peak does not overlap with that of the measured \( t_R \) of the least retained peak, the number of peaks that fit in the separation window may be determined.

4.3.5 GC–FID Data Collection and Analysis

The 20.0 m × 250 µm × 0.5 µm Rtx®-5MS and 20.0 m × 250 µm × 1.0 µm Rtx®-5 primary columns, and the three additional 10.0 m columns described in 3.1, were individually installed into an Agilent 6890N gas chromatograph with a 7683 autosampler (Agilent Technologies, Palo Alto, CA), equipped with a flame ionization detector (FID). Eleven selected analytes from the 115 component mixture were each diluted to 1 ppth (w/w) in hexane and injected. The GC inlet was set to 250 °C and the split ratio was set to 200:1 with a column flow of 2.5 ml/min of hydrogen. The oven was held isothermal at the desired temperature until the given analyte eluted. A 5 µl autosampler syringe (Hamilton, Reno, NV) was used to inject 1 µl of sample for the 250 µm i.d. columns and 0.1 µl for the 180 µm i.d. columns. Column dead times \( t_0 \) were determined at each oven temperature by an injection of 1 µl of methane. Syringe rinses using acetone (2 rinses) and hexane (1 rinse) were performed after each analyte injection to prevent carry-over between analytes. The FID was operated at a temperature of 250 °C, with flows of 40.0 ml/min hydrogen, 450.0 ml/min air, and 45.0 ml/min nitrogen makeup gas. The detector reported data to the instrument at 200 Hz.
Data from the isothermal injections for the eleven selected analytes and methane, at temperatures incremented by 10 °C, were exported as a .csv from MSD Chemstation D.03.00.611. (Agilent Technologies, Palo Alto, CA). Because Chemstation records time only to the nearest 0.001 minute (0.06 s), it was necessary to write in-house software in MATLAB 2015b to find analyte peak apices in the raw data and calculate accurate retention times to the nearest 0.005 s. $k$ was calculated for each analyte using the retention time of methane at the given column/temperature combination to determine the column dead time ($t_0$). Run temperatures were converted to Kelvin and used to generate van ‘t Hoff plots, which plot the natural log of $k$ versus inverse Kelvin to determine thermodynamic parameters for the analyte. Linear best fits were applied to each analyte’s van ‘t Hoff curve to allow for interpolation of $k$ at the secondary column elution temperature ($2T_e$) for that analyte from each GC×GC column set.

4.4 Results and Discussion

4.4.1 Primary Column Phase Ratio and Retention on the Secondary Column

The initial motivation for this study was to understand the effect of GC×GC parameters on $^2t_R$. Surveying the literature, we found that the chromatograms collected by our group tended to have reduced ranges of $^2t_R$ compared to those published by other authors in the field. Initially, we speculated that the differences were likely due to the range of functional groups in samples that were being analyzed, the stationary phases being applied, or the column dimensions chosen. Though these considerations are likely influence $^2t_R$, we discovered another parameter that, for GC×GC, has received scant attention: phase ratio ($\beta$). $\beta$ is defined as the ratio of the volume of mobile phase to that of the stationary phase; in a wall coated open tubular capillary column, this is defined as equation 3. Overall, larger numbers of $\beta$ indicate relatively larger volumes of mobile phase to stationary phase; when holding the inner diameter of the column constant, larger
\( \beta \) corresponds to thinner stationary phase films. As shown in equation 1, \( \beta \) is an important term in the calculation of \( k \) along with the thermodynamic terms.

In a temperature programmed separation, the general rule of thumb is that for every factor of two change in \( \beta \), the elution temperature changes by approximately 10 °C. For example, suppose a given analyte elutes in a temperature programmed separation at 100 °C on a column with a \( \beta \) of 250. Holding all other parameters constant, if a thicker film column with a \( \beta \) of 125 were substituted, we would expect the elution temperature to increase to approximately 110 °C. In 1D GC, the change in elution temperature with \( \beta \) has little impact; however, in GC×GC the effect of \( \beta \) on the temperature-programmed primary column separation has a much greater significance. The critical consideration is that in GC×GC, the temperatures of the primary and secondary columns are closely linked by the temperature programming of the oven. If the secondary column separation is pseudo-isothermal, as discussed in detail in Section 4.4.3, the elution temperature \( (T_e) \) of an analyte from the primary column determines the temperature of that analyte’s separation on the secondary column. Table 3 includes the calculated \( T_e \) for a series of 11 analytes (as described in Section 4.4.3) that span the 2D chromatograms for each \( \beta \) studied in this work. As expected, decreasing \( \beta \) by increasing the primary column film thickness significantly increases the \( T_e \).

Since changes in \( \beta \) alter \( T_e \), the choice of \( \beta \) may substantially impact the temperature of the secondary column separation for each analyte, and thus alter \( k \). This effect is particularly significant for GC×GC instruments in which the secondary column temperature is equal to that of the primary column, in which the temperature of the secondary column cannot be controlled independently of the primary column. For this work, the Pegasus 4D has a secondary column oven, which was set to the minimum temperature offset of +5 °C versus the primary oven. The
column sets selected for this experiment test the range of common $^1\beta$, and provide insight into the implications of this parameter for the practice of high peak capacity GC×GC.

4.4.2 Secondary Column Retention Time Range and Implications for Modulation Period

A critical parameter in method development for GC×GC separations is the modulation period ($P_M$), which defines the timing interval for trapping eluent from the primary column and reinjecting it onto the secondary column. Figure 1A is a representative total ion current (TIC) chromatogram from column set 3 collected with a $P_M$ of 6 s. Analytes eluting before $\sim$5 minutes have less retention on column 2, likely due to differences in the degree of solute interaction levels with the stationary phase on the primary column as a function of $T_e$ and the oven temperature program [32]. For this reason, most of the analysis is this work is based on the portion of the chromatogram after the secondary column retention times of the n-alkanes begin to plateau, after $\sim$5 minutes; this region spans cyclohexanol to 1-eicosanol, and includes 70 analytes. The band of peaks from $\sim$5-32 minutes on the primary column and $\sim$1.9 s on the secondary column includes most of the n-alkanes in the 115 component mixture, from nonane to eicosane. This band represents the least retained analytes on the secondary column. The peak at $^2t_R$ of $\sim$23 minutes and $^2t_R$ of $\sim$4.6 s is the most retained analyte on the secondary column, diethyl phthalate.

For column set 3, using a $P_M$ of 6 s, there is excessive separation space that is unutilized. A more appropriate $P_M$ would be shorter, such that the secondary column separation time does not exceed that of the most retained analyte, diethyl phthalate; this would suggest a $P_M$ of approximately 5 s. However, while the $P_M$ of 5 s would eliminate excessive “white space” in the upper portion of the 2D chromatogram, there would still be substantial unused separation space in the lower portion of the 2D chromatogram. The most appropriate $P_M$ would be based on the
difference in retention time between the most and least retained analytes; subtracting the $t_R^2$ for the n-alkane band (~1.9 s) from that of diethyl phthalate (~4.6 s), and allowing for the $w_b^2$ of those peaks (~0.12 s and ~0.24 s, respectively), suggests a $P_M$ of 3 s. Under these conditions, secondary column wraparound is allowed: the most retained analytes on the secondary column have retention times exceeding that of the $P_M$. Figure 1B is a representative TIC chromatogram from column set 3 using a $P_M$ of 3 s. Under these conditions, the 2D separation space is completely utilized. However, due to secondary column wraparound, the observed elution order is misleading; the n-alkane band is still at $t_R^2$ of ~1.9 s, but diethyl phthalate now appears below the n-alkane band, at $t_R^2$ of ~1.5 s. However, since the separation is continuous, it is possible to reregister the 2D chromatogram so that the observed elution order is consistent with that of the true elution order. Figure 1C shows the reregistered TIC chromatogram for column set 3 with $P_M$ of 3 s; note that the n-alkane band is once again at the bottom of the 2D chromatogram and diethyl phthalate is once again at the top of the chromatogram. For the purpose of easier visual interpretation, all further 2D chromatograms are presented in the reregistered form of Figure 1C; however, all data was collected in the form of Figure 1B, with the appropriate $P_M$ chosen based on the relative retention times of the n-alkane band and diethyl phthalate. Figure 2 shows the reregistered TIC chromatograms for column sets 1, 2, 3, and 6. Using knowledge of $t_0^2$ and $P_M$, along with each peak’s observed $t_R^2$, it is possible to calculate the true $t_R^2$ for all 70 peaks included in the subsequent analysis.

4.4.3 Pseudo-isothermal Conditions of the Secondary Column Separation

In typical comprehensive GC×GC, the nature of the primary column separation is distinct from that of the secondary column separation. Broadly, the former can be considered slow (tens of minutes) with a high peak capacity (hundreds of peaks), while the latter is fast (usually less
than ten seconds) with a more moderate peak capacity (tens of peaks). This general style of GC×GC separations is predicated by the need to maintain appropriate modulation ratio ($M_R$) to avoid sampling-based band broadening on the primary column, while maintaining reasonable overall run times. Longer secondary column run times, and consequently longer $P_M$, may be utilized; however, this may require inadequate $M_R$, inefficient primary column performance, and/or excessively long method run times. The solution that many GC×GC practitioners have adopted is to operate the primary column as efficiently as possible to maximize $l_n_c$, and to utilize a short $P_M$ to maintain the maximized $l_n_c$, and to operate the secondary column to provide moderate $^2n_c$ with minimal harm to $l_n_c$ [3,14,15].

The short secondary column separation relative to that of the primary column, combined with moderate oven temperature programming rates, implies that relative to the primary column, the secondary column separation may be considered as a series of pseudo-isothermal separations [13]. The temperature change between modulations ($\Delta T$) may be calculated from the programmed temperature ramp for the primary and secondary oven ($T_{ramp}$) and modulation period as $\Delta T = T_{ramp} \cdot P_M$. For column set 3 under optimal conditions, there is only a differential in temperature of 0.25 °C within the span of each secondary column separation (i.e., each modulation). The most impactful consequence of the pseudo-isothermal nature of the secondary column separation is that the general elution problem applies, causing $^2w_b$ to increase linearly with $^2k$ [13,24,25], as noted in the theory section.

The linear relationship between the $^2k$ of an analyte and its subsequent $^2w_b$ is readily observed in the data. Figure 3A is a section of the reregistered 2D TIC chromatogram from the column set 3 separation, from which 2D peaks for six analytes having different $^2t_R$ were selected. To cover the range of $^2k$ observed in the experiment, it was necessary to combine peaks from a
range of primary column times, as there were insufficient primary column coelutions at any
given $t_R$. The six selected analytes, numbered in order of increasing $t_R$ were hexadecane, 1-
tetradecanol, methyl dodecanoate, 2-pentadecanone, benzophenone, and diethyl phthalate. The
combined secondary column chromatogram was generated by selecting the most abundant
modulation for the six 2D peaks and extracting the secondary column chromatographic profile
using a selective $m/z$ for each analyte. The six extracted chromatographic profiles were then
summed together to generate a combined secondary column profile, which was smoothed using a
Savitzsky-Golay filter with a window of 7 data points (mass spectra) and a polynomial degree of
2. These parameters were selected manually to balance noise reduction against smoothing-
induced broadening, determined by comparison of the raw and smoothed data. This combined
secondary column profile, plotted in Figure 3B, represents the secondary column chromatogram
that would be expected had all six analytes co-eluted on the primary column and then been
separated on the secondary column.

The series of peaks in Figure 3B were evaluated using in-house developed software to
determine $k$ and $w_b$, as summarized in the inset of Figure 3B, which plots $k$ versus $w_b$,
showing a clear linear trend. Because peak width is also a function of chemical constants for a
given analyte, such as $D_{g,0}$, [33] some scatter around the line of best fit is expected; however, the
overall observation of linear increase of $w_b$ with $k$ is consistent throughout the 2D
chromatogram. To comprehensively demonstrate this effect, a total of 70 analytes were
measured, as described in Section 4.3.2. The measured analytes spanned the range of
cyclohexanol to 1-eicosanol, which was a range of 277 to 2185 s on the primary column for
column set 3. Figure 4A is a plot of $w_b$ versus $k$ for the 70 measured analytes, as separated on
column set 3. The markers for each $w_b$ and $k$ pair have been assigned according to the
represented analytes’ $t_{R}$; in order of $t_{R}$, analytes 1-23, 24-46, and 47-70 are represented by circles, triangles, and squares, respectively. This figure demonstrates the consistently linear trend between $2k$ and the resulting $2w_b$, as well as the independence of this phenomenon from $t_{R}$. An interesting implication of the $2w_b$ versus $2k$ curve fitting is that it allows for estimation of $2w_b$ for an unretained peak, according to the y-intercept of the best fit line. For column set 3, we estimate that an unretained peak would have a $2w_b$ of only 55 ms, which highlights the impressive performance of the thermal modulator for generating very narrow injection pulses [34].

The measurement of $2k$ from the GC×GC chromatograms was validated by analyzing a subset of the 70 measured analytes by isothermal GC–FID. 11 analytes were selected comprising a total of 4 groups of closely eluting compounds from the primary column. Within each selected group, all analytes eluted within ~1-2 °C of each other, and included coelutions on the primary that are resolved by secondary column. Each of these analytes was analyzed by isothermal GC–FID using longer segment (10.0 m) of the secondary columns, cut from the same column spool, at a series of temperatures with 10 °C increments to determine $k$ as a function of temperature, and to allow interpolation of the $k$ for each analyte at the temperature corresponding to $2T_e$. Figure 4B plots $2k$ for each of the 11 analytes, as determined from the column set 3 GC×GC separation versus those determined from the isothermal GC–FID separations. The plot shows strong agreement between the $2k$ calculated by each experiment. One of the assumptions made in the calculation of $2k$ from the GC×GC separations was that $2t_0$ could be accurately calculated using the column flow calculator included with the ChromaTOF instrument software. Traditionally, $t_0$ determinations are performed by injection of an unretained analyte, such as methane [35]; however, this is not possible in thermally modulated GC×GC, though it has been demonstrated in flow-modulated GC×GC [36].
Figure 5 includes the comparisons of $2k$ from the GC×GC experiment versus that of the isothermal GC–FID analysis all six column sets. Overall, we see that $2k$ is predicted with reasonable accuracy between experiments, with deviations from unity likely due to systematic bias in the determination of $2t_0$ in the GC×GC experiment and/or flow deviations during its temperature programmed separation. Briefly, we find that bias in slope is consistent within column sets 1-3, and within column sets 4-6, which utilize secondary columns with 0.2 µm and 0.4 µm films, respectively. This provides further evidence that the bias is due to systematic error in the calculated $2t_0$. Figure 6 shows the differences in the $2w_b$ versus $2k$ plots between column sets 1, 2, and 3. Overall, we observe a similar linear relationship between $2w_b$ and $2k$ for each column set, with similar slopes and y-intercepts. The major difference between column sets is the range of $2k$ present in each column set, which increases with $\beta_R$. Further, we observe that the starting $2k$ increases with as $\beta_R$ well, shifting the best fit lines to the right.

4.4.4 Column 2 Peak Capacity

Peak capacity is defined as the number of chromatographic peaks that fit within a given time at a given resolution, and is representative of the separation ability of a system. Peak capacity describes the “resolving power” of a chromatograph for a hypothetical mixture of analytes that cover the separation space. One of the more-prominent implications of peak capacity is as it pertains to statistical overlap theory, which estimates the theoretical peak capacity required for a given system to sufficiently resolve a mixture of analytes. For example, to resolve to single peaks 98% of the components in a mixture having uniform random retention times, the peak capacity of a separation must exceed the number of components separated by a factor of approximately 100 [8]. For reasonably complex mixtures, it thus follows that a separation’s peak capacity must be large. However, using conventional 1D GC, the requirements
to achieve an order of magnitude increase in peak capacity (e.g., by using a longer column) are impractical, and may only be reasonable achieved via GC×GC, provided the system is optimized for that objective [3]. In an optimized GC×GC, the peak capacity advantage over 1D GC [3,12,14] is largely realized by the peak capacity provided by the secondary column in a relatively short separation time, and which combines with the peak capacity of the primary column to provide the two-dimensional peak capacity of the GC×GC.

As described in Section 4.4.3 the secondary column separation may be considered as a pseudo-isothermal process which is impacted by the general elution problem, and subject to a linear dependence of \( 2w_b \) on \( 2k \). For the measurement of \( 2n_c \), this is critically important; rather than simply dividing the separation window by the average peak width, as is applied for \( 1n_c \), we must take into account the effect of \( 2k \) dependent band broadening. For an isothermal separation, the retention time of a series of peaks at \( R_s \) of 1 may be defined [13]. Utilizing the equation of best fit described in Section 4.3.4 to define \( 2w_b \) as a function of \( 2k \), and the range of \( 2k \) encountered in the data, it is possible to iteratively simulate the number of peaks that may fit within the defined retention window. Figure 7 is a series of peaks simulated using the parameters obtained from linear best fits of \( 2w_b \) versus \( 2k \) for column sets 1, 2, and 3, as summarized in Figure 6. Each peak has a width defined by the best fit equation, and is at \( R_s \) of 1 relative to its neighbors. The first interesting finding of this effort is that the least retained analytes, in this experiment represented by the n-alkane band, have non-negligible retention and that their retention increase with \( \beta R \). For the purposes of determining \( 2n_c \), the retention time window should not be defined by \( P_M \), rather, it should be defined by the differences of retention times between the most and least retained analytes. While it may be possible to squeeze more peaks between \( 2k \)
of zero and the minimum $2k$ observed, doing so would require the improbable occurrence of compounds which are less retained than n-alkanes on a polar column.

Under the specified conditions, it is found that there are diminishing returns from experimentally extending the $2k$ range through manipulation of $\beta$. In the case of column set 1, which has the smallest $2k$ range, $2n_c$ is 12 with a $P_M$ of 1 s; in column set 3, $P_M$ is tripled to 3 s, but $2n_c$ is not quite doubled at 21. The band broadening with $2k$ results in progressively smaller gains in $2n_c$ as the $2k$ range is increased. The gains to $2n_c$ are further decreased since the $2k$ range is not just extending, it is also shifting such that the minimum $2k$ is increasing, as observed for the $2w_b$ versus $2k$ plots in Figure 6, in which the lines of best fit both extend and shift to higher $2k$ as $\beta_R$ increases. This further deprecates the $2n_c$ gained at higher $\beta_R$ as the minimum $2k$ increases for the least-retained n-alkanes.

4.4.5 Column 1 Peak Capacity

While the change $2n_c$ is the most obvious impact of the effect of $\beta$ on the $2k$ range, there is also a meaningful effect on $1n_c$ by the influence of $2k$ range on $M_R$. As described in the Section 4.4.2, the optimal $P_M$ should be set according to the observed $2k$ range, such as to allow wraparound as needed for utilizing the 2D separation space, without so much as to have overlap between analytes with minimal versus maximal $2k$. It is well know that the chosen $P_M$ affects $1n_c$ by way of broadening primary peaks as a function of $M_R$ [3,12,13]. Briefly, at high $M_R$ the width of a modulated peak approaches that of the peak prior to modulation; that is, at sufficiently high $M_R$, there is no band broadening due to modulation. However, under typical GC×GC operational parameters, $M_R$ tends to be smaller, with impacts to $1n_c$. Using statistical overlap theory, one may predict the impact to $1n_c$, provided knowledge of $P_M$ and $1w_b$ prior to modulation [31]. In common practice of GC×GC, however, $1w_b$ prior to modulation is not known, since all we can
observe is the signal after the modulation and subsequent secondary column separations have occurred. Instead, we may measure \( I_{w_b} \) following modulation, and use this “effective” width for all subsequent analysis. It is of note that the measured \( I_{w_b} \) following modulation only takes into account the band broadening that results from modulation, and does not consider other matters which are addressed by statistical overlap approaches. However, the methods applied here are adequate for estimation of \( I_{w_b} \) and \( I_{n_c} \) and allow for comparison of these metrics between column sets.

Using the method described in Section 4.3.3, \( I_{w_b} \) was calculated for tetradecane in each column set. The data were collected with the optimal \( P_M \) for the particular column set. Additionally, the data was collected with longer \( P_M \) to eliminate analyte wraparound, which simplifies the interpretation of GC×GC chromatograms, but has notable impacts on \( I_{w_b} \) and \( I_{n_c} \). At a \( P_M \) of 3 s, the \( I_{w_b} \) was 5.496 s, while at a \( P_M \) of 6 s, the \( I_{w_b} \) was 7.452 s. It is worth emphasizing that, between these conditions, only \( P_M \) was changed. Similar degrees of modulator-induced band broadening were observed for column sets 1 and 2 when the longer \( P_M \) were used; these results are summarized in Table 4.

Comparing between column sets is more difficult, as the primary column film thickness is expected to influence \( I_{w_b} \) prior to modulation. Specifically, column set 1 utilizes a 1.0 µm film on the primary column, while that of column set 3 is 0.25 µm. Prior to modulation, column set 1 would be expected to produce peaks with wider \( I_{w_b} \), all other things equal, than column set 3. Further, we see that under the same experimental conditions, the primary column retention range between the most and least retained analytes is larger with thicker films. Typically, we would expect the peak capacity to be comparable between the primary columns used, as the shorter retention time range the column with the thinner film would be made up for by its narrower
peaks. After considering modulator-induced band broadening, however, the longer $P_M$ required for column set 3 eliminates any $^{1}w_b$ advantages it thinner film may have provided. Between column sets 1 and 3, the measured $M_R$ is substantially reduced from 5.485 to 1.832, respectively. Ultimately, the combination of primary column film thickness and modulator-induced band broadening result in measured $^{1}w_b$ which are approximately the same between column sets 1, 2, and 3. When $M_R$ drops more substantially, such as in the experiments using longer $P_M$ than optimal, the increase in $^{1}w_b$ is more significant.

4.4.6 2D Peak Capacity

Two-dimensional peak capacity ($n_{c,2D}$) is defined as the product of $^{1}n_c$ and $^{2}n_c$, according to equation 6. $n_{c,2D}$ is useful for comparing the ability of GC×GC systems to separate complex mixtures. It may also be expressed as a rate in the form of peak capacity production, which is the $n_{c,2D}$ per unit time [14]. In the work described here, $n_{c,2D}$ is the principal metric by which the column sets are compared, as it takes into account the performance of both the primary and secondary column separations. Table 4 summarizes the performance of all of the column sets at their optimal $P_M$, the performance of column sets 1-3 under conditions of longer $P_M$, as well as the expected performance of sets 2 and 3 under hypothetical conditions.

Under optimal conditions, we find that column set 3 provides the best $n_{c,2D}$ for the sample studied. This column set provides a large $^{2}n_c$ of 21, and has a $^{2}k$ range that is amenable to a short $P_M$ of 3 s that provides for a reasonable $M_R$ for tetradecane of 1.832. This column set utilizes a thin film of 0.25 µm on the primary column, which provides narrower peaks that are somewhat broadened by the modulator. It should be mentioned that the $M_R$ was determined for an analyte eluting near the middle of the primary column separation and that the $M_R$ may be smaller for peaks which having narrower $^{1}w_b$. Additionally, the measured $^{1}w_b$ is may be less precise at lower
$M_R$ due to the impacts of sampling phase, which significantly affects the number of high $S/N$ peaklets when $M_R$ is small.

Column set 2 has a smaller $^2k$ range and a subsequently smaller $^2n_c$ of 14 compared to column set 3. However, the optimum $P_M$ for column set 2 is also shorter at 1.5 s, which allows for an improved $M_R$ of 3.657 for tetradecane. At this $M_R$, we expect negligible modulator-based band broadening for peaks of equivalent $^1w_b$ to tetradecane; additionally, $^1w_b$ can be more precisely measured due to the improved data density across the primary column peak. While the limited $^2k$ range of column sets 1 and 2 provides for a short $P_M$ and enhanced $M_R$ relative to column set 3, the $M_R$ is perhaps larger than needed. In simulation work recently published by Pinkerton et. al., peak capacities were studied using $M_R$ of 2 or 4 as a function of $P_M$; briefly, it was found that $n_{c,2D}$ could be improved by moving from $M_R$ of 4 to 2 by means of narrowing $^1w_b$ prior to modulation. Entry 2-b in Table 4 is a hypothetical condition, whereby the $M_R$ of 3.657 from column set 2 has been decreased to that of column set 3 by decreasing $^1w_b$ to 2.8 s; under this condition, $^2n_c$ remains constant, while $^1n_c$ substantially improves for an overall improvement in $n_{c,2D}$ from ~5850 to ~11450. This decrease in $^1w_b$ while maintaining method run time could be accomplished by reductions in primary column inner diameter, though there are tradeoffs in terms of working concentration ranges and column backpressure, as well as impacts to flow on the secondary column [3,12,37]. Improvements to $^1w_b$ may also be accomplished by minimizing off-column band broadening by the injector [14,15]. Entry 2-c considers a more realistic improvement to $^1n_c$ by reducing $^1w_b$ to 4.0 s. Under these conditions, the $M_R$ would be ~2.67, and the $n_{c,2D}$ would be ~8020, which is equivalent to that obtained in column set 3. In previously reported metabolomics studies by our group [38,39], we observed exceptional peak capacity though applying instrument operating parameters similar to those in 2-c.
Another hypothetical example that is covered in Table 4 is entry 3-b, which considers the \( t_w \) needed to achieve a \( M_R \) on column set 3, when operated under no wraparound conditions \( (P_M \) of 6 s), which is equivalent to that of column set 2 operated under optimal conditions. Under these conditions, \( t_w \) would need to be experimentally broadened, such as by reducing the carrier gas flow to below optimal, to 22 s in order to match the \( M_R \) achieved with column set 2. While this hypothetical separation would have the higher \( ^2n_c \) of 21, \( t_{nc} \) would be significantly diminished to \( \sim 100 \), and the resulting \( n_{c,2D} \) would be only \( \sim 2030 \).

In summary, we find that for the test mixture studied here, column set 3 provides the maximum \( n_{c,2D} \) under optimal \( P_M \). Operating at extensive \( P_M \) so as to avoid wraparound has dramatic implications, as the realized \( ^2n_c \) stays constant, with substantial decreases in \( t_{nc} \) due to modulator-based band broadening. The effect is particularly apparent if attempts are made to improve \( M_R \) by means of increasing \( t_w \). The differences in \( M_R \) and \( n_{c,2D} \) between column sets 1, 2, and 3 demonstrate that there are inherent tradeoffs between these metrics; depending on what is planned for the data following collection, analysts may prefer the \( M_R \) provided by column sets 1 and 2, or the \( n_{c,2D} \) provided by column set 3. For example, separations having a higher \( M_R \) may be preferred to avoid under sampling narrower peaks that elute in earlier portions of the chromatogram, or to enable more accurate and precise measurement of \( t_R \) needed for some experiments. Another case for higher \( M_R \) could be where any lost resolution on the primary column is unlikely to be made up for on the secondary column, such as in the example of chiral-GC×GC [40], where a high \( M_R \) may be needed to maintain quantitative accuracy for critical peak pairs.
4.4.7 Impacts of Increasing Film Thickness on the Secondary Column

The aforementioned data were collected with column sets 1-3, which utilized a thin film of 0.2 µm on the secondary column ($\beta$ of 225), which is representative of most GC×GC configurations. In contrast, column sets 4-6 used a 0.4 µm film on the secondary column ($\beta$ of 112.5), which is less commonly utilized in GC×GC. The data was collected on column sets 4-6 to allow for the study of more extensive $^2k$ ranges, and their implications for $P_M$, $M_R$, and $n_c$. As summarized in Table 4, the observed $^2k$ ranges in column sets 4-6 were substantially increased by the thicker secondary column stationary phase, compared to the thinner film counterpart in column sets 1-3. Using the 0.2 µm film, $^2k$ ranged from 0.269 to 3.541; using the 0.4 µm film, $^2k$ ranged from 0.965 to 9.870. Commensurate with the increase in the range of $^2k$, $P_M$ was also increased as described earlier. In contrast to findings that $^2n_c$ increased with $^2k$ range within column 1-3—albeit with diminishing returns—when comparing between column sets using the same primary column (e.g. comparing sets 1 and 4), we see subdued benefits to $^2n_c$. Though using the thicker film on the secondary column significantly increases $2k$, $^2n_c$ is only slightly improved.

The restrained gains in $^2n_c$ for column sets 4-6 relative to set 1-3 may be attributed to two causes. First, with the thicker film, the starting $^2k$ is higher, which results in the $^2w_b$ of the first eluting peak in the series starting relatively wider, and increasing from there. Second, retained peaks on thicker films have non-negligible broadening from inhibited mass transfer in the stationary phase. Additionally, holding other parameters constant, thicker films increase $H_{min}$ and reduce the overall efficiency of a separation [22]. The increased on-column band-broadening reduces the impact of increased $^2k$ range in increasing $^2n_c$, especially in light of reductions to $^1n_c$ due to modulator-induced band broadening that at occurs at the longer optimal $P_M$ required by
column set 4-6. As is demonstrated in Table 4, column sets 4-6 achieve similar $^2n_c$ to the sets 1-3, but with longer $P_M$; as a result, column sets 4-6 have lower $M_R$, wider $^1w_b$, and ultimately, reduced $n_{c,2D}$. If the data were collected with longer than optimal $P_M$ to avoid secondary column wraparound, the reductions in $n_{c,2D}$ would be even more substantial.

4.4.8 Implications of Phase Ratio for the Practice of High Peak Capacity GC×GC

As thoroughly discussed in the preceding sections, $\beta$ has a meaningful impact on the experimental operation of GC×GC, and should be considered during method development. Consistent with theoretical studies of $n_{c,2D}$ in GC×GC, we observed that $n_{c,2D}$ was maximized by utilizing a limited $^2k$ range with a moderate $P_M$. While improvements to $M_R$ and $^1n_c$ were possible by reducing the $^2k$ range, the loss to $^2n_c$ was more substantial than the gain to $^1n_c$, resulting in an overall slight decrease to $n_{c,2D}$. Considering each column individually, we found that $\beta$ has a relatively small effect on $^1n_c$ and a much more substantial effect on $^2n_c$. Due to the loss of $^2n_c$ when using a relatively thick film on the secondary column, such columns are generally best avoided, unless temperature considerations necessitate the use of the lower $^2\beta$ to increase retention. Considered separately from the impacts to $P_M$ and $M_R$, the changes in $^1\beta$ resulted in only small changes in $^1n_c$, with the trend that smaller $^1\beta$ resulted in somewhat broader $^1w_b$. The more important consequence of $^1\beta$ was the effect it had on $^1T_e$ for analytes in the temperature-programmed separation. Since the temperature of the pseudo-isothermal secondary column separation depends on $^1T_e$ for each analyte, significant changes to $^1T_e$ will substantially alter $^2k$ and associated metrics, such as $^2w_b$ and $^2n_c$. When subsequent considerations such as $P_M$ are accounted for, $^1\beta$ may have broad effects on $^1n_c$ and $n_{c,2D}$ beyond its direct effects on the primary column efficiency.
It should be noted that this work was performed under the presumed limitation of not having independent temperature control of the primary and secondary columns. As noted in Section 4.3.2, the secondary column tracked the primary oven temperature program with a constant offset of +5 °C; this temperature offset is the minimum allowed by the instrument control software. Utilizing different secondary column temperature offsets was not considered in this work for two reasons. First, many GC×GC instruments implement designs in which the secondary column resides in the primary oven and cannot be temperature controlled independently of the primary column. Second, in the most common implementation of secondary column ovens, such as that used in the LECO Pegasus 4D, the secondary column oven is only partially independent of the primary oven; while the secondary oven may be set to a higher temperature than that of the primary oven, it cannot be set to a lower temperature. In the context of this work, if the chromatographer had a separation with insufficient $2k$ range using a +5 °C offset, retention on the secondary column could not be further improved by means of the secondary column temperature settings available on that instrument. Within common instrument limitations, this work shows that $\beta$ can be used as a parameter to control $2k$ and, with proper considerations, maximize $n_{c,2D}$ in commercially-available GC×GC instruments.

4.5 Conclusions

For the practice of high peak capacity GC×GC, a variety of instrument factors, including both fixed hardware design and variable instrument parameters, must be carefully chosen to maximize $n_{c,2D}$. Many of these factors have received previous attention in the context of $n_{c,2D}$ with the exception of the phase ratio ($\beta$) selected for both the primary and secondary columns. In this work, we studied the effects of changes in $\beta$ while holding instrument parameters other than the modulation period ($P_M$) constant. Overall, we found that $\beta$ substantially affected $n_{c,2D}$ by
influencing retention factors on the secondary column \((2k)\), and thereby changing the \(P_M\) necessary for proper secondary column separations. The necessary changes to \(P_M\) modify the modulation ratio \((M_R)\), which affects the primary column peak widths and \(^1n_c\). Through changes to \(^1\beta\), the range of \(2k\) may be controlled, with subsequent effects to both \(^2n_c\) and \(^1n_c\). These effects were opposite in direction, such that improvements to \(^2n_c\) may result in declines in \(^1n_c\). Due to the pseudo-isothermal nature of the secondary column separation, there are diminishing returns to extending the \(^2n_c\) at the cost of \(^1n_c\).

In this particular experiment, we found that column set 3 with an optimal \(P_M\) provided the highest theoretical \(n_{c,2D}\) of \(\sim 8100\), though this was at a relatively low \(M_R\) of \(\sim 1.8\). Column set 2 provided a high theoretical \(n_{c,2D}\) of \(\sim 5800\), at a much higher \(M_R\) of \(\sim 3.7\). Though column set 2 had a lesser total peak capacity than column set 3, its higher \(M_R\) suggests that further improvements are possible by improving the primary column efficiency (i.e., narrowing the primary column peak widths) to improve \(^1n_c\). Similar efforts with column set 3 would result in primary column peaks that are severely under-modulated with subsequent deleterious effects.

Overall, manipulating \(\beta\), particularly for the primary column, is a useful method for controlling secondary column retention and consequent effects on \(P_M\), \(M_R\), and \(n_{c,2D}\).
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4.7 Tables

Table 4-1. The column sets utilized in this report, with film thicknesses and corresponding beta ratio ($\beta_R$).

<table>
<thead>
<tr>
<th>Column Set</th>
<th>Primary column film (µm)</th>
<th>Secondary column film (µm)</th>
<th>$\beta_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>0.2</td>
<td>0.28</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>0.2</td>
<td>0.56</td>
</tr>
<tr>
<td>3</td>
<td>0.25</td>
<td>0.2</td>
<td>1.11</td>
</tr>
<tr>
<td>4</td>
<td>1.0</td>
<td>0.4</td>
<td>0.56</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>0.4</td>
<td>1.11</td>
</tr>
<tr>
<td>6</td>
<td>0.25</td>
<td>0.4</td>
<td>2.22</td>
</tr>
</tbody>
</table>

Table 4-2. The modulator and oven parameters used for each column set. The hot and cold pulse times are listed for each stage in the dual-stage thermal modulator. The maximum temperature of the primary oven program ($^1T_{\text{max}}$) and the thermal offset applied to the modulator block ($T_{\text{mod,offset}}$) are also provided.

<table>
<thead>
<tr>
<th>Column Set</th>
<th>$\beta_R$</th>
<th>$P_M$ (s)</th>
<th>Hot Pulse (s)</th>
<th>Cold Pulse (s)</th>
<th>$^1T_{\text{max}}$ (°C)</th>
<th>$T_{\text{mod,offset}}$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.28</td>
<td>1</td>
<td>0.40</td>
<td>0.10</td>
<td>250</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>0.56</td>
<td>1.5</td>
<td>0.40</td>
<td>0.35</td>
<td>240</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>1.11</td>
<td>3</td>
<td>0.60</td>
<td>0.90</td>
<td>230</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>0.56</td>
<td>3</td>
<td>0.60</td>
<td>0.90</td>
<td>250</td>
<td>40</td>
</tr>
<tr>
<td>5</td>
<td>1.11</td>
<td>5</td>
<td>1.25</td>
<td>1.25</td>
<td>240</td>
<td>40</td>
</tr>
<tr>
<td>6</td>
<td>2.22</td>
<td>8</td>
<td>2.00</td>
<td>2.00</td>
<td>230</td>
<td>40</td>
</tr>
</tbody>
</table>
Table 4-3. The calculated primary column elution temperatures (°C) for the 11 selected analytes, provided for each of the three primary column film thicknesses applied.

<table>
<thead>
<tr>
<th>Analyte</th>
<th>0.25 µm film</th>
<th>0.5 µm film</th>
<th>1.0 µm film</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-heptanone</td>
<td>59.3</td>
<td>67.1</td>
<td>81.7</td>
</tr>
<tr>
<td>nonane</td>
<td>59.8</td>
<td>68.3</td>
<td>83.0</td>
</tr>
<tr>
<td>methyl hexanoate</td>
<td>63.1</td>
<td>72.0</td>
<td>87.1</td>
</tr>
<tr>
<td>2,6-dimethyloctane</td>
<td>63.8</td>
<td>73.1</td>
<td>88.5</td>
</tr>
<tr>
<td>bromobenzene</td>
<td>63.3</td>
<td>72.8</td>
<td>88.9</td>
</tr>
<tr>
<td>1-bromohexane</td>
<td>64.1</td>
<td>73.5</td>
<td>89.2</td>
</tr>
<tr>
<td>1-undecene</td>
<td>85.6</td>
<td>96.6</td>
<td>113.8</td>
</tr>
<tr>
<td>2-nonanone</td>
<td>86.1</td>
<td>96.8</td>
<td>114.0</td>
</tr>
<tr>
<td>adamantane</td>
<td>83.6</td>
<td>95.6</td>
<td>114.3</td>
</tr>
<tr>
<td>hexadecane</td>
<td>150.8</td>
<td>163.6</td>
<td>182.5</td>
</tr>
<tr>
<td>diethyl phthalate</td>
<td>150.8</td>
<td>163.7</td>
<td>183.4</td>
</tr>
</tbody>
</table>

Table 4-4 Summary of results. 1-6 are results using the optimal $P_M$. –a (e.g., 1-a) indicates results from the alternative $P_M$ which does not allow for analyte wraparound. –b and –c indicate hypothetical results predicted for changes to peak widths to meet targeted $M_R$.

<table>
<thead>
<tr>
<th>Column Set</th>
<th>2$k'$ range</th>
<th>$P_M$ (s)</th>
<th>$t_w$ (s)</th>
<th>$M_R$</th>
<th>$n_c$</th>
<th>$n_c$</th>
<th>$n_c$,$2D$</th>
<th>$t_R$ range (min)</th>
<th>PCP (min$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.269 - 1.090</td>
<td>1</td>
<td>5.485</td>
<td>5.485</td>
<td>458</td>
<td>12</td>
<td>5491</td>
<td>41.83</td>
<td>131</td>
</tr>
<tr>
<td>2</td>
<td>0.506 - 2.123</td>
<td>1.5</td>
<td>5.486</td>
<td>3.657</td>
<td>418</td>
<td>14</td>
<td>5846</td>
<td>38.18</td>
<td>153</td>
</tr>
<tr>
<td>3</td>
<td>0.736 - 3.541</td>
<td>3</td>
<td>5.496</td>
<td>1.832</td>
<td>387</td>
<td>21</td>
<td>8127</td>
<td>35.45</td>
<td>229</td>
</tr>
<tr>
<td>4</td>
<td>0.965 - 3.197</td>
<td>3</td>
<td>6.4674</td>
<td>2.156</td>
<td>388</td>
<td>13</td>
<td>5047</td>
<td>41.85</td>
<td>121</td>
</tr>
<tr>
<td>5</td>
<td>1.467 - 5.851</td>
<td>5</td>
<td>7.2483</td>
<td>1.450</td>
<td>317</td>
<td>17</td>
<td>5394</td>
<td>38.33</td>
<td>141</td>
</tr>
<tr>
<td>6</td>
<td>2.059 - 9.870</td>
<td>8</td>
<td>9.5459</td>
<td>1.193</td>
<td>224</td>
<td>21</td>
<td>4699</td>
<td>35.60</td>
<td>132</td>
</tr>
<tr>
<td>1-a</td>
<td>0.269 - 1.090</td>
<td>3</td>
<td>6.523</td>
<td>2.174</td>
<td>385</td>
<td>12</td>
<td>4618</td>
<td>41.83</td>
<td>110</td>
</tr>
<tr>
<td>2-a</td>
<td>0.506 - 2.123</td>
<td>3</td>
<td>6.938</td>
<td>2.313</td>
<td>330</td>
<td>14</td>
<td>4622</td>
<td>38.18</td>
<td>121</td>
</tr>
<tr>
<td>3-a</td>
<td>0.736 - 3.541</td>
<td>6</td>
<td>7.452</td>
<td>1.242</td>
<td>285</td>
<td>21</td>
<td>5994</td>
<td>35.45</td>
<td>169</td>
</tr>
<tr>
<td>2-b</td>
<td>0.506 - 2.123</td>
<td>1.5</td>
<td>2.8</td>
<td>1.867</td>
<td>818</td>
<td>14</td>
<td>11453</td>
<td>38.18</td>
<td>300</td>
</tr>
<tr>
<td>2-c</td>
<td>0.506 - 2.123</td>
<td>1.5</td>
<td>4.0</td>
<td>2.667</td>
<td>573</td>
<td>14</td>
<td>8017</td>
<td>38.18</td>
<td>210</td>
</tr>
<tr>
<td>3-b</td>
<td>0.736 - 3.541</td>
<td>6</td>
<td>22</td>
<td>3.667</td>
<td>97</td>
<td>21</td>
<td>2030</td>
<td>35.45</td>
<td>57</td>
</tr>
</tbody>
</table>
4.8 Figures

Figure 4-1. Representative total ion current (TIC) chromatograms from the separation of the 115 component mixture on column set 3. (A) using a $P_M$ of 6 s, which allows for no wraparound of analytes. (B) using an optimal $P_M$ of 3 s, which allows for partial wraparound to better utilize the 2D separation space. (C) reregistered chromatogram in which (B) has been replotted such that the least retained analytes appear at the bottom of the chromatogram.
Figure 4-2. Representative reregistered TIC chromatograms for four column sets used in the report, including (A) column set 1 (B) column set 2, (C) column set 3, and (D) column set 6.

Figure 4-3. (A) A section of the reregistered separation using column set 3, from which six peaks were selected to demonstrate the relationship between $t_{R}$ and $w_{b}$. The six analytes in order of increasing $t_{R}$ are: hexadecane, 1-tetradecanol, methyl dodecanoate, 2-pentadecanone, benzophenone, and diethyl phthalate. (B) The combined secondary column profile from the most intense modulations of the six 2D peaks. The inset figure plots the $w_{b}$ versus $k$ for the six peaks with a linear best fit line (red).
Figure 4.4. (A) is a plot of $w_b^2$ versus $k^2$ for the 70 measured analytes, as separated on column set 3. The markers for each $w_b^2$ and $k^2$ pair have been assigned according to the represented analytes’ $t_R$; in order of $t_R$, analytes 1-23, 24-46, and 47-70 are represented by circles, triangles, and squares, respectively. (B) is a plot of $2k^2$ for each of the 11 analytes, as determined from the column set 3 GC×GC separation versus those determined from the isothermal GC–FID separations.

Figure 4.5. Plots of $2k^2$ for each of the 11 analytes, as determined from the GC×GC separations for each column set versus those determined from the isothermal GC–FID separations.
Figure 4-6. The $w_b$ versus $k$ plots for (A) column set 3, (B) column set 2, and (C) column set 1.

Figure 4-7. Simulated isothermal secondary column chromatograms used to determine $n_c$ for (A) column set 3, (B) column set 2, and (C) column set 1.
Chapter 5: Conclusions

5.1 Summary of Presented Work

The development and implementation of GC×GC–TOFMS is likely the most significant advance in gas chromatography over the last two decades, and arguably has enabled the largest advance in the peak capacity capabilities of gas chromatographs since the introduction of WCOT capillary columns in 1979. However, alongside the advances in capabilities introduced by GC×GC–TOFMS has been new challenges in instrument design, operation, optimization, and data processing and analysis. An abundance of authors have addressed these challenges and made substantial improvements to increase the usability of the platform, including its commercially-available implementation as the LECO Pegasus 4D. One of the major challenges remaining in GC×GC–TOFMS is strategies and methods for data processing, quantification, and interpretation. Historically, data has been analyzed on the following three levels: pixel, peak table, or peak region. While all of these three levels of data are utilized, the peak table and peak region methods approaches are firmly provided by the instrument manufacturers, and hence the analyst must apply such software in the commercially available state. Hence, there is generally little room for independent development of data processing software at these two data levels, whereas at the pixel-level, there has been relative bounty of opportunity for both improvements in existing methods and entirely new ideas.

The tile-based F-ratio software builds on previous work in pixel-based methods, while additionally encompassing ideas and advantages of peak table and peak region approaches. By inherently mitigating minor misalignment and spurious pixel-level covariance, the tile-based method improves on the pixel-based method, simultaneously improving the discovery of class-distinguishing analytes while reducing the occurrence of false positives. The tile-based method
also retains the advantages of its pixel-based roots: robust to chromatographic interference and non-Gaussian peak shapes, and making minimal assumptions about peak widths, shifts, and abundances. Further, the tile-based F-ratio software is designed around class-comparison experiments, unlike most commercial software which is designed around a chromatogram-by-chromatogram workflow, with export to other software for class-comparison efforts.

Chapter 2 presented work to determine the performance of the tile-based F-ratio method in a spiked analyte study in a complicated matrix: diesel fuel. The tile-based method was found to outperform both pixel-based and peak table methods for non-targeted analyses of complex mixtures, for both the spike versus blank comparisons and the concentration ratio of two comparisons. To objectively limit the tile based F-ratio results to only features which are statistically likely to be true positives, we developed a combinatorial technique using null class comparisons, called null distribution analysis, by which we determined a statistically defensible F-ratio cutoff for the analysis of the hit list. After applying null distribution analysis, spiked analytes were reliably discovered at ~ 1 to ~ 10 ppm (~ 5 to ~ 50 pg using a 200:1 split), depending upon the degree of mass spectral selectivity and 2D chromatographic resolution, with minimal occurrence of false positives. Compared to the pixel-based method, the tile-based method performed similarly at concentrations at and above 50 ppm; below 50 ppm, the tile-based method had superior performance with fewer false positives interspersed between hits, even at the lowest concentration comparisons. Compared to the peak table method, both pixel-based and tile-based methods performed better at concentrations below 50 ppm, as the peak table method encountered trouble with reliable peak detection and quantification at lower S/N.

Chapter 3 presented work which improved on the combinatorial null distribution method described in Chapter 2. The expanded null distribution analysis algorithmically determined an F-
ratio threshold to confidently select only the features which are sufficiently class-distinguishing. When applied to the acid alteration of diesel fuel, the suggested per-hit F-ratio threshold was 12.4, which predicted a false discovery rate (FDR) below 0.1%. Using this F-ratio threshold, 107 of the 3362 preliminary hits were deemed significantly changing due to the acid alteration, with the number of false positives estimated to be about 3. The use of diverse fuel samples within the sample classes focused the results of the class comparison experiment to discover features which were sufficiently consistent within the sample class, deprivoritizing analytes which were too variable compared to the chemical changes induced by the fuel alteration procedure. Validation of the F-ratio analysis was performed using an additional three fuel samples. The subsequent analysis of the discovered class-distinguishing features confirmed that aromatic species are removed by the acid alteration, with the degree of removal consistent with predicted reactivity toward electrophilic aromatic sulfonation. Additionally, we observed that alkenes and alkynes were also removed from the fuel, and that sulfur dioxide or compounds that degrade to sulfur dioxide are generated by the acid alteration.

Chapter 4 presented work to study the effects of phase ratio (β) on peak capacity (n_c) for GC×GC‒TOFMS, and to determine the conditions under which n_c,2D is maximized. Overall, β substantially affected n_c,2D by influencing retention factors on the secondary column (\( 2k \)), and thereby changing the \( P_M \) necessary for proper secondary column separations. The necessary changes to \( P_M \) modify the modulation ratio (\( M_R \)), which affects the primary column peak widths and \( l_n_c \). Through changes to \( l_β \), the range of \( 2k \) may be controlled, with subsequent effects to both \( 2n_c \) and \( l_n_c \). These effects were opposite in direction, such that improvements to \( 2n_c \) may result in declines in \( l_n_c \). Due to the pseudo-isothermal nature of the secondary column separation, there are diminishing returns to extending the \( 2n_c \) at the cost of \( l_n_c \). In this particular experiment,
we found that column set 3 with an optimal $P_M$ provided the highest theoretical $n_{c,2D}$ of ~8100, though this was at a relatively low $M_R$ of ~1.8. Column set 2 provided a high theoretical $n_{c,2D}$ of ~5800, at a much higher $M_R$ of ~3.7. Though column set 2 had a lesser total peak capacity than column set 3, its higher $M_R$ suggests that further improvements are possible by improving the primary column efficiency (i.e., narrowing the primary column peak widths) to improve $^1n_c$. Overall, manipulating $\beta$, particularly for the primary column, is a useful method for controlling secondary column retention and consequent effects on $P_M$, $M_R$, and $n_{c,2D}$.

5.2 Future Directions

There remain several future directions for the research presented in each chapter of this document. The results from each project suggest ways in which methods could be improved, fundamentals better understood, and mechanisms explored. This section will expand on ideas suggested by the results of the tile-based F-ratio development, the study of diesel fuel alteration, and investigations into the role of phase ratio in GC×GC.

5.2.1 Tile-based F-ratio software development and characterization

In the development of the tile-based F-ratio software, I made extensive comparisons to pixel and peak table methods to demonstrate the advantages provided by the tile-based approach. I believe that the issue of comparison to other approaches is now resolved, such that focus can instead be directed at optimization of the tile-based method itself. There are several parameters that are known to affect the performance of the method in terms of false positive and false negative rates: tile size, signal-to-noise thresholds, and number of mass channels averaged for ranking of features in the hit list. However, to adequately characterize this performance requires an experimental comparison having a larger number of controlled class-distinguishing analytes than the four that were utilized in the study described in Chapter 2. Fortunately, data have been
collected utilizing an expanded spike study, as was originally proposed in my candidacy exam, and are currently being analyzed by Brooke C. Reaser, who was one of the group member to inherit the tile-based F-ratio project. An upcoming publication will describe the performance of the tile-based F-ratio software in context of signal-to-noise threshold and number of mass channels averaged for ranking, using receiver operating characteristic (ROC) curves to quantitatively describe the performance under various parameters.

The effects of tile size on performance have only been preliminarily explored. At this point it is known that too large of a tile size leads to false negatives as the summation of noise and signal from interfering peaks dilutes the selectivity of the tile-based quantification. Further, too small of a tile size is unable to mitigate retention time shifting and may additionally lose sensitivity through under-summation of the 2D peaks. The study of tile size implications would be warranted to better understand these effects, and could potentially be performed using the expanded spike study mentioned in the previous paragraph. In the current implementation of tiling, substantial constraints apply to the size of the tile, due to the unique grid scheme. For the secondary column tile size, the tile must be even (to allow for shifting the grid upwards by a half tile), and must evenly divide into the length of the secondary column separation. For example, if the secondary column separation is 1.5 s at 100 Hz, there would be 150 mass spectra comprising the second dimension. Under the aforementioned constraints, the tile size along the secondary column must be 10, 30, or 50. These limitations substantially reduce the flexibility of the analysis in selecting a tile size that is optimal for the peaks in the GC×GC chromatogram. One way by which this limitation could be resolved would be by performing interpolation on the secondary separation in order to “fit” with other tile sizes. Such interpolation must be carefully
studied, however, as distortions to the data may occur that could lead to false negative and false positive issues.

Another area of opportunity in the study of tile size is in relation to the results of the phase ratio study presented in Chapter 4. I found that the phase ratio used on each column substantially affected the retention factor range, and subsequently the range of widths, observed on the secondary column. The development of the tile-based F-ratio software was performed under conditions that led to only minor difference in $\text{2}_{\text{wb}}$ between the most and least retained analytes on the secondary column. However, under other plausible GC×GC conditions, there may be substantial difference in $\text{2}_{\text{wb}}$ between analytes with high $\text{2}_k$ versus those with low $\text{2}_k$. Ideally, based on what is known about optimal tile size based on peak widths, the tiles which sample the high $\text{2}_k$ peaks should be larger than the tiles which sample the low $\text{2}_k$ peaks. Doing so would require a complete revision of the tiling scheme, but could improve the performance of the software, particularly when it is applied to GC×GC chromatograms having longer $P_M$.

Lastly, a principal focus of the acid alteration study presented in Chapter 3 was the development of a combinatorial method for threshold determination in F-ratio analysis. The idea of the work was that the false discovery rate (FDR) could be controlled at the data analysis stage by study of the null hypothesis by computational means. Using the statistical approaches I developed, a maximum of three false positives out of the 107 features above the F-ratio threshold of 12.4 would be expected, for that experiment. However, since the application of the study does not allow for known knowns and known unknowns—unlike that of a spiked analyte study—the true number of false positives in the study remains elusive. Natanial E. Watson, another group member to inherit the F-ratio project, has submitted a manuscript which applies the statistical
methods to a previously characterized GC×GC metabolomics data set, in order to verify that the method described in Chapter 3 is able to control the FDR.

5.2.2 Acid alteration non-targeted analysis and mechanism exploration

Prior to inheriting the acid alteration of diesel fuel project, there were limited hypotheses about the fate of the fuel dye that was removed by the alteration process. Previously, most efforts had involved a more-or-less targeted analysis of hypothesized dye breakdown products that may be found in the altered fuel and serve as a “smoking gun” that the fuel was previously dye-containing and had been illicitly altered. It was not until I undertook non-targeted F-ratio analysis of the acid alteration project that alternative hypotheses began to form. Early on, the results of the tile-based F-ratio analysis—at the onset of that software’s development—there was evidence that in addition to the dye being removed, other aromatic species were removed as well, and further, that very little was being “created” in the fuel following the alteration. The observation of these results guided a study of relevant organic chemistry literature, which suggested that electrophilic aromatic substitution was a likely mechanism by which the aromatic fuel dye and other aromatic species may be removed by the sulfuric acid alteration of the fuel. As discussed in Chapter 3, the results of an expanded alteration experiment lend support to that mechanism.

Interestingly, the results of the analysis also suggest that trace-level alkene and alkynes are being removed by the acid alteration, as well, suggesting that a concurrent mechanism may also be at play. A review of the pertinent literature reveals that an alkene to carbocation alkylation mechanism may also be possible. Such a reaction is widely used in the petroleum refining industry in so-called “alkylate plant” which react small alkenes and branched alkanes to produce larger branched alkanes for formulation into gasoline to improve its octane (anti-
knocking) index. These plants often utilize concentrated sulfuric acid in the reaction, under temperature and pressure conditions similar to that of the diesel fuel alteration. Future studies could utilize simple “model diesel” samples so that concentrations of key analytes could be controlled and tracked over the course of the reaction to better examine the likelihood of both the electrophilic aromatic sulfonation and alkylation mechanisms.

5.2.3 Further study of retention factor and peak capacity in GC×GC

The work described in Chapter 4 reports a complete investigation of the effects of phase ratio on retention factors and peak capacities in GC×GC‒TOFMS. I found that there are substantial tradeoffs between pursuing enhanced peak capacity on the secondary column versus the primary column, due primarily to the effect of modulator-induced band broadening. Surprisingly, I found that the instrument parameters under which our research typically collected GC×GC‒TOFMS data provided a higher modulation ratio and subsequently less peak capacity than what might be realized through minor adjustments. Based on the conclusions of the project, it may be useful to further test the instrument configurations using a real sample and evaluate performance not just using the somewhat abstract concept of peak capacity, but instead on the application-oriented metric of chromatographic resolution of critical peak pairs. This study would help to answer the question of whether losing resolution on the primary column due to collecting at a lower modulation ratio is made up for by gaining resolution on the secondary column.
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