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Fossil fuel combustion accounts for over two-thirds of greenhouse gas emissions worldwide, and as the global population continues to grow, so does our carbon footprint. The root cause of climate change is relatively simple to describe: atmospheric CO₂ transmits visible light from the sun, but absorbs infrared light radiated by the Earth. This “greenhouse effect” makes life on Earth possible, but it is somewhat sensitive to the concentration of CO₂ (and other gases) in the atmosphere. Unfortunately, solving anthropogenic climate change is not nearly as simple as causing it. Since the end of the Industrial Revolution in 1870, global carbon emissions have increased exponentially, with over 30 gigatons of CO₂ released in 2013 alone. Moreover, with an effective atmospheric residence time of ~200 years, roughly a quarter of those CO₂ molecules released at the end of the 19th century still contribute to climate change today! It is clear that a multifaceted approach must
be taken in order to mitigate the harmful effects of climate change, and key to these efforts will be the research and development of (1) efficient, new energy conversion technologies that take advantage of abundant renewable resources, such as solar energy, (2) advanced catalytic materials with high selectivity and activity in order to make industrial processes more efficient, and (3) porous materials capable of high volume carbon capture.

Organic photovoltaics (OPV) are promising “third-generation” solar cells that can be produced cheaply and scaled to large areas. In normal operating mode, OPV devices are typically structured by mixing an electron-donating polymer with electron-accepting fullerene, with this “bulk heterojunction” sandwiched between a transparent conducting anode and metal cathode. Thus, metal-organic interfaces, such as that between the electron acceptor and electron-conducting metal cathode, are critical to the performance of these devices, and while much research in the OPV field is focused on incrementally bumping up device efficiency, a deeper understanding of these systems can be gained through surface science studies of these crucial interfaces as they are prepared.

Likewise, the structure-functional relationships between metal nanoparticles and metal-oxide supports is a topic of immense interest to the field of heterogeneous catalysis. Metal-organic frameworks (MOFs) are extremely versatile materials composed of small metal or metal oxide nodes connected by organic linker groups of a fixed length and conformation, forming highly ordered, porous structures with large surface areas. Since the nodes in many MOFs are oxide clusters of controllable sizes near ~1 nm in diameter, they can be thought of as very well-defined and homogeneous oxide “nano-supports” to which catalytic metals can be attached to improve activity or simply to provide a more homogeneous and well-defined structure to facilitate fundamental studies of oxide-supported metal clusters. The organic linker groups effectively
isolate these nodes (and the supported metals) from each other, thus possibly preventing sintering of the metal centers. Thus, MOFs hold great promise for applications in heterogeneous catalysis, separations, and greenhouse gas storage, and the binding of metal atoms to the oxide nodes of MOFs is a subject of considerable interest.

In this dissertation, adsorption calorimetry is used in concert with surface spectroscopies in ultrahigh vacuum (UHV) to study the adsorption of calcium metal onto phenyl-C_{61}-butyric acid methyl ester (PCBM), by far the most well-studied and prominently-used electron accepting material in OPV. Calcium metal, due to its very low work function, is commonly used as a cathode material in normal OPV devices, making the Ca/PCBM interface critically important for understanding device performance and stability. This study reveals a tendency for Ca metal to diffuse subsurface over 10 nm deep and react aggressively with subsurface methyl ester groups of PCBM to make the Ca carboxylate of PCBM.

Next, a comprehensive experimental and theoretical study of Ca metal on the MOF NU-1000 is presented. NU-1000 is a particularly promising MOF for catalysis because of its water- and temperature-stability, and large porosity and surface area. Our results reveal a tendency for Ca metal to diffuse subsurface over 20 nm deep to react strongly with the hydroxyl- and H_{2}O-terminated nodes producing Ca(OH)_{2} nanoparticles. This is the first study where the interaction of metal atoms with the metal-oxide cluster nodes of any MOF has been characterized in detail with respect to experimental bonding energetics, and it provides a crucial benchmark for computational models of metal bonding to the oxide nodes in MOFs.

Finally, this dissertation presents the first-ever calorimetric measurements of the adsorption of precursors used in atomic layer deposition (ALD) using a specially-designed calorimeter. According to the ISI Web of Science, journal articles on the topic of ALD were cited
>32,000 in the year 2015 alone, a trend which has grown exponentially since the first publication in 1981. ALD is a versatile technique for depositing uniform thin films of precision thickness with exceptional conformity to underlying substrates, even when the surfaces are extremely complex. It has been applied to a wide range of fields including semiconductors, batteries, biomaterials, photovoltaics, and catalysis, including OPVs and MOFs, making this study a perfect complement to our UHV adsorption calorimetry experiments. Unique to ALD is the sequential, self-limiting surface reactions that are separated in time by inert gas purging. We focus on the sequential reaction of trimethylaluminum and water to make Al₂O₃, by far the most extensively studied ALD reaction scheme and the focus of numerous review papers, which cycles between a methylated and hydroxylated surface. We show that the reaction heat of the first half-reaction is $\sim$426 kJ/mol and that for the second half-reaction is $\sim$187 kJ/mol (both exothermic). These measured energies will enable future computational studies to verify the nature of the surface intermediates involved in the elementary steps of this highly important ALD process to make conformal alumina films. We then extend this new ALD calorimetry technique to the formation of three other relevant oxides films by ALD—TiO₂, MnO, and one other process to make Al₂O₃—to highlight the technique’s versatility.

Taken together, the work presented in this dissertation represents an attempt at deeper understanding of interfaces pertinent to the broad fields of energy conversion and carbon capture, and these results will help to guide the development of efficient new technologies, which is vitally important in order to address the global issue of climate change. The calorimetric study of Ca on PCBM is perhaps the most fundamentally significant study yet produced by our group on metal-organic interfaces, and serves as a perfect complement to the suite of studies by our group of Ca metal adsorption on organic semiconducting polymers. We also applied our UHV adsorption
calorimetry technique to perform the first-ever study of metal adsorption on the nodes of any MOF, providing a benchmark for validating the energy accuracy of the computational methods used to model metal bonding to the oxide nodes in MOFs, and to oxide clusters in general. Finally, the introduction here of the first calorimeter for measuring heats of adsorption of ALD precursors has vast potential for future applications, as ALD is a uniquely capable technique with wide-ranging applicability, but very little is known about the enthalpies involved during ALD half-reactions. Moreover, the accuracy of computational methods used for calculating these energies, such as density functional theory, is not known without such experimental energies to reference. Thus, our calorimeter will provide valuable benchmark energies for ALD reactions on surfaces, with future applications in syntheses of a broad range of materials, such as catalysts, photovoltaics, microelectronics, sensors, biomaterials and coatings, all of broad interest to the scientific community.
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**Figure 1.1.** Confirmed efficiencies of emerging photovoltaics and amorphous Si (a-Si, green lines and markers) solar cells in recent years. Organic photovoltaics (OPV) are shown in grey, perovskite solar cells are shown in purple, and dye-sensitized solar cells (DSSC) are shown in blue. Reproduced from reference 41. Since this chart’s publication in 2013, perovskite solar cell efficiencies have topped 20%.

**Figure 1.2.** Simplified diagrams of OLED (left) and OPV (right) devices, with typical electrode materials. In OPVs, photons pass through the transparent ITO electrode and are absorbed by the organic active layer, producing excitons which can dissociate into free electrons and holes. Electrons are collected at the metal electrode and holes are collected at the ITO electrode. The reverse happens in an OLED device: electrons are introduced at the metal electrode, which recombine in the organic active layer with holes introduced at the ITO electrode, producing photons. Reproduced from reference 90.

**Figure 1.3.** Structure of NU-1000, shown in the center, and developed post-synthetic modification methods: solvent assisted ligand incorporation (SALI) and atomic layer deposition in metal-organic frameworks (AIM). Blue, red, black, and white spheres represent zirconium, oxygen, carbon, and hydrogen, respectively. NU-1000 modified by perfluoroalkanes (green lines) via SALI\textsuperscript{91,92} is shown on the left, and by metal clusters (gold spheres) deposited via AIM\textsuperscript{85-87} is shown on the right. Reproduced from reference 93.

**Figure 1.4.** Overview of the materials grown by ALD. The growth of pure elements as well as compounds with O, N, S, Se, Te, and other compounds grouped together are indicated through different shadings at different positions (refer to the key at the top of the figure). Reproduced from reference 79.

**Figure 1.5.** The number of publications per year that contain either the phrase “atomic layer deposition” or “atomic layer epitaxy” in the topic, according to the ISI Web of Science. The first such publication came in 1981.

**Figure 2.1.** (a) Adsorption calorimeter’s heat detector for spin-coated polymer and organic samples mounted in a transferrable platen. The entire sample platen is circularly symmetric aside from the face-plate bolts when viewed from above or below. A circular cut-out of $\beta$-
PVDF precoated on both sides with 70 nm of Cu and topped with 10 nm of Ni for electrical contacts serves as the heat detector. It is clamped between a Cu annular disk (with a beveled inner edge, not shown) and a metal cup bushing (light grey). The metal cup bushing is held in the ceramic cup bushing by a bolt which is isolated from the sample holder (dark grey) and is used as an electrical contact. Thus, the front and back face of the PVDF are electrically isolated from each other and the signal bolt and sample holder act as the electrical leads to the preamplifier. A solution of PCBM in chloroform was directly spincoated onto the detector under nitrogen environment. This produced an ~8-mm diameter area of uniform thickness in the center of the sample platen. In the UHV analysis chamber, a 4-mm diameter area centered on the front face is irradiated by Ca metal pulses from the molecular beam, creating a face-to-face voltage difference across the PVDF film. Reproduced from reference 27. (b) Top face of the sample platen with a spincoated PCBM thin film on PVDF.

Figure 2.2. ALD calorimeter at 45° perspective. The heat detector (red) is a 50 µm thick LiTaO₃ crystal coated on both sides with 25 nm of chromium metal. The detector is placed on top of a stainless steel stand with a spot-welded signal wire (blue). The stand is electrically isolated from the rest of the calorimeter housing by the LiTaO₃ crystal and a 2.54 cm diameter Macor ceramic disk (yellow). The above pieces are sandwiched between a circular base and annular top constructed of aluminum which are connected, physically and electrically, using three screws separated radially by 120° (not shown). The top piece has an 8.66 mm diameter orifice in the center which exposes the LiTaO₃ crystal to gases in the ALD chamber. The top face of the LiTaO₃ crystal is grounded to the chamber through the aluminum housing, and this is used as the reference signal.

Figure 2.3. Diagram of the Savannah S200 ALD system in which the ALD calorimeter was mounted. Up to six precursor canisters (with a corresponding manual valve) can be attached to the chamber at a time. Each precursor canister has its own corresponding computer-controlled three-way actuator valve. When the actuator valve is closed, only N₂ flows through to the chamber. When the actuator valve opens, the ALD precursor gas is swept up into the N₂ flow. The reaction chamber has a single inlet and outlet and the lid can either be equipped with two QCMs (one each near the inlet and outlet) or a window for shining a light into the chamber for calibration. A pressure gauge is attached near the outlet. Separate
PID-controlled heaters control the temperature of the precursor canisters, precursor manifold that leads to the reaction chamber, outer region of the reaction chamber, inner region of the reaction chamber, stop valve, and pumping trap. The ALD calorimeter described in Figure 2.2 is situated in the center of the reaction chamber, midway between the two QCMs (or beneath the window), with electrical leads extending down to a KF-to-BNC feedthrough attached the outlet tubulation.

**Figure 3.1.** The measured sticking probability of Ca gas atoms on pristine PCBM as a function of Ca coverage at 300 K. Each data point represents a pulse of approximately 0.009 ML with a pulse frequency of 0.5 Hz. This plot is the average of three experimental runs, each of which alone showed nearly identical coverage dependences. The inset shows the PCBM molecular structure. Monolayer coverage (1 ML) is defined as the Ca(111) packing density (7.4 x 10^{14} Ca atoms per cm^2).

**Figure 3.2.** He\(^+\) LEIS measurements of Ca on PCBM at 300 K. The relative integrated Ca LEIS peak intensity is displayed as a function of Ca coverage (round points). All intensities are normalized with respect to the saturation signal obtained for very high Ca coverages. The dashed line indicates the expected trace for the layer-by-layer growth model. The inset shows a close-up of the low-coverage region. Square points were measured using 8-fold larger Ca coverage steps than the round points, so that only 1/8 of the total He\(^+\) ion dose was required. Their agreement shows that ion damage does not affect the data.

**Figure 3.3.** XPS spectra of the C 1s (a,b) and O 1s (c,d) regions of PCBM measured with Al K\(\alpha\) X-rays (1486.6 eV) at 190 eV pass energy. (a) The C 1s region decomposed into five component peaks, starting from lowest BE: conjugated C of C\(_{60}\) and the phenyl group (284.9 eV); saturated C of the butyl chain (285.7 eV); methoxy C (286.8 eV); carbonyl C in the methyl ester group (288.9 eV); and a broad peak at high binding energy attributed to shake-up satellites (290.8 eV). (b) The evolution of the C 1s region upon Ca adsorption on pristine PCBM at 300 K up to 5 ML Ca coverage. (c) The O 1s region decomposed into carbonyl O (531.8 eV) and methoxy O (533.3 eV) peaks. (d) The evolution of the O 1s region upon Ca adsorption on pristine PCBM at 300 K up to 5 ML Ca coverage.

**Figure 3.4.** (a) Centroid XPS binding energy (BE) shifts and (b) changes in the peaks’ full-width at half-maximum (ΔFWHM) for the C1s (▲, solid lines) and O1s (▼, dashed lines) XPS peaks, all plotted as a function of Ca coverage at 300 K.
Figure 3.5. The differential heat of adsorption of Ca on PCBM as a function of Ca coverage at 300 K. The inset shows a close-up of the region up to 0.6 ML Ca coverage. .......... 46

Figure 3.6. Top graph shows the fraction of Ca atoms that react with high heat with subsurface methyl ester groups of PCBM ($f$, black points) and the fraction that grow as 3D Ca(solid) particles on the surface and near subsurface (1-$f$, red points) as a function of total Ca coverage at 300 K, estimated from the heat versus coverage data as analyzed with a simple two-state model (see text). The left axis of the bottom graph shows the cumulative depth of reaction of Ca with PCBM, plotted as a function of Ca coverage at 300 K, and saturating at 12.6 nm. The right axis shows the cumulative depth of reacted Ca in ML as a function of Ca coverage. The inset shows the proposed reaction product: the Ca carboxylate of PCBM. .............................................................................................................. 47

Figure 4.1. Measured sticking probability of Ca gas atoms on NU-1000 (outgassed at 348 K) as a function of Ca coverage at 300 K. Each data point represents a pulse of ~0.009 ML with a pulse frequency of 0.5 Hz. Monolayer coverage (1 ML) is defined as the Ca(111) packing density ($7.4 \times 10^{14}$ Ca atoms per cm$^2$). The inset shows the NU-1000 structure with the following color scheme: Zr, turquoise; O, red; C, black; H, cream.......................... 74

Figure 4.2. He$^+$ LEIS measurements of Ca growth on NU-1000 (outgassed at 348 K) at 300 K. The relative integrated LEIS peak intensities for Ca (blue circles) and C (orange squares) are displayed as a function of Ca coverage. Calcium intensities are normalized with respect to the saturation signal obtained for very high Ca coverages. Carbon intensities are normalized with respect to the signal obtained from a pristine NU-1000 sample. The dashed line indicates the Ca signal growth curve expected for a layer-by-layer growth model on a flat surface, such that the signal saturates at completion of the first ML. The inset shows a close-up of the low-coverage region. Diamond points were measured using 5-fold larger Ca coverage steps than round points, so that the sample was exposed to only 20% of the typical He$^+$ dose. Their agreement shows that ion-beam damage does not affect the data at the low ion doses used for normal data acquisition. ................................................................. 75

Figure 4.3. The ratio of the integrated area of the Ca 2p XPS peak to the initial C 1s peak as a function of Ca coverage on NU-1000 (outgassed at 348 K) at 300 K. The dashed line indicates the Ca/C$^0$ peak area ratio expected for layer-by-layer growth on a flat surface. ....................................................................................................................................... 76
Figure 4.4. The differential heat of adsorption of Ca on NU-1000 at 300 K after baking at 348 K and 378 K in a preparation chamber with a base pressure of $2 \times 10^{-9}$ mbar, plotted as a function of total Ca coverage. The heat of adsorption plotted here is the negative of the standard enthalpy of adsorption at 300 K. The inset shows a close-up of the region up to 1 ML Ca coverage. .............................................................. 77

Figure 4.5. Predicted structures optimized in the cluster calculations but with the carbon coordinates frozen at their values from reference 158. (Left) The initial Zr$_6$ node with 8 attached benzoates (to model linkers), giving the cluster formula $[\text{Zr}_6(\mu_3\text{-O})_4(\mu_3\text{-OH})_4(\text{OH})_4(\text{OH}_2)_4]^{8+}$. (Right) Final product, $[\text{Zr}_6(\mu_3\text{-O})_5(\mu_3\text{-OH})_3(\text{OH})_5(\text{OH}_2)_3\text{Ca}]^{8+}$, formed during the reaction of Ca with a node-bound water-hydroxyl complex, which releases hydrogen, shown here in the form of dihydrogen (similar to the reactions in Figure 4.8a and b, see below). The released hydrogen may instead react with another Ca to make CaH$_2$ clusters (see text). .................................................................................................. 78

Figure 4.6. (a) The slab model of (001) surface of NU-1000 optimized in the periodic calculation with lattice constants constrained at bulk values. (b) 50% of surface benzoic acid reacting with Ca. (c) 100% of surface benzoic acid reacting with Ca. ....................... 79

Figure 4.7. The most stable proton topology on the face of the Zr$_6$ node of NU-1000 and the proposed products of Ca reacting with protons. Only one of four faces of the Zr$_6$ node with $-\text{OH}_x$ is shown. ............................................................... 80

Figure 4.8. The product of Ca reacting with different numbers of protons on the Zr$_6$ node optimized in the periodic calculation (as listed in Table 4.1). Some Ca-O distances are marked. (a) 1 Ca in the large pore; (b) 1 Ca in the small pore; (c) 2 Ca in the large pore with $C_i$ symmetry; (d) 2 Ca in the large pore with $C_2$ symmetry; (e) 2 Ca in the small pore with $C_i$ symmetry; (f) 2 Ca in the small pore with $C_2$ symmetry; (g) 4 Ca, 1 Ca per face with $C_i$ symmetry; (h) 4 Ca, 1 Ca per face with $C_2$ symmetry; (i) 4 Ca in the large pore with $C_i$ symmetry; (j) 4 Ca in the large pore with $C_2$ symmetry; (k) 4 Ca in the small pore with $C_i$ symmetry; (l) 4 Ca in the small pore with $C_2$ symmetry; (m) 8 Ca in both pores; (n) hydride formation in large pore................................................................. 81

Figure 4.9. The optimized cluster models of water making hydrogen bonds with Zr$_6$ nodes. ........................................................................................................ 82
Figure 4.10. Two Ca deposited on pyrene optimized in the periodic calculation (as listed in Table 4.1): (a) inside the triangular pore; (b) outside the triangular pore.

Figure 4.11. Top graph shows the fraction of Ca atoms that react with high heat (513 kJ/mol) within NU-1000 outgassed at 348 K (f, black points) and the fraction that grow as 3D Ca(solid) particles as a function of total Ca coverage at 300 K (1-f, red points), estimated from the heat versus coverage data as analyzed with a simple two-state model (see text). The bottom graph shows the corresponding cumulative amount of Ca that reacts with the Zr$_6$ node of NU-1000; it is plotted as a function of total Ca coverage at 300 K, shown in ML of Ca (left axis) and reacted depth in nm (right axis), which is calculated by assuming that 4 Ca atoms react per Zr$_6$ node. These values for the “reacted” amount and depth are clearly lower limits since many reaction heats less exothermic than -513 kJ/mol are seen in the highly exothermic “reactions.”

Figure 4.12. The top graph shows the fraction of Ca that react at –OH and H$_2$O groups on the Zr$_6$ nodes with a reaction heat of $|\Delta H_{\text{rxn}}| \geq 366$ kJ/mol (the average heat of adsorption over the first 2 ML of Ca coverage) within NU-1000 at 348 K (f, black points) and the fraction that grow as 3D Ca(solid) particles as a function of Ca coverage at 300 K (1-f, red points), as estimated from the heat versus coverage data analyzed with the same two-state model used for Figure 4.11, except the reaction heat was changed from 513 kJ/mol to $\geq 366$ kJ/mol (see text). The bottom graph shows the corresponding cumulative amount of Ca that reacts with the Zr$_6$ node of NU-1000 with a reaction heat of $\geq 366$ kJ/mol plotted as a function of total Ca coverage at 300 K, shown in ML of Ca (left axis) and reacted depth in nm (right axis) assuming 4 Ca atoms react per Zr$_6$ node.

Figure 5.1. Scheme of one ALD dosing cycle using TMA and H$_2$O to produce Al$_2$O$_3$. Clockwise from top left: gaseous TMA is introduced to a hydroxyl-terminated surface where it reacts, producing surface bound MMA and DMA species, gaseous CH$_4$, and heat (Reaction A in text). Since there are two MMAs and one DMA, $x = 5/3$ for Reaction A in this example. Then, following a purge with pure N$_2$, H$_2$O vapor is introduced and reacts with the remaining CH$_3$ groups, producing Al-bound –OH groups, gaseous CH$_4$, and heat (Reaction B in text). Not shown are bonds that also form between the Al atoms and non-hydroxyl oxygen atoms of the alumina surface (see text). Elements have the color scheme: Al, blue; O, orange; C, black; H, red.
Figure 5.2. Assembled ALD calorimeter at 45° perspective (bottom) with exploded view (top). The heat detector (red) is a 50 µm thick pyroelectric LiTaO$_3$ crystal disk (10 mm in diameter) coated on both sides with 25 nm of gold. These sides act as the signal electrodes which are connected to a preamplifier to read transient voltage signal. The detector is placed on top of a stainless steel stand with a spot-welded signal wire (blue). The stand is electrically isolated from the rest of the calorimeter housing by the LiTaO$_3$ crystal and a 2.54 cm diameter Macor ceramic disk (yellow). The above pieces are sandwiched between a circular base and annular top constructed of aluminum which are connected, physically and electrically, using three screws separated by 120° (not shown). The top piece has an 8.66 mm diameter orifice in the center which exposes the front LiTaO$_3$ crystal face to gases in the ALD chamber, so that the heat associated with film growth on that face is monitored. The top face of the LiTaO$_3$ crystal is grounded to the chamber through the aluminum housing, and this is used as the reference signal.

Figure 5.3. True heat signal in mV as a function of time measured by the calorimeter in response to a 25 ms pulse of light through a window on the chamber lid. Unfiltered light (black), glass slide (red), and neutral density filters ND 0.03 (dark blue) and ND 1.0 (light blue). The glass slide reflects ~6% of the light, while the ND 0.03 and ND 1.0 filters transmit 50.1% and 10% of the light, respectively. Each curve is an average of 20 pulses. The inset shows the integrated peak area in μVs as a function of the energy absorbed from the light source in μJ.

Figure 5.4. (Black line) Average QCM mass gain in ng/cm$^2$ as a function of time over four cycles of 10 pulses TMA and 10 pulses H$_2$O at 125°C. (Colored lines are individual cycles.) This average was calculated from the mass gain measured over four cycles using two QCMs, with one mounted near the gas inlet and one near the outlet. A total mass change of ~40.0 ng/cm$^2$ is measured during one complete cycle: ~35.3 ng/cm$^2$ during the TMA half-cycle and ~4.7 ng/cm$^2$ for the H$_2$O half-cycle.

Figure 5.5. (Top) The total ALD chamber’s pressure in Torr as a function of time over a typical 20-pulse cycle consisting of 10 pulses TMA followed by 10 pulses H$_2$O onto the alumina-precoated detector surface at 125°C. The chamber was purged with 20 sccm of N$_2$ for 15 s after each pulse. This N$_2$ was also flowing during the pulses. (Bottom) The true heat signal
in mV as a function of time over the course of a typical cycle taken simultaneously with the pressure and QCM data.

**Figure 5.6.** Overlaid heat signals during TMA pulses onto the alumina-precoated detector surface at 125°C, averaged for five consecutive cycles with the first pulse in black, second pulse in red, and third pulse in cyan. After the third pulse, the surface is effectively saturated (as shown in Figure 5.4 and 5.5), so the seven subsequent pulses were averaged together over each of five cycles (35 pulses total), as shown in dark blue.

**Figure 5.7.** Overlaid heat signals during H₂O pulses onto the alumina-precoated detector surface at 125°C, immediately following the 10 TMA pulses of Figure 5.6, averaged over five consecutive cycles, with the first pulse in black, second pulse in red, and third pulse in cyan. After the third pulse, the surface is effectively saturated (as shown in Figure 5.4 and 5.5), so the seven subsequent pulses were averaged together over each of the five cycles (35 pulses total), as shown in dark blue.

**Figure 5.8.** Reaction heats in kJ per mol Al from experiment (circles) and the best fits to the data (dashed lines) as a function of QCM mass gain over 10 TMA pulses and 10 H₂O pulses (inset) measured at 125°C. The bond additivity model (solid lines) predicts that TMA first reacts to form adsorbed MMA \((x = 2)\) with a \(y\) value of 3 until 35% of the total reaction has occurred (point A) and thereafter with \(y = 2\) until 70% of the total reaction has occurred and all sites that can react with \(x = 2\) are titrated (point B). Then TMA reacts to form DMA \((x = 1)\) with a \(y\) value of 1 until 95% of the surface is saturated (point C). Finally, TMA reacts to form DMA \((x = 1)\) with a \(y\) value of 0 until the surface is saturated with adsorbed DMA and MMA (point C). In the case of H₂O, the reaction proceeds linearly until saturation because there is no significantly more favorable reaction for H₂O.

**Figure 5.9.** Comparison of heat signals measured during the first TMA pulse at 125°C (red) and 130°C (black), using open-valve pulses. Estimated kinetic half-lives \(t_{1/2}\) for the shoulder peak at 125°C and 130°C are 24 ms and 14 ms, respectively, corresponding to first-order rate constants of 0.034 s⁻¹ and 0.021 s⁻¹, respectively. Arrhenius analysis of these rate constants gives an apparent activation energy of \(\sim 136 \text{ kJ/mol}\) and a prefactor of \(10^{19} \text{s}^{-1}\).

**Figure 5.10.** Mass gain/loss and calorimetry during ALD growth of TiO₂. (Top) Average QCM mass gains in ng/cm² as a function of time over five closed-valve cycles of 10 pulses.
TDMAT and 10 pulses H$_2$O at 120°C, measured on the inlet (brown) and outlet (red) QCMs. (Bottom) The raw heat signal in mV as a function of time over the course of a typical 10 x 10 TDMAT–H$_2$O cycle.

**Figure 5.11.** Mass gain/loss and calorimetry during ALD growth of MnO. (Top) Average QCM mass gains in ng/cm$^2$ as a function of time over five open-valve cycles of 12 pulses ECPDM and 12 pulses H$_2$O at 120°C, measured on the outlet QCM. (Bottom) The raw heat signal in mV as a function of time over the course of a typical 12 x 12 ECPDM–H$_2$O cycle.

**Figure 5.12.** (Top) Time-integrated heat signal of TMA pulses vs. pulse number from the data of Figure 5.6. Total integrated areas (integrated from the onset of the heat signal to 0.5 s afterward) are shown in maroon squares. Separate contributions to the total areas from irreversible adsorption and from changes in the gas’s thermal conductivity are shown in red circles and pink diamonds, respectively. The dashed line indicates the increasing areas of the peaks due to thermal conductivity change from TMA pulses 2-4, extrapolated to show the expected area in the first pulse (as indicated by the pink X). (Bottom) Equivalent plot for H$_2$O pulses vs. pulse number, showing the total time-integrated signal (navy squares), and separate contributions due to irreversible adsorption (blue circles) and thermal conductivity changes (light blue diamonds and X’s).

**Figure 5.13.** Cumulative time-integrated heat signals pertaining to irreversible adsorption plotted vs. pulse number for pulses of TMA (black circles) and H$_2$O (blue diamonds). Right-hand axis shows the corresponding heat in kJ per mol of Al calibrated using the net reaction heat to form amorphous Al$_2$O$_3$ (594 kJ/mol).

**Figure 5.14.** Average heat signals in mV for the first (black, H1), second (red, H2), and saturation (blue, Hsat) doses of TMA along with pressure readings in Torr for the first (grey, P1), second (pink, P2), and third (cyan, P3) doses of TMA. The inset shows a close-up at a shorter time scale. This comparison shows that the heat signal at saturation follows the growth in TMA pressure, consistent with the transient heating of the sample that accompanies the decrease in thermal conductivity of the gas above the sample (and therefore the decrease in cooling by this gas) as the TMA gas pulse passes the sample. This subsequent re-cooling of the sample after the pulse has passed is stretched out over such a long time before the next TMA gas pulse arrives 15 s later that it does not show a negative
heat signal that is clearly distinguishable below the small baseline drift, although it should have the same negative integrated area as under the blue curve.
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Chapter 1. Introduction

While coal, oil, and natural gas are projected to dominate the global energy portfolio over the next 100 years, the extensive processes of discovery, extraction, refinement, and combustion of these nonrenewable resources contribute greatly to global climate change.\textsuperscript{1} Emissions from the combustion of fossil fuels account for over two-thirds of anthropogenic greenhouse gas emissions worldwide.\textsuperscript{2} As the world’s population and energy demands continue to grow, the development and implementation of new energy sources which take advantage of abundant renewable resources is imperative. Additionally, robust efforts must be made to mitigate the harmful effects of continued carbon emissions\textsuperscript{3} through high volume carbon capture projects and efficiency improvements to catalytic processes \textit{via} the development of catalytic materials with high selectivity and activity.\textsuperscript{4} Advanced photovoltaic devices and catalytic materials can be used in concert to address these issues that face our planet today and into the future.

Sunlight is the most promising source of renewable energy as it is clean, free, and abundant mostly everywhere on Earth. In fact, enough solar radiation strikes the Earth’s surface every day to meet the world’s \textit{annual} energy requirements.\textsuperscript{5} Although device efficiency improvements and production refinements have dramatically lowered the electricity cost of photovoltaics (PV) over the last 15 years, solar PV remains expensive when compared to conventional energy sources.\textsuperscript{6} Additionally, the best performing single-junction solar cells have either seen their power conversion efficiency (PCE) stagnate (crystalline Si cells topped out twenty years ago at \textasciitilde25\%)\textsuperscript{7,8} or rely on the use of relatively rare metals such as indium, tellurium, and gallium, which are only produced as mining byproducts, making their extraction unscalable (for example, in order to double the production of tellurium, we would have to double the production of copper).\textsuperscript{9,10} Because of these drawbacks, extensive research efforts have been applied toward the development of
affordable alternatives to established solar technologies.\textsuperscript{11-13} Solar cells with active layers composed of organic materials\textsuperscript{12} have emerged as one of the most promising “third-generation” photovoltaics. In recent years, efficiencies of organic solar cells have surged upward, finally topping 10\% after years of stagnation (as shown in Figure 1.1).\textsuperscript{7,8} Coupled with relatively low cost and the possibility of large area production, this increased efficiency makes these organic photovoltaics a viable challenger to established silicon solar cells.

Interfaces play an integral role in photovoltaic devices. The active layer absorbs and converts solar radiation into free charge carriers that must be transported effectively to an external circuit for the solar cell to have any meaningful utility, and this is achieved across interfaces between efficient conductors and the absorber layers (see Figure 1.2).\textsuperscript{14-16} Because active layers in organic electronic and optoelectronic devices are made of “soft”, carbon-based materials, mixed interfacial regions tend to form instead of discrete interfaces during vapor deposition of the “hard” conductive materials required to get electrical charge to external circuitry.\textsuperscript{17} As metals are deposited onto organic materials they can interact in a variety of ways, such as subsurface diffusion,\textsuperscript{18} reaction,\textsuperscript{19} wetting the surface or balling up into 3D particles,\textsuperscript{20} and charge transfer.\textsuperscript{21} Adsorption microcalorimetry (described in detail in Chapter 2) provides direct information about the structure and energetics of these interfaces. Also, because the nature of the interface “evolves” with the amount of metal deposited, adsorption microcalorimetry is perfectly suited for investigating the development of mixed interfacial regions which are critical to all organic electronic devices.

Previous studies by the Campbell group have used calorimetry along with surface analysis techniques to analyze the growth of metal thin films by metal vapor deposition onto polymers used in organic photovoltaics (OPV),\textsuperscript{22-25} organic light-emitting diodes (OLEDs),\textsuperscript{25,26} and integrated
circuits.\textsuperscript{27-30} This combination of techniques allowed our group to characterize the structure and energetics of the evolving metal/polymer interfaces as they are formed during actual device fabrication. In a study of calcium film growth on poly(3-hexylthiophene) (P3HT)—commonly used as light absorber and electron donor in the active layer of model OPV devices along with fullerenes\textsuperscript{31}—our group found that Ca abstracted sulfur from the thiophene ring in the repeat unit of the polymer to form clusters of CaS up to 3 nm deep.\textsuperscript{22} A similar investigation of Ca on poly(5-(2-(ethylhexyloxy)-2-methoxycyano-terephthalyliden)) (MEH-CN-PPV) showed Ca reacted strongly with the polymer’s cyano and oxygen groups ~5 nm below the surface.\textsuperscript{25} Calcium was shown to form the Ca carboxylate of poly(methyl methacrylate) (PMMA) up to six lamellar layers deep.\textsuperscript{28,29} Finally, Ca growth on poly(9,9-di-\textit{n}-hexyl-2,7-fluorene) (PDHF) and poly(9,9-di-\textit{n}-hexyl-2,7-fluorene vinylene) (PDHFV), two polyfluorenes commonly used in OLEDs, showed very weak interactions between Ca and the underlying polymer films.\textsuperscript{26} Both PDHF and PDHFV are polymers composed purely of hydrocarbon groups. These studies conclusively show that Ca reacts strongly with polymers containing heteroatoms such as oxygen, nitrogen, and sulfur.

Chapter 3 of this report describes an extension of this previous work on conjugated polymers to a ubiquitous molecular organic semiconductor, phenyl-C\textsubscript{61}-butyric acid methyl ester (PCBM). Specifically, it describes Ca film growth on spincoated PCBM with adsorption microcalorimetry, low energy He\textsuperscript{+} ion scattering spectroscopy (LEIS), and X-ray photoelectron spectroscopy (XPS) to develop a complete mechanistic and energetic study of this evolving interface. Fullerenes are almost universally used as electron acceptors in planar junction and bulk heterojunction OPV devices,\textsuperscript{32-35} and PCBM is by far the most commonly used fullerene.\textsuperscript{31} In 1995, Heeger et al.\textsuperscript{36} published the first report of a bulk heterojunction solar cell device, using MEH-PPV as an electron donating polymer and PCBM, a soluble derivative of C\textsubscript{60}, as the electron
acceptor. This paper was revolutionary, with over 6000 citations as of this writing, and a bit serendipitous as well, as PCBM was not selected for the experiments following an extensive survey of possible electron accepting materials. Still, after over two decades of research into new n-type molecules/polymers to replace it, PCBM remains the best choice for high performing donor/acceptor OPV devices, making PCBM a perfect model material for our investigation of cathode interface formation on an electron acceptor. Calcium is a common historically-used metal cathode in OPVs (and OLEDs) due to a very low work function that allows for the formation of an ohmic contact with the lowest unoccupied molecular orbital (LUMO) of PCBM, leading to high open circuit voltages and fill factors. Understanding the interfaces of a low-work-function metal like Ca with PCBM is critical in order to gain a fundamental understanding of device performance and stability.

As solar PV technologies become less expensive, more efficient, and continue to expand into exciting new territories, solar PV is slowly, but surely increasing its share of the world energy portfolio. However, more work must be done to mitigate the future harmful effects of climate change. This problem can be viewed through another lens: efficiency. The world still relies on catalytic chemical processes to produce everything from the food we eat to the fuels we use for transportation. As such, there is tremendous interest in the development of new catalysts offering improved efficiency and selectivity. Following in the footsteps of zeolites, already an excellent, broadly-applicable class of high-surface-area catalysts in their own right, researchers have invested considerable efforts toward the development of a new class of nanoporous crystalline materials called metal-organic frameworks (MOFs). Due to a unique combination of properties, such as structural homogeneity, large surface areas and pore sizes, and framework flexibility, MOFs hold great promise for applications in heterogeneous catalysis,
separations,\textsuperscript{65,66} and greenhouse gas storage.\textsuperscript{67-70} Perhaps more impressively, these materials provide the opportunity for rational design and tunability\textsuperscript{71,72} to the desired application and have nearly limitless compositional diversity,\textsuperscript{73} which should yield viable materials much faster than the historically-used guess-and-check method.\textsuperscript{74,75}

Chapter 4 details an extension of our group’s UHV adsorption calorimetry technique to this exciting new class of materials. MOFs are extremely versatile materials composed of small metal or metal oxide nodes connected by organic linker groups of a fixed length and conformation, forming highly ordered, porous structures with large surface areas.\textsuperscript{56} Since the nodes in many MOFs are oxide clusters of controllable sizes near \(~1\) nm in diameter, they can be thought of as very well-defined and homogeneous oxide “nano-supports” to which catalytic metals can be attached to improve activity or simply to provide a more homogeneous and well-defined structure to facilitate fundamental studies of oxide-supported metal clusters. The organic linker groups effectively isolate these nodes (and the supported metals) from each other, thus possibly preventing sintering of the metal centers. Thus, the binding of metal atoms to the oxide nodes of MOFs is a subject of considerable interest. Chapter 4 presents a comprehensive study of the bonding energetics of Ca atoms to the hydroxyl- and H\textsubscript{2}O-terminated Zr\textsubscript{6}O\textsubscript{12} nodes of the MOF NU-1000 (see Figure 1.3 for structure) using adsorption microcalorimetry, surface spectroscopies, atomic beam/surface scattering, and Kohn-Sham density functional theory (DFT). This is the first study where the interaction of metal atoms with the metal-oxide cluster nodes of any MOF has been characterized in detail with respect to experimental bonding energetics, and it provides an experimental energy benchmark for validating the energy accuracy of the DFT methods used to model metal bonding to the oxide nodes in MOFs, and to oxide clusters in general, a subject of high importance to the future of catalysis research.
Interfaces between metals/metal oxides and organic materials are necessarily ubiquitous in OPV.\textsuperscript{16,76} Such interfaces in MOFs are well-researched with the goal of improving their catalytic applicability.\textsuperscript{77,78} These interfaces can be formed in a number of ways, such as physical and chemical vapor deposition; however, many of these methods are destructive to organic materials. Additionally, the deposition of uniform films with high conformity is not a facile achievement. Atomic layer deposition (ALD) is a remarkably versatile technique (as highlighted in Figure 1.4) for depositing uniform thin films of precision thickness with exceptional conformity to underlying substrates, even when they are very rough or porous.\textsuperscript{79,80} Unique to ALD is the sequential, self-limiting surface reactions that are most commonly separated in time by inert gas purging. ALD has been shown to be an effective technique for deposition onto organic substrates at low temperatures, thus avoiding substrate degradation and interpenetration.\textsuperscript{81-84} Additionally, ALD in MOFs shows great promise as an effective way to improve the catalytic activity of MOFs via deposition of catalytic metals directly onto MOF nodes.\textsuperscript{85-87} This technique has exploded in popularity in recent years; according to the ISI Web of Science, the number of papers that have “atomic layer deposition” or “atomic layer epitaxy” (an early name for the technique) in their topic has grown exponentially since the first publication in 1981, from ~400 papers in 2005 to ~1500 in 2015, (see Figure 1.5). Still, despite the prevalence of ALD in research and industry, thorough experimental investigations of the (often strongly exothermic) heats released during ALD reactions have yet to be reported.

In Chapter 5, we present the first-ever results of a new adsorption calorimeter designed specifically to measure the heats of adsorption of precursors used in ALD. The most extensively studied ALD reaction scheme is the formation of amorphous Al$_2$O$_3$ \textit{via} alternating exposure of
surfaces to trimethylaluminum (TMA) and H₂O vapor. The reaction mechanism is well known to occur by alternating surface hydroxyl- and methyl-termination,

\[ *\text{(OH)}_x + \text{Al(CH}_3\text{)}_3 \rightarrow *\text{O}_x\text{Al(CH}_3\text{)}_3 - x + x\text{CH}_4 \]

\[ *\text{O}_x\text{Al(CH}_3\text{)}_3 - x + 1.5\text{H}_2\text{O} \rightarrow *\text{O}_{1.5}\text{Al(OH)}_x + (3 - x)\text{CH}_4 \]

\[
\text{Al(CH}_3\text{)}_3 + 1.5\text{H}_2\text{O} \rightarrow 0.5\text{Al}_2\text{O}_3 + 3\text{CH}_4
\]

where the asterisks indicate surface species and the variable \( x \) represents the number of methyls which react in the first step, producing CH₄ gas. Though many theoretical studies of the TMA–H₂O process have been derived from first principles computation (DFT), the calculated heats associated with each reaction scheme remains untested compared to experiment. The ability to experimentally determine the heats of ALD half-reactions, demonstrated in Chapter 5 with a focus on Al₂O₃ ALD, will help to fully elucidate these mechanisms and the detailed structures of the surface intermediates involved, and provide crucial benchmarks for theoretical studies of ALD processes in general.

Taken together, the work presented in this dissertation represents an attempt at deeper understanding of interfaces pertinent to the broad field of energy conversion. Chapter 3 presents perhaps the most fundamentally significant study yet produced by our group on metal-organic interfaces, and Chapter 4 presents the first-ever calorimetric study of metal adsorption on the nodes of any MOF. Finally, as presented in Chapter 5, the development of a new adsorption calorimeter to measured heats of adsorption of precursors during ALD expands the direct calorimetry technique pioneered by the Campbell group into an exciting new territory. This last chapter highlights a surprising lack of available energetic information in a field currently experiencing an
explosion of interest, as shown in Figure 1.5, and as such, this work has the potential to be highly impactful in the future.
**Figure 1.1.** Confirmed efficiencies of emerging photovoltaics and amorphous Si (a-Si, green lines and markers) solar cells in recent years. Organic photovoltaics (OPV) are shown in grey, perovskite solar cells are shown in purple, and dye-sensitized solar cells (DSSC) are shown in blue. Reproduced from reference 41. Since this chart’s publication in 2013, perovskite solar cell efficiencies have topped 20%.
Figure 1.2. Simplified diagrams of OLED (left) and OPV (right) devices, with typical electrode materials. In OPVs, photons pass through the transparent ITO electrode and are absorbed by the organic active layer, producing excitons which can dissociate into free electrons and holes. Electrons are collected at the metal electrode and holes are collected at the ITO electrode. The reverse happens in an OLED device: electrons are introduced at the metal electrode, which recombine in the organic active layer with holes introduced at the ITO electrode, producing photons. Reproduced from reference 90.
Figure 1.3. Structure of NU-1000, shown in the center, and developed post-synthetic modification methods: solvent assisted ligand incorporation (SALI) and atomic layer deposition in metal-organic frameworks (AIM). Blue, red, black, and white spheres represent zirconium, oxygen, carbon, and hydrogen, respectively. NU-1000 modified by perfluoroalkanes (green lines) via SALI\textsuperscript{91,92} is shown on the left, and by metal clusters (gold spheres) deposited via AIM\textsuperscript{85-87} is shown on the right. Reproduced from reference 93.
Figure 1.4. Overview of the materials grown by ALD. The growth of pure elements as well as compounds with O, N, S, Se, Te, and other compounds grouped together are indicated through different shadings at different positions (refer to the key at the top of the figure). Reproduced from reference 79.
Figure 1.5. The number of publications per year that contain either the phrase “atomic layer deposition” or “atomic layer epitaxy” in the topic, according to the ISI Web of Science. The first such publication came in 1981.
Chapter 2. Instrumentation

Adsorption calorimetry is the measurement of the heat evolved upon adsorption. It is a surface science technique and as such is preferably performed under the clean conditions of ultrahigh vacuum (UHV) to maintain a surface free of foreign species that could adsorb from background gases.

The experiments described in Chapters 3 and 4 of this work have been carried out using an instrument described in detail by Stuckless et al. in a 1998 article published in Review of Scientific Instruments. The instrument and sample platens described there were modified for studying thin films of organic materials deposited from solution as described by Diaz et al. In this section, I will briefly describe the adsorption calorimetry technique, the instrument used and its recent modifications.

In our approach, a pulse of metal gas atoms from a 4 mm diameter atomic beam of metal vapor strikes the sample’s surface, which is mounted in a UHV surface analysis chamber. The heat released from the exothermic adsorption of a gas pulse onto the sample induces a small temperature rise in the surface, which in turn causes a voltage response from a thin pyroelectric polymer upon which the sample material has been coated, as described below.

The adsorption calorimeter is housed within a UHV chamber with a base pressure below $5 \times 10^{-10}$ mbar. The chamber is divided into two planes—a lower stage for metal film growth and calorimetry, and an upper plane for surface analysis. The calorimetry plane contains the calorimeter, collimated atomic beam, quartz crystal microbalance (QCM), quadrupole mass spectrometer (QMS), tantalum flag, mirror, and BaF$_2$ window. The surface analysis plane contains a hemispherical energy analyzer, ion gun for surface sputtering and low energy He$^+$ ion scattering spectroscopy (LEIS), electron gun for Auger electron spectroscopy (AES), and Al/Mg Kα dual
anode X-ray source for X-ray photoelectron spectroscopy (XPS). These spectroscopies are used to perform compositional analyses of the surface and near subsurface at discrete stages of the experimental process, as well as to check for sample contamination and impurities prior to experiment.

For heat detection, the calorimeter utilizes 28 μm thick β-polyvinylidene fluoride (PVDF), a pyroelectric polymer which is pre-coated on each side with 70 nm Cu and topped with 10 nm Ni for electrical contacts, which is capable of measuring temperature changes of less than 1 mK (purchased from Measurement Specialties). The PVDF is cut into ~1.3 cm diameter disks from large sheets using ceramic scissors to prevent electrically shorting the two electrodes. The heat detector disks are mounted onto sample platens specially designed such that the front and back contacts are electrically isolated from each other by a ceramic bushing, and fixed in place by a thin copper washer with an 8-mm diameter hole, exposing the sample for adsorption (see Figure 2.1). An aluminum cup bushing sits within the ceramic bushing and is held in place with a stainless steel bolt which extends from the back of the platen, to serve as the back electrical contact, while the rest of the platen acts as the front contact. Solutions are directly spincoated or dropcast onto the platens, and any built-up material on the platens is carefully removed to prevent excessive outgassing under vacuum. The top copper washer has been modified by beveling the edge of the central hole at a 45° angle to prevent pooling of extra solution on the platen during spincoating. This simple modification resulted in much more uniform and repeatable spincoated thin films. The reflectivity at the HeNe laser wavelength (632.8 nm) of the coated samples is measured ex situ using an integrating sphere. (These are representative samples and are not used for experiments in vacuum as they may become contaminated during the process, but they are prepared in the same manner.)
Up to 11 samples are prepared in a nitrogen glovebox and placed inside a specially designed sample transfer suitcase. This suitcase is equipped with a gate valve and a translatable sample carousel with a differentially-pumped linear motion feedthrough for facile sample selection under vacuum. The remaining solvent is typically removed by gently baking the suitcase overnight, after which samples are transferred to the analysis chamber as needed.

With a sample in place in the calorimetry stage, the metal of interest is dosed onto the surface using the pulsed atomic beam with a pulse length of 100 ms and a frequency of 0.5 Hz. The beam is collimated by a series of two apertures which produce a deposition spot 4.15 mm in diameter, and the flux is measured using the QCM. Each pulse deposits heat into the sample, resulting in a very small temperature change which is measured as a transient voltage rise across the PVDF detector. The sticking probability is measured simultaneously with a modified version of the King and Wells method using a line-of-sight QMS positioned at a polar angle of 35° (known as the “magic angle”) from the surface normal to measure the fraction of metal atoms which strike the surface but do not stick. (By placing the ion source of the QMS at the “magic angle,” i.e. $\phi$, in relation to the sample surface, we can minimize the error associated with variations in the angular distribution of the desorbate, which can range widely from a simple $\cos^1 \phi$ to $\cos^9 \phi$, depending on the desorbate.) A metal grid positioned between the QMS and the sample was biased at -500 V to prevent electron damage from filament emission. The sticking fraction is calibrated by temperature-programmed desorption (TPD) of known amounts of the metal atoms off the Ta flag. We measure the flux repeatedly to confirm the flux does not change over time. The measured heats are calibrated using a HeNe laser of known power (which we measure to confirm the power has stabilized at the known value before each experiment), which is directed down the beam path and pulsed onto the sample surface before and after calorimetry. Contributions to the heat signal
due to line-of-sight infrared radiation from the beam source can be subtracted by measuring this radiation alone by translating a BaF$_2$ window between the source and the sample. This window physically blocks the impinging atoms from reaching the sample surface, but passes nearly all the radiation (BaF$_2$ has a transmittance of ~92% in the relevant range of source temperatures). The cleanliness of the BaF$_2$ window is routinely checked by pulsing the laser through the window onto the sample and comparing to the unobstructed laser pulses. Changes in reflectivity are determined by comparing the magnitude of the heat signal from HeNe laser pulses before and after deposition. Finally, the differential heats of adsorption are determined from the magnitude of the beam and laser calorimeter responses, and the sticking fraction.

Surface analysis techniques allow us to perform complementary experiments which are crucial to understanding the calorimetric results. The growth mode of metal on the sample surface is determined by LEIS using He$^+$ ions with a primary energy of 1 keV. Because He$^+$ ions have a small mass the probability of penetrating into the sample surface below the topmost layer is exceedingly small, and even when this does happen the probability of deionization is near 100%.$^{97,98}$ Indeed, a large percentage of the He$^+$ ions are neutralized by the sample surface, rendering them undetectable by our energy analyzer (which can only detect charged particles), but those ions that do deflect off the surface carry important information; that is, their remaining energy (necessarily below 1 keV) is dictated by the mass of the surface atom involved in the collision process. Therefore, He$^+$ LEIS is sensitive to only the topmost atomic layer of the solid surface and can tell us the nature of metal film growth on the surface. We use XPS to confirm the composition of the material under investigation and look for any remaining traces of residual solvent which may affect the heats of adsorption. More importantly, XPS provides us with information about the chemical state atoms of the surface and near subsurface. For example, as the
metal atom coverage increases, we look for changes in the centroid binding energy or the width of elemental peaks (such as C 1s and Ca 2p), as this provides evidence of reactions and electron donation/withdrawal by the growing metal surface.

As originally designed, this instrument was the first ever single crystal adsorption calorimeter (SCAC) to utilize PVDF as a heat detector. In that form it has published numerous high impact papers of metal adsorption on metal oxides and single crystal surfaces. It has inspired additional SCAC instruments designed by our group for studies of catalytic intermediates and low vapor pressure metals on single crystal and metal oxide surfaces, as well as other groups around the world for studying gas adsorption on nanoparticles and electrochemical systems. In its current incarnation it is the only instrument in the world capable of measuring heats of adsorption of vaporous materials onto thin solution-processed films. It has produced a number of studies of metal adsorption on organic films relevant to organic electronics, optoelectronics, and semiconductors as discussed above and in Chapter 3. It was again applied to a new frontier in adsorption calorimetry, producing the world’s first study of metal vapor adsorption calorimetry on a MOF, as discussed in Chapter 4. It has since been used to study metal adsorption onto layered calcium niobate perovskites for catalysis by my successor on the instrument, Wei Zhang, in collaboration with Prof. Thomas E. Mallouk at Penn State University. As evidenced by these repeated forays into entirely new and exciting fields, it is very likely this instrument will be productive for years to come.

Drawing on our group’s expertise in UHV adsorption calorimetry, we developed and implemented a novel adsorption calorimeter in collaboration with Alex B. F. Martinson’s powerhouse ALD group at Argonne National Laboratory in Argonne, IL. This calorimeter was designed specifically to measure the adsorption of ALD precursors in porous materials in thermal
equilibrium with a pyroelectric LiTaO₃ detector surface, as the high surface area of the porous material would increase the overall surface area for adsorption by multiple orders of magnitude, thus increasing the overall heat available to measure. However, during initial tests we found the calorimeter was sensitive enough to measure the heats of adsorption of precursors directly on the detector! This finding vastly expanded the applicability of the device, and we decided to refocus our interest on more fundamental studies, such as Al₂O₃ ALD via alternating exposure of surfaces to TMA and H₂O vapor.

A simplified schematic of the ALD calorimeter is shown in Figure 2.2. The pyroelectric heat detector is a 50 µm thick LiTaO₃ crystal coated on both sides with ~25 nm of gold (Del Mar Photonics). The crystal rests on a stainless steel stand with a spot-welded signal wire. The stand has a hole bored out through its center to reduce its thermal mass. A large thermal mass acts as heat sink for the calorimeter, reducing the signal intensity. The stand is electrically isolated from the rest of the calorimeter fixture by the LiTaO₃ crystal on top and a 2.54 cm diameter Macor ceramic disk below. The roughness of the Macor disk allows for trapped gases within the stand to be pumped out gradually, avoiding a large pressure differential across the faces of the brittle crystal, while simultaneously making diffusion of ALD precursor gases to the back face of the detector crystal very slow, so we interpret the heats as being associated with the front surface area. All three pieces are sandwiched between a circular base and annular top constructed of aluminum which are connected together using three screws separated radially by 120°. The top piece has a central 8.66 mm diameter orifice which exposes the LiTaO₃ crystal to gases in the ALD chamber. The top face of the crystal is grounded to the chamber through the aluminum housing.

The measured voltage signal is fed from the vacuum side to atmosphere by a KF-to-BNC feedthrough just downstream of the sample chamber, shown in Figure 2.3. The measured signal
is amplified by a homebuilt preamplifier with very low input noise, an input impedance of >10 GΩ, and a gain of 100, followed by an amplifier with adjustable settings for the polarity, time constant (τ = 0.5, 5, and 25 s), and gain (1-1000). The 25 s time constant was used for all experiments. These electronics are similar to those previously reported to measure heats of adsorption of metals and molecules on various surfaces in ultrahigh vacuum.\textsuperscript{94,99,114,115}

Though the focus in Chapter 5 is on the TMA–H\textsubscript{2}O reaction to produce Al\textsubscript{2}O\textsubscript{3}, we also present some interesting findings, which highlight the calorimeter’s remarkable sensitivity, for the following ALD precursors with H\textsubscript{2}O vapor: tetrakis(dimethylamino)titanium (TDMAT) and bis(ethylcyclopentadienyl)manganese (ECPDM) to produce TiO\textsubscript{2} and MnO, respectively. As discussed at the end of Chapter 5, there are many interesting systems to be investigated using this calorimeter, including extended studies of the above systems, ALD in MOFs,\textsuperscript{85} and thin films of other non-conductive oxides, sulfides, nitrides, etc.\textsuperscript{79} Thus, this new ALD calorimeter has the capacity to be very productive in the future.
Figure 2.1. (a) Adsorption calorimeter’s heat detector for spin-coated polymer and organic samples mounted in a transferrable platen. The entire sample platen is circularly symmetric aside from the face-plate bolts when viewed from above or below. A circular cut-out of β-PVDF precoated on both sides with 70 nm of Cu and topped with 10 nm of Ni for electrical contacts serves as the heat detector. It is clamped between a Cu annular disk (with a beveled inner edge, not shown) and a metal cup bushing (light grey). The metal cup bushing is held in the ceramic cup bushing by a bolt which is isolated from the sample holder (dark grey) and is used as an electrical contact. Thus, the front and back face of the PVDF are electrically isolated from each other and the signal bolt and sample holder act as the electrical leads to the preamplifier. A solution of PCBM in chloroform was directly spincoated onto the detector under nitrogen environment. This produced an ~8-mm diameter area of uniform thickness in the center of the sample platen. In the UHV analysis chamber, a 4-mm diameter area centered on the front face is irradiated by Ca metal pulses from the molecular beam, creating a face-to-face voltage difference across the PVDF film. Reproduced from reference 27. (b) Top face of the sample platen with a spincoated PCBM thin film on PVDF.
Figure 2.2. ALD calorimeter at 45° perspective. The heat detector (red) is a 50 µm thick LiTaO₃ crystal coated on both sides with 25 nm of chromium metal. The detector is placed on top of a stainless steel stand with a spot-welded signal wire (blue). The stand is electrically isolated from the rest of the calorimeter housing by the LiTaO₃ crystal and a 2.54 cm diameter Macor ceramic disk (yellow). The above pieces are sandwiched between a circular base and annular top constructed of aluminum which are connected, physically and electrically, using three screws separated radially by 120° (not shown). The top piece has an 8.66 mm diameter orifice in the center which exposes the LiTaO₃ crystal to gases in the ALD chamber. The top face of the LiTaO₃ crystal is grounded to the chamber through the aluminum housing, and this is used as the reference signal.
**Figure 2.3.** Diagram of the Savannah S200 ALD system in which the ALD calorimeter was mounted. Up to six precursor canisters (with a corresponding manual valve) can be attached the chamber at a time. Each precursor canister has its own corresponding computer-controlled three-way actuator valve. When the actuator valve is closed, only N\textsubscript{2} flows through to the chamber. When the actuator valve opens, the ALD precursor gas is swept up into the N\textsubscript{2} flow. The reaction chamber has a single inlet and outlet and the lid can either be equipped with two QCMs (one each near the inlet and outlet) or a window for shining a light into the chamber for calibration. A pressure gauge is attached near the outlet. Separate PID-controlled heaters control the temperature of the precursor canisters, precursor manifold that leads to the reaction chamber, outer region of the reaction chamber, inner region of the reaction chamber, stop valve, and pumping trap. The ALD calorimeter described in **Figure 2.2** is situated in the center of the reaction chamber, midway between the two QCMs (or beneath the window), with electrical leads extending down to a KF-to-BNC feedthrough attached the outlet tubulation.
Chapter 3. Calcium Thin Film Growth on Phenyl-C_{61}-Butyric Acid Methyl Ester: Interface Structure and Energetics


**Chapter Abstract**

The adsorption of Ca vapor on phenyl-C_{61}-butyric acid methyl ester (PCBM) at 300 K has been studied by X-ray photoelectron spectroscopy (XPS), low energy He\(^+\) ion scattering spectroscopy (LEIS), adsorption microcalorimetry, and atomic beam/surface scattering. This interface commonly occurs in some of the highest efficiency organic solar cells. It is found that over 10 nm of the PCBM undergoes aggressive reaction with the Ca vapor to make the Ca carboxylate of PCBM. This thick reacted layer, which was not previously known to be present, lies at the interface between the metallic Ca film and PCBM, and is expected to influence charge transfer across that interface during photovoltaic operation. The heat of Ca adsorption is very high below 0.03 ML (800–850 kJ/mol), due to reaction of Ca with impurities. Between 0.05 and 0.4 ML, the heat of adsorption is 624 kJ/mol and nearly constant. This heat is assigned to the reaction of Ca with subsurface methyl ester groups to form the Ca carboxylate of PCBM. This assignment is supported by the shift of the O 1s XPS peak of PCBM toward lower binding energy (BE) due to this reaction with Ca, and the absence of Ca LEIS signal, below 0.4 ML coverage. Conversely, the C 1s XPS peak shifts toward higher BE due to downward band bending. Beyond 0.4 ML, the heat of adsorption decreases nearly exponentially to the sublimation enthalpy of Ca (178 kJ/mol) by 3 ML, attributed to the formation of Ca(solid) nanoparticles on the surface and eventually a
continuous Ca film. This model is supported by LEIS. Impinging Ca atoms face a kinetic competition between diffusing subsurface to react with methyl ester groups of PCBM and the formation and growth of three-dimensional Ca clusters on the surface. The total extent of reaction of Ca with subsurface ester groups to make the Ca carboxylate of PCBM is equivalent to ~14 layers of reacted PCBM molecules, or ~13 nm of reacted depth.

INTRODUCTION

Interfaces between metals and semiconducting, \( \pi \)-conjugated polymers and fullerenes play an important role in organic electronic devices, such as organic photovoltaics (OPV),\(^{16,123} \) light-emitting diodes,\(^{14} \) and field effect transistors.\(^{124,125} \) Organic solar cells are typically produced from solution by spin-coating a mixture of an electron-donating polymer and an electron-accepting fullerene to form a donor/acceptor bulk heterojunction (D/A BHJ).\(^{12} \) In conventional device configurations, this active layer is sandwiched between a transparent conducting oxide anode and a low work function metal cathode. One of the best performing model systems for OPV applications is poly(3-hexylthiophene) (P3HT) and phenyl-C\(_{61}\)-butyric acid methyl ester (PCBM),\(^{31,126} \) which can produce devices with power conversion efficiencies (PCE) in excess of 5\%\(^{39} \) with optically thick active layers capable of absorbing >90\% of incident light.\(^{32,127} \) Low work function metal cathodes such as Ca are commonly used in devices due to the formation of an ohmic contact with the LUMO of PCBM, leading to high open-circuit voltages (\( V_{OC} \)) and fill factors (FF).\(^{38,39} \) In recent years, single-junction OPV devices have approached and surpassed 10\% PCE\(^{7,37} \) due to the use of charge selective interfacial layers,\(^{15} \) inverted device structures,\(^{128} \) the use of solvent additives,\(^{129} \) and the development of novel low band gap polymers and block
copolymers,

but nearly all such devices remain reliant on fullerenes to shuttle free electrons via percolation pathways in the semicrystalline polymer matrix to the cathode where they are harvested. After nearly two decades of research into new n-type molecules/polymers to replace PCBM, it remains the best choice for high performing D/A OPV devices. Thus, understanding the interfaces of low-work-function metals like Ca with functionalized fullerenes like PCBM is essential to understanding device performance and stability.

Here, we study the structure of the Ca/PCBM interface and its bonding energetics as Ca is vapor deposited onto a clean PCBM surface in ultrahigh vacuum using surface spectroscopies, atomic beam/surface scattering and adsorption calorimetry. We clarify the structural details of this interface and the morphology of the evolving Ca film using X-ray photoelectron spectroscopy (XPS) and low energy He$^+$ ion scattering spectroscopy (LEIS). Simultaneous measurement of the heat of adsorption and sticking probability of the metal atoms as a function of coverage provides the first interfacial bonding energies for Ca on PCBM. These results reveal a tendency for the Ca metal to diffuse subsurface and react with oxygen atoms in the methyl ester of PCBM to make the Ca carboxylate, in kinetic competition with Ca(solid) particle nucleation and growth, and eventually Ca(s) film growth across the fullerene surface. Over 10 nm of the PCBM is destroyed by aggressive reaction with the Ca vapor to make the Ca carboxylate of PCBM. This thick reacted layer at the interface between the metallic Ca film and PCBM surely influences charge transfer across this interface during photovoltaic operation. Previous investigations of Ca vapor adsorption onto P3HT yielded strong evidence of Ca atom diffusion subsurface where it abstracts sulfur heteroatoms from the thiophene backbone down to ~3 nm below the surface to make CaS clusters.22,23
To our knowledge, no other studies have been reported of the evolving Ca/PCBM interface using any surface spectrosopies or adsorption calorimetry. The XPS spectrum of a clean PCBM surface was reported by Guan et al.\textsuperscript{132} XPS studies of vapor deposited Al and LiF on PCBM thin films by van Gennip et al.\textsuperscript{133} concluded that Al reacted exclusively with the methyl ester oxygen group in PCBM, while LiF acted as a barrier between the organic film and the impinging Al metal. Studies of Ca growth on poly(methyl methacrylate) (PMMA) have concluded that Ca reacts with the methyl ester group in the repeat unit of the polymer and bridges across two lamellar layers to form the Ca carboxylate.\textsuperscript{28-30}

**EXPERIMENTAL**

The PCBM used in this study was purchased from American Dye Source with >99.5% purity and was used as received (see inset in Figure 3.1 for structure). Thin films were prepared by spin-coating a PCBM solution in chloroform (1 wt%) directly onto the heat detector, a metal-coated foil of the pyroelectric polymer β-polyvinylidene fluoride (PVDF, see below). Two 30 μL aliquots were spin-coated at 1500 rpm for 60 s to yield uniform films ~90 nm thick. The film thickness was determined by preparing samples on glass substrates in the same manner, removing some of the film with a razor blade and measuring the film height with a profilometer. Up to 10 samples at a time were transferred from the glovebox to the sample transfer chamber via a stainless steel “suitcase” equipped with a gate valve. Once attached to the transfer chamber, it was evacuated to its base pressure of 2 x 10\textsuperscript{-9} Torr and heated at 330 K for ~10 h to outgas the samples and remove trace solvent. The samples were then transferred into the ultrahigh vacuum chamber (UHV) analysis chamber as needed. No remaining solvent was detected with XPS.
The surface analysis chamber and pulsed metal atom beam have been described previously.\textsuperscript{94} Briefly, the UHV chamber used for these experiments had a base pressure of $5 \times 10^{-10}$ mbar and was equipped with a hemispherical energy analyzer (Leybold-Heraeus EA 11/100) for LEIS and XPS, ion gun (Leybold-Heraeus IQE 12/38), Mg and Al K\textalpha dual anode X-ray source (VG Scienta XR3E2), quartz crystal microbalance (QCM, Inficon), quadrupole mass spectrometer (QMS, UTI 100C), and adsorption microcalorimeter. The Ca atom beam was chopped into 100 ms long pulses containing 0.009 monolayers (ML) of Ca at a rate of 0.5 Hz. One ML of Ca is defined here as $7.4 \times 10^{14}$ atoms per cm\textsuperscript{2}, which is the packing density of the Ca(111) crystal face. The heat detectors were \~1.3 cm diameter disks cut from 28 μm thick sheets of PVDF, precoated on each side with 70 nm Cu and topped with 10 nm Ni for electrical contacts (purchased from Measurement Specialties). These heat detector disks were mounted onto sample platens specially designed such that the front and back contacts are electrically isolated from each other by a ceramic bushing, and fixed in place by a thin copper washer, as described elsewhere.\textsuperscript{27} The copper washers were modified by beveling the edges of the central hole to prevent pooling of extra solution on the platen during spin-coating. PCBM was directly spin-coated onto these platens, and any built-up material on the platens was carefully removed to prevent excessive outgassing under vacuum.

The sticking probability for Ca on PCBM was determined using the QMS with the modified King-Wells method described previously.\textsuperscript{94,96} A metal grid positioned between the QMS and the sample was biased at -500 V to prevent damage to the samples from electrons emitted by the QMS filaments.

The growth of Ca on PCBM was studied by LEIS using He$^+$ ions with a primary energy of 1 keV and an angle of 45° between the ion gun and analyzer axes (i.e. 135° scattering angle). Ion fluxes were typically 15 nA/cm\textsuperscript{2} and the sample was exposed to the He$^+$ beam for only 30 s to get
a full spectrum at each coverage. For XPS experiments, 260 W Al Kα X-rays (hv = 1486.6 eV) were used and the spectra were referenced to the Cu 2p3/2 peak measured at a solid Cu part of the sample platen.

RESULTS

Sticking Probability

The amount of Ca which actually adsorbs on the PCBM surface must be known in order to determine the true Ca coverage from the Ca flux, and to convert heats of adsorption and reaction measured by microcalorimetry into units of kJ per mole adsorbed. Figure 3.1 shows the sticking probability of Ca atoms as a function of Ca coverage on PCBM at 300 K. The flux of the Ca atom beam was measured with the calibrated QCM. Coverage was determined by time-integrating the product of the Ca flux and the sticking probability. The fraction of Ca atoms that do not stick on the PCBM surface are either scattered quasi-elastically or are transiently physisorbed before desorbing again. The line shape of the mass spectrometer signal versus time indicates that the nonsticking Ca atoms have a surface residence time shorter than 10 ms, and thus make no contribution to the heat of adsorption if they transiently adsorb (as they probably do, see below). We do assume they change kinetic energy to that characteristic of a Maxwell-Boltzmann distribution of gas atoms at the surface temperature (which is colder than the hot incident beam), and subtract that energy difference from the measured heat, as described previously.94

The sticking probability of Ca on PCBM is initially ~0.3, drops quickly to 0.18 at 0.4 ML, and then increases slowly and asymptotically toward unity. The initial transiently high sticking probability could be explained by the presence of just 5% of a ML of species near the surface which have unit sticking probability but are quickly titrated by Ca, with the vast majority of the
PCBM surface having a sticking probability of just 0.18 initially. We discuss below that these special species with high sticking probability could be the ester groups nearest to the surface (whose oxygen atoms correspond to just 3% of the total O+C count in PCBM) and/or impurities in the film near the surface (such as residual solvent or water).

Low-Energy Ion Scattering Spectroscopy

LEIS with He$^+$ ions is a valuable technique for determining the mechanism of film growth because it is element-specific and probes only the topmost atomic layer. Low-Energy Ion Scattering Spectroscopy

Figure 3.2 shows the evolution of the normalized Ca LEIS signal on PCBM as a function of Ca coverage, with the inset depicting the low coverage region in more detail. Effects of beam damage by the He$^+$ ions were determined to be negligible by comparing this signal intensity versus coverage to a control experiment (square points), which exposed the surface to ~8 times fewer ions but yielded identical results within the data scatter. (The ion dose for the more frequent round points totaled ~4 μC/cm$^2$ for the points up to 2 ML coverage.) As seen, the Ca signal grows much more slowly with Ca coverage than predicted by a layer-by-layer growth model and even more slowly than on several heteroatom-containing polymers we investigated previously, although it is notably similar to the Ca signal growth on polyfluorenes PDHF and PDHFV, neither of which contain heteroatoms. In general, this very slow growth of Ca LEIS signal in those cases was due to a combination of (1) Ca diffusing below the surface and reacting with subsurface groups containing heteroatoms with a high heat of reaction, followed by (2) Ca atoms nucleating clusters of Ca(s) on the surface, which grow into thick 3D particles that cover only a small fraction of the surface initially. This second step has a heat of adsorption very similar to the heat of sublimation of bulk Ca(s), 178 kJ/mol. The XPS and heat data presented below show a very similar situation as obtained here: Initially,
Ca diffuses below the surface and binds mainly to ester groups on PCBM. This is followed by the nucleation of 3D Ca(s) islands on the surface, which then grow in size and eventually cover the entire surface.

X-Ray Photoelectron Spectroscopy

Measuring the XPS spectra of PCBM at intervals as Ca is deposited on the surface gives valuable information regarding the chemical state of the evolving surface. Figure 3.3 shows XPS spectra of the C 1s (left) and O 1s (right) regions of the clean PCBM surface (top) and the PCBM surface with increasing Ca coverage (bottom). All XPS spectra were measured using Al Kα X-rays (1486.6 eV) at 190 eV pass energy, and peak positions are referenced to the ISO standard binding energy (BE) peak position of the Cu 2p$_{3/2}$ peak (932.62 eV$^{135}$) measured from the Cu face plate of the sample platen. Figure 3.3a shows the C 1s region of pristine PCBM decomposed into five component peaks as shown, following peak position and intensity ratios reported by Richter et al.$^{136}$ This gives the following peaks from low to high BE: the component peak at 284.9 eV corresponds to the conjugated C atoms of the C$_{60}$ fullerene and phenyl group, by far the dominant C species in PCBM (80.0% of combined C 1s peak area); the component at 285.7 eV is assigned to the saturated C atoms of the butyl chain (7.3%); the component at 286.8 eV corresponds to methoxy C of the methyl ester group (-O-CH$_3$, 4.4%); the component at 288.9 eV is assigned to carbonyl C from the methyl ester (4.4%); and the component at 290.8 eV is a broad C 1s shake-up peak (3.8%).

The O 1s spectrum is decomposed into two component peaks pertaining to the methyl ester group, as shown in Figure 3.3c. The component at 533.3 eV corresponds to methoxy O (C-O-CH$_3$) and the component at 531.8 eV corresponds to carbonyl O (>C=O), each 50% of the total O
in PCBM. These peak positions are consistent with findings from XPS studies of PMMA and other materials containing methyl ester groups.\textsuperscript{137} The relative C 1s and O 1s peak areas in this clean PCBM surface is 12:1 which compares well to XPS results obtained by the Kahn group on pure PCBM films.\textsuperscript{132} The theoretical C:O ratio in bulk PCBM is 36:1. The lower ratio in the XPS spectra shows that PCBM preferentially orients with its methyl ester group closer to the surface. The inelastic mean free path of a C 1s electron through a PCBM film is \( \sim 3.14 \text{ nm} \) (estimated using the TPP-2M equation;\textsuperscript{138} the mean free path through \( \text{C}_{60} \) is \( \sim 3 \text{ nm} \)).\textsuperscript{139} The thickness of one layer of PCBM is \( \sim 0.92 \text{ nm} \). This was estimated by assuming the PCBM molecules are spherical and arranged in FCC packing, and using the interlayer spacing between the nearest <111> planes of spheres. A number density of \( 10^{21} \) PCBM molecules per \( \text{cm}^3 \) was used, corresponding to a bulk density of \( \sim 1.51 \text{ g/cm}^3 \) which is within the range of reported values for PCBM.\textsuperscript{140,141} PMMA, a polymer that contains methyl esters like PCBM, has been shown to spontaneously orient its methyl ester side chains toward the bulk under vacuum in order to minimize its surface energy,\textsuperscript{18} though the orientation of PCBM is likely dictated by the \( \text{C}_{60} \) group rather than the methyl ester.

**Figure 3.3b** and **d** show the evolution of the C 1s and O 1s spectra, respectively, with increasing Ca coverage, from pristine to 5 ML coverage. With small Ca doses, the O 1s peak loses intensity on the high BE side, due to the selective removal of the C-O-C component. This causes a peak narrowing and shift of its centroid to lower BE, as summarized qualitatively in **Figure 3.4**, which depicts (a) the centroid BE shift and (b) the evolution of the full-width at half maximum (FWHM) of the C 1s and O 1s peaks as a function of Ca coverage. The addition of Ca also causes growth in intensity on the low BE side of the O 1s peak, consistent with the growth of a new component centered at \( \sim 531 \) eV BE. These same two effects were observed upon Ca adsorption onto PMMA, and shown to be due to Ca reacting with its subsurface methyl ester groups to make
its Ca carboxylate, presumably releasing the methyl groups as ethane gas.\textsuperscript{28-30} We attribute these same changes in the O 1s lineshape upon Ca adsorption on PCBM to this same reaction with the ester groups of PCBM to make its Ca carboxylate and release its methyls as ethane gas. We show below that the extent of this reaction is so large that it involves ester groups down to a depth of ~13 nm below the surface. The XPS intensities of the C 1s and O 1s peaks are attenuated by 18% at 5 ML Ca coverage. If Ca(s) grew as a uniformly-thick film on the surface instead of as 3D particles, a film thickness of ~1.8 ML would be required to cause this 18% attenuation, only ~36% of the actual 5 ML thickness. This result is consistent with LEIS, suggesting growth of thick 3D Ca particles covering only a small fraction of the surface.

As shown in Figure 3.4a, the C 1s peak shifts toward higher BE a total of 0.35 eV as the Ca film is deposited, with 0.15 eV of this shift occurring in the first 0.2 ML. This is attributed to simple Ca-induced band bending, arising from the long-range transfer of electron density from Ca to the bulk of the PCBM film, causing the PCBM bands to bend downward near the surface due to the development of this long-range dipole. A very similar effect was reported for Ca adsorption on semiconducting polymers.\textsuperscript{22,25,142} The O 1s peak also shifts considerably, but toward lower BE instead. This is clearly due to the conversion of the methyl ester groups to Ca carboxylates mentioned above, which has a stronger effect on O 1s BEs than band bending, which would also affect the O 1s BEs for any unreacted components of the PCBM in the same way as it does the C 1s BEs.

\textit{Heats of Adsorption}

\textbf{Figure 3.5} shows the differential heat of adsorption of Ca on PCBM as a function of coverage, averaged over three experimental runs at 300 K. The pulse-to-pulse standard deviation of the heats
of adsorption at high coverages, where the heat is independent of coverage, is less than 3 kJ/mol for pulses of ~0.009 ML. The heat of adsorption in the limit of zero coverage is ~880 kJ/mol. The heat drops quickly with Ca coverage to ~624 kJ/mol by 0.05 ML, then remains constant until 0.4 ML coverage, and thereafter decays exponentially toward the bulk heat of sublimation of solid calcium (178 kJ/mol\textsuperscript{134}).

**DISCUSSION**

The experimental results can be summarized as follows:

a. The heat of Ca adsorption on PCBM at low coverages (<0.5 ML) is very high (~880 kJ/mol in the limit of zero coverage, ~624 kJ/mol from 0.05-0.4 ML) and much greater than the bulk heat of Ca sublimation (178 kJ/mol).

b. The heat of Ca adsorption approaches the bulk heat of Ca sublimation by ~3 ML.

c. The Ca LEIS intensity increases much more slowly with Ca coverage than is predicted by a layer-by-layer growth model, reaching complete layer coverage by ~30 ML.

d. The C 1s XPS peak shifts to higher BE with increasing Ca coverage while the O 1s peak shifts to lower BE.

In the following, we will describe a model for the formation of the Ca/PCBM interface which is consistent with these results.

As shown in Figure 3.2, the Ca LEIS signal grows much more slowly with Ca coverage than expected for layer-by-layer growth or the formation of a continuous first layer followed by 3D particle growth. The Ca signal intensity at coverages below 0.4 ML is negligible and increases logarithmically toward full coverage at ~30 ML. Instead, the data are consistent with subsurface diffusion of nearly all impinging material at low Ca coverages, followed by a kinetic competition
between subsurface diffusion and 3D island nucleation at the surface. If growth were dictated by
3D island nucleation from the beginning, the measured heats of adsorption should be
approximately equal to the bulk heat of Ca sublimation of 178 kJ/mol (or less in the case of small
clusters, due to the Kelvin effect). However, the measured heats of adsorption are significantly
higher than that at low coverages.

The heat curve is indicative of a three-step mechanism: (I) a very exothermic initial reaction
(heat ≥ 880 kJ/mol) which is limited to very few reaction sites (<5% of a ML), followed by (II) a
more extensive reaction with a heat of ~624 kJ/mol that persists from 0.05 ML up to >0.4 ML, and
finally (III) growth of Ca(s) on the surface with a heat of ~178 kJ/mol. The dominant changes in
the XPS spectra which we attributed to Ca carboxylate formation above occurs in the same
coverage range where reaction II dominates the heat, so we attribute its 624 kJ/mol heat to this
conversion of methyl ester groups to Ca carboxylates.

A similar exponential decay as that seen here between the heats for reactions II and III has
always been observed for Ca adsorption on polymers that contain heteroatoms\textsuperscript{22,25,28} and we
attribute it to the same type of kinetic competition here as was used to explain those data. It thus
reflects the decreasing probability for an incoming Ca atom to diffuse further subsurface to find
unreacted heteroatoms (ester groups here) and its increasing probability to instead find a growing
cluster of Ca(s) to which it attaches. Reaction II gets slower as the reacted thickness increases, and
reaction III gets faster as the fraction of the surface covered with Ca(s) increases. The heat for
reaction III already dominates strongly by 1 ML coverage, at which point the LEIS data of Figure
3.2 show that only 5% of the surface is covered by Ca(s). At this coverage, the sticking probability
is only 0.3, so that 70% of the Ca atoms desorb again before finding a Ca(s) cluster to which it can
add (or a subsurface ester group to attack). We show below that the ester groups have already been reached down to a depth of ~10 nm at this 1 ML coverage.

We propose that reaction II above, which occurs between Ca and the methyl ester groups of PCBM, is similar to the following reaction:

$$\text{Ca}(g) + 2 \text{R-COOCH}_3(s) \rightarrow (\text{R-COO})_2\text{Ca}(s) + \text{CH}_3\text{-CH}_3(g) \quad (3.1)$$

where R represents the remainder of the PCBM molecule. The standard enthalpy of reaction 3.1 at 298 K ($\Delta H^\circ_{\text{rxn}}$) can be estimated using thermodynamic tables of heats of formation,$^{134,143}$ for the simplified example where R is replaced with a CH$_3$ group, and the heat of formation for solid methyl acetate is approximated as that reported for its liquid. This gives the standard enthalpy of reaction 3.1 to be -855 kJ/mol. The heat of adsorption of Ca on PCBM in the coverage range 0.05-0.4 ML is 624 kJ/mol, reasonably close to this reaction’s heat. This suggests that the Ca atoms predominantly react in this coverage range to form the Ca carboxylate of PCBM, with two PCBM molecules reacting per Ca atom. As reported previously, the heat of adsorption of Ca on PMMA similarly goes through a long, nearly constant heat regime at low coverages with a heat of 780 kJ/mol that was attributed to Ca reacting predominantly with subsurface methyl ester groups via the same reaction shown above (albeit with a different R), to form the Ca carboxylate of PMMA.$^{28}$ The heat for this same reaction regime for Ca on PCBM is 156 kJ/mol lower than Ca on PMMA, and 231 kJ/mol lower than for the simplified case of reaction 3.1 when R = CH$_3$. Since PCBM has far fewer reaction sites (esters) per volume than these other two methyl ester systems, one expects less stable packing of the resulting Ca cations and carboxylate anions in the solid than in the Ca carboxylate of PMMA or in Ca acetate, which may explain these differences in heats.
In the first two Ca pulses, the impinging Ca atoms that stick to the surface react with a higher heat of 800-850 kJ/mol. We attribute this to Ca reacting with remaining chloroform solvent or other impurities in the PCBM film. Although XPS shows no evidence of Cl, the reaction of Ca with chloroform to form CaCl$_2$ solid and acetylene gas would have a heat of 809 kJ/mol. Thus, a small amount of remaining chloroform below the XPS detection limit (when spread through a depth of >10 nm) could explain this high heat. The Ca(g) reaction with water impurity to make Ca(OH)$_2$(s) would give a reaction heat of ~680 kJ/mol.

If we neglect this high initial heat due to impurities, and assume that the heat below 0.05 ML is also equal to 624 kJ/mol as it is from 0.05 ML to 0.4 ML, we may use a simple two-state model to fully explain the heat data in Figure 3.5, and from this estimate the extent of reaction by Ca to make the Ca carboxylate of PCBM. This model assumes that the measured heats in Figure 3.5 have two contributing reactions, one due to reaction II (with heat = 624 kJ/mol), and the other due to formation of Ca(s) (reaction III) with a heat equal to the bulk heat of Ca sublimation (178 kJ/mol). In this model, the measured differential heat of adsorption at any Ca coverage ($\Delta H_{ad}$) is a sum of the fraction of Ca atoms ($f$) in the pulse that reacts via reaction II multiplied by 624 kJ/mol and the remaining fraction (1 - $f$) multiplied by 178 kJ/mol,

$$\Delta H_{ad} = f \left( 624 \frac{kJ}{mol} \right) + (1 - f) \left( 178 \frac{kJ}{mol} \right)$$  \hspace{1cm} (3.2)

Solving for $f$ results in a curve identical in shape to the heat curve in Figure 3.5 except $f = 1$ corresponds to 624 kJ/mol and $f = 0$ corresponds to 178 kJ/mol. Multiplying $f$ by the added Ca coverage per pulse gives the amount of reacted Ca per pulse in ML which makes the Ca carboxylate of PCBM. Summing pulses from zero coverage up to any other coverage gives the
total amount of “reacted Ca” at that coverage. This is plotted versus coverage in Figure 3.6. As seen, this amount increases with unit slope up to ~0.4 ML, but then flattens out and eventually saturates at a value of 0.85 ML of “reacted Ca” at coverages above 3 ML.

We converted this “reacted Ca” coverage to the effective “reacted depth” by assuming that PCBM molecules pack like spheres in an FCC close-packed crystal, and assuming a number density of 10^{21} PCBM molecules/cm^{3}, which corresponds to a mass density within the reported range of values for PCBM (1.3-1.631 g/cm^{3}). Using the Ca ML definition of 7.4 x 10^{14} atoms/cm^{2} and the reaction stoichiometry of 2 PCBM : 1 Ca atom, we thus calculated the reacted depth of PCBM from the reacted Ca coverage. At saturation, this reaches ~13 nm (~14 layers of PCBM molecules). The progression of this reaction depth with coverage is also shown in Figure 3.6.

It is notable that Ca diffuses/reacts much deeper here than for the cases of Ca/P3HT (~3 nm reacted depth), Al/P3HT:PCBM in a 1:1 ratio by weight (~4 nm estimated by high resolution TEM), and Ca/MEH-CN-PPV (~6 nm). This is likely driven by the very small number of reaction sites per unit volume and open diffusion pathways between sphere-like PCBM molecules. PCBM itself has been shown to diffuse through polymer matrices over distances on the order of 100 nm even at low annealing temperatures.

The disparity in diffusion/reaction depth for reactive metals on different organic thin films is relevant for understanding the complex processes of interface formation during device fabrication. Vertical phase separation in P3HT:PCBM BHJ solar cells has been extensively studied and the species which separate toward the cathode interface are dependent on preparation method and interfacial effects. In as-cast P3HT:PCBM blends prepared on PEDOT:PSS, P3HT tends to be more abundant at the air interface due to its relatively lower surface energy. Using
variable-angle spectroscopic ellipsometry on P3HT:PCBM blends spincoated on PEDOT:PSS and fused silica, Campoy-Quiles et al.\textsuperscript{147} reported a concentration gradient which varies from PCBM-rich at the underlying PEDOT:PSS or fused silica interface to P3HT-rich at the air interface. Solvent vapor annealing was shown to increase PCBM concentration at the air interface of the P3HT:PCBM/PEDOT:PSS films. Chen et al.\textsuperscript{17} used SIMS on P3HT:PCBM blends prepared on PEDOT:PSS to confirm that P3HT is more concentrated at the cathode interface in as-spun devices, but found that thermal annealing before or after cathode deposition dictated the cathode interface composition, with this interface becoming enriched in P3HT for devices thermally annealed \textit{before} metal vapor deposition and enriched in PCBM for devices thermally annealed \textit{after} vapor deposition. Since electrons are primarily transported via C\textsubscript{60}, the reaction of Ca atoms with methyl ester groups in PCBM should have little effect on electron transport near the cathode. Aside from the benefits of the low work function of Ca for charge extraction, subsurface diffusion might allow Ca(s) dendrites to access underlying PCBM domains to form more percolation pathways for electrons to exit the active layer and generate power.

\textbf{CONCLUSIONS}

The interface formation of Ca onto PCBM was studied by microcalorimetry, LEIS, and XPS. Calcium gas physisorbs to the surface and either desorbs again or binds to one of two population sites: (1) subsurface methyl ester groups, releasing a heat of \textasciitilde 624 kJ/mol and dominating the heat of adsorption up to 0.4 ML coverage, or (2) 3D Ca(s) particles at the surface and near subsurface with a heat of adsorption equal to the bulk heat of Ca sublimation (178 kJ/mol). The proposed reaction with ester groups is the formation of the Ca carboxylate of PCBM, with two PCBM molecules reacting per Ca. At saturation of the first reaction, Ca has reacted with PCBM down to
~13 nm below the film surface, with ~80% of this occurring in the first 1 ML of Ca coverage. The heat of adsorption reaches the bulk heat of Ca sublimation by 3 ML. The surface is fully covered by Ca(s) at ~30 ML, suggesting extensive 3D particle growth after the reaction sites are exhausted. Shifts in the O 1s XPS peak toward lower BE is evidence of the reaction between Ca and O which is enough to overcome the band-bending seen in the C 1s peak shift (0.35 eV toward higher BE). At very low coverage (<0.05 ML), there is a high heat reaction (800-850 kJ/mol) attributed to Ca reacting with impurities in the PCBM.
Figure 3.1. The measured sticking probability of Ca gas atoms on pristine PCBM as a function of Ca coverage at 300 K. Each data point represents a pulse of approximately 0.009 ML with a pulse frequency of 0.5 Hz. This plot is the average of three experimental runs, each of which alone showed nearly identical coverage dependences. The inset shows the PCBM molecular structure. Monolayer coverage (1 ML) is defined as the Ca(111) packing density ($7.4 \times 10^{14}$ Ca atoms per cm$^2$).
Figure 3.2. He\(^+\) LEIS measurements of Ca on PCBM at 300 K. The relative integrated Ca LEIS peak intensity is displayed as a function of Ca coverage (round points). All intensities are normalized with respect to the saturation signal obtained for very high Ca coverages. The dashed line indicates the expected trace for the layer-by-layer growth model. The inset shows a close-up of the low-coverage region. Square points were measured using 8-fold larger Ca coverage steps than the round points, so that only 1/8 of the total He\(^+\) ion dose was required. Their agreement shows that ion damage does not affect the data.
Figure 3.3. XPS spectra of the C 1s (a,b) and O 1s (c,d) regions of PCBM measured with Al Kα X-rays (1486.6 eV) at 190 eV pass energy. (a) The C 1s region decomposed into five component peaks, starting from lowest BE: conjugated C of C$_{60}$ and the phenyl group (284.9 eV); saturated C of the butyl chain (285.7 eV); methoxy C (286.8 eV); carbonyl C in the methyl ester group (288.9 eV); and a broad peak at high binding energy attributed to shake-up satellites (290.8 eV). (b) The evolution of the C 1s region upon Ca adsorption on pristine PCBM at 300 K up to 5 ML Ca coverage. (c) The O 1s region decomposed into carbonyl O (531.8 eV) and methoxy O (533.3 eV) peaks. (d) The evolution of the O 1s region upon Ca adsorption on pristine PCBM at 300 K up to 5 ML Ca coverage.
Figure 3.4. (a) Centroid XPS binding energy (BE) shifts and (b) changes in the peaks’ full-width at half-maximum (ΔFWHM) for the C1s (▲, solid lines) and O1s (▼, dashed lines) XPS peaks, all plotted as a function of Ca coverage at 300 K.
Figure 3.5. The differential heat of adsorption of Ca on PCBM as a function of Ca coverage at 300 K. The inset shows a close-up of the region up to 0.6 ML Ca coverage.
Figure 3.6. Top graph shows the fraction of Ca atoms that react with high heat with subsurface methyl ester groups of PCBM (f, black points) and the fraction that grow as 3D Ca(solid) particles on the surface and near subsurface (1-f, red points) as a function of total Ca coverage at 300 K, estimated from the heat versus coverage data as analyzed with a simple two-state model (see text). The left axis of the bottom graph shows the cumulative depth of reaction of Ca with PCBM, plotted as a function of Ca coverage at 300 K, and saturating at 12.6 nm. The right axis shows the cumulative depth of reacted Ca in ML as a function of Ca coverage. The inset shows the proposed reaction product: the Ca carboxylate of PCBM.
Chapter 4. Calcium Vapor Adsorption on the Metal-Organic Framework NU-1000: Structure and Energetics


CHAPTER ABSTRACT

The nature and energy of the reactions between calcium vapor and the internal surfaces of the metal–organic framework (MOF) NU-1000 have been studied by adsorption microcalorimetry, low energy He$^+$ ion scattering spectroscopy (LEIS), X-ray photoelectron spectroscopy (XPS), and Kohn–Sham density functional theory (DFT). NU-1000 is one of the most stable MOFs with transition-metal-oxide nodes, and thus it is of interest as a potential catalyst or catalytic support when modified with other metals. The reaction heats of Ca with NU-1000 are high below 2 monolayers (ML) Ca coverage (570–366 kJ/mol), attributed (based on DFT) to Ca reacting first with free benzoic acid functionalities or water impurities, then with H$_2$O and OH groups on the Zr$_6$ nodes to produce Ca(OH)$_2$ clusters. With higher Ca doses, the heat of Ca reaction decreases asymptotically to the sublimation enthalpy of bulk Ca (178 kJ/mol), attributed to the formation of Ca(solid) nanoparticles on the external surface, which only occurs after all of the H$_2$O and OH groups are titrated deeply enough (∼20 nm) such that slow Ca diffusion prevents further reaction.
INTRODUCTION

Metal–organic frameworks (MOFs) are an extensive class of nanoporous crystalline materials composed of small metal, metal oxide, or mixed-metal–oxide nodes connected by organic linker groups of a fixed length and conformation; the linkers bind to nodes via reactive binding sites such as ionized carboxylic acid groups. MOFs have attracted great research interest due to a unique combination of properties, such as structural homogeneity that makes MOFs amenable to X-ray diffraction, large surface areas and pore sizes, framework flexibility, opportunities for rational design and tunability, and almost limitless compositional diversity. Predictive modeling has been used effectively to screen vast numbers of node/linker combinations to select high-performance MOFs for experimental study. MOFs have numerous current and potential applications, including gas separation and storage, catalysis, sensing, and drug delivery. The Zr-based NU-1000 is a particularly promising MOF for catalysis because it is water- and temperature stable, has a BET surface area of >2000 m²/g, and has 31 Å hexagonal pores that allow large molecules to penetrate into the bulk of the MOF crystallites. See Figure 4.1 for the structure of NU-1000.

Because MOF nodes can be oxide clusters of controllable sizes near ~1 nm in diameter, they can be thought of as very well-defined and homogeneous oxide “nano-supports” to which catalytic metals (like Pt, Ag, Pd, etc.) could be attached to achieve improvement in activity or simply to provide a more homogeneous structure to facilitate fundamental studies of supported metal clusters. The organic linker groups effectively isolate these nodes (and the supported metals) from each other, thus possibly preventing sintering of the metal centers. Additionally, due to the highly ordered nature of MOFs, their structures can be easily determined with X-ray diffraction.
Thus, the binding of metal atoms and metal clusters to the oxide nodes of MOFs like NU-1000 is a subject of considerable interest.

Loading MOF nodes with metals has been demonstrated via chemical vapor deposition, solution phase impregnation, and even solid grinding. The large pore size and water/temperature stability of NU-1000 also allows for metal loading via atomic layer deposition (ALD) and metal exchange that would otherwise be severely limited by framework degradation and vapor-phase mass transport. Mondloch et al. used XRD to show that the crystallinity of NU-1000 was not significantly altered by loading the nodes with Al and Zn via ALD, and they used diffuse reflectance infrared Fourier transform spectroscopy to confirm that Al and Zn react with free hydroxyl groups on the Zr$_6$ nodes. Kim et al. used XRD and X-ray pair distribution function analysis to show similar results for loading NU-1000 nodes with indium via ALD.

Here, we study the bonding energetics of calcium vapor adsorption onto clean NU-1000 at 300 K in ultrahigh vacuum using adsorption microcalorimetry, surface spectroscopies, atomic beam/surface scattering, and Kohn–Sham density functional theory (DFT). As shown below, the Ca atoms are transiently adsorbed in a weakly held precursor state that allows them to diffuse deeply (∼10–20 nm) into the NU-1000. Thus, we probe here mainly the internal surfaces of the NU-1000. These have a BET surface area of 2040–2320 m$^2$/g. Calcium is chosen as the probe metal here to study the metal-binding properties of NU-1000 since we already know a lot about how Ca binds to the surfaces of bulk metal oxides, pure hydrocarbon surface functionalities, and organic carboxylate and ester groups in the surfaces of polymers. Specifically, Ca has a very weak interaction with pure hydrocarbon groups, so it is not expected to interact strongly with the fused benzene rings of the linkers. Thus, it is expected to react only at the zirconium oxide
nodes or at the carboxylate groups that bind the linkers to these nodes. We elucidate the film-growth mechanism and surface morphology of the evolving Ca film using low-energy He\(^+\) ion scattering spectroscopy (LEIS) and X-ray photoelectron spectroscopy (XPS). Simultaneous measurement of the heat of adsorption and sticking probability of the metal atoms as a function of coverage provides the interfacial bonding energies for Ca on NU-1000 as a function of Ca coverage. The reactions are modeled with DFT and interpreted in that light. These results show a strong tendency for Ca metal to diffuse into the pores of NU-1000 and react either with \(-\text{OH}\) and \(-\text{OH}_2\) groups on the \(\text{Zr}_6\) node, free carboxylic acid on the external surface, or residual weakly-bonded water in kinetic competition with Ca(solid) particle nucleation and growth on the surface and in the pores, and eventually Ca(s) film growth across the MOF surface. These reactions occur extensively to a depth of \(\sim 20\) nm beneath the NU-1000 surface.

**EXPERIMENTAL METHODS**

NU-1000 was prepared solvothermally and then activated, as described previously.\(^{85}\) Activation removes synthesis solvent and replaces benzoate ligands (nonstructural ligands) on the nodes with aqua and hydroxo ligands. \(^1\text{H}\) NMR of the digested material confirmed that activation was complete, with the only carbon-containing component being the tetra-acid of the MOF organic linker, pyrene-tetraphenylcarboxylate. Nitrogen adsorption measurements of the activated MOF yielded the BET surface area, the pore volume, and the isotherm shape expected for a clean and undamaged sample. Powder X-ray diffraction measurements yielded the pattern expected for NU-1000, with no evidence of the formation of polymorphs such as NU-901.\(^{164}\) The MOF crystallites are necessarily terminated with linkers, nodes, or both, with the identity of the terminating units possibly being crystal-face dependent. A linker-terminated face will present unreacted carboxylic
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acid groups. We have been unable to observe these by diffuse reflectance infrared Fourier transform spectroscopy (DRIFTS), which is not unexpected even if they are present, as the detection limit is about 1%. A node-terminated face will present excess aqua and hydroxo ligands. These additional ligands, if present, are likely to be indistinguishable by DRIFTS from aqua and hydroxo ligands present within the crystallites.

Thin NU-1000 films were prepared by drop-casting from an agitated NU-1000 solution (0.5 wt% in acetone) directly onto the heat detector, a metal-coated foil of the pyroelectric polymer β-polyvinylidene fluoride (PVDF, see below). Three ~6 μL aliquots were drop-cast onto the substrates which were covered by a small upturned cup with a hole in the center to slow the evaporation rate of acetone. This yielded NU-1000 films ~1.5 μm thick that uniformly coat the PVDF with low surface roughness confirmed using a microscope. We typically prepared ten NU-1000-coated heat detectors at a time, and transferred them to the sample preparation chamber via a stainless steel “suitcase” equipped with a gate valve. With the suitcase attached, the preparation chamber was evacuated to its base pressure of 2 × 10⁻⁹ mbar and heated at 348 K for ~10 h to outgas the samples and remove trace solvent and physisorbed water. The samples were then transferred into the ultrahigh vacuum (UHV) analysis chamber for surface characterization and calorimetry as needed.

The heat detectors were ~1.3 cm diameter disks cut from 28 μm thick sheets of PVDF, pre-coated on each side with 70 nm Cu and topped with 10 nm Ni for electrical contacts (purchased from Measurement Specialties). These heat detector disks were coated with NU-1000 as described above. After coating with NU-1000, these “samples” were mounted onto sample platens specially designed such that the sample disks are fixed in place by a thin copper washer and the front and back contacts are electrically isolated from each other by a ceramic bushing, as described
The reflectivity of these NU-1000 films at the He-Ne laser wavelength (632.8 nm) was measured ex situ using an integrating sphere and was found to be 0.737 ± 0.018. The standard deviation of the reflectivity measurement for an individual sample was less than 3%.

The surface analysis chamber, its adsorption calorimeter, and its pulsed metal atom beam have been described previously. Briefly, the UHV chamber used for these experiments had a base pressure of 3 x 10^{-10} mbar and was equipped with a hemispherical energy analyzer (Leybold-Heraeus EA 11/100) for LEIS and XPS, ion gun (Leybold-Heraeus IQE 12/38), Mg/Al Kα dual anode X-ray source (VG Scienta XR3E2), quartz crystal microbalance (QCM, Inficon), quadrupole mass spectrometer (QMS, UTI 100C), and adsorption microcalorimeter.

The calorimetric method used here has been described previously. Briefly, the NU-1000-coated sample platens were heated in the preparation chamber vacuum at 348 K for at least 1 hour prior to each experiment, then transferred to the analysis chamber. The sample platen was then mounted on a large Cu thermal reservoir where electrical connections were made to its heat-detector electrodes. A collimated 4 mm diameter beam of Ca gas atoms was chopped into 100 ms long pulses containing 0.009 monolayers (ML) of Ca at a rate of 0.5 Hz. One ML of Ca is defined here as 7.4 x 10^{14} atoms per cm² of geometric (projected flat) area, which is the packing density of the Ca(111) crystal face. The energy from gas adsorption generates a transient temperature rise in the NU-1000 sample, which is transferred by thermal diffusion to the pyroelectric PVDF detector it coats. The resulting peak-to-peak voltage response was calibrated using the voltage response to pulses of known energy from a stabilized He-Ne laser with 632.8 nm wavelength. A sensitivity of ~350 volts per joule of heat absorbed by NU-1000 was commonly found. Since the calorimeter sensitivity and laser power at the sample are constant throughout the experiment, we can determine the change in optical reflectivity of the samples at the He-Ne wavelength due to addition of Ca by
measuring the heat signal of the laser before and after dosing Ca. The heat signal for the laser increased by an average of 29% to \( \sim 450 \text{ V/J} \). That is, more light was absorbed by the sample after Ca was adsorbed on the NU-1000 surface. The average calculated reflectivity after experiments was 0.663 ± 0.020. This is approximately the reflectivity of 632.8 nm light reported for thick Ca films.\(^{165}\) The operating temperature of the Ca beam source was \( \sim 923 \text{ K} \), which generates thermal optical radiation that impinges on the sample along with the Ca metal atoms. This thermal radiation was measured by translating a BaF\(_2\) window into the path of the beam, allowing \( \sim 95\% \) of the optical radiation to pass through to the sample, while blocking the metal atoms. This radiation contribution was subtracted from the total measured signal. To convert the measured internal energy changes into the standard heat change at the surface temperature (300 K), the excess translational energy of the metal gas atoms at the oven temperature above that for a 300 K Maxwell-Boltzmann distribution was subtracted, and a small pressure-volume work term (RT) was added, as described elsewhere.\(^{94}\)

The sticking probability for Ca on NU-1000 was determined using the QMS with the modified King-Wells method described previously.\(^{94,96}\) A metal grid positioned between the QMS and the sample was biased at -500 V to prevent damage to the samples from electrons emitted by the QMS filaments. The growth of Ca on NU-1000 was studied by LEIS using He\(^+\) ions with a primary energy of 1 keV and an angle of 45° between the ion gun and analyzer axes (i.e. 135° scattering angle). Ion fluxes were typically 15 nA/cm\(^2\) and the sample was exposed to the He\(^+\) beam for 2 min to measure the C and Ca signal at each coverage. A two-point experiment also confirmed that beam damage is not a significant factor during LEIS. For XPS experiments, 260 W Mg K\(\alpha\) X-rays (\(h\nu = 1253.6 \text{ eV}\)) were used and the spectra were referenced to the C 1s peak of NU-1000. The samples used in LEIS, XPS, and calorimetry experiments were baked at 348 K in
the preparation chamber vacuum for at least 1 hour prior to experiments to ensure the samples were free of water. Calorimetry was also performed on samples baked for 10 minutes at 378 K in the preparation chamber vacuum, then cooled to 348 K prior to experiments. Baking to higher temperatures removes any remaining physisorbed water in the MOF channels, as well as structural –OH₂ groups from the Zr₆ node.⁸⁶ All experiments were performed at 300 K.

**Computational Methods**

The experimental crystal structure of NU-1000⁸⁵ was used as the initial structure in our study. We also built a cluster model (Zr₆C₅ₒ₆₂O₅₆H₅₆, see below) that has one Zr₆ core and eight benzoates attached to it; the geometry of the cluster was optimized with all carbons fixed to their positions that were optimized in a periodic calculation from previous work.¹⁵⁸ The Gaussian 09¹⁶⁶ and CRYSTAL14¹⁶⁷ software suites were used for the cluster and periodic calculations, respectively. All theoretical calculations, both cluster and periodic, were performed with Kohn-Sham density functional theory (DFT) with atom-centered Gaussian basis functions. We used the M06-L¹⁶⁸ exchange-correlation functional for geometry optimization (and Hessian calculation in the case of clusters), followed by a single-point energy with the M06-2X¹⁶⁹ functional, which has been previously validated as giving an accurate energy for the formation of a Ca-O bond.¹⁷⁰ We used the 6-31G(d,p)¹⁷¹-¹⁷⁵ basis set for H, C, and O. The SDD effective core potential and corresponding basis set were used for Zr¹⁷⁶,¹⁷⁷ and Ca.¹⁷⁸

An ultrafine integration grid was used for all cluster calculations. Enthalpies were calculated at 300 K. The vibrational contributions were calculated by the quasiharmonic approximation, which means using the harmonic oscillator formulas but with scaled frequencies that account for anharmonicity and systematic errors in the density functional calculations, as
explained elsewhere.\textsuperscript{179} The scale factor used was 0.978 for M06-L, as calculated by the \textit{Freqscale} program.\textsuperscript{180}

In periodic calculations, the lattice constants and atomic positions were both optimized except in the slab calculations, in which the lattice constants were fixed to values optimized in the bulk calculations. For geometry optimization in the periodic model, the Gaussian basis functions with exponents smaller than 0.06 and the polarization p function of H were removed. In the following single-point calculation, the basis functions of Ca with exponent smaller than 0.06 but greater than 0.03 and the polarization p functions of H were added back to better describe the reactions involving H and Ca. Default settings were used in \textit{CRYSTAL14} except that ITol5 was increased to 35 to facilitate convergence of the M06-2X calculations. All enthalpies from periodic calculations are approximated by adding the reaction energy at 0 K (neglecting zero-point energies) from the periodic calculation to the difference from the cluster calculations between the enthalpy of reaction at 300 K and the energy of reaction at 0 K (neglecting zero-point energies).

\textbf{RESULTS}

\textit{Sticking Probability}

The amount of Ca vapor that actually adsorbs on the NU-1000 surface must be known to determine the true Ca coverage from the Ca flux and to convert enthalpies of adsorption/reaction measured by calorimetry into units of kJ per mole adsorbed. \textbf{Figure 4.1} shows the sticking probability of Ca atoms on NU-1000 (outgassed at 348 K) as a function of Ca coverage at 300 K. In the limit of zero coverage, the sticking probability of Ca on NU-1000 was 0.91 and increased steadily to within 1\% of unit sticking by 3 ML coverage. Multilayer Ca films are known to have near unit sticking probability for Ca at 300 K.\textsuperscript{102} The flux of the Ca atom beam was measured with the calibrated
QCM at 300 K, pre-coated with a multilayer of vapor-deposited Ca to ensure unit sticking probability. Coverage was determined by time-integrating the product of the Ca flux and the sticking probability.

Low-Energy Ion Scattering Spectroscopy

LEIS with He$^+$ ions is useful for determining the location of the adsorbed Ca because it provides element-specific information while probing only the topmost atomic layer of the solid.$^{97,98}$ Figure 4.2 shows the evolution of the Ca and C LEIS signals, both normalized to their maximum values, as a function of Ca coverage on NU-1000 at 300 K, with the inset depicting the low coverage region in more detail. Effects of beam damage by He$^+$ ions were determined to be negligible by comparing the signal intensity versus coverage to a control experiment which exposed the surface to ~5 times fewer ions but yielded identical results within the data scatter. The Ca signal grows much more slowly with Ca coverage than predicted by a layer-by-layer growth model on a flat substrate, and even more slowly than on flat films of several polymers and organic semiconductors we investigated previously,$^{22-26,28-30,95}$ where the Ca was shown to diffuse deeply below the external surface at 300 K (down to at least 3 nm and up to 12 nm, depending on the material) before reacting with internal surface functional groups that contain heteroatoms. However, the curve is similar in shape to the Ca growth curves on phenyl-C$_6$t-butyric acid methyl ester (PCBM)$^{95}$ and the polyfluorenes poly(9,9-di-n-hexyl-2,7-fluorene) (PDHF) and poly(9,9-di-n-hexyl-2,7-fluorene vinylene) (PDHFV),$^{26}$ which contain very few heteroatoms (none in the case of the polyfluorenes). In general, the very slow growth of Ca LEIS signal in those cases was due to a combination of (1) Ca diffusing below the surface and reacting with internal surface groups, followed by (2) Ca atoms nucleating clusters of Ca(solid) on the surface, which grow into thick
3D Ca particles that cover only a small fraction of the surface initially (but eventually make a continuous over-coating). This second step has a heat of adsorption very similar to the heat of sublimation of bulk Ca(s), 178 kJ/mol.\textsuperscript{134} It appears in Figure 4.2 that a similar behavior occurs here, so that Ca initially (up to >5 ML here) is reacting with sites below the external surface and thus is binding to the internal surfaces of the NU-1000, where it is invisible to LEIS.

The C LEIS signal increased in intensity and shifted to lower kinetic energy over the course of the first 2 ML, where the Ca signal was still negligible. As the Ca signal appears and begins to rise, the C signal starts to drop, finally approaching zero as the Ca signal approaches its high-coverage limit.

\textit{X-Ray Photoelectron Spectroscopy}

Due to the insulating nature of NU-1000, sample charging made analysis of the chemical state of NU-1000 with XPS peak energies and their changes with increasing Ca coverage impossible. The ratio of the integrated areas of the Ca 2p XPS peak at increasing Ca coverage to the initial C 1s peak at 300 K is shown in Figure 4.3. This Ca/C\textsuperscript{0} ratio increases very slowly below 1 ML Ca coverage, consistent with the diffusion of Ca below the XPS probe depth. The growth of the Ca/C\textsuperscript{0} ratio is much slower than is predicted by the layer-by-layer growth model on a flat surface, also shown in Figure 4.3. The tabulated inelastic mean free path of C 1s electrons (λ\textsubscript{C}) is 26.2 Å when excited with Mg K\textalpha\ X-rays (hν = 1253.6 eV).\textsuperscript{139} For the layer-by-layer model calculations, following Ertl and Küppers,\textsuperscript{181} we increased λ\textsubscript{C} by a factor of 1.8 to account for the large void density in NU-1000. The density of NU-1000 was estimated to be 0.85 g/cm\textsuperscript{3} (i.e., 1.8-fold smaller than 1.5 g/cm\textsuperscript{3}, a typical density for materials of similar composition used to determine λ\textsubscript{C}). The sensitivities for C and Ca were taken from Wagner \textit{et al.}\textsuperscript{182} The experimental peak area ratio also
grows more slowly than was found previously for Ca deposition on PCBM (a functionalized C$_{60}$ buckyball), where Ca was shown to diffuse and react at depths greater than 10 nm below the PCBM surface.$^{{95}}$

**Calorimetric Enthalpies of Adsorption**

**Figure 4.4** shows the differential enthalpy of adsorption of Ca on NU-1000 samples that had been outgassed in vacuum at 348 K and 378 K as a function of total Ca coverage at 300 K. For pulses containing ~0.009 ML of Ca, the pulse-to-pulse standard deviation of the enthalpies of adsorption at high coverages, where the enthalpy is independent of coverage, is approximately 10 and 32 kJ/mol for samples baked at 348 K and 378 K, respectively. The increase in noise may be due to the fact that the pyroelectric response of PVDF begins to degrade at temperatures above ~333 K, and this degradation increases with temperature.$^{{183}}$ Additionally, three experiments were averaged on samples baked at 348 K, compared to only two experiments on samples baked at 378 K. For samples baked at 348 K, the enthalpy of adsorption in the limit of zero coverage is ~-513 kJ/mol. Outgassing the NU-1000 to 378 K for 10 minutes increased the initial enthalpy of adsorption to ~-570 kJ/mol. Note that the sticking probability (S) versus coverage was not measured for the samples outgassed at 378 K. Since S was so close to unity at all coverages for NU-1000 samples outgassed at 348 K (**Figure 4.1**), and the enthalpy versus coverage was so similar for both outgassing temperatures, we assumed it was the same for 378 K as at 348 K.

**Figure 4.4** shows that the very negative reaction enthalpies (<-250 kJ/mol) extend to Ca coverages of >2 ML, or 1.48 x 10$^{15}$ Ca atoms per cm$^2$. The DFT calculations below, and the general trend from our earlier measurements that Ca does not react strongly with pure hydrocarbon moieties,$^{{26,95}}$ show that the high-enthalpy-release reactions are due to reactions with nodes and
reactive, dangling carboxylic acid groups. Given the low density of these node sites, this 2 ML Ca coverage corresponds to a reacted depth of >10 nm (see below). This means that, just as with Ca adsorption on polymer films,22,23,25,26,28,95 Ca is initially bound in a weakly held state that diffuses rapidly into the NU-1000 and thus can react quite deeply within the internal surface area.

Computational Results

In this section we discuss the results from periodic and cluster calculations and compare them to experiment. To make the presentation unambiguous and easier to follow, we adopt the convention of following each numerical value for energies or enthalpies by “[C]” if it is an enthalpy from a cluster calculation, by “[P]” if it is an approximated enthalpy from a periodic calculation, and by “[T]” if it is an enthalpy from tabulated experimental numbers in references.

As shown in Figure 4.5, the cluster model of the nodes studied here (Zr₆C₅₀O₇₂H₅₆) has one Zr₆ core and eight benzoates attached to it, in the geometry optimized from previous periodic calculations.158 As a strong reducing agent, Ca reacts with acidic hydrogens to produce H₂. In the absence of protons, Ca can also react with H₂ to give calcium hydride.184 In NU-1000, the possible sources of protons are uncoordinated benzoic acid moieties on the external surface, –OH₂ or –OH groups of the Zr₆ nodes, and residual water that is solvating nodes otherwise fully saturated with aquo and hydroxo ligands. We show below that the dominant reactions are with –OH₂ and –OH groups of the Zr₆ nodes (i.e., on the internal surfaces of the MOF), as shown for the cluster model in Figure 4.5. We calculated the energies and enthalpies of Ca reacting with these and the other types of functional groups on the internal and external surfaces of NU-1000 by both cluster and periodic DFT, as listed in Table 4.1.
There are terminal uncoordinated carboxylic acid sites at the external surface of the NU-1000. Thus, the following reaction between Ca and unreacted carboxylic acid groups of the linkers may occur:

$$\text{Ca(g)} + 2 \text{RCOOH} \rightarrow (\text{RCOO})_2\text{Ca} + \text{H}_2(\text{g})$$  \hspace{1cm} (4.1)

Since the external surface has ~3.5 x 10^{13} nodes per cm^2 of area (see below) and each such surface node may contribute two such benzoic acid groups, this reaction could occur for a maximum of 3.5 x 10^{13} Ca atoms per cm^2, or less than 0.05 ML of Ca. The calculated enthalpy of reaction in the gas phase for \(R = \text{Ph (benzoic acid)}\) is -531 kJ/mol [C]. (For comparison, the experimental reaction enthalpy for \(R = \text{methyl}\) is -695 kJ/mol, from thermodynamic tables of heats of formation [T].) To calculate the reaction between Ca and uncoordinated benzoic acid moieties on the surface, we built a periodic slab model of the [001] surface of NU-1000 containing a single layer of three \(\text{Zr}_6\) nodes (1 unit cell), terminating with 12 pyrene linkers in total, each of which has two benzoic acids on either the top or bottom surface, as shown in Figure 4.6a. We considered Ca reacting with different percentages of surface benzoic acid to form \(\text{H}_2\): 50\% (one benzoic acid reacted per pyrene) and 100\% (two benzoic acids reacted per pyrene). For the 50\% case, we found two benzoate and one unreacted benzoic acid groups to coordinate \(\text{Ca}^{2+}\), as shown in Figure 4.6b, with the net reaction energy per Ca being -538 kJ/mol [P]. The extra coordination from the C=O bond of an unreacted benzoic acid to \(\text{Ca}^{2+}\) may account for the slightly more exothermic reaction compared to the gas-phase reaction 4.1. The large exothermicity also agrees with the high initial enthalpy release measured experimentally, because the external surface of NU-1000 is the first to make contact with deposited Ca. For the 100\% case, we found that each \(\text{Ca}^{2+}\) is chelated by two
benzoates, as shown in Figure 4.6c. The enthalpy of reaction (-500 kJ/mol [P]) is not only lower than the 50% case, but also lower than the enthalpy of Ca reacting with two free benzoic acids, i.e. benzoic acids in the gas phase (-531 kJ/mol [C]); this may be attributed to the more constrained geometry for two benzoates binding to Ca at the surface.

There is one unsatisfactory feature of a model where the initial reaction of Ca is with dangling benzoic acid-type groups on the external surface of the MOF, as discussed above. The Ca LEIS signal is undetectable in the first 1 ML of coverage (see Figure 4.2), and certainly far below that expected for 10% of a ML of Ca bound on the external surface to benzoic acids. If this reaction does occur to the extent of 10% of a ML of Ca (twice the maximum estimated above), the reacted Ca must somehow get below the benzene rings so they are hidden from the He$^+$ ions.

The Zr$_6$ node in NU-1000 has 16 protons distributed on four faces: three each on two faces in the large pore (diameter $d = 31$ Å), three each on two faces in the small pore ($d = 10$ Å), and four present as -OH groups of the node itself. Each face has the most stable proton topology as shown in Figure 4.7. To model Ca reacting with an OH$_x$ groups on a Zr$_6$ node, we replaced different numbers of H atoms for OH$_x$ functionality on the Zr$_6$ node by Ca in the unit cell. We surveyed the reactions shown in Figure 4.7 to assess the following cases in Figure 4.8: (a and b) one Ca in the large or small pore, (c, d, e, and f) two Ca in the large or small pore, (g, h, i, j, k, and l) four Ca, one Ca per face or two Ca per face in the large or small pore, and (m) eight Ca replacing all H atoms on the node. To reduce the computational cost, $C_2$ or $C_1$ node symmetry is imposed on these geometries where possible; further differentiation of the cases is provided in the caption of Figure 4.8, which shows the optimized structures.

The calculated enthalpies of reaction per Ca for the reactions leading to the products in Figure 4.8 are given in Table 4.1. The first Ca has similar exothermicity to react with the OH$_x$
groups in the large pore or small pore (-421 kJ/mol [P]), and this value is greater than found for the cluster calculation (-395 kJ/mol [C]), indicating the effect of relaxation of linkers that are fixed in the cluster calculation. A higher enthalpy of reaction per Ca atom (-436 kJ/mol [P]) is found for placing two Ca atoms in the large pore with \( C_i \) symmetry. In this optimized structure, two benzoates dissociate one O atom from a Zr ion and coordinate the two Ca ions with the PhC(O)O--Ca distance being 2.23 Å. The dissociation and re-coordination of benzoate are more prominent for cases with \( C_i \) symmetry, such as two Ca in the large or small pore, as shown in Figure 4.8c and e, and for cases with high Ca loading (equal to or greater than 4 Ca per node). The most exothermic case (per Ca) is when four Ca react with the most acidic protons (-OH\(_2\)) and \( \mu^3\)-OH on each face (-459 kJ/mol [P]); Ca reacting with the remaining protons releases less enthalpy, as reflected by the smaller enthalpy of reaction per Ca in the case of 8 Ca per node (-393 kJ/mol[P]). This type of reaction should account for the middle range of the experimentally measured enthalpies of reaction as Ca diffuses into the pores of NU-1000.

Another proton source is from the residual weakly bonded water that may remain within the NU-1000 samples after outgassing. We estimated the reaction enthalpy between Ca and residual water by checking tabulated heats of formation for the following reaction at 298 K:\textsuperscript{134}

\[
\text{Ca}(g) + 2 \text{H}_2\text{O}(g) \rightarrow \text{Ca(OH)}_2(s) + \text{H}_2(g)
\] (4.2)

which has an enthalpy of reaction of -679 kJ/mol [T]. To estimate the amount of physisorbed water remaining in the MOF under UHV, we calculated the bonding strength between the water and the node. Two different conformations were examined, as shown in Figure 4.9.
Let us estimate the coverage of surface sites by weakly-held residual water by assuming that every water molecule that strikes the surface sticks and equate that adsorption rate at 300 K and $2 \times 10^{-9}$ mbar water with a desorption rate given by the product of a typical desorption prefactor for water ($10^{13}$ s$^{-1}$), the saturation number of water sites per unit area ($\sim 10^{15}$ cm$^{-2}$), the fractional coverage of water sites ($\theta$) and $\exp(-E_{\text{des}}/RT)$, where $E_{\text{des}}$ is the activation energy for desorption. We estimate $E_{\text{des}}$ from the binding enthalpy for conformation a in Figure 4.9 to be -66.7 kJ/mol. These values give a steady-state population of $\theta = 3 \times 10^{-5}$. If such residual water molecules and the Ca itself were so rapidly diffusing that incoming Ca atoms could be found by water molecules that diffused from ~60 nm below the surface, this could explain 0.1 ML of reacting Ca with the very high initial heat observed. We show evidence below that diffusing Ca atoms probe down to >20 nm below the surface in their reaction with immobile water and –OH groups that are intrinsic to the nodes.

In the absence of other protons, Ca might react with a Zr–OH group in a single step to form a hydride (in the form of Zr–O–Ca–H). This hydride can exist as a reaction intermediate for Ca reacting with an –OH group or as a stable product when protons are almost depleted. We calculated the enthalpy of reaction for one representative case to form a Ca–H bond, as shown in Figure 4.8n; this reaction has an enthalpy of reaction of -311 kJ/mol [P], which is less than the one to produce H$_2$ but still comparable.

Calcium gas can also react with the gaseous H$_2$ product of the above reactions to produce calcium hydride (presumably as solid clusters within the NU-1000 pores) with an enthalpy of -359 kJ/mol [T] based on standard enthalpies of formation.$^{134}$ This would need to occur before the H$_2$ escapes the NU-1000 (as it would otherwise be pumped away), and may even occur with the H atoms they release before any H-H bond is formed. If some of the Ca reacts with H$_2$, the heat
released per mole of Ca would be some average of this 359 kJ/mol with the calculated heat from one or more of the above reactions that produce H₂.

Once all protons are consumed, the incoming Ca nucleates and grows nanoparticles of solid Ca in a pore of NU-1000 at or near its external surface; therefore the reaction enthalpy approaches the negative of the enthalpy of sublimation of bulk Ca(solid). To study the nucleation step, we first placed two Ca on 1,3,6,8-tetrakis(phenyl)pyrene in the cluster model. After optimization, the flat pyrene becomes slightly bent toward two Ca, and the enthalpy of reaction per Ca is -62 kJ/mol [C]. The CM5 partial atomic charge\(^1\) on each Ca in this case is 0.37 and the Mulliken partial atomic charge\(^2\) is 0.39; these values indicate that Ca dimer donates electrons to pyrene to form a charge-transfer complex \([\text{Ca}^+_2\cdots\text{pyrene}^-]\). To study how the geometry constraint on pyrene in NU-1000 affects the enthalpy of reaction, we also placed two Ca on pyrene in a periodic calculation (inside or outside the triangular channel, as shown in Figure 4.10a and b, respectively). For the in-channel and out-of-channel configurations, the Ca–Ca distance is 3.81 and 3.87 Å, respectively, with Mulliken charges on each Ca of 0.52 and 0.46, respectively, indicating more charge transfer in the condensed phase. The enthalpies of reaction for both conformations are slightly lower (-49 and -45 kJ/mol [P]) than the ones in the gas-phase calculations (see Table 4.1), reflecting the condition that both linker conformations in the periodic calculation are constrained. When protons are depleted, this reaction can make the first Ca–Ca bond for the nucleation step in forming Ca(solid) clusters.

**DISCUSSION**

The experimental results can be summarized as follows: (a) the exothermicity of Ca adsorption on NU-1000 is initially very high (~513 and ~570 kJ/mol in the limit of zero coverage for samples
baked at 348 K and 378 K, respectively) and much greater than the bulk enthalpy of Ca sublimation ($\Delta H_{\text{sub}} = 178$ kJ/mol); (b) the exothermicity of Ca adsorption approaches $\Delta H_{\text{sub}}$ by ~5 ML coverage; (c) the Ca LEIS intensity increases much more slowly with Ca coverage than is predicted by a layer-by-layer growth model, only reaching complete layer coverage by ~40 ML; (d) the Ca/C$^0$ XPS peak area ratio increases much more slowly on NU-1000 than is predicted for a layer-by-layer growth model.

In the following, we will describe a model for the progress of the reaction of Ca with the NU-1000 interface/film that is consistent with these results.

As shown in Figure 4.2, the Ca LEIS signal intensities remain near zero for the first ~2 ML of Ca coverage, where the exothermicity of Ca adsorption drops slowly from its initial value (above 500 kJ/mol) to ~280 kJ/mol, still ~100 kJ/mol larger than $\Delta H_{\text{sub}}$. This, together with the very weak Ca XPS signal, is consistent with nearly all of the adsorbing Ca atoms diffusing below the external surface at coverages below 2 ML, where they undergo much more exothermic reaction(s) than depositing pure Ca(solid). Above 5 ML, however, the Ca LEIS signal starts to grow rapidly, and the exothermicity has dropped to within 20 kJ/mol of that for formation of Ca(s) and continues to asymptotically approach that value. In this regime, Ca must be mainly forming Ca(s) nanoparticles on or near the topmost atomic layers of the NU-1000. Between these low- and high-coverage regimes, the exothermicity and Ca LEIS signals make a transition wherein there is kinetic competition for incoming Ca atoms. They can either diffuse below the external surface to undergo a highly exothermic reaction on internal surfaces, or they can nucleate and grow 3D Ca(s) nanoparticles on or near the external surface with a much lower heat. If growth were limited only to the formation of 3D Ca(s) particles from the beginning, the measured exothermicity of adsorption should be approximately equal to the bulk enthalpy of Ca sublimation of 178 kJ/mol.
(or less in the case of small clusters, due to the Kelvin effect\textsuperscript{187}). The high exothermicity below 1 ML (570 to 350 kJ/mol) indicates a much more aggressive reaction initially at internal surface sites within the MOF. Since Ca has only very weak interactions with pure hydrocarbon polymers and hydrocarbon functional groups in polymers,\textsuperscript{26} but reacts highly exothermically with oxygen-containing functional groups,\textsuperscript{25,28,95} we attribute this high exothermicity to Ca reacting in some way with oxygen atoms associated with the Zr\textsubscript{6} nodes, either at their terminal –OH or H\textsubscript{2}O groups, at the impurity of unreacted benzoic acid groups on linkers, or with non-crystalline residual water.

The DFT calculations above show that these large enthalpies below 1 ML (-570 to -350 kJ/mol) could include any combination of Ca reactions with RCOOH groups on the external surface or with -OH\textsubscript{x} on the nodes. Figure 4.4 can be explained by a kinetic competition between three reactions. (1) Initially (up to 0.05 ML of Ca), Ca reacts with RCOOH on the external surface to account for the high initial heat release (520-570 kJ/mol). (2) Next, Ca reacting with -OH\textsubscript{x} on the nodes becomes most important, which accounts for the intermediate amount of heat released (~420-500 kJ/mol). (3) Finally, the nucleation and formation of Ca(s) dominates, with heats approaching the final exothermicity of ~178 kJ/mol.

It is not obvious why the exothermicity of reaction(s) with the initially deposited Ca atoms is slightly greater for those samples outgassed at higher temperature compared to lower temperature. However, it has recently been shown that local node structural changes, that do not affect overall crystal order, can occur in bulk NU-1000 as temperatures are elevated above roughly 400 K\textsuperscript{188}. It may be that in the thin films, such changes can also occur in the samples heated to only 378 K, and that such local node structural changes generate sites that are still more exothermic in their reactions with Ca than are those described and computed above. As detailed structural data are not available for these local node distortions, we cannot construct specific examples—
particularly as they are likely associated with the dangling carboxylic acid functionalities at the film terminus and their potential changes in orientation associated with node distortions—but we speculate that this is a reasonable explanation for the reproducible variation in initial enthalpies of reaction/adsorption as a function of outgassing temperature.

The carbon LEIS signal increases over the first 2 ML of Ca coverage. This could be explained by changes to the amount of C exposed at the surface due to Ca reacting within the pores of the MOF, perhaps releasing aromatic groups that segregate to the surface, or a decrease in the He+ ion neutralization probability at the surface due to adsorption of Ca, which probably lowers the work function, or both. Beyond 2 ML of Ca coverage, the Ca LEIS increase is mirrored by a slow decrease in the C signal toward zero.

The XPS Ca/C₀ peak area ratio increases to only a very small ratio over the first 1 ML of Ca coverage, indicating that Ca atoms diffuse below the external surface to react in NU-1000 beyond the XPS probe depth (λC ≈ 4.7 nm). The Ca/C₀ peak area ratio increases even more slowly than seen for Ca growth on PCBM, a system which saw diffusion of Ca atoms to a depth of >10 nm below the surface. Sample charging precluded a more thorough XPS analysis of the chemical state of NU-1000 with increasing Ca coverage, but there was qualitative evidence of oxygen being involved in some reaction as the O 1s peak shape was altered much more than the C 1s and Zr 3d peaks with increasing Ca coverage. These pieces of evidence suggest that the porous structure of NU-1000 promotes extensive diffusion of Ca below the external surface and its reaction with internal surfaces, prior to nucleation of Ca(s) at or near the external surface.

The enthalpy curve in Figure 4.4 can be interpreted in terms of a simple two-step mechanism:
(I) a highly exothermic reaction of Ca with oxygen-containing species associated with the Zr₆ nodes within the MOF, and

(II) growth of Ca(s) clusters and nanoparticles on or near the external surface with an enthalpy change of about −178 kJ/mol.

A similar exponential-like decay in enthalpy with coverage as that seen here has always been observed for Ca adsorption on organic semiconductors and polymers,¹²,¹³,¹⁴,¹⁵,¹⁶,¹⁷,¹⁸,¹⁹ and we attribute it to the same type of kinetic competition here as was used to explain those data. It reflects the decreasing probability for an incoming Ca atom to diffuse further below the external surface to find unreacted sites (oxygen-containing species) and its increasing probability to instead find a growing cluster of Ca(s) to which it attaches. Reaction I slows as these oxygen-containing groups near the surface get titrated by Ca. The density of nodes is very small (~0.23 nodes per nm³), so the reaction proceeds to >10 nm depth (see below) before diffusion becomes too slow to compete effectively. Meanwhile, reaction II gets faster as the fraction of the external surface and near-surface covered with Ca(s) clusters increases. The enthalpy for reaction II dominates after 5 ML, and perhaps already by ~2 ML. The LEIS data in Figure 4.2 show that only ~1% of the surface is covered by Ca(s) by 2 ML. We show below that nodes have already been reacted down to a depth of >10 nm at this 2 ML coverage.

We use this simple two-state model to explain the enthalpy data in Figure 4.4 for samples baked to 348 K, and from this estimate the extent of reaction with internal-surface oxygen-containing groups on the nodes. This model assumes that the measured enthalpy changes in Figure 4.4 result from only two contributing reactions: one with an enthalpy change equal to the initial enthalpy release of 513 kJ/mol and the other due to the formation of Ca(s) with an enthalpy release equal to ΔH_{sub} (178 kJ/mol). In this model, the measured differential enthalpy of adsorption at any
Ca coverage ($\Delta H_{ad}$) is the sum of the fraction of Ca atoms in the pulse that reacts via node oxygen ($f$) multiplied by $-513$ kJ/mol and the remaining fraction, $(1 - f)$, which makes Ca(s) particles, multiplied by $-\Delta H_{sub}$ (-178 kJ/mol):

$$\Delta H_{ad} = f \left(-513 \frac{kJ}{mol}\right) + (1 - f)(-178 \frac{kJ}{mol})$$  \hspace{1cm} (4.3)

Solving for $f$ at every Ca coverage results in the curve of $f$ versus coverage shown in the top graph of Figure 4.11, which is identical in shape to the enthalpy curve in Figure 4.4, except $f = 1$ corresponds to -513 kJ/mol and $f = 0$ corresponds to -178 kJ/mol. Multiplying $f$ by the Ca coverage added per pulse gives the amount of reacted Ca per pulse in ML which reacts at the node oxygens. Summing pulses from zero coverage up to any other coverage gives the total amount of “reacted Ca” (i.e., the amount that reacts with oxygen-containing groups at the nodes) at that coverage. This is plotted versus Ca coverage in the bottom graph of Figure 4.11. As seen, this amount increases gradually until saturating at 1.77 ML of “reacted Ca” at coverages above 7 ML.

We converted this “reacted Ca” coverage to the effective “reacted depth” by calculating the volume of the unit cell of NU-1000 (one hexagonal pore plus two triangular pores, two layers deep) to be 12.8 nm$^3$. Each unit cell contains 3 nodes, which gives the number density of nodes mentioned above (0.23 nodes per nm$^3$). Using the Ca ML definition of $7.4 \times 10^{14}$ atoms/cm$^2$ and assuming a reaction stoichiometry of 4 Ca per node, we thus calculated the reacted depth of NU-1000 from the reacted Ca coverage, which saturates at ~14 nm. The progression of this reaction depth with coverage is also shown in the bottom graph of Figure 4.11. If instead we assume a reaction stoichiometry of 8 Ca per node, as seen for Al deposition via ALD,$^{85,86}$ we calculate a total reaction depth of ~7 nm.
Of course, there are several types of oxygen-containing functional groups at each node, so there may be a range of reaction enthalpies for Ca with these nodes, and not just this single value of \(-513\) kJ/mol, equal in magnitude to the maximum (initial) enthalpy change assumed in equation 4.3. If we instead assume that the enthalpy for the “reacted Ca” has a range of values between \(-513\) kJ/mol and \(-366\) kJ/mol, which is the average enthalpy for the first 2 ML of Ca coverage and very close to the DFT enthalpies for reactions 4.1 and 4.2, the “reacted Ca” amount and depth increases. Replacing \(-513\) kJ/mol in equation 4.3 with a value greater than or equal in magnitude to \(-366\) kJ/mol leads to the results in Figure 4.12. This is quite similar to Figure 4.11, but extends to higher coverages and larger reacted amounts and depths (saturating instead at \(~23\) nm depth).

Based on the DFT calculations, this modified two-state model in Figure 4.12 better represents the real situation, with Ca reactions with RCOOH occurring initially (with exothermicity of 520 kJ/mol), followed by Ca reactions with \(-\text{OH}_x\) on the nodes (with exothermicity of \(~400\) kJ/mol).

Based on its bulk crystal structure, the density of nodes in NU-1000 is \(2.34 \times 10^{20}\) nodes per cm\(^3\). This gives a density of roughly \(3.5 \times 10^{13}\) nodes per cm\(^2\) in the closest-packed layer (assuming close-packed spheres) and a layer-to-layer separation (layer thickness) of \(~1.5\) nm. Thus, the reacted depth of 23 nm corresponds to \(~15\) layers of nodes whose water and \(-\text{OH}\) groups react highly exothermically with Ca at saturation, after which the Ca only grows as Ca(solid) on the external surface.

**CONCLUSIONS**

Calcium vapor reacts initially with a high exothermicity (\(~-513\) and \(~-570\) kJ/mol for samples outgassed at 348 K and 378 K, respectively), attributed to Ca reacting with carboxylic acid groups, free water, or both on the internal surfaces. The exothermicity slowly drops to \(-280\) kJ/mol by 2
ML, attributed to a gradual switch to reaction of Ca with -OHₓ on Zr₆ nodes deep below the external surface, with an average enthalpy of reaction equal to −366 kJ per mole of Ca. These reactions with the internal surfaces of the MOF nodes produce calcium salts. The very slow growth of Ca LEIS and XPS signals show that these reactions proceed to ~20 nm below the external surface before the diffusion of transiently adsorbed Ca atoms becomes too slow to find unreacted sites on the internal surfaces. Beyond 2 ML, the exothermicity of adsorption decreases exponentially to the sublimation enthalpy of Ca (178 kJ/mol), reaching this limit by 5 ML; this is attributed to the formation of Ca(solid) nanoparticles near and on the MOF’s external surface.
Figure 4.1. Measured sticking probability of Ca gas atoms on NU-1000 (outgassed at 348 K) as a function of Ca coverage at 300 K. Each data point represents a pulse of ~0.009 ML with a pulse frequency of 0.5 Hz. Monolayer coverage (1 ML) is defined as the Ca(111) packing density ($7.4 \times 10^{14}$ Ca atoms per cm$^2$). The inset shows the NU-1000 structure with the following color scheme: Zr, turquoise; O, red; C, black; H, cream.
Figure 4.2. He$^+$ LEIS measurements of Ca growth on NU-1000 (outgassed at 348 K) at 300 K. The relative integrated LEIS peak intensities for Ca (blue circles) and C (orange squares) are displayed as a function of Ca coverage. Calcium intensities are normalized with respect to the saturation signal obtained for very high Ca coverages. Carbon intensities are normalized with respect to the signal obtained from a pristine NU-1000 sample. The dashed line indicates the Ca signal growth curve expected for a layer-by-layer growth model on a flat surface, such that the signal saturates at completion of the first ML. The inset shows a close-up of the low-coverage region. Diamond points were measured using 5-fold larger Ca coverage steps than round points, so that the sample was exposed to only 20% of the typical He$^+$ dose. Their agreement shows that ion-beam damage does not affect the data at the low ion doses used for normal data acquisition.
Figure 4.3. The ratio of the integrated area of the Ca 2p XPS peak to the initial C 1s peak as a function of Ca coverage on NU-1000 (outgassed at 348 K) at 300 K. The dashed line indicates the Ca/C\(^0\) peak area ratio expected for layer-by-layer growth on a flat surface.
**Figure 4.4.** The differential heat of adsorption of Ca on NU-1000 at 300 K after baking at 348 K and 378 K in a preparation chamber with a base pressure of $2 \times 10^{-9}$ mbar, plotted as a function of total Ca coverage. The heat of adsorption plotted here is the negative of the standard enthalpy of adsorption at 300 K. The inset shows a close-up of the region up to 1 ML Ca coverage.
Figure 4.5. Predicted structures optimized in the cluster calculations but with the carbon coordinates frozen at their values from reference 158. (Left) The initial Zr₆ node with 8 attached benzoates (to model linkers), giving the cluster formula \([\text{Zr}_6(\mu_3-O)_3(\mu_3-OH)_3(OH)_4(OH_2)_4]^{8+}\). (Right) Final product, \([\text{Zr}_6(\mu_3-O)_5(\mu_3-OH)_3(OH)_5(OH_2)_3\text{Ca}]^{8+}\), formed during the reaction of Ca with a node-bound water-hydroxyl complex, which releases hydrogen, shown here in the form of dihydrogen (similar to the reactions in Figure 4.8a and b, see below). The released hydrogen may instead react with another Ca to make CaH₂ clusters (see text).
Figure 4.6. (a) The slab model of (001) surface of NU-1000 optimized in the periodic calculation with lattice constants constrained at bulk values. (b) 50% of surface benzoic acid reacting with Ca. (c) 100% of surface benzoic acid reacting with Ca.
Figure 4.7. The most stable proton topology on the face of the Zr₆ node of NU-1000 and the proposed products of Ca reacting with protons. Only one of four faces of the Zr₆ node with –OHₓ is shown.
Figure 4.8. The product of Ca reacting with different numbers of protons on the Zr₆ node optimized in the periodic calculation (as listed in Table 4.1). Some Ca-O distances are marked. (a) 1 Ca in the large pore; (b) 1 Ca in the small pore; (c) 2 Ca in the large pore with $C_i$ symmetry; (d) 2 Ca in the large pore with $C_2$ symmetry; (e) 2 Ca in the small pore with $C_i$ symmetry; (f) 2 Ca in the small pore with $C_2$ symmetry; (g) 4 Ca, 1 Ca per face with $C_i$ symmetry; (h) 4 Ca, 1 Ca per face with $C_2$ symmetry; (i) 4 Ca in the large pore with $C_i$ symmetry; (j) 4 Ca in the large pore with $C_2$ symmetry; (k) 4 Ca in the small pore with $C_i$ symmetry; (l) 4 Ca in the small pore with $C_2$ symmetry; (m) 8 Ca in both pores; (n) hydride formation in large pore.
Figure 4.9. The optimized cluster models of water making hydrogen bonds with Zr₆ nodes.
**Figure 4.10.** Two Ca deposited on pyrene optimized in the periodic calculation (as listed in Table 4.1): (a) inside the triangular pore; (b) outside the triangular pore.
Figure 4.11. Top graph shows the fraction of Ca atoms that react with high heat (513 kJ/mol) within NU-1000 outgassed at 348 K (f, black points) and the fraction that grow as 3D Ca(solid) particles as a function of total Ca coverage at 300 K (1-f, red points), estimated from the heat versus coverage data as analyzed with a simple two-state model (see text). The bottom graph shows the corresponding cumulative amount of Ca that reacts with the Zr$_6$ node of NU-1000; it is plotted as a function of total Ca coverage at 300 K, shown in ML of Ca (left axis) and reacted depth in nm (right axis), which is calculated by assuming that 4 Ca atoms react per Zr$_6$ node. These values for the “reacted” amount and depth are clearly lower limits since many reaction heats less exothermic than -513 kJ/mol are seen in the highly exothermic “reactions.”
Figure 4.12. The top graph shows the fraction of Ca that react at –OH and H₂O groups on the Zr₆ nodes with a reaction heat of $|\Delta H_{\text{rxn}}| \geq 366$ kJ/mol (the average heat of adsorption over the first 2 ML of Ca coverage) within NU-1000 at 348 K ($f$, black points) and the fraction that grow as 3D Ca(solid) particles as a function of Ca coverage at 300 K (1-$f$, red points), as estimated from the heat versus coverage data analyzed with the same two-state model used for Figure 4.11, except the reaction heat was changed from 513 kJ/mol to $\geq 366$ kJ/mol (see text). The bottom graph shows the corresponding cumulative amount of Ca that reacts with the Zr₆ node of NU-1000 with a reaction heat of $\geq 366$ kJ/mol plotted as a function of total Ca coverage at 300 K, shown in ML of Ca (left axis) and reacted depth in nm (right axis) assuming 4 Ca atoms react per Zr₆ node.
**Table 4.1.** Heats of Reaction at T = 0 K for Ca Vapor Reacting with Different Functional Groups on the External and Internal Surfaces of NU-1000,\(^a\) as Calculated with Periodic and Cluster-Based DFT Methods\(^b\)

<table>
<thead>
<tr>
<th>reactant</th>
<th>description</th>
<th>model type (figure number for product structure)</th>
<th>product</th>
<th>reaction enthalpy (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>benzoic acid</td>
<td>50% surface H</td>
<td>periodic (6b)</td>
<td>H(_2)+Ca(^{2+})</td>
<td>-538</td>
</tr>
<tr>
<td>benzoic acid</td>
<td>100% surface H</td>
<td>periodic (6c)</td>
<td>H(_2)+Ca(^{2+})</td>
<td>-500</td>
</tr>
<tr>
<td>benzoic acid</td>
<td>gas phase</td>
<td>cluster (none)</td>
<td>H(_2)+Ca(^{2+})</td>
<td>-531</td>
</tr>
<tr>
<td>-OH(_x)</td>
<td>1 Ca in large pore</td>
<td>periodic (8a)</td>
<td>H(_2)+Ca(^{2+})</td>
<td>-421</td>
</tr>
<tr>
<td>-OH(_x)</td>
<td>1 Ca in small pore</td>
<td>periodic (8b)</td>
<td>H(_2)+Ca(^{2+})</td>
<td>-421</td>
</tr>
<tr>
<td>-OH(_x)</td>
<td>1 Ca in large pore</td>
<td>cluster (5)</td>
<td>H(_2)+Ca(^{2+})</td>
<td>-395</td>
</tr>
<tr>
<td>-OH(_x)</td>
<td>2 Ca in large pore, C(_1) sym.</td>
<td>periodic (8c)</td>
<td>H(_2)+Ca(^{2+})</td>
<td>-436</td>
</tr>
<tr>
<td>-OH(_x)</td>
<td>2 Ca in large pore, C(_2) sym.</td>
<td>periodic (8d)</td>
<td>H(_2)+Ca(^{2+})</td>
<td>-419</td>
</tr>
<tr>
<td>-OH(_x)</td>
<td>2 Ca in small pore, C(_1) sym.</td>
<td>periodic (8e)</td>
<td>H(_2)+Ca(^{2+})</td>
<td>-424</td>
</tr>
<tr>
<td>-OH(_x)</td>
<td>2 Ca in small pore, C(_2) sym.</td>
<td>periodic (8f)</td>
<td>H(_2)+Ca(^{2+})</td>
<td>-417</td>
</tr>
<tr>
<td>-OH(_x)</td>
<td>4 Ca, 1 Ca per face, C(_1) sym.</td>
<td>periodic (8g)</td>
<td>H(_2)+Ca(^{2+})</td>
<td>-459</td>
</tr>
<tr>
<td>-OH(_x)</td>
<td>4 Ca, 1 Ca per face, C(_2) sym.</td>
<td>periodic (8h)</td>
<td>H(_2)+Ca(^{2+})</td>
<td>-417</td>
</tr>
<tr>
<td>-OH(_x)</td>
<td>4 Ca in large pore, C(_1) sym.</td>
<td>periodic (8i)</td>
<td>H(_2)+Ca(^{2+})</td>
<td>-382</td>
</tr>
<tr>
<td>-OH(_x)</td>
<td>4 Ca in large pore, C(_2) sym.</td>
<td>periodic (8j)</td>
<td>H(_2)+Ca(^{2+})</td>
<td>-388</td>
</tr>
<tr>
<td>-OH(_x)</td>
<td>4 Ca in small pore, C(_1) sym.</td>
<td>periodic (8k)</td>
<td>H(_2)+Ca(^{2+})</td>
<td>-370</td>
</tr>
<tr>
<td>-OH(_x)</td>
<td>4 Ca in small pore, C(_2) sym.</td>
<td>periodic (8l)</td>
<td>H(_2)+Ca(^{2+})</td>
<td>-379</td>
</tr>
<tr>
<td>-OH(_x)</td>
<td>8 Ca in both pores</td>
<td>periodic (8m)</td>
<td>H(_2)+Ca(^{2+})</td>
<td>-393</td>
</tr>
<tr>
<td>-OH(_x)</td>
<td>hydride formation in large pore</td>
<td>periodic (8n)</td>
<td>Ca-H</td>
<td>-311</td>
</tr>
<tr>
<td>-OH(_x)</td>
<td>hydride formation in large pore</td>
<td>cluster (none)</td>
<td>Ca-H</td>
<td>-349</td>
</tr>
<tr>
<td>pyrene</td>
<td>2 Ca inside small pore</td>
<td>periodic (10a)</td>
<td>Ca(^{2+})∙∙∙pyrene(^-)</td>
<td>-49</td>
</tr>
<tr>
<td>pyrene</td>
<td>2 Ca outside small pore</td>
<td>periodic (10b)</td>
<td>Ca(^{2+})∙∙∙pyrene(^-)</td>
<td>-45</td>
</tr>
<tr>
<td>pyrene</td>
<td>2 Ca on 1,3,6,8-tetrakis-(phenyl)pyrene in gas phase</td>
<td>cluster (none)</td>
<td>Ca(^{2+})∙∙∙pyrene(^-)</td>
<td>-62</td>
</tr>
</tbody>
</table>

\(^a\)Thermocorrections obtained from the frequency calculation in the cluster model were applied to the energy calculated in the periodic model to obtain the approximated reaction enthalpy. All results are in kJ per mole of Ca. \(^b\)All of the groups represent internal surface sites except benzoic acid, which represent unreacted linkers on the external surfaces of MOF particles.
Chapter 5. Direct Measurement of Half-Cycle Reaction Heats during Atomic Layer Deposition by Calorimetry


CHAPTER ABSTRACT

We present a new calorimeter that approaches the ideal limit of a heat detector whereby the signal at any time is proportional to the heat power being delivered to the sample, and prove its sensitivity for measuring heats of ALD half-reactions. The heat dynamics of amorphous Al₂O₃ growth via sequential self-limiting surface reaction of trimethylaluminum (TMA) and H₂O is clearly resolved. Calibration enables quantitation of the exothermic TMA and H₂O half-reactions with high precision, -413 kJ/mol and -181 kJ/mol, respectively. Simultaneous quartz crystal microbalance measurements provide an overall mass gain of 40.0 ng/cm² with 35.3 ng/cm² gained during the TMA half-reaction. These heats versus extent of reaction show that TMA preferentially reacts to first to produce two methanes and form monomethylaluminum bound to the surface through four oxygen atoms, but near saturation, it produces only a single methane and dimethylaluminum bound to the surface through a single oxygen. The broad applicability of this novel calorimeter is further demonstrated through excellent signal-to-noise ratios of less exothermic ALD half-reactions to produce TiO₂ and MnOₓ.
INTRODUCTION

Atomic layer deposition (ALD) is now a versatile and ubiquitous technique for depositing uniform thin films of precision thickness with exceptional conformity to underlying substrates, even when they are exceedingly rough or porous.\textsuperscript{79,80,190,191} ALD has been used to deposit thin films of oxides,\textsuperscript{79,80} sulfides,\textsuperscript{192} nitrides,\textsuperscript{193} and pure metals,\textsuperscript{193} among other compounds,\textsuperscript{79,194} and has been applied to a wide range of fields including semiconductors,\textsuperscript{80,195-197} batteries,\textsuperscript{198-202} photovoltaics,\textsuperscript{203-206} and catalysis.\textsuperscript{85-87,207-209} According to ISI Web of Science, the number of citations to papers that have “atomic layer deposition” or “atomic-layer deposition” in their topic is growing exponentially, from \textasciitilde1000 in 2005 to \textasciitilde32,000 in 2015. As a chemical vapor deposition technique, ALD benefits from the development of several families of volatile and reactive metal-organic and metal-halide precursors that span the periodic table. Unique to ALD is the sequential, self-limiting surface reactions that are most commonly separated in time by inert gas purging.\textsuperscript{79} By cycling a [precursor A–purge–precursor B–purge] process, each vapor phase chemical is reacted, in turn, with a precisely functionalized surface that remains from reaction with the previous precursor. Once all relevant surface functional groups have been reacted, any excess precursor purged away, limiting the growth per cycle to a precise—typically sub-monolayer—atom addition during each half-cycle. Although its acronym brands it a “deposition” method like its distant physical vapor deposition cousins, the self-limiting covalent attachment scheme is more accurately described as a surface synthetic technique. As such, deductions of detailed reaction mechanisms are accessible \textit{via} the traditional toolbox of a chemist—\textit{in-situ} mass spectrometry and surface analysis techniques like infrared spectroscopy, and \textit{ex situ} methods including X-ray photoelectron spectroscopy. Here, we extend the list of chemically-relevant characterization techniques for ALD to include \textit{in situ} adsorption calorimetry for the first time, and demonstrate its
high sensitivity, excellent signal-to-noise and fast time response (~1 ms) by probing the heats of ALD half-reactions during the growth of three different oxide films (Al₂O₃, TiO₂, and MnO), and in calibration experiments with fast light pulses.

We further demonstrate the utility by of this new calorimeter by quantitatively determining the heats associated with each of the half-cycle reactions during the growth of thin Al₂O₃ films via alternate dosing of the two precursors, trimethylaluminum (TMA) and H₂O, at 125°C, providing new insight into the half-reaction mechanisms. We analyze these calorimetric results as a detailed function of coverage below, where we show that they reveal unprecedented detail regarding the nature of the adsorbed intermediates and how they change with coverage in each half cycle as the reaction proceeds toward saturation.

The ALD adsorption calorimeter developed here is inspired by the techniques developed by the groups of D. A. King for using pyroelectric heat detection in adsorption calorimetry.

The most extensively studied ALD reaction scheme is the formation of amorphous Al₂O₃ via alternating exposure of surfaces to TMA and H₂O vapor, and we use it here to demonstrate the mechanistic information content of this new calorimetry method. The reaction mechanism is well known to occur by alternating surface hydroxyl and methyl termination, which can be approximately written as:

\[
(*)\text{OH}_x + \text{Al}(\text{CH}_3)_3 \rightarrow *\text{O}_x\text{–Al}(\text{CH}_3)_3 x \text{ + } x \text{ CH}_4
\]

\[
*\text{O}_x\text{–Al}(\text{CH}_3)_3 x + 3/2 \text{ H}_2\text{O} \rightarrow *\text{O}_{3/2}\text{–Al}(–*)\text{OH}_x + (3 – x) \text{ CH}_4
\]

\[
\text{Al}(\text{CH}_3)_3 + 3/2 \text{ H}_2\text{O} \rightarrow \frac{1}{2} \text{ Al}_2\text{O}_3 + 3 \text{ CH}_4
\]

\[
\text{NET}
\]
where the asterisks indicate surface species, and in the case of 
**O\textsubscript{3/2}–Al**, a surface oxygen of the alumina lattice. We will refer to Reactions A and B as the TMA and H\textsubscript{2}O half-reactions, respectively. The variable \(x\) represents the extent of the methane-releasing reaction that occurs in Reaction A with values typically between 1.5 and 1.7 (estimated experimentally).\textsuperscript{79,88,214} Reaction B includes a rearrangement of oxygen in the newly formed surface to maintain Al\textsubscript{2}O\textsubscript{3} stoichiometry.\textsuperscript{88} We have omitted here specifically designating any bonds between the aluminum atom and oxygen atoms of the alumina lattice’s surface (but analyze the number of those below). This NET Reaction for the ALD of Al\textsubscript{2}O\textsubscript{3} has a very large exothermicity, which enables exergonic reactions at low temperatures (even as low as 33°C\textsuperscript{213}) without a large effect on growth rate or film integrity.\textsuperscript{88} The extent of reaction that occurs during Reaction A can be determined using a quartz crystal microbalance (QCM) to measure the mass gain per reaction step.\textsuperscript{88,213-215} Gröner et al.\textsuperscript{213} found that an ideal temperature for Al\textsubscript{2}O\textsubscript{3} ALD growth was near 125°C, but very little change in growth rate was observed between 102 and 177°C.

An idealized scheme of the Al\textsubscript{2}O\textsubscript{3} ALD reaction, under our reaction conditions, is shown in Figure 5.1. Briefly, gaseous TMA is introduced to an OH-terminated surface where it reacts to produce a surface-bound dimethylaluminum (DMA) or monomethylaluminum (MMA) species, gaseous CH\textsubscript{4}, and heat. Upon saturation of this reaction, the surface is methylated.\textsuperscript{79} Following a nitrogen purge step to remove excess TMA and CH\textsubscript{4} byproduct, water vapor is introduced where it reacts with the methylated surface to produce OH-terminated alumina, more gaseous CH\textsubscript{4}, and more heat. After purging the chamber of H\textsubscript{2}O and CH\textsubscript{4}, this cycle may be repeated until the desired film thickness is achieved.

Figure 5.1 shows an example case where \(x = 5/3 = 1.67\) in Reaction A for simplicity. The hydroxyl density is not to scale. The surface concentration of hydroxyls affects the value of \(x\).\textsuperscript{216}
Under typical conditions ($T = 200^\circ\text{C}$, surface hydroxyl concentration = $\sim 8.7\ \text{OH/nm}^2$), TMA molecules will lose 1.5 CH$_3$ ligands on average (releasing $x = 1.5\ \text{CH}_4$) during the surface reaction,$^{214,216}$ and we find an average value at 125°C of 1.7 below, which has also been seen experimentally.$^{214}$ Steric hindrance has been shown to limit the reaction to between 70-80% of the theoretical maximum packing density of dissociatively-adsorbed TMA via Reaction A.$^{79}$

The details of bonding of the adsorbed intermediates (e.g., MMA and DMA) to the surface are not known experimentally, but they have been studied theoretically.$^{217-224}$ Widjaja and Musgrave$^{217}$ used cluster density functional theory (DFT) to estimate both half-reaction and transition state energies. Using periodic DFT, the Elliott group$^{218-220}$ modeled the TMA half-reaction on various Al$_2$O$_3$ surfaces to determine the effect of surface hydroxyl concentration on reaction energetics. Shirazi and Elliott$^{221}$ studied the effects of adjacent surface-bound TMA intermediates on proton transfer during both TMA and H$_2$O half-reactions. Weckman and Laasonen$^{222}$ used periodic DFT to study the TMA and H$_2$O half-reaction intermediates on $\alpha$-Al$_2$O$_3$ with a surface hydroxyl concentration similar to that observed experimentally. Sandupatla et al.$^{223}$ published a similar study on the $\gamma$-Al$_2$O$_3$ surface, which better represents the amorphous surface produced during ALD than $\alpha$-Al$_2$O$_3$. These studies found the TMA half-reaction to be more highly exothermic than the H$_2$O half-reaction, consistent with our calorimetry results below.

Although some mechanistic details of the ALD growth of Al$_2$O$_3$ via alternating exposures of TMA and H$_2$O are well understood, the heats of reaction during ALD half-reactions have never been quantified experimentally, nor have any heats been measured to date for any of the scores of other ALD processes known. There has been one report of a prior attempt to calorimetrically measure reaction heats during ALD using a thermopile to measure transient temperature rises.$^{225}$ However, the sensitivity and precision of that instrument was not sufficient to provide meaningful
heats, so that, to our knowledge, there have been no follow-up papers using it in the 5 years since it was reported.

Though many theoretical studies of the TMA–H$_2$O process and other ALD processes have been derived from first principles computation (DFT),$^{217-224}$ the calculated heats associated with each reaction scheme remains untested compared to experiment. The ability to experimentally determine the heats of ALD half-reactions, which we demonstrate here for the first time, will help to fully elucidate these mechanisms and the detailed nature of the surface intermediates produced. This will also provide crucial benchmarks for theory studies of ALD processes in general, as we show here for this specific ALD reaction, and may prove useful in ALD process monitoring and control. Reliable measurements of ALD half-reaction heats will also provide very practical insight into the potentially damaging effect of transient temperature spikes on high surface-to-volume ratio structures$^{85-87}$ as well as many intrinsically temperature-sensitive substrates.$^{81,213,226-230}$

**EXPERIMENTAL**

Experiments were performed in a Savannah S200 ALD system (Cambridge Nanotech), a basic thermal ALD tool designed for wafers that we have modified to accommodate in situ QCM$^{215}$ and the coating of powders.$^{86}$ Nitrogen was used as a carrier gas after passing through an in-line Entegris inert gas Ni filter and through the inlet manifold at a continuous flow rate of 20 sccm to maintain a base pressure of ~0.3 Torr, as measured by a BOC Edwards APGX-H linear convection pressure gauge. Trimethylaluminum (TMA, 97%, Sigma Aldrich), tetrakis(dimethylamino)-titanium (TDMAT, 99.998%, Sigma-Aldrich), bis(ethylcyclopentadienyl)manganese (Mn(CpEt)$_2$, min. 98%, Strem) (see Table 5.1 for structures) and water (ultrafiltered) were loaded into 50 mL stainless steel cylinders. The liquid precursors were housed beneath the ALD chamber, variably
heated—with the exception of TMA [Danger: TMA can decompose and pressurize upon heating in a sealed vessel]—and volatilized under their own vapor pressure to mix with the N\textsubscript{2} carrier gas in stainless steel tubing upon ALD valve actuation. The inlet manifold, which combines six channels to a single inlet to the substrate and sensor chamber, was heated to 125°C. All experiments were performed with the ALD chamber heated to 120°C, except for the TMA–H\textsubscript{2}O experiments which were performed at 125°C (and 130°C in one set of control experiments). All experiments were carried out in normal pulse mode with continuous N\textsubscript{2} flow into uninterrupted rough vacuum pumping. The deposited mass of the precursors was monitored using two quartz crystal microbalances (QCM, Inficon SQM-160 monitor) mounted on the chamber lid with one situated near the inlet and one near the exhaust, as described previously\textsuperscript{215}.

A schematic of the custom calorimeter fixture is shown in Figure 5.2. The pyroelectric heat detector is a 50 µm thick LiTaO\textsubscript{3} crystal coated on both sides with ~25 nm of gold (Del Mar Photonics). The crystal rests on a stainless steel stand with a spot-welded signal wire. The stand has a hole bored out through its center to reduce its thermal mass. A large thermal mass acts as heat sink for the calorimeter, reducing the signal intensity. The stand is electrically isolated from the rest of the calorimeter fixture by the LiTaO\textsubscript{3} crystal on top and a 2.54 cm diameter Macor ceramic disk below. The roughness of the Macor disk allows for trapped gases within the stand to be pumped out gradually, avoiding a large pressure differential across the faces of the brittle crystal, while simultaneously making diffusion of ALD precursor gases to the back face of the detector crystal very slow. Thus, we interpret the measured heats as being associated with the front surface area only. All three pieces are sandwiched between a circular base and annular top constructed of aluminum which are connected together using three screws separated radially by 120°. The top piece has a central 8.66 mm diameter orifice which exposes the 10 mm diameter
LiTaO$_3$ crystal to gases in the ALD chamber. The top face of the crystal is grounded to the chamber through the aluminum housing.

The measured voltage signal is fed from the vacuum side to atmosphere by a BNC feedthrough in the form of a KF adapter on the outlet plumbing approximately 20 cm downstream of the sensor. The measured signal is amplified by a homebuilt preamplifier similar to that used in our earlier adsorption calorimeters$^{27,94,99,114,115}$ with very low input noise, an input impedance of $>10$ GΩ, and a gain of 100, followed by an amplifier with adjustable settings for the polarity, time constant ($\tau = 0.5$, 5, and 25 s), and gain (0-1000). The total combined gain from these amplifiers in series can range from 0 to 100,000. The 25 s time constant was used for all experiments. These electronics are similar to those previously reported to measure heats of adsorption of metals and molecules on various surfaces in ultrahigh vacuum.$^{27,94,99,114,115}$

The calorimeter was calibrated \textit{in situ} by shining $\sim$25 ms light pulses onto the alumina-pre-coated heat detector through a custom chamber lid with a glass window, and measuring the heat signal. The true voltage is determined by dividing by the total gain (100 from the preamplifier times 30 from the adjustable amplifier), as plotted in Figure 5.3. All heat signals presented below are converted to true voltages by dividing by the total gain used during the experiment. As this paper describes our first proof-of-concept experiments, a simple white light flashlight was used as the calibration light source. Absolute calibration would be much more accurate using a stabilized, single-wavelength light source such as the HeNe laser used to calibrate previous adsorption calorimeters,$^{27,94,99,114,115}$ as the absolute power is easier to measure with a photodiode and the sample’s optical reflectivity does not vary at a single wavelength (see below). While an intensity-stabilized HeNe laser (with the beam expanded to match the detector surface area) is preferred, lasers are not permitted in the lab housing this \textit{in situ} experiment. The calorimeter was exposed to
20 consecutive, nearly square-wave light pulses with a repeat period of 10 s, controlled by an electronic shutter with a 6 mm aperture (Uniblitz LS6T2). The intensity of the light source was attenuated by a glass slide which added ~6% reflectivity, and neutral density filters, ND 0.03 and ND 1.0 (Thorlabs), which have rated transmissions of 50.1% and 10%, respectively. The detector response is also nearly a square wave with pulse width equal to the electronic shutter, showing the very fast time response of this detector and associated preamplifier circuit. This means that it approaches the ideal limit of a heat detector whereby the signal at any time is proportional to the heat power being delivered to the sample. This is, however, complicated by the fact that after the heat pulse, the signal goes negative, but at such a low intensity that it cannot be seen in Figure 5.3. This negative signal decays exponentially back to baseline with a time constant equal to that of the preamplifier (set at 25 s here) and, when integrated for a time that is very long compared to 25 s, the negative-going area equals the positive-going area seen at short times (during the light pulse). This is expected based on the preamplifier design; we also proved it by using shorter time constants which makes the negative-going signal increase in magnitude but decay more quickly, so it is easier to integrate.

Since the positive signal is proportional to the heat power at the sample, one can integrate it versus time to get the net heat energy absorbed by the sample. The inset in Figure 5.3 shows the integrated heat signals versus the absorbed heat calculated from the light intensity and optical absorbance of the sample. The heat signal for each light intensity is integrated only up to the time where it went negative. However, the exact termination of this integral is not crucial, as the calculated integrals decrease by only ~8-12% when integrated for 0.5 s after the light pulse has clearly ended (short compared to the 25 s time constant).
The reflectivity of the detector surface (i.e., gold-coated LiTaO\textsubscript{3} with a ~7 nm thick Al\textsubscript{2}O\textsubscript{3} overlayer) over the wavelength range of the light pulses was measured with a variable angle spectroscopic ellipsometer (Woolam M-2000, wavelength range 380-1000 nm) operating in reflectivity mode. The wavelength-averaged reflectivity is ~0.70. The power of the light source was measured by a photodiode (Ophir PD300-3W) in place of the calorimeter in the same configuration and using the same filters. The light pulse energy is obtained by multiplying the photodiode power by the aperture open time of 24.7 ms (i.e., the full-width at half-maximum of the signals in Figure 5.3). Multiplying the energy by the wavelength-averaged absorptivity (i.e., one minus the reflectivity, 0.30) gives the approximate energy absorbed by the calorimeter detector in joules. The calorimeter “sensitivity” is determined by plotting the time-integrated voltage signals from Figure 5.3 vs. the light energy absorbed by the sample for each filter, as shown in the inset of Figure 5.3. The slope is 0.1092 ± 0.0015 Vs/J. This ~1.5% standard deviation reflects on the precision of the calibration, dictated by error in the unfiltered pulses (1.4%). (The precision in the energy (x-axis) is 0.6%.) The absolute accuracy is much worse (~24.7%, see below), due to the errors in measuring the white light’s power and wavelength-averaged reflectivity of the sample. As noted above, this will be improved in future work using a stabilized HeNe laser instead of a white light source. This slope (sensitivity) can be used to convert the time-integrated voltage signals measured during ALD into absorbed energy.

Another way to calibrate the absolute sensitivity of the heat detector is to use a reaction of known net heat. We do this below using the ALD of Al\textsubscript{2}O\textsubscript{3} from TMA and H\textsubscript{2}O and get a sensitivity of 0.145 Vs/J, which is 24.7% lower than that estimated using the flashlight above.

For comparison, we can calculate a theoretical sensitivity of the LiTaO\textsubscript{3} crystal using its pyroelectric coefficient (1.9 x 10\textsuperscript{-8} C/cm\textsuperscript{2} K), heat capacity (424 J/kg K), density (0.00746 kg/cm\textsuperscript{3})
and thickness (0.005 cm), giving $1.2 \times 10^{-6}$ C/J. The measured capacitance of our system at the electrical feedthrough (i.e., the signal fed into the preamplifier) is 0.57 nF. Dividing the above sensitivity in C/J by the capacitance gives a sensitivity of 2109 V/J. Multiplying this by the unfiltered, absorbed energy plotted in the inset of Figure 5.3 (121 µJ) gives 0.255 V. This is the theoretical maximum voltage rise that would be measured by the calorimeter (with no cooling or current drain) when 16.2 mW of light is shined for 24.7 ms on the detector surface with an absorptivity of 0.30. The rise of this theoretical signal with time would be linear up to 255 mV while the pulse is on, and after the light is shut off, the heat signal would remain at 255 mV. However, the sample is efficiently cooled by its contact with the sample holder and surrounding gases, so its temperature and resulting voltage do not rise near this much. As shown in Figure 5.3, during a 24.7 ms unfiltered light pulse, our experimental signal rises quickly to a steady state voltage of only 0.57 mV, or 400-fold smaller. That is, the heating and cooling of the sample already balance each other when the sample temperature has increased to only $\sim 1/400^{th}$ of the hypothetical value with no cooling, due to the strong cooling by the heat sink of the calorimeter housing and the continual N₂ flow. This strong cooling also returns the signal to baseline quickly after the end of the light pulse.

For all ALD experiments, the reaction chamber (including fixture and crystal) was prepared prior to calorimetry by many cycles of the selected ALD process in order to build up a continuous multilayer coating of the film material and thus achieve homogeneous and steady state growth during each cycle. Several identical micro-doses (i.e., pulses) of the same precursor were used to fully saturate each surface half-reaction prior to moving to the alternate precursor, following a $(t_1-t_2)_n-(t_3-t_4)_n$ routine where $t_1$ is the metal precursor pulse time, $t_2$ is the metal precursor purge time, $t_3$ is the H₂O pulse time, $t_4$ is the H₂O purge time, and $n$ is the number of micro-doses of the
same precursor. All times are in seconds. For example, one cycle of TMA–H₂O to produce Al₂O₃ followed a (0.1–15)₁₀–(0.1–15)₁₀ sequence. All experimental growth conditions are listed in Table 5.2.

We describe “open-valve” and “closed-valve” experiments below which refer to the manual valves that separate the precursors from the computer-controlled pneumatic (ALD) valves. The primary TMA–H₂O experiments discussed here were performed with these manual valves temporarily closed to allow a controlled volume of headspace to be delivered during each pulse. In detail, the manual valve (for the precursor that is to be pulsed) was opened to allow precursor equilibration in the headspace just upstream of the ALD valves, and closed again just prior to opening the ALD valve for each pulse, thereby limiting precursor delivery to only that vapor in the small constant volume between the manual valve and the ALD valve. This practice has the benefit of decoupling the precursor dose size from the timing precision of the ALD valves. This practice resulted in more reproducible pressure pulses and heat signals as well as achieving a smaller pulse than is possible with a high vapor pressure precursor and ALD valve pulse with a reproducible lower limit of 15 ms. Under normal operation these manual valves are usually fully open (i.e., “open-valve”), such that the number of precursor molecules delivered in a single pulse is controlled by the actuation time of the ALD valve and, for long pulse lengths, the rate of evaporation of the precursor and its flow rate through the tubes connecting the liquid source to the ALD chamber. We tested the effect of this difference in valve position, and found no differences in heat signal beyond that expected from a larger dose size per pulse in the valve-open mode (see below).

To also test for any effect that the opening of each actuated ALD valve itself may have on the calorimeter signal (i.e., due to its detector’s piezoelectric response to mechanical noise), the
ALD valves were repeatedly opened and closed without any precursor gas in the headspace, with no observed signal on the calorimeter detector.

**ALUMINA FILM GROWTH VIA ALD OF TMA AND H₂O**

*Quartz Crystal Microbalance*

The mass adsorbed on the calorimeter during each half-cycle must be known in order to determine the molar enthalpy of each half-cycle. We also must confirm that each half-cycle has fully saturated the surface before moving onto the next half-cycle. Both of these tasks are accomplished by averaging the measurements from two *in-situ* QCMs located slightly upstream and downstream from the detector surface, the details of which have been described previously. This QCM average approximates the growth behavior on the calorimeter, which presents the same surface chemistry and is exposed to the same precursors simultaneously. The average of five consecutive cycles of TMA and H₂O deposition at 125°C, measured on both QCMs, is shown in Figure 5.4. The mass gain over the course of 10 TMA pulses saturates at ~35.3 ng/cm², indicated by a flattening of the curve. The moderately lower QCM signal quality relative to previously published results from the same system is a result of the long time over which each ALD cycle is completed (300 sec vs. typical 20 sec), the numerous pressure transients (20 pulses) that produce a temporary but reversible deviation in the apparent mass, and the “closed-valve” routine itself, which produces vibrations that are picked up by the QCMs. Upon averaging, these artifacts are largely removed and the overall mass gain per half cycle can be accurately determined. The TMA reacts with surface hydroxyls to add aluminum and methyl to the surface and release CH₄, which leaves as a gas (see Reaction A). The H₂O half-cycle releases the remaining methyls as CH₄ gas and re-hydroxylates the surface with a net mass gain of ~4.7 ng/cm². The overall mass gain per cycle is
These QCM results are similar to previous experiments we performed at 100°C, 125°C, and 130°C, and agree well with previous experiments in the literature.\textsuperscript{88,213}

The extent of methyl loss that occurs during each half-reaction is defined for the value of the stoichiometric coefficient \( x \) in Reactions A and B as written above. As shown previously\textsuperscript{88,214}

\[
\frac{\text{mass gain in Reaction A}}{\text{mass gain overall}} = \frac{72 \left( \frac{\text{g TMA}}{\text{mol Al}} \right) - 16 x \left( \frac{\text{g CH}_4}{\text{mol Al}} \right)}{51 \left( \frac{\text{g Al}_2\text{O}_3}{\text{mol Al}} \right)} = \frac{35.3 \left( \frac{\text{ng}}{\text{cm}^2} \right)}{40 \left( \frac{\text{ng}}{\text{cm}^2} \right)} \Rightarrow x = 1.7 \quad (5.1)
\]

Therefore, on average 1.7 of the three \( \text{CH}_3 \) groups per TMA molecule react to form \( \text{CH}_4 \) during the first half-cycle in our system at 125°C. This number agrees well with literature reports, which typically give values of 1.5-1.7.\textsuperscript{79,88,214}

**Pressure**

The pressure in the ALD chamber of \( \sim 0.31 \) Torr is a result of the pumping speed and the \( \text{N}_2 \) carrier flowrate (20 sccm) only between precursor pulses. The pressure read by the thermocouple gauge shows pressure pulses above this \( \text{N}_2 \) baseline with the additional vapor pressure of each TMA and \( \text{H}_2\text{O} \) pulse, as shown in **Figure 5.5** (upper panel) for a typical train of 10 TMA and 10 \( \text{H}_2\text{O} \) pulses. The average maximum pressure increase above baseline during TMA pulses is 0.049 \( \pm \) 0.014 Torr and during \( \text{H}_2\text{O} \) pulses is 0.036 \( \pm \) 0.004 Torr. The small apparent shift in baseline pressure after several TMA pulses is due to reproducible and reversible offset in the thermocouple gauge that is sensitive to chemical environment. The average integrated precursor pulse for open valve experiments was \( \sim 7 \) times larger than closed valve experiments.
Calorimetric Heats of Adsorption

A raw voltage signal measured by the calorimeter simultaneously with this pressure measurement is shown in Figure 5.5 (lower panel). The first heat signal in each 10-pulse half-cycle is much more intense than subsequent signals, due to near saturation of surface sites during the first pulse of each half-cycle (see QCM, Figure 5.4). The average heat signal during the first, second, third, as well as seven “saturation” TMA pulses (all averaged over five complete ALD cycles) are overlaid and shown over a 300x smaller time window in Figure 5.6. The signal upon the first TMA pulse has a rise time of ~7 ms and is dramatically more intense than subsequent pulses. The second pulse’s signal has an initial sharp feature which is similar in shape and rise time to the first, but only ~5% as intense. The sharp feature is followed by a broad, low-intensity feature that has a maximum ~150 ms after the precursor pulse. By the third pulse, this broad peak is the dominant feature, although there remains a small initial peak that is only ~1% as intense as the first peak maximum. After the third dose, the only signal measured is the broad peak. The signals for the final seven pulses (doses 4 to 10) do not vary significantly, so the subsequent pulses were averaged together over each of the five cycles (35 pulses total). This signal is referred to as the “saturation” signal. The QCM data shows that ~63% of the mass gain during the TMA half-reaction occurs in the first pulse, and ~11% in the second pulse. Though the calorimeter’s sharp heat signal has decreased to near zero after the third TMA dose, the QCM data suggests there is still a slow increase in deposited mass until saturation occurs by the eighth pulse. As shown below using a simple bond-additivity model, this nonlinear relationship between heats and mass gain is due to preferential reaction of TMA to form adsorbed MMA \((x = 2)\) at low coverage, which has a much higher heat than the reaction to form adsorbed DMA \((x = 1)\). The later reaction, which requires only one \(-\text{OH}\) group, dominates at high coverage due to lack of reaction sites for TMA that offer
two unreacted –OH groups needed to make MMA. When integrated from zero coverage up to saturation, the average $x$ value is 1.7, consistent with the QCM data. This non-linearity in the relationship between heat and mass gain results in part from the fact that the mass gain per Al is 40% larger when $x = 1$ than when $x = 2$ due to the extra CH$_3$ that remains on the surface.

Figure 5.7 shows the second half-reaction (Reaction B), wherein H$_2$O is pulsed to the methylated surface and acts as the O source, releasing more CH$_4$ and regenerating a hydroxyl-terminated surface. Similar to the TMA half-reaction, the first pulse is by far the most intense. The peak maximum is only 0.45 mV using the same amplification—approximately 29% as intense as the first dose of TMA. The shape of the first H$_2$O pulse is very similar to that of the first TMA pulse. The second pulse also has a sharp initial feature which gives way to a broad, low-intensity secondary peak. Unlike the TMA series, even at saturation, there remains a sharp initial feature that is ~25% as intense as the first dose. The QCM measurements suggest that saturation is achieved after the first pulse of H$_2$O, even as the calorimeter signal shows a steady decay in the sharp peak intensity, with saturation achieved after the third pulse.

As seen in Figure 5.8, during TMA pulsing, the cumulative heat grows rapidly with mass gain initially, but then, after ~2/3 of the saturation mass gain, it grows much more slowly, and almost stops growing completely as saturation mass gain is approached. The same occurs but to a less dramatic extent during H$_2$O pulsing. It is commonly observed that both molecular and dissociative adsorption reactions become less and less exothermic as the surface coverage grows toward saturation due to both preferential titration of the most stable surface sites and adsorbate-adsorbate repulsions which increase as the adsorbates pack closer together, and similar effects occur here (see below). At saturation mass gain, the cumulative heats during the TMA and H$_2$O half-reactions saturate at 413 and 181 kJ/mol, respectively. The sum of these heats is 594 kJ/mol,
consistent with the literature value for the standard-state reaction enthalpy for this NET Reaction to produce amorphous Al₂O₃ (which we grow here²³¹) and CH₄. This NET Reaction enthalpy is -594 kJ per mol Al, as calculated using tables of standard heats of formation²³² and the knowledge that amorphous Al₂O₃ is 38.4 kJ/mol less stable than corundum (α-Al₂O₃),²³³ which has a standard heat of formation of -1675.7 kJ/mol.²³² (We actually added a small correction factor to the heat-signal calibration sensitivity measured using light-pulses in order to get this perfect agreement at 594 kJ/mol, for the reason described previously.¹⁸⁹)

The ratio of cumulative heats at saturation for the TMA to H₂O half-reactions from Figure 5.8 is (413 kJ/mol) / (181 kJ/mol) = 2.28, consistent with several DFT calculations that predicted the TMA reaction to be more exothermic than the subsequent H₂O reaction.²¹⁷,²²²,²²³

We attribute the broad, secondary heat signal to heating of the sample as precursors (and products from reaction upstream) with different thermal conductivities than the N₂ carrier gas pass the sample surface, and show evidence to support this assignment below, including correlation of this peak’s time with the arrival time of the precursor’s pressure pulse. This behavior is reminiscent of in situ ALD mass spectrometry data in which the reaction product is fast relative to the precursor dose.²³⁴ The sharp, fast heat pulse at saturation during the H₂O half-cycle is may be due to weak, physical adsorption of the precursor onto the fully-saturated surface, which slowly desorbs again before the next pulse arrives.

We also performed experiments with the manual valves left open to simulate conventional ALD tool “open-valve” operation. The pressure pulses after saturation were approximately 6-fold larger than in the closed-valve experiments above, indicating that the doses were approximately 6-fold larger. The changes in the heat signals due to this were as expected for the larger dose. The peak maximum of the first open-valve TMA pulse was ~38% more intense than the closed-valve
peak. The broad signal after saturation due to less gas cooling was ~2-fold larger. We focus primarily on the closed-valve results presented from Figure 5.3 to 5.8 above (and analyzed in detail from Figure 5.12 to 5.14 below), as they represent a more incremental approach to saturation and better reproducibility.

In the limit of saturating precursor doses, no further heat of surface reaction is anticipated. As previously noted a heat of physisorption is possible, although this value is expected to be exceedingly small. Since pyroelectric materials are also piezoelectric, a voltage may be generated by a pressure differential across the crystal. The change in gas composition and flow upon dosing may also cool or heat the crystal. To investigate these effects, we introduced pulses of N₂ gas—which will not adsorb to the sample surface—in a similar manner to the pulses of TMA and H₂O. The average maximum pressure differential during these N₂ pulses was 0.73 Torr, approximately 18 times higher than the differential pressures measured during the ALD precursor pulses. In spite of this 18-fold larger dose size, the N₂ pulses produce a heat signal that is only ~14% of that for the first TMA pulse, but of similar lineshape on every pulse. Correcting this for the pressure ratio (dose ratio), the heat signal for N₂ is only ~0.8% of that for TMA. This proves that there no significant contribution to the heat signal due to the heating or cooling of the sample simply by collisions with pulsed gas that is possibly at slightly different temperature than the sample. However, we pulsed here the same gas as the carrier gas (N₂), so the gas’s thermal conductivity (which is independent of pressure) is not affected. We show below that when a gas with a different thermal conductivity than N₂ is pulsed, it transiently affects the sample temperature, resulting in a slow and broad heat signal which is also present after saturation.

To investigate the effect of temperature we performed similar experiments at 130°C to those shown above at 125°C, as shown in Figure 5.9. This comparison was done in the open-valve
approach. In the first TMA pulse at 125°C, there is a shoulder on the main heat signal peak that occurs ~24 ms after the main peak. This shoulder shifts to ~14 ms at 130°C. We attribute this shoulder to slower kinetics of the irreversible adsorption of TMA (i.e., Reaction A), which gets slower as it approaches saturation due to the lower availability of free surface sites or –OH groups for reaction. At higher temperatures, the TMA reacts faster, shifting this shoulder peak to shorter times (and making it higher). The integrated areas of this shoulder is very similar at 125 and 130°C, indicating that this small temperature difference is not enough to reduce the amount of TMA that reacts, but is enough to modify the time constant of reaction. The kinetic half-lives ($t_{1/2}$) for this shoulder at 125°C to 130°C are ~24 ms and ~14 ms, respectively (see above), corresponding to first-order rate constants (i.e., $k = \ln(2)/t_{1/2}$) of 0.034 s$^{-1}$ and 0.021 s$^{-1}$, respectively. Arrhenius analysis of these rate constants gives an apparent activation energy of ~136 kJ/mol and a prefactor of $10^{19}$ s$^{-1}$. These are very rough estimates since this uses only two points that are very close in temperature. They correspond to the rate constant for some activated elementary step that is part of the net Reaction A which gets slow at high coverage. This value of 136 kJ/mol can be compared to the sublimation enthalpy of bulk TMA(solid), 60 kJ/mol.

**GROWTH OF OTHER OXIDE FILMS BY ALD**

Titanium dioxide is one of the most well-studied metal oxides in surface science, and a material of great interest to the fields of photocatalysis and solar cells. We studied its formation by ALD using repeated cycles of 10 pulses of Ti(NMe$_2$)$_4$ (TDMAT), where Me = CH$_3$, followed by 10 pulses of H$_2$O, as reported previously via the overall reaction

$$\text{Ti(NMe}_2\text{)$_4$ + 2 H}_2\text{O }\rightarrow \text{TiO}_2\text{(solid) + 4 HNMe}_2$$  \hspace{1cm} \text{(D)}
TiO$_2$ growth on a titania-precoated surface during one representative closed-valve, 20-pulse cycle of TDMAT–H$_2$O, along with average QCM readings on both inlet and outlet QCMs, are shown in Figure 5.10. The QCM measurements reveal that the growth rate is mole-limited since no substantial mass gain was recorded on the outlet QCM until the fourth pulse. Integrated areas of the TDMAT heat signals also shows that the third TDMAT pulse has the largest heat, despite the first heat signal having the largest peak intensity (not shown). The QCM mass gains also indicate that water dosing causes mass loss, a characteristic response which has been seen during an analogous reaction to form TiN using alternating TDMAT and NH$_3$ pulses.\textsuperscript{242} Using the ratio of mass gains from either QCM and an analysis similar to Equation 5.1 above, we estimate that 72% of the NMe$_2$ ligands are reacted during the first half-reaction at 120°C.

Lastly, we investigated thin film growth of manganese oxide, a material of interest for catalysis\textsuperscript{243,244} and battery technologies,\textsuperscript{245,246} using repeated open-valve cycles of 12 pulses of Mn(EtCp)$_2$, where Et = C$_2$H$_5$, and Cp = cyclopentadienyl (see Table 5.1 for structure), followed by 12 pulses of H$_2$O, as reported previously via the overall reaction\textsuperscript{247}

$$
\text{Mn(EtCp)$_2$} + \text{H}_2\text{O} \rightarrow \text{MnO(solid)} + 2 \text{HEtCp}
$$

MnO growth on a MnO-precoated surface during one representative open-valve, 24-pulse cycle of Mn(EtCp)$_2$–H$_2$O, along with the average QCM reading on the inlet QCM, are shown in Figure 5.11. Burton et al.\textsuperscript{247} reported that 54% of the Mn(EtCp)$_2$ molecules lose one EtCp group in the first half-reaction at 150°C, with the remaining 46% of molecules losing both EtCp groups in the first half-reaction. Our QCM measurements show a mass gain after the Mn(EtCp)$_2$ half-reaction
of 96 ng/cm$^2$ and an overall mass gain of 92 ng/cm$^2$, indicating a loss of mass in the water dosing step, which is consistent with the literature.$^{247}$ Approximately 88% of the ECPDM molecules lose both EtCp ligands after the first half-reaction at 120°C.

**DISCUSSION**

*Analysis of Calorimetric Heats*

To a very good approximation, the instantaneous voltage measured by the calorimeter is directly proportional to the instantaneous heat power being added to or removed from the surface, as was shown in Figure 5.3. Thus, the absolute heat released on the crystal surface coincident with an ALD precursor dose may be derived by time-integrating the heat-signal voltage versus time plots, such as those shown in Figure 5.6 and 5.7. This is only complicated in a very small way by the cooling (negative-going) signal that must accompany the return to equilibrium temperature but is exceedingly small on this scale and decays exponentially due to the 25 s time constant (see discussion after Figure 5.3 above). Thus, integration should be limited to 5% of this time constant (1.25 seconds). For the signals in Figure 5.6 and 5.7, a 0.5 s integration provides a good compromise that gets almost all of the positive-going signal, but may prove too short for other ALD reactions, depending on the kinetics of heat-deposition reactions.

**Figure 5.12** shows the results of such integration versus pulse number. There is a large net reaction heat per pulse even after saturation for both TMA and H$_2$O pulses. We attribute the heat seen after saturation to the changing thermal conductivity of the gas: when a gas like TMA or H$_2$O with a lower thermal conductivity than N$_2$ is pulsed, it transiently affects the sample temperature, due to less efficient cooling of the sample by the flowing gas. (At steady-state, the sample is intermediate in temperature between the cooler vacuum chamber walls above it and the warmer
sample holder and heater below it.) This results in a slow and broad heat signal which is also present after saturation. Re-cooling should give rise to a negative-going signal, but that seems to be stretched out over such a long time (up to 10 s) compared to the heating time (0.1 – 0.2 s) that the signal is not obvious in Figure 5.6 and 5.7.

We must subtract the heat signal due to this change in thermal conductivity from the net heat due to all reactions in order to get the heat associated with only the irreversible processes that give rise to ALD film growth. For H₂O pulses, this is simple, since the signal that remains after saturation appears to be the same with every pulse (within statistical scatter). So here, we subtracted the integrated heat signal averaged for the pulses after saturation from that at earlier pulses. The resulting difference due to irreversibly adsorbed/reacted H₂O is also shown in Figure 5.12.

The situation is more complicated with TMA, where it appears that the amount of signal in the slow, broad peak due to the change in thermal conductivity is not constant but instead increases to a saturation level with pulse number. Detailed inspection of the heat signal lineshape in Figure 5.6 shows that this heat is associated with a peak maximum that occurred ~100 ms after the pulse onset, noticeably slower than the large heat maximum seen in the first pulse. Importantly that fast maximum is also seen in the second pulse but not in later pulses. We attribute it to the heat of the irreversible processes that give rise to ALD growth, and the slower peak at ~100 ms later to the change in thermal conductivity of the gas above the surface as TMA passes the surface. One can see that this slower peak grows in amplitude with pulse number from nearly zero on pulse 1 to a saturation level. This is due to the increase in the amount of TMA that reaches the surface with each pulse in the first few pulses (due to extensive reaction of TMA with chamber walls and other hot surfaces, especially in the first pulse). We estimated its size for pulse 2 by subtracting
the integral of the fast first peak from the total integral. The resulting integral of this slow peak’s heat (due to thermal conductivity changes) is shown versus pulse number in Figure 5.12. We extrapolated those points back to pulse 1 to estimate the amount of heat due to thermal conductivity change in that first pulse, which is very close to zero, as shown. Figure 5.13 shows the cumulative integrated heat signals pertaining to irreversible adsorption to highlight the quick approach toward saturation.

Figure 5.14 offers further support for our conclusion that the heat signal which maximizes at ~100 ms after the pulse onset is due to the change in thermal conductivity. It compares the first, second, and saturation TMA heat signals of Figure 5.6 to the gas pressure in the same time frame. At saturation, the gas pressure after a TMA pulse rises most rapidly just when the heat we attribute to thermal conductivity changes maximizes. In future experiments we will try to minimize this unwanted heat signal by increasing the temperature of the top (cooler) parts of the chamber. We show here that reasonable heats for the irreversible ALD reactions can be obtained even in its presence, due to the separation in time scales.

Summing the areas corresponding to irreversible adsorption, as shown in Figure 5.12 and 5.13, gives the total integrated heat signal corresponding to a saturated monolayer of each half-cycle: 27.8 ± 0.4 μVs for TMA and 11.7 ± 0.2 μVs for H₂O. Dividing these sums by the sensitivity factor from Figure 5.3 (0.1092 ± 0.0015 Vs/J) gives the total reaction heat absorbed by the detector in each half-cycle: 2.54 ± 0.03 x 10⁻⁴ J for TMA and 1.07 ± 0.01 x 10⁻⁴ J for H₂O. The QCM data and the area of the detector can be used to convert these values into units of kJ per mol of reaction. The detector area is 0.59 cm² and the TMA half-cycle added 35.3 ± 1.4 ng/cm² to the surface, resulting in 20.8 ± 0.8 ng deposited on the detector. The H₂O half-cycle added 4.7 ± 1.0 ng/cm², resulting in 2.8 ± 0.6 ng added to the detector surface. Given the combination of the molecules
added to and subtracted from the surface during this reaction (with $x = 1.7$), we determine the average molar mass of the material added during each half-reaction to be 44.8 g/mol and 6.2 g/mol for Reactions A and B, respectively. Dividing the mass gained by the molar masses gives $4.64 \pm 0.19 \times 10^{-10}$ moles of Reaction A during the TMA half-cycle and $4.47 \pm 0.95 \times 10^{-10}$ moles of Reaction B during the H$_2$O half-cycle. Dividing the total heats by the moles of reaction gives the enthalpy of reaction for each half-cycle: $-548 \pm 30$ kJ/mol for the TMA half-cycle and $-240 \pm 54$ kJ/mol for the H$_2$O half-cycle, where “per mole” here refers to “per mole as written” in reactions A and B above, respectively (i.e., per 1 mole of TMA but per 1.5 moles of water). The ratio of the two half-reactions is 2.28. The heat for the full TMA–H$_2$O ALD cycle:

$$\text{Al(CH}_3\text{)}_3(g) + \frac{3}{2}\text{H}_2\text{O}(g) \rightarrow \frac{1}{2}\text{Al}_2\text{O}_3(s) + 3\text{CH}_4(g) \quad \text{(NET)}$$

i.e., the sum of the two half-reaction heats, is $-788 \pm 84$ kJ/mol.

The heat of this NET Reaction to produce corundum ($\alpha$-$\text{Al}_2\text{O}_3$) as calculated from the NIST tables of standard heats of formation is $-613.2$ kJ per mol Al.$^{232}$ However, the TMA–H$_2$O ALD reaction is known to produce amorphous $\text{Al}_2\text{O}_3$,$^{231}$ which is 38.4 kJ/mol less stable than $\alpha$-$\text{Al}_2\text{O}_3$,$^{233}$ reducing the heat of this NET Reaction to $-594$ kJ per mol Al. The difference between this value and our calibrated heat ($-788$ kJ/mol) is associated with imperfect absolute calibration of the detector sensitivity. A better calibration method for the heat detector than using a flashlight as above is to use the net heat of a known reaction like this one to calibrate it. The theoretical sensitivity to produce an overall reaction heat of $-594$ kJ/mol is 0.145 Vs/J; thus, the sensitivity factor determined using our light calibration method is 24.7% low. Given the inaccuracies inherent in calibration with such a white-light source (see above), this level of disagreement is expected.
We have used this internal calibration below to examine the accuracy of the relative heats during each half-cycle. This new calibration yields calorimetric heats of -413 kJ/mol for the TMA half-cycle and -181 kJ/mol for the H₂O half-cycle to produce amorphous Al₂O₃. (The hypothetical TMA and H₂O half-reaction heats to produce α-Al₂O₃ are -426 and -187 kJ/mol, respectively.)

*Simulating the Heats with a Simple Bond Additivity Model*

We show next that the experimental results of Figure 5.8 can be nearly quantitatively simulated with a simple bond additivity model. This model will be based on forming crystalline α-Al₂O₃ rather than the much more complicated amorphous Al₂O₃ that is actually grown here. However, the heat of the above NET Reaction to make α-Al₂O₃ is 613.2 kJ per mol Al from standard heats of formation,²³² while the heat to make amorphous Al₂O₃ is 594.0 kJ/mol (see above). Therefore, we will scale the heats from this bond-additivity model by the ratio 594.0 / 613.2 = 0.969 to more closely model the real experiment.

We first estimate the average bond enthalpies of all the bonds formed/broken during the NET Reaction using standard heats of formation. For example, each Al atom in α-Al₂O₃ is bonded to six oxygen atoms. Therefore, the enthalpy of dissociating α-Al₂O₃ into 2 Al(g) + 3 O(g) (+3083 kJ/mol) corresponds to breaking 12 Al–O bonds, giving +256.9 kJ/mol for its average Al–O bond enthalpy. All the average bond enthalpies we used in this model are compiled in Table 5.3 along with the net reaction used to estimate it and its standard enthalpy (at 298 K).

Reactions A and B are written above in the usual way for discussing ALD of Al₂O₃, which focuses on the bonds between Al atoms of TMA and the oxygen atoms from surface –OH groups. However, these expressions leave out any details about bonds that may form when the TMA adsorbs between its Al atom and coordinatively-unsaturated surface oxygen atoms of the growing
alumina lattice (O_l, see below) that were not in surface –OH groups. We found that it is necessary to include those bonds in order to accurately reproduce the experimental heats in Figure 5.8 with our simulation. Thus, we rewrite Reactions A and B below in the following, more precisely-defined way that now specifically includes the surface lattice oxygens (O_l):

\[
\begin{align*}
\text{Al–(CH}_3)_3 + x \cdot\text{O}_h\text{–H} + y \cdot\text{O}_l & \rightarrow \nonumber \\
*(\text{O}_h)_{x} (\text{O}_l)_{y}\text{–Al(} \text{CH}_3)_{3-x} + x \text{H–CH}_3 & \quad \text{(A_y)} \\
*(\text{O}_h)_{x} (\text{O}_l)_{y}\text{Al–(CH}_3)_{3-x} + 1.5 \text{H–OH} + (4.5-x-y) \cdot\text{O}_l & \rightarrow \nonumber \\
*(\text{O}_h)_{x} (\text{O}_l)_{6-2x}\text{Al–(OH)}_{1.5}(\text{O}_l)_{x-1.5} + (3-x) \text{H–CH}_3 & \quad \text{(B_y)}
\end{align*}
\]

\[
\begin{align*}
\text{Al–(CH}_3)_3 + x \cdot\text{O}_h\text{–H} + (4.5-x) \cdot\text{O}_l + 1.5 \text{H–OH} & \rightarrow \nonumber \\
*(\text{O}_h)_{x} (\text{O}_l)_{6-2x}\text{–Al–(OH)}_{1.5}(\text{O}_l)_{x-1.5} + 3 \text{H–CH}_3 & \quad \text{(NET_y)}
\end{align*}
\]

The new stoichiometric coefficient \( y \) is the number of Al-O bonds to surface lattice oxygens that form in the adsorbed intermediate (MMA when \( x = 2 \), or DMA when \( x = 1 \)). There are two types of surface oxygen species initially, designated by the subscripts \( h \) for “hydroxyl” and \( l \) for “lattice,” which remain on those oxygens as they convert to other species to keep track of their origins. Oxygen atoms introduced later from H\(_2\)O vapor in Reaction B\(_y\) are not designated with any subscript. Asterisks indicate species that are part of the alumina surface. Dashes indicate the bonds that are formed/broken in each step.

All integer combinations of \( x = 1 \) or 2 and \( y = 1, 2 \) or 3 might be possible for an individual TMA molecule that reacts with the surface, so none can be excluded. As noted above, the QCM measurements show that \( x = 1.7 \) on average. Using the average bond enthalpies in Table 5.3, we can reproduce the observed ratio of saturation heats for Reaction A to B of 2.28 using this average
x value of 1.7 only when we use y = 2. Having x = 1.7 and y = 2 means that the product of Reaction A (i.e., TMA dosing) is *(O_h)_{1.7}(O_l)_{2}Al(CH_3)_{1.3} on average. Note that this corresponds to a total of 5 bonds to the Al atom, intermediate between 3 in the reactant TMA and 6 in the final Al_2O_3 product. While these average values explain the ratio of saturation heats, they do not explain the very non-linear dependence of heat on the mass gain during TMA dosing (Figure 5.8). To understand that, we must consider how the integer values of x and y for specific TMA molecules varies as the reaction proceeds.

As seen in Reaction A_y, each integer addition of 1 to x requires another surface –OH group (written as *O_h–H above), and each integer addition of 1 to y requires another coordinatively unsaturated O_l. Since these –OH and O_l groups are being consumed as the reaction proceeds, it is thus likely that both x and y decrease rather markedly as saturation is approached.

Thus, it is likely that the high heat in early pulses is due to reaction to form MMA on the surface (x = 2), which requires two surface –OH groups nearby, and only after such “dual –OH” sites are titrated does TMA react to form DMA (x = 1), which requires only one –OH. That is, x = 1.7 on average, but x = 2 in early pulses and x = 1 in later pulses. To reproduce the average experimental x value of 1.7 based on the QCM, we must assume that TMA reacts to form MMA on the surface (x = 2) over the first 70% of the total number of TMAs that react.

With this in mind, we simply searched for the y values that give the best fit to the data in Figure 5.8. We found that the best fit was achieved when y = 3 for the first 50% of the x = 2 range (first 35% of the total mass-gain range), and then drops to y = 2 for the last 50% (35→70% of the total range). Similarly, y = 1 in the first 83% of the x = 1 range (70→95% of the total range), and drops to y = 0 for the last 17% (95→100% of the total range).
Thus, up to point A in Figure 5.8, the TMA half-reaction proceeds to form MMA \((x = 2)\) and three Al–O\(_t\) bonds \((y = 3)\) via the reaction

\[
\text{Al–(CH\textsubscript{3})\textsubscript{3} + 2*O\textsubscript{h–H} + 3*O\textsubscript{t} \rightarrow *(O\textsubscript{h})\textsubscript{2}(O\textsubscript{t})\textsubscript{3–Al(CH\textsubscript{3})} + 2 H–CH\textsubscript{3}}
\]

This reaction deposits 11.0 ng/cm\(^2\) with a reaction enthalpy of -645 kJ/mol, and is responsible for 35\% of the total TMA reaction (cumulative integrated heat = 0.35 \times 645 = 226 kJ/mol). The next 35\% (from point A to B) is due to TMA molecules forming MMA \((x = 2)\) and two Al–O\(_t\) bonds \((y = 2)\):

\[
\text{Al–(CH\textsubscript{3})\textsubscript{3} + 2*O\textsubscript{h–H} + 2*O\textsubscript{t} \rightarrow *(O\textsubscript{h})\textsubscript{2}(O\textsubscript{t})\textsubscript{2–Al(CH\textsubscript{3})} + 2 H–CH\textsubscript{3}}
\]

This reaction thus deposits another 11.0 ng/cm\(^2\) but with a less exothermic reaction enthalpy of -396 kJ/mol (cumulative integrated heat after 70\% of the total TMA has reacted = 364 kJ/mol).

From 70\% to 95\% of the total TMA reacted (point B to C), incoming TMA molecules react to form DMA on the remaining surface \((x = 1)\) while making only 1 Al–O\(_t\) bond \((y = 1)\):

\[
\text{Al–(CH\textsubscript{3})\textsubscript{3} + *O\textsubscript{h–H} + *O\textsubscript{t} \rightarrow *(O\textsubscript{h})(O\textsubscript{t})\textsubscript{–Al(CH\textsubscript{3})\textsubscript{2} + H–CH\textsubscript{3}}
\]

Since only one CH\(_4\) now leaves the surface (as opposed to two when making MMA in the last two reactions above), the mass gain per reacted TMA is larger. This reaction thus deposits another 11.0 ng/cm\(^2\) but again with a less exothermic reaction enthalpy of -198 kJ/mol (cumulative integrated
heat = 414 kJ/mol). Finally, from 95% to the saturated surface (point C to D), TMA reacts to form DMA on the surface (x = 1) but there are no remaining Oₐ with which to bond (y = 0):

$$\text{Al}-(\text{CH}_3)_3 + *\text{O}_h\text{-H} \rightarrow *(\text{O}_h)\text{-Al(\text{CH}_3)}_2 + \text{H-CH}_3$$

This reaction deposits a final \(\sim2.2\) ng/cm\(^2\) and is nearly thermoneutral (reaction enthalpy of +50.9 kJ/mol, total cumulative integrated heat = 411 kJ/mol). Since the gaseous methane product is pumped away, this reaction can proceed to completion even if slightly endothermic.

As seen in Figure 5.8, this model fits the data exceptionally well and explains the extreme non-linearity in a very logical way where x and y decrease with coverage just as expected based on physical intuition.

In the case of H\(_2\)O dosing (see the inset of Figure 5.8), there is much less obvious non-linear trend in heat versus QCM mass gain, so we have not attempted to model that explicitly. The straight line shown from the origin to saturation fits the data well enough. This straight line would be expected if the H\(_2\)O molecules do not preferentially react with any of the surface species pre-deposited by TMA (e.g., DMA vs. MMA). This is somewhat surprising since the heat for the H\(_2\)O half-reaction depends as strongly on x and y as does the TMA half-reaction, and thus its rate constant does not depend on the exothermicity of the particular x,y value for the TMA-derived intermediate it attacks. This would happen, however, if the reaction probability of the initial attack of every Al-CH\(_3\) group by H\(_2\)O is independent of the way in which that Al atom is bonded to the rest of the surface. This seems most likely if this is a very high reaction probability per H\(_2\)O—Al-CH\(_3\) collision due to an almost barrier-less process.
State-of-the-art DFT could probably give better accuracy than this simple bond additivity model. It is expected that these new calorimetrically-measured energies for Reactions A and B will be used together with future DFT calculations to more clearly define the surface intermediates involved in Reactions $A_y$ and $B_y$ above.

The heats of adsorption of the TMA and H$_2$O half-reactions on Al$_2$O$_3$ calculated from first principles vary widely in the literature, and some relevant results are summarized in Table 5.4. Widjaja and Musgrave$^{217}$ used cluster DFT to calculate the adsorption and reaction energy of the TMA and H$_2$O half-reactions. On an Al[OAl(OH)$_2$]$_2$-OH cluster, TMA adsorbed to the surface with an energy of -59 kJ/mol and reacted to form DMA and CH$_4$ with an energy of -105 kJ/mol (overall energy = -164 kJ/mol). The authors did not present the energy released to react another methyl with an adjacent hydroxyl and make MMA, but it may be crudely estimated by adding another -105 kJ/mol to the overall energy (-269 kJ/mol). Adsorption of H$_2$O on both DMA and MMA surfaces gave overall heats of -143 and -125 kJ/mol, respectively. By linear interpolation we have estimated the ratio of reaction heats for our extent of reaction of $x = 1.7$ to be 1.82, reasonably close to our experimental value of 2.28.

Elliott and Greer$^{218}$ used periodic DFT to calculate the adsorption energy of TMA onto a fully hydroxylated $\alpha$-Al$_2$O$_3$ surface, reporting values of -68, -164, and -174 kJ/mol for the formation of adsorbed TMA, DMA, and MMA, respectively. On a bare $\alpha$-Al$_2$O$_3$ surface, the authors found that TMA adsorbed with a heat of -116 kJ/mol, but this was followed by dissociation of TMA into three Al–CH$_3$ surface species. These scenarios do not accurately represent our experimental surface, but dissociation reactions may occur locally in regions of the surface where no other reaction pathways are available.$^{79}$
Recently, Weckman and Laasonen\textsuperscript{222} investigated TMA and H\textsubscript{2}O adsorption on the \(\alpha\)-Al\textsubscript{2}O\textsubscript{3} surface using periodic DFT with a surface hydroxyl concentration (9.6 OH/nm\textsuperscript{2}) that agrees well with experimental coverages (\(\sim\) 9 OH/nm\textsuperscript{2} under typical conditions\textsuperscript{79}). The authors calculated the adsorption energy and reaction heat of the first TMA molecule to DMA to be \(-177\) kJ/mol. Further reaction to MMA gave an overall reaction heat of \(-310\) kJ/mol. The heat of adsorption and reaction of H\textsubscript{2}O with surface-bound DMA and MMA gave calculated heats of \(-257\) and \(-122\) kJ/mol, respectively. By linear interpolation, we have estimated the ratio of reaction heats for our extent of reaction of \(x = 1.7\) to be 1.66. While the authors did investigate the adsorption of multiple TMA molecules in order to approximate a methylated surface, they did not investigate the adsorption of H\textsubscript{2}O with the methylated surface.

Finally, Sandupatla \textit{et al.}\textsuperscript{223} used periodic DFT to calculate the adsorption and reaction heats of the TMA and H\textsubscript{2}O half-reactions on a \(\gamma\)-Al\textsubscript{2}O\textsubscript{3} surface with a surface hydroxyl concentration of 8.8 OH/nm\textsuperscript{2}. The first TMA adsorption and reaction to DMA had a heat of \(-264\) kJ/mol and subsequent reaction to MMA added an additional heat of \(-77\) kJ/mol. Thus, the corresponding DFT heat for our experimental extent of reaction of \(x = 1.7\) is \(-318\) kJ/mol. Continuing along the path to produce a fully methylated surface gives a total DFT heat of \(-1263\) kJ/mol or \(-316\) kJ per mol Al. This heat is \(\sim 77\%\) of our experimental heat for the TMA half-reaction (with the signal calibration based on the heat of the total reaction determined using heats of formation). The authors did not calculate the reaction of H\textsubscript{2}O with the fully methylated surface; however, they did present reaction heats of H\textsubscript{2}O with single molecules of adsorbed TMA (\(-120\) kJ/mol), DMA (\(-207\) kJ/mol), and MMA (\(-74\) kJ/mol). Since there is likely a very small percentage of adsorbed (yet unreacted) TMA to interact with H\textsubscript{2}O in our system, we have ignored the reaction heat with TMA. By linear interpolation, and using our experimental extent of reaction of \(x = 1.7\),
we estimate the reaction heat in the second half-cycle based on these DFT energies to be -114 kJ/mol. The corresponding ratio of DFT energies for the two single-molecule half-cycle reactions is 2.79, which is again in reasonable agreement with our experiments.

To our knowledge, the only prior experimental study of the heats evolved during ALD half-reactions was performed by Nilsen and Fjellvåg using a thermopile.\textsuperscript{225} In that work, the authors note that introduction of room temperature precursors into the reaction chamber at 186°C had a very large effect on the observed heats. As such, they were unable to derive a conversion factor from the thermopile voltage reading into heats of adsorption. Additionally, inconsistencies in their data call their conclusions into question. However, the authors did observe a sharp initial feature when dosing H\textsubscript{2}O in the absence of TMA, as we have seen in our “saturation” signals shown in Figure 7. Comparing to their estimated sensitivity, our calorimeter is ~800 times more sensitive.

\textit{General Discussion and Future Work}

In addition to the thermodynamic insights that absolute heats of each half-reaction provide, the \textit{in-situ} ALD calorimeter may provide additional insight into ALD reaction dynamics. Due to the intrinsically fast response time of the detector and electronics, ALD reaction kinetics may be resolved with unprecedented precision. The response time of the experiment depends on the heat transfer rate from the growing film’s surface to the detector as well as the amplifier circuitry. In practice, we observe a rise time in the calibration experiment with photon heating that is equivalent to the shutter open time (~1 ms), so the response time is faster than that. In our \textit{in-situ} ALD experiments, we recorded a data point every 0.5 ms, which is already two orders of magnitude faster than the time resolution utilized to get good signal-to-noise for other \textit{in-situ} probes such as QCM (100 ms) and quadrupole mass spectrometry (50 ms).
In interpreting the heats measured here, we have assumed above that the reaction products are thermalized to the surface temperature. However, when methane molecules are produced at surfaces from the addition of H to methyl groups, as occurs here, they have been shown in at least one case to exit the surface with excess enthalpy (above that expected for a Boltzmann distribution at the surface temperature). However, since the gas pressure in this ALD system is ~0.3 Torr, the inelastic mean free path of gas molecules is only ~10^{-2} cm, or ~1% of the diameter of the exposed detector. Thus, if the gaseous products of the ALD reactions are generated with excess enthalpy relative to the surface temperature, the gas just above the detector surface would rapidly thermalize the energy and transfer it back to the surface through collisions. Therefore, it seems safe to assume that the reaction products are thermalized to the surface temperature in such ALD measurements at 0.3 Torr total pressure and above.

This ALD calorimetry approach might also be applied to study ALD processes on powders which can be drop-cast and dried directly onto the detector. We performed preliminary ALD calorimetry experiments of indium oxide film growth using pulses of trimethylindium and H\textsubscript{2}O onto a powder film of the metal-organic framework (MOF) NU-1000\textsuperscript{92,158} which had been drop-cast onto the detector surface from acetone solvent and dried in vacuum. This produced strongly exothermic heat signals, as expected when increasing the surface area for adsorption by multiple orders of magnitude (even if the MOF powder is in imperfect thermal contact with the detector surface). Since the nodes in many MOFs are oxide clusters of controllable sizes near ~1 nm in diameter, they can be thought of as very well-defined and homogeneous oxide “nano-supports” to which catalytic metals can be attached to improve activity or simply to provide a more homogeneous structure to facilitate fundamental studies of oxide-supported metal clusters. Thus, further investigations of ALD in MOFs (and other porous materials) would be highly impactful.\textsuperscript{85}
With proper calibration, this calorimeter may produce benchmark energies to compare with computational results for high surface area substrates as well.

Looking forward, further improvements to the ALD calorimeter can be made. One improvement may be faster dosing so that smaller and more reproducible doses could be made to understand partial saturation reactions. This could be achieved by cooling the precursor sources to lower the vapor pressure in the headspace, or by installing a second actuated valve in place of the manual valve so that the “closed valve” experiments can be precisely timed by the computer (and smaller doses dictated by the flowrate of the gas into the headspace). In addition, a faster sampling rate in pressure detection/recording would help to measure these doses more accurately and precisely. As noted above, using a single-wavelength light source, such as a stabilized HeNe laser, and an integrating sphere to accurately determine the sample reflectivity at various thicknesses of oxide deposition would provide a more accurate calibration of the detector. Stabilizing the ALD chamber temperature and introducing precursor gases that are at exactly this same temperature, perhaps with a longer pre-heat region would further simplify data analysis. Finally, the use of a second pyroelectric detector crystal as a ‘reference signal’, pressed into the back of the first crystal with the polarization reversed, has been shown to be effective at reducing contributions to the signal from noise in the chamber due to thermal fluctuations and mechanical vibrations.

Measurements of the calorimeter signal during TMA–H₂O ALD at different temperatures up to the limit of the detector (the Curie temperature of LiTaO₃ ≈ 600°C) would be valuable. Since the TMA–H₂O ALD mechanism depends strongly on surface hydroxyl content, which in turn depends on temperature, we could feasibly probe systems where \( x = 1 \) and \( x = 2 \) to confirm the effect on the reaction heats of the extent of reaction that occurs in the TMA half-reaction.
Simultaneous transient quadrupole mass spectrometry analysis would provide additional support for these experiments which are underway in our laboratories.

**CONCLUSIONS**

We presented a new calorimeter that approaches the ideal limit of a heat detector whereby the signal at any time is proportional to the heat power being delivered to the sample, and was proven to be sensitive to measuring heats of adsorption for three distinct sub-monolayer ALD half-reactions. Focusing on the oft-studied TMA–H2O reaction to form Al2O3, we measured the heats of the TMA and H2O half-reactions to be -413 and -181 kJ per mol of Al, respectively. Simultaneous QCM measurements showed an overall mass gain of 40.0 ng/cm² with 35.3 ng/cm² gained during the TMA half-reaction, indicating that 1.7 CH₃ groups per TMA react to form CH₄ during the TMA half-cycle. We show below that these results and the cumulative heat of reaction versus extent of reaction can be quantitatively reproduced with a simple bond-additivity model based on tabulated heats of formation, which reveals important details of how the nature of the adsorbed intermediates being produced varies with the extent of reaction during the TMA half cycle. The broad applicability of this calorimetry method was further demonstrated by studying the heats of ALD reactions to produce TiO₂ and MnOₓ. In-depth analysis of other ALD reactions would be impactful in clarifying the reaction intermediates and elementary-step energetics, and as energy benchmarks for theory, like shown above for TMA–H₂O to grow Al₂O₃.
Figure 5.1. Scheme of one ALD dosing cycle using TMA and H$_2$O to produce Al$_2$O$_3$. Clockwise from top left: gaseous TMA is introduced to a hydroxyl-terminated surface where it reacts, producing surface bound MMA and DMA species, gaseous CH$_4$, and heat (Reaction A in text). Since there are two MMAs and one DMA, $x = 5/3$ for Reaction A in this example. Then, following a purge with pure N$_2$, H$_2$O vapor is introduced and reacts with the remaining CH$_3$ groups, producing Al-bound –OH groups, gaseous CH$_4$, and heat (Reaction B in text). Not shown are bonds that also form between the Al atoms and non-hydroxyl oxygen atoms of the alumina surface (see text). Elements have the color scheme: Al, blue; O, orange; C, black; H, red.
Figure 5.2. Assembled ALD calorimeter at 45° perspective (bottom) with exploded view (top). The heat detector (red) is a 50 µm thick pyroelectric LiTaO$_3$ crystal disk (10 mm in diameter) coated on both sides with 25 nm of gold. These sides act as the signal electrodes which are connected to a preamplifier to read transient voltage signal. The detector is placed on top of a stainless steel stand with a spot-welded signal wire (blue). The stand is electrically isolated from the rest of the calorimeter housing by the LiTaO$_3$ crystal and a 2.54 cm diameter Macor ceramic disk (yellow). The above pieces are sandwiched between a circular base and annular top constructed of aluminum which are connected, physically and electrically, using three screws separated by 120° (not shown). The top piece has an 8.66 mm diameter orifice in the center which exposes the front LiTaO$_3$ crystal face to gases in the ALD chamber, so that the heat associated with film growth on that face is monitored. The top face of the LiTaO$_3$ crystal is grounded to the chamber through the aluminum housing, and this is used as the reference signal.
Figure 5.3. True heat signal in mV as a function of time measured by the calorimeter in response to a 25 ms pulse of light through a window on the chamber lid. Unfiltered light (black), glass slide (red), and neutral density filters ND 0.03 (dark blue) and ND 1.0 (light blue). The glass slide reflects ~6% of the light, while the ND 0.03 and ND 1.0 filters transmit 50.1% and 10% of the light, respectively. Each curve is an average of 20 pulses. The inset shows the integrated peak area in μVs as a function of the energy absorbed from the light source in μJ.
Figure 5.4. (Black line) Average QCM mass gain in ng/cm\(^2\) as a function of time over four cycles of 10 pulses TMA and 10 pulses H\(_2\)O at 125°C. (Colored lines are individual cycles.) This average was calculated from the mass gain measured over four cycles using two QCMs, with one mounted near the gas inlet and one near the outlet. A total mass change of \(~40.0\ ng/cm^2\) is measured during one complete cycle: \(~35.3\ ng/cm^2\) during the TMA half-cycle and \(~4.7\ ng/cm^2\) for the H\(_2\)O half-cycle.
Figure 5.5. (Top) The total ALD chamber’s pressure in Torr as a function of time over a typical 20-pulse cycle consisting of 10 pulses TMA followed by 10 pulses H$_2$O onto the alumina-precoated detector surface at 125°C. The chamber was purged with 20 sccm of N$_2$ for 15 s after each pulse. This N$_2$ was also flowing during the pulses. (Bottom) The true heat signal in mV as a function of time over the course of a typical cycle taken simultaneously with the pressure and QCM data.
Figure 5.6. Overlaid heat signals during TMA pulses onto the alumina-precoated detector surface at 125°C, averaged for five consecutive cycles with the first pulse in black, second pulse in red, and third pulse in cyan. After the third pulse, the surface is effectively saturated (as shown in Figure 5.4 and 5.5), so the seven subsequent pulses were averaged together over each of five cycles (35 pulses total), as shown in dark blue.
Figure 5.7. Overlaid heat signals during H₂O pulses onto the alumina-precoated detector surface at 125°C, immediately following the 10 TMA pulses of Figure 5.6, averaged over five consecutive cycles, with the first pulse in black, second pulse in red, and third pulse in cyan. After the third pulse, the surface is effectively saturated (as shown in Figure 5.4 and 5.5), so the seven subsequent pulses were averaged together over each of the five cycles (35 pulses total), as shown in dark blue.
Figure 5.8. Reaction heats in kJ per mol Al from experiment (circles) and the best fits to the data (dashed lines) as a function of QCM mass gain over 10 TMA pulses and 10 H$_2$O pulses (inset) measured at 125°C. The bond additivity model (solid lines) predicts that TMA first reacts to form adsorbed MMA ($x = 2$) with a $y$ value of 3 until 35% of the total reaction has occurred (point A) and thereafter with $y = 2$ until 70% of the total reaction has occurred and all sites that can react with $x = 2$ are titrated (point B). Then TMA reacts to form DMA ($x = 1$) with a $y$ value of 1 until 95% of the surface is saturated (point C). Finally, TMA reacts to form DMA ($x = 1$) with a $y$ value of 0 until the surface is saturated with adsorbed DMA and MMA (point C). In the case of H$_2$O, the reaction proceeds linearly until saturation because there is no significantly more favorable reaction for H$_2$O.
Figure 5.9. Comparison of heat signals measured during the first TMA pulse at 125°C (red) and 130°C (black), using open-valve pulses. Estimated kinetic half-lives ($t_{1/2}$) for the shoulder peak at 125°C and 130°C are 24 ms and 14 ms, respectively, corresponding to first-order rate constants of 0.034 s$^{-1}$ and 0.021 s$^{-1}$, respectively. Arrhenius analysis of these rate constants gives an apparent activation energy of ~136 kJ/mol and a prefactor of $10^{19}$ s$^{-1}$.
Figure 5.10. Mass gain/loss and calorimetry during ALD growth of TiO$_2$. (Top) Average QCM mass gains in ng/cm$^2$ as a function of time over five closed-valve cycles of 10 pulses TDMAT and 10 pulses H$_2$O at 120°C, measured on the inlet (brown) and outlet (red) QCMs. (Bottom) The raw heat signal in mV as a function of time over the course of a typical 10 x 10 TDMAT–H$_2$O cycle.
Figure 5.11. Mass gain/loss and calorimetry during ALD growth of MnO. (Top) Average QCM mass gains in ng/cm² as a function of time over five open-valve cycles of 12 pulses ECPDM and 12 pulses H₂O at 120°C, measured on the outlet QCM. (Bottom) The raw heat signal in mV as a function of time over the course of a typical 12 x 12 ECPDM–H₂O cycle.
Figure 5.12. (Top) Time-integrated heat signal of TMA pulses vs. pulse number from the data of Figure 5.6. Total integrated areas (integrated from the onset of the heat signal to 0.5 s afterward) are shown in maroon squares. Separate contributions to the total areas from irreversible adsorption and from changes in the gas’s thermal conductivity are shown in red circles and pink diamonds, respectively. The dashed line indicates the increasing areas of the peaks due to thermal conductivity change from TMA pulses 2-4, extrapolated to show the expected area in the first pulse (as indicated by the pink X). (Bottom) Equivalent plot for H₂O pulses vs. pulse number, showing the total time-integrated signal (navy squares), and separate contributions due to irreversible adsorption (blue circles) and thermal conductivity changes (light blue diamonds and X’s).
Figure 5.13. Cumulative time-integrated heat signals pertaining to irreversible adsorption plotted vs. pulse number for pulses of TMA (black circles) and H₂O (blue diamonds). Right-hand axis shows the corresponding heat in kJ per mol of Al calibrated using the net reaction heat to form amorphous Al₂O₃ (594 kJ/mol).
Figure 5.14. Average heat signals in mV for the first (black, H1), second (red, H2), and saturation (blue, Hsat) doses of TMA along with pressure readings in Torr for the first (grey, P1), second (pink, P2), and third (cyan, P3) doses of TMA. The inset shows a close-up at a shorter time scale. This comparison shows that the heat signal at saturation follows the growth in TMA pressure, consistent with the transient heating of the sample that accompanies the decrease in thermal conductivity of the gas above the sample (and therefore the decrease in cooling by this gas) as the TMA gas pulse passes the sample. This subsequent re-cooling of the sample after the pulse has passed is stretched out over such a long time before the next TMA gas pulse arrives 15 s later that it does not show a negative heat signal that is clearly distinguishable below the small baseline drift, although it should have the same negative integrated area as under the blue curve.
Table 5.1. ALD precursors used in this work to produce metal oxide surfaces *via* reaction with H$_2$O.

<table>
<thead>
<tr>
<th>Surface</th>
<th>Metal Source</th>
<th>Abbreviation</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al$_2$O$_3$</td>
<td>Trimethylaluminum</td>
<td>TMA</td>
<td>$\text{H}_3\text{C} \overset{\text{Al}}{\text{CH}_3}$</td>
</tr>
<tr>
<td>TiO$_2$</td>
<td>Tetrakis(dimethylamino)titanium</td>
<td>TDMAT</td>
<td>$\text{H}_3\text{C} \overset{\text{N}}{\text{Ti-N}} \overset{\text{C}}{\text{N}} \overset{\text{N}}{\text{C}} \overset{\text{N}}{\text{CH}_3}$</td>
</tr>
<tr>
<td>MnO</td>
<td>Bis(ethylcyclopentadienyl)manganese</td>
<td>Mn(EtCp)$_2$</td>
<td>$\text{H}_3\text{C} \overset{\text{Mn}}{\text{CH}_3}$</td>
</tr>
</tbody>
</table>
Table 5.2. Procedures for the reactions investigated in this work. Experiments followed a \((t_1-t_2)_n- (t_3-t_4)_n\) procedure where \(t_1\) is the metal precursor pulse time, \(t_2\) is the metal precursor purge time, \(t_3\) is the water pulse time, and \(t_4\) is the water purge time, all in seconds, and \(n\) is the number of consecutive pulses of each precursor.

<table>
<thead>
<tr>
<th>ALD Experiment</th>
<th>Valve Position</th>
<th>(T) (°C)</th>
<th>(t_1) (s)</th>
<th>(t_2) (s)</th>
<th>(t_3) (s)</th>
<th>(t_4) (s)</th>
<th>(n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMA–H(_2)O</td>
<td>Closed</td>
<td>125</td>
<td>0.1</td>
<td>15</td>
<td>0.1</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>TMA–H(_2)O</td>
<td>Open</td>
<td>125</td>
<td>0.015</td>
<td>15</td>
<td>0.015</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>TDMAT–H(_2)O</td>
<td>Closed</td>
<td>120</td>
<td>0.2</td>
<td>15</td>
<td>0.2</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>ECPDM–H(_2)O</td>
<td>Open</td>
<td>120</td>
<td>0.3</td>
<td>10</td>
<td>0.015</td>
<td>10</td>
<td>12</td>
</tr>
</tbody>
</table>
Table 5.3. Average bond enthalpies in kJ per mole of bonds estimated from NIST tables of standard heats of formation,\textsuperscript{232} using the listed reactions. The last column lists the numbers of bonds of that type made or broken in the NET Reaction: $2 \text{Al(CH}_3)_3(g) + 3 \text{H}_2\text{O(g)} \rightarrow \text{Al}_2\text{O}_3(s) + 6 \text{CH}_4(g)$.

<table>
<thead>
<tr>
<th>Bond</th>
<th>Bond enthalpy (kJ/mol)</th>
<th>Reaction used to estimate average bond enthalpy (and its enthalpy)</th>
<th>Bonds formed or broken per Al$_2$O$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al–CH$_3$</td>
<td>284.5</td>
<td>$\text{Al(CH}_3)_3(g) \rightarrow \text{Al(g)} + 3 \text{CH}_3(g)$ (853.6 kJ/mol)</td>
<td>6 broken</td>
</tr>
<tr>
<td>O–H</td>
<td>463.5</td>
<td>$\text{H}_2\text{O(g)} \rightarrow 2 \text{H(g)} + \text{O(g)}$ (927.0 kJ/mol)</td>
<td>6 broken</td>
</tr>
<tr>
<td>Al–O</td>
<td>256.9</td>
<td>$\text{Al}_2\text{O}_3(s) \rightarrow 2 \text{Al(g)} + 3 \text{O(g)}$ (3083 kJ/mol)</td>
<td>12 formed</td>
</tr>
<tr>
<td>H–CH$_3$</td>
<td>438.6</td>
<td>$\text{CH}_4(g) \rightarrow \text{H(g)} + \text{CH}_3(g)$ (438.6 kJ/mol)</td>
<td>6 formed</td>
</tr>
</tbody>
</table>
Table 5.4. TMA and H$_2$O half-reaction heats (kJ per mol of Al, or per 3/2 mol of H$_2$O) for $x = 1.7$ in this work and the literature.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Method</th>
<th>$(x, y)$</th>
<th>Reaction Heats (kJ per mol Al)</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>TMA $\frac{1}{2}$ Reaction</td>
<td>H$_2$O $\frac{1}{2}$ Reaction</td>
</tr>
<tr>
<td>This work</td>
<td>Calorimetry: Net Heat Calibration</td>
<td>(1.7, ?)</td>
<td>-413</td>
<td>-181</td>
</tr>
<tr>
<td>This work</td>
<td>Bond Additivity/ NIST $\Delta H_f$</td>
<td>(1.7, 2)</td>
<td>-411</td>
<td>-183</td>
</tr>
<tr>
<td>(217)</td>
<td>Cluster DFT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1, 0)</td>
<td>-164</td>
<td>-143</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2, 0)</td>
<td>-269</td>
<td>-125</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.7, 0)</td>
<td>-238</td>
<td>-130</td>
</tr>
<tr>
<td></td>
<td>+ 2 Al–O$_l$ bonds</td>
<td>(1.7, 2)</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>(222)</td>
<td>Periodic DFT $\alpha$-Al$_2$O$_3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1, 0)</td>
<td>-177</td>
<td>-257</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2, 1)</td>
<td>-310</td>
<td>-122</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.7, 0.7)</td>
<td>-270</td>
<td>-162</td>
</tr>
<tr>
<td></td>
<td>+ 1.3 Al–O$_l$ bonds</td>
<td>(1.7, 2)</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>(223)</td>
<td>Periodic DFT $\gamma$-Al$_2$O$_3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1, 1)</td>
<td>-264</td>
<td>-207</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2, 1)</td>
<td>-341</td>
<td>-74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.7, 1)</td>
<td>-318</td>
<td>-114</td>
</tr>
<tr>
<td></td>
<td>+ 1 Al–O$_l$ bond</td>
<td>(1.7, 2)</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>
Conclusion

Global climate change is a problem that must be addressed through a multifaceted approach involving the development of new energy conversion technologies, more efficient catalysts, and materials capable of large volume carbon capture. The most promising source of renewable energy is solar, as sunlight is clean, free, and abundant mostly everywhere on Earth. In fact, enough solar radiation strikes the Earth’s surface every day to meet the world’s annual energy requirements.\(^5\) Over the last 25 years, intensive research has been focused on the development of organic photovoltaics (OPV), “third-generation” solar cells that can be produced cheaply and scaled to cover large areas. Another way to address climate change is via improved efficiency of industrial processes using better catalysts, and the search is ongoing for new catalysts with high selectivity and activity. One class of compounds that is very appealing for catalysis (as well as carbon capture and separations) is metal-organic frameworks (MOFs). MOFs are extremely versatile materials composed of small metal or metal oxide node connected by organic linker groups of a fixed length and conformation, forming highly ordered, porous structures with large surface areas. Since the nodes in many MOFs are oxide clusters of controllable sizes near \(~1\) nm in diameter, they can be thought of as very well-defined and homogeneous oxide “nano-supports” to which catalytic metals can be attached to improve activity or simply to provide a more homogeneous and well-defined structure to facilitate fundamental studies of oxide-supported metal clusters.

In this dissertation, adsorption calorimetry was used in concert with surface spectroscopies in ultrahigh vacuum (UHV) to study the adsorption of calcium metal onto phenyl-C\(_{61}\)-butyric acid methyl ester (PCBM), by far the most well-studied and prominently-used electron accepting material in OPV. Calcium metal, due to its very low work function, is commonly used as a cathode material in normal OPV devices, making the Ca/PCBM interface critically important for
understanding device performance and stability. This study revealed a tendency for Ca metal to diffuse subsurface over 10 nm deep and react aggressively with subsurface methyl ester groups of PCBM to make the Ca carboxylate of PCBM.

Next, a comprehensive experimental and theoretical study of Ca metal on the MOF NU-1000 was presented. NU-1000 is a particularly promising MOF for catalysis because of its water- and temperature-stability, and large porosity and surface area. Our results revealed a tendency for Ca metal to diffuse subsurface over 20 nm deep to react strongly with the hydroxyl- and H_2O-terminated nodes producing Ca(OH)_2 nanoparticles. This is the first study where the interaction of metal atoms with the metal-oxide cluster nodes of any MOF has been characterized in detail with respect to experimental bonding energetics, and it provides a crucial benchmark for computational models of metal bonding to the oxide nodes in MOFs.

Finally, this dissertation presented the first-ever calorimetric measurements of the adsorption of precursors used in atomic layer deposition (ALD) using a specially-designed calorimeter. According to the ISI Web of Science, journal articles on the topic of ALD were cited >32,000 in the year 2015 alone, a trend which has grown exponentially since the first publication in 1981. ALD is a versatile technique for depositing uniform thin films of precision thickness with exceptional conformity to underlying substrates, even when the surfaces are extremely complex. It has been applied to a wide range of fields including semiconductors, batteries, biomaterials, photovoltaics, and catalysis, including OPVs and MOFs, making this study a perfect complement to our UHV adsorption calorimetry experiments. Unique to ALD is the sequential, self-limiting surface reactions that are separated in time by inert gas purging. We focused on the sequential reaction of trimethylaluminum and water to make Al_2O_3, by far the most extensively studied ALD reaction scheme and the focus of numerous review papers, which cycles between a methylated and
hydroxylated surface. We show that the reaction heat of the first half-reaction is ~426 kJ/mol and that for the second half-reaction is ~187 kJ/mol (both exothermic). These measured energies will enable future computational studies to verify the nature of the surface intermediates involved in the elementary steps of this highly important ALD process to make conformal alumina films. We then extend this new ALD calorimetry technique to the formation of three other relevant oxides films by ALD—TiO₂, MnO, and one other process to make Al₂O₃—to highlight the technique’s versatility.

Taken together, the work presented in this dissertation represents an attempt at deeper understanding of interfaces pertinent to the broad fields of energy conversion and carbon capture, and these results will help to guide the development of efficient new technologies, which is vitally important in order to address the global issue of climate change. The calorimetric study of Ca on PCBM is perhaps the most fundamentally significant study yet produced by our group on metal-organic interfaces, and serves as a perfect complement to the suite of studies by our group of Ca metal adsorption on organic semiconducting polymers. We also applied our UHV adsorption calorimetry technique to perform the first-ever study of metal adsorption on the nodes of any MOF, providing a benchmark for validating the energy accuracy of the computational methods used to model metal bonding to the oxide nodes in MOFs, and to oxide clusters in general. Finally, the introduction here of the first calorimeter for measuring heats of adsorption of ALD precursors has vast potential for future applications, as ALD is a uniquely capable technique with wide-ranging applicability, but very little is known about the enthalpies involved during ALD half-reactions. Moreover, the accuracy of computational methods used for calculating these energies, such as density functional theory, is not known without such experimental energies to reference. Thus, our calorimeter will provide valuable benchmark energies for ALD reactions on surfaces, with future
applications in syntheses of a broad range of materials, such as catalysts, photovoltaics, microelectronics, sensors, biomaterials and coatings, all of broad interest to the scientific community.
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